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some sixty national economic associations in a11 parts of the world. Its 
basic purpose is the development of economics as an inte11ectual 
discipline, recognizing a diversity of problems, systems and values in 
the world and taking note of methodological diversities. 

The IEA has, since its creation, sought to fulfi11 that purpose by 
promoting mutual understanding among economists through the 
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current importance. Deriving from its long concern to assure professional 
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attention to issues of economies in systemic transition and in the course 
of development. Ouring its nearly fifty years of existence, it has organized 
more than a hundred round-table conferences for specialists on topics 
ranging from fundamental theories to methods and tools of analysis and 
major problems of the present-day world. Participation in round tables is 
at the invitation of a specialist programme committee, but twelve 
triennial World Congresses have regularly attracted the participation of 
individual economists from a11 over the world. 

The Association is governed by a Council, comprising representatives of 
a11 member associations, and by a fifteen-member Executive Committee 
which is elected by the Council. The Executive Committee (1995-98) at 
the time of the Trento Conference was: 

President: 
Vice-President: 
Treasurer: 
Past President: 

Other members: 

Professor Jacques H. Oreze, Belgium 
Professor Anne Krueger, USA 
Professor Erich W. Streissler, Austria 
Professor Michael Bruno, Israel 
(deceased 26 December 1996) 
Professor Anthony B. Atkinson, UK 
Professor Vittorio Corbo, Chile 
Professor Karel Oyba, Czech Republic 
Professor Jean-Michel Grandmont, France 
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Introduction 

Axel Leijonhufvud 
University of Trento, Italy 

The present volume is one of two resulting from the conference on 
'Monetary Theory as a Basis for Monetary Policy' held in Trento in 
September 1997. The second, entitled Monetary Theory and Policy 
Experience, is being published separately in the International Economic 
Association-Palgrave series. 

The planning for the conference began in the summer of 1996, weIl 
before the Asian plunges into depression. But even if the theme did not 
adumbrate such dramatic developments or their further ramifications in 
Russia and elsewhere, it concerned related issues. 

The conference was intended to start a debate over the relationship 
between current economic theory and central bank practice. Monetary 
neutrality has gained a stronger hold over theory since the inflationary 
1970s, starting with the monetarist doctrines that the Philips curve is 
vertical and that inflation expectations explain nominal interest rates, 
later becoming embedded in more fully articulated models of inter­
temporal general equilibrium. The theory resulting from this develop­
ment leaves central banks with nothing useful to do except to stabilize the 
price level. It is not an altogether unwelcome doctrine among central 
bankers, as it would make their lives easier: in giving them only a single 
goal variable, it frees them from responsibility for difficult trade-offs and, 
in addition, it has become the basis of the recent fashion for giving central 
banks independence from political authority. 

All this takes for granted, however, that central banks can control only 
nominal magnitudes and have no useful powers to affect real variables 
such as output, growth and employment. Earlier theories of monetary 
policy, on the other hand, were based on the belief that they were able to 
affect the real interest rate and to regulate the real volume of credit. They 
also presumed a need on occasion for policy to dampen the credit cyde or, 
that having failed, to step in as a lender of last resort. Implicitly at least, 
both central banks and financial markets still pay some heed to these 
earlier theories, as the use of Bank Rate is back in fashion and the markets 
react to its use in the belief that real growth, and not only inflation, is at 

xiv 
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stake. And, obviously, recent events have driven horne the lesson that it is 
not altogether safe to relinquish all responsibility for the credit cyde. 

These issues are spelt out at greater length in my introductory essay in 
Chapter 1, which also argues that, in the context of monetary regimes 
that give the authorities some leverage over real interest rates, the vertical 
Phillips curve is an oversimplified hypothesis that needs to be reassessed. 

The three chapters in Part I are all written from a general equilibrium 
perspective. Jacques Dreze and Herades Polemarchakis investigate the 
scope for monetary policy in a complete markets Arrow-Debreu model 
with inside money which is demanded for its convenience in making 
payments. The monetary authorities control the nominal interest rates 
that constitute the opportunity cost of holding this money. A state­
contingent policy rule for setting these rates will not suffice to control the 
variability of inflation. The authors go on, therefore, to explore 
'empirically relevant departures from neutrality' that would give more 
leverage for policy. 

Ramon Marimon takes the 'fiscal theory of money' as his point of 
departure. In this theory, which is associated above all with the names 
Sims and Woodford, the price level will stay constant as long as the 
government obeys its intertemporal budget constraint in the sense that 
the present value of expenditures is covered by the present value of taxes. 
If expenditures were to exceed taxes, the price level must move so as to 
bring in an equivalent inflation tax. Marimon applies the same reasoning 
to the theory of the firm and shows that, in a model which allows for the 
possibility that the firm will not honour its intertemporal budget 
constraint, the Modigliani-Miller theorem will not hold. 

Robert Lucas revives Milton Friedman's optimum quantity of money 
idea and explores the possible welfare gains from deflating at a rate 
sufficient to push nominal interest rates to a level near zero. 1 The welfare 
gains are found to vary considerably, depending on how the necessary 
extrapolation of empirical demand curves into the near zero interest rate 
range is carried out. 

Financial instability commands the attention of the first two chapters of 
Part 11. Both have one thing in common: namely, that they see the 
dangers of financial instability as stemming from economic reforms, 
changes in regulations or rapid financial development which create an 
environment with which market participants and policymakers have not 
had sufficient experience. Albert Wojnilower reviews financial develop­
ments in the USA over the past twenty years. Although generalized credit 
crunches have been avoided during this period, he finds that the 
structural changes that have taken place in American financial markets 
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give Iittle assurance that they will not recur in the future. Indeed, he 
concludes that, when they do, central banks may find them more difficult 
to deal with than in the past. 

The chapter by Daniel Heymann, Martin Kaufman and Pablo 
Sanguinetti is motivated by a number of Latin-American boom-and-bust 
episodes that have followed a roughly similar pattern. The booms were 
initiated by comprehensive economic reforms, including inflation 
stabilization. For aperiod, increases in both investment and consumption 
could be sustained by trade deficits financed by capital inflows, but 
eventuallya slowdown in growth would induce a cessation or revers al of 
capital flows and trigger sharp recessions. The authors focus on the 
difficulties of forming correct expectations of investment returns and 
wealth following an abrupt structural break such at that represented by 
the reforms. They go on to demonstrate how even fairly sophisticated 
expectations-formation schemes may easily produce the kind of over­
shooting and subsequent sharp setbacks that are the stylized facts of these 
historical episodes. 

Jean-Paul Fitoussi reviews European macroeconomic developments and 
the policies of the EIS since the beginning of the 1980s, but focusing 
particularly on unemployment problems and the disappointingly 'soft' 
growth in the 1990s. The evidence, he finds, points to high real interest 
rates (and a negatively-sloped real term structure) as the proximate cause, 
and too restrictive monetary policies as the ultimate culprit. Alternative 
explanations are carefully considered but rejected. Fitoussi's conclusion: 
'the battle against inflation must be terminated, because the phenomen­
on has disappeared'. Subsequent to the conference, of course, France and 
the other member count ries of the European Monetary Union have come 
to enjoy the monetary conditions that Fitoussi pleaded for, and their 
growth rates have picked up, so far without inflation. 

One of the aims of the conference was to restart a debate on the role of 
credit in monetary theory and on the role of central banks in the 
regulation of the (real) price and volume of credit. In this ambition, the 
conference did not quite succeed. But it did bring together a number of 
outstanding monetary economists from around the world, and the reader 
will find much stimulus from their contributions. 

Note 
1 This chapter is based on Lucas's Presidential Lecture to the Econometrics 

Society and is reprinted here with the permission of the editor of Econometrica. 



1 
Monetary Theory and Central 
Banking 
Axel Leijonhufvud 
University ofTrento, Italy 

1 Poliey doetrines: ehanging eontext, ehanging content 

In the 1970s, in the waning days of the so-ealled Keynesian consensus, 
maeropoliey was still stabilization poliey. It was believed that the private 
sector was unstable, but that the diseretionary policies of a benevolent, 
eompetent and eonsistent government eould maintain high employment 
and reasonable priee stability. 

This pessimism about the private sector and optimism about govern­
ment of that earlier time has turned into optimism about the market and 
pessimism about democratie government. This great, underlying shift in 
beliefs and attitudes has ehanged the eontext in whieh monetary poliey is 
being debated - and therefore, also the eontent of the debate. 

At the time of writing, poliey theory has beeome the art of eonstraining 
governments, of fashioning institutions to prevent politicians from 
violating intertemporal budget constraints, and more generally from 
engaging in short-sighted, time-ineonsistent polieies that in the end 
produee only inflation. The eurrent vogue for independent eentral banks 
pursuing low inflation targets is largely motivated by this view that 
governments must be restrained foreefully from mismanaging publie 
finanees. The arguments for independenee meet with little dissent from 
within the eentral banks. 

At the same time, in modern theory, the stability of the private sector is 
supposed to take eare of itself. Stabilization poliey, in the old sense, is 
regarded as a misguided ambition. This doetrine would relieve the 
monetary authorities of any responsibility for unemployment and the 
eyde. Yet, it is not one they would be wise to embraee. 

This great change in the prevailing political eeonomy did not oeeur 
without reason. It is in large part aresponse to the great worsening of the 
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fiscal position of so many national governments in the 1970s and 1980s. 
Governments saddled with large debts and running chronic deficits 
cannot entertain Keynesian ambitions. Keynesian economics had its 
beginnings in a world of failed banks, bankrupt businesses and foreclosed 
farms - and perfectly sound public finances. Governments of undoubted 
creditworthiness, with peacetime records of always spending weil below 
their capacity to tax, were in a position where they could borrow and 
spend to ease the liquidity constraints of an over-leveraged private sector, 
and thus stimulate aggregate activity. They would be able to do so without 
adding to the money supply and without necessarily causing inflation. 
The 'functional finance' of Abba Lerner, which envisaged government 
surpluses in booms repaying the deficits of recessions, also kept the 
maintenance of the solvency of the government firmly in view. 

In the 'rigid wages' brand of Keynesian economics, it was envisaged that 
real activity could be stimulated (or dampened) simply by inflating (or 
deflating) nominal aggregate demand. In Monetarist theory, the real 
effects of monetary policy also depended on the stickiness of nominal 
wages. In macrotheories of these varieties, the issue of the creditworthi­
ness of governments was lost from sight. It had to be rediscovered. The 
work on intertemporal monetary general equilibrium models by Sargent 
and Wallace at Minnesota l brought it back into foeus. 

The importance of government solvency was, however, also being 
forcefully demonstrated in practice by the experience with high inflation 
in a number of (at the time, mostly Latin American) countries. What these 
experiences showed was that impecunious governments, lacking credit, 
cannot stimulate aggregate activity. Printing money will not only produce 
high inflation, but also actually depress real activity so that dis inflation 
and stabilization generate a growth spurt (see, for example, Heymann and 
Leijonhufvud (1995». 

The governments ofWestern Europe and North America have not been 
in this situation, of course. But while governments with high outstanding 
debts and additionallarge unfunded liabilities may not be utterly 
powerless in this sense, they are in the risk zone. If the markets come to 
conclude that the polity of a country is unlikely ever to deal effectively 
with chronic deficits, interest rates on its debt will increase and the 
acceptable maturities shorten. In this risk zone, additional deficit 
spending will raise the rate of inflation and cause exchange depreciation, 
but have little or no effect on aggregate activity and employment. And a 
monetary policy that monetizes past deficits will do no betteT. 

The deterioration of the public finances of many industrialized 
countries up through the 1980s is thus one reason - one good reason -
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why we hear less today about macroeconomic measures to combat 
unemployment. But it is not the only good reason. 

The industrialized economies are far more highly integrated today than 
they were a few decades ago. Foreign trade looms much larger in relation 
to GDP, while capital moves freely around the world, and moves more 
readily, perhaps, in response to lower taxes than lower wages. For smalI, 
open economies, therefore, the room for independent macroeconomic 
policies is all but non-existent - and every country is 'smaIler' in the 
relevant sense than it used to be. 

Other developments have contributed to changing the context, and 
thus the content of debate. The constraints on the macropolicies that are 
feasible have tightened at a time when the pressures for structural change 
are unrelenting. Manufacturing as a source of employment is going the 
way that agriculture has al ready gone in the twentieth century - and it is 
probably receding even faster, although the pace is impossible to foresee. 
The same forces of technological change are eliminating many tradition al 
white-coIlar jobs as weIl. 

But, if the response to the European unemployment problems since the 
1980s has been little more than pleas for more labour market 'micro 
flexibility', the tightening feasibility constraints on macropolicy are not 
the only reasons. It is also, of course, that monetary theory has changed, 
and changed drasticaIly. 

2 New theory and old 

Traditionally, monetary policy theory has had two main preoccupations: 
nominal anchoring and the stability of credit. The first set of questions 
concerns how the nominal scale of relative prices is determined, and how 
to assure that the anchor does not drag or let go, causing inflation. These 
questions were more or less neglected in the older central banking 
literature that took a metallic standard for granted. Concern with the 
golden anchor that might let go prompted Wicksell's 'pure credit 
economy' model of 1898, but the theory of inconvertible fiat money 
became of dominant importance, first with the great inflations of the 
1920s. The monetary theory since the 1970s has advanced our under­
standing in this area very considerably. The 'monetarist arithmetic' and 
related capital theoretic developments have, in particular, darified the 
fiscal conditions of monetary stability. 

At the same time, modern monetary theory represents a break with the 
main tradition of central banking doctrine, which was concerned with 
controlling the credit cyde to avoid financial crashes and bank panics, 
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and with managing the system's reserves so that the convertibility of bank 
money into the standard commodity could almost always be defended. 
Today's theory may have rediscovered the importance of the solvency of 
governments, but has rather lost sight of the solvency of the private sector 
and more particularly of the banking system. In assuming that the 
economy is in intertemporal general equilibrium (IGE), it in effect 
assumes away the problems with which older central banking theories 
sought to cope. The following properties of the IGE model are germane: 

(i) physical assets and financial claims are seen as objectively knowable 
probability distributions of future cash flows; agents with rational 
expectations know these distributions; 

(ii) real interest rates co-ordinate consumption and production plans to 
maintain the economy on the intertemporal effidency frontier; 

(iii) discounting the correctly perceived prospects (i) at the equilibrium 
real rate (ii) means that the wealth of the system is correctly 
evaluated; 

(iv) consistent pricing of all assets and claims means that a generalized 
form of the Modigliani-Miller theorem holds: the value of the 
economy's income prospects is independent of financial structure; 
only those physical and human capital assets that would appear in 
the economy's consolidated balance sheet are relevant to the 
determination of the price level and to real aggregate demand; thus 
'inside' money, and more generally the volume of credit in the 
system is of no macroeconomic consequence; and 

(v) the nominal scale of the economy is determined by (the time-path 
of) the stock of outside money. 

Within such a conceptual framework, the only sensible function 
remaining for a central bank is to provide nominal stability by control of 
the 'outside' money supply (in so far as government fiscal policy makes 
such control possible). Attempts to regulate real activity are as senseless as 
they are futile. The bank has no power over real rates of interest and no 
sensible purpose would be served by attempts to regulate the volume of 
credit. 

Whatever it is Greenspan thinks he is doing, this is not it. 

3 Abrief retrospective 

Contrast this modern theoretical framework to some older, once 
influential theories: 
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3.1 WiekseIl 

In Wicksell's 'cumulative process', competition between banks with 
excess reserves depresses the market rate below the real intertemporal 
equilibrium ('natural') rate. The resuIt is inflation fuelled by expansion of 
inside money. 

Wicksellian theory therefore differs from the modern theory on two 
critical points: (i) that the market real rate of interest may differ from the 
equilibrium rate; and (ii) that inside money plays a crucial role in 
explaining the time-path of the price level. 

3.2 The art of central banking 

The central banking doctrine that evolved in the gold standard world 
presumed that the gradually growing world stock of gold, and the private 
sector's graduallearning to economize on gold reserves, determined the 
trend of the price level. But general expansions of trade and bank credit 
may drive prices above this trend, just as credit contractions may drive 
them below it. The 'trade cyde' consisted of alternating periods of 'high' 
and 'low' prices (relative to the equilibrium level or trend). 'High prices' 
would stimulate output and employment, but high prices in one country 
relative to the rest of the world would cause an 'external drain' of reserves 
that in severe cases could precipitate a banking crisis. 

The primary function of the central bank in this setting was to moderate 
the trade cyde so that the exchange rate could always be defended, and 
banking crises avoided. The instrument for doing so was the Bank Rate. 
But the bank should also provide an 'elastic currency' so as not to prevent 
output growth. The judgement of how much 'elasticity' could be allowed 
without inflationary overheating of the economy made central banking 
an 'art'. A secondary function was that of lender of last resort, especially in 
those instances when an external drain was amplified by an internal 
drain, threatening a general bank panic. 

3.3 Mises and Hayek 

The monetary cyde theory of the Austrians hypothesized that the 
lowering of the real rate of interest associated with a Wicksellian inflation 
must raise the level of investment, especially in durable capital, and thus 
distort the allocation of resources. 

In this overinvestment theory, while monetary expansion is infla­
tionary, it is not neutral. Although Austria had suffered through an 
outside money hyperinflation after the First World War, this Austrian 
cyde theory was set in a gold (exchange) standard context. It is inside 
money that expands in the cydical upswing. The gold anchoring of the 
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nominal scale should sooner or later force reversion to the longer-term 
trend of the price level. Rational expectations within such a regime imply 
that expansions and contractions of the banking system's monetary 
(demand) liabilities have their counterpart in expansions and contrac­
tions, not only of the nominal, but in large part also of the real volume of 
credit in the economy. 

In an over-investment process, realized returns will be lower in real 
terms than initially projected. Thus much of the credit extended may in 
fact be unsound. For some periods, unanticipated inflation may make 
creditors carry part, all, or more than all of the losses. But in anchored 
monetary regimes, the demand for base money will begin to recover as 
soon as inflation slows. This will slow inflation further and in turn 
reinforce the incentives to restore liquidity positions. Prices are then likely 
to fall below the level at which credit was gran ted, which will cause 
widespread solvency problems. 

For several decades of Keynesian and then Monetarist domination, the 
over-investment theory was taken seriously only by devotees of Austrian 
Economics. Recent events in Asia should give it new life! 

3.4 Fisherian debt-deflation 

In Irving Fisher's debt-deflation theory of great depressions, a deflationary 
shock to the system becomes endogenously self-amplifying. If, initially, 
the economy had the equilibrium volume of inside credit, a fall in the 
price level will make its real value larger than either debtors or creditors 
desire. The attempt by debtors to improve their cash-flow to avoid default 
will increase excess supplies in all goods markets. This, in turn, 
exacerbates the deflation and the real value of outstanding debts grows 
still larger. The feedback is deviation-amplifying, carrying the system 
further and further away from a Modigliani-Miller equilibrium. 

Fisher's original theory pertained to a closed system with a single 
currency. A variant, updated for our times, would put debt-deflation in a 
multiple currency, flexible exchange rate context. Consider the case 
where the capital inflow to a particular country revers es so that its 
exchange rate starts to depreciate significantly.2 This may happen for a 
number of reasons - one being fears about the solvency of the private 
sector in the wake of an over-investment boom. If at this juncture the 
private sector has large dollar-denominated indebtedness, a scramble for 
dollars in order to liquidate it before the exchange rate falls further may 
ensue. This will amplify the decline of the exchange rate and make 
matters worse. Foreign lenders, acting individually and watching the 
solvency of debtors erode, will not stabilize the situation. 'Sauve qui peut'-
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and the Devil take the hindmost. This process will take the exchange rate 
(of the baht, rupiah or won, for instance) far below the level consistent 
with longer-term trade fundamentals. 

3.5 Keynes 

Keynes's theory was fundamentally adaptive (Leijonhufvud (1998». 
Agents would adapt their quantities demanded and supplied to not 
always anti ci pa ted changes in prices; they would change prices in 
response to not always foreseen excess demands or supplies. This 
collective learning process could fail to home in on a full employment 
general equilibrium if conditions were such as to cause effective demand 
failures. 

The first type of effective demand failure was intertemporal. Present 
saving is not an effective demand for future consumption; it may 
therefore fail to call forth corresponding investment. Similarly, invest­
ment may exceed saving, causing excess demand for goods and labour, 
and thus inflation. The central hypothesis was thus that, because of 
speculation or central bank intervention, the real interest rate might fail 
to co-ordinate transactor plans to maintain the system in intertemporal 
equilibrium. 

Monetary policy is useful in this context in so far as it can be effective in 
nudging the real interest rate towards its 'natural' value (to use the 
Wicksellian term). 

The second type of effective demand failure was at the root of Keynes's 
multiplier process: an excess supply of labour will not constitute an 
effective demand for consumer goods if the unemployed are without 
liquid means. Once the (downward) multiplier has been allowed to take 
hold, moreover, conventional monetary policy measures will be of limited 
use, at best.3 

The distinction between inside and outside money was in general not 
clearly drawn in the Keynesian literature. In Keynes's Treatise, cyclical 
variations in the money supply are clearly changes in inside money, but 
in the General Theory the money supply is treated on the whole as an 
exogenously fixed stock of outside money. Except in the work of James 
Tobin, this ambiguity runs through both the later Keynesian4 and the 
monetarist literature. 

3.6 Keynesian economics 

In later Keynesian theory, the analysis of intertemporal saving-investment 
co-ordination disappears entirely. It focuses instead on the relationship 
between nominal aggregate demand and the ('sticky') money wage. 
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The Keynesian analysis of monetary policy was carried out in the IS-LM 
framework. An increase in the money stock would depress the interest rate 
and stimulate current investment and consumption spending. If money 
wages are sticky, real output and employment rise. 

This analysis is conceptually consistent if the monetary regime is 
operated to resemble a gold standard (albeit an attenuated gold standard). 
In such an institutional context, the central bank's open market purchases 
should be seen as injections of inside (reserve) money enabling a more 
general expansion of inside crediti moreover, rational expectations are 
that the price level will show reversion to trend. Equilibrium wages and 
prices in such a regime will not vary in proportion to the money stock 
(whether measured as MI or M2). 

3.7 Monetarism 

Monetarist theory postulates an exogenously controlled or controllable 
money stock (in which outside and inside components are aggregated). 
Nominal income is determined by the condition that the amount of MI 
(or M2) demanded equal this supply. 

From Friedman's 'restatement' of the quantity theory (1956) onwards, 
credit has nothing to do with it. Early monetarist theory had a quite 
explicit polemical thrust, not only against theories emphasizing un­
measurable 'liquidity' or 'credit conditions' (Raddiffe Report, 1959) but 
also, for example, against Tobin's insistence that open market purchases 
did not have the same wealth effects as helicopter drops of currency. 

From Friedman's AEA presidential address (1968) onwards, another 
element enters in: namely, the hypothesis that the real rate of interest is 
determined entirely by real factors over which the central bank has no 
control (and that observed variations in the market rate of interest should 
be interpreted as revealing changes in the Fisher expected inflation 
premium). 

Even before the rational expectations development, therefore, mon­
etarist doctrine was conceptually 'dose' (on some admittedly undefined 
metric) to theories assuming intertemporal general equilibrium and 
generalized Modigliani-Miller. 

3.8 Rational expectations monetarism 

In Lucas's formal and more restrictive version of Friedmanian monetarism 
(Lucas 1972, 1975), changes in the stock of money may temporarily 
disequilibrate perceptions of the real rate of return, and thus affect activity 
levels. This transitory effect evaporates as the true value of M becomes 
known. 
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A whole literature of game-theoretical exercises purporting to constitute 
a political economy theory of monetary policy has been built on this 
Lucasian foundation. 5 In these models, central banks try to create 
'unanticipated' inflation as often and as much as seems worth the loss 
of credibility and so on. Wh ether any central banker will recognize this as 
'what goes on behind dosed doors', I am not privileged to know (hut I 
would be very much surprised if it were so.) 

3.9 Intertemporal general equilibrium 

Consistent centralized accounting (at equilibrium intertemporal prices) 
implies Ricardian equivalence and the ineffectiveness of open market 
operations. It also implies that the traditional quantity theory proposition 
that the equilibrium price level should vary in proportion to the 
contemporaneous stock of money is false (in this modelling context). 
Instead, the price level should vary in proportion to a present value 
measure of outside money (Wall ace (1981), Sargent (1987». 

This requirement holds independently of the size of the outside money 
stock - that is, even if the outside money component is vanishingly small. 

The apprehension is growing in some cirdes that smart cards may soon 
drive the demand for government-produced currency to the vanishing 
point. At the same time, the pressure is mounting to abolish reserve 
requirements (as in Canada, for example) to avoid keeping banks at a 
competitive disadvantage.6 The combination of these two developments 
would mean that the denominator of the standard base money multiplier 
is tending to zero. That would speIl the realization, one century 
postponed, of the conditions envisaged by Wicksell (1898) in his 'pure 
credit economy' analysis (Leijonhufvud (1997». But modern theory 
denies that there is a problem - beyond, perhaps, the choice of a new unit 
of account.7 

4 The natural rate of unemployment 

That 'the long-run Phillips curve is vertical' has long since become a 
widely accepted diches among economists. But it is at best a half-truth. As 
with most half-truths, it makes a dangerous habit of mind. It has become 
the linchpin of the current policy passivity doctrine which dictates that 
monetary policy should not be used to attempt to 'steer' real variables, 
such as unemployment or the rate of growth. 

The half that is very nearly true - or alm ost always true - states that 
inflation will become expected, that expected inflation will shift the 
short-run Phillips curve, and that purely inflationary policies, when fully 
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expected, will not have significant, predictable eftects on employment. 
Suppose for simplicity that outside money is not just neutral, but 
superneutral, and consider inflation driven by outside money. If we now 
imagine that the history of the economy was to have been one of x per cent 
outside money inflation high er than wh at in fact took place, we should 
also imagine the scatter of Phillips data points to have been x per cent 
higher. In this type of counterfactual conceptual experiment, every point 
in the scatter gives rise to a 'vertical Phillips curve'. 

At base, the argument sterns from the convietion that, as long as money 
is neutral, no significant social problem can be solved merely by printing 
the stuft. This is not always true, however, since situations can occur in 
whieh purely inflationary policies will actually help - although these may 
also be the situations in which it proves peculiarly difficult to inflate (or 
reflate): namely, in the aftermath of a great financial collapse such as that 
of 1929-33 or, more generally, in cases of depressions primarily or largely 
caused by large overhangs of 'bad loans'. 

The half of the diehe that is untrue - almost always untrue - speaks of 
the vertieal Phillips curve in the singular, as a unique locus located at the 
'natural rate of unemployment' (NAIRU). The natural rate hypothesis is 
obviously not a necessary condition for inflation to shift the short-run 
Philli ps curve, but in his famous presidential address (Friedman 1968), 
whieh became the beginning of the end for Keynesian aggregate demand 
management policies, Friedman introduced it as an integral part of his 
particular explanation of the expectational dynamies of the process. His 
theory presupposed that all deviations in the historieal scatter of the 
actual from the natural unemployment rate arose from accelerations and 
decelerations in inflation that were not fully and symmetrically 
anticipated. Note that these should be outside money inflations in wh ich 
the ratio of inside to outside money remains constant. Inside money 
inflations, which is to say credit inflations, cannot be extrapolated 
confidently and are not neutral. In Friedman's theory, this inside-outside 
distinction is not made. But we have no reason to suppose that all price 
level changes in the historical Phillips scatter were caused by nominal 
impulses of the pure 'outside' variety. 

The NAIRU doctrine implies that unemployment will converge on the 
natural rate as soon as wages have caught Up9 with previous changes in the 
money supply. This is not generally true. Yet the idea that the achievement 
of tull employment depends only on adjustments in the labour market was 
not one to which 'stieky wages' Keynesians were apt to take exception. Their 
response, rather, had to be 'stickier than thou, Milton'. But it marks a relapse 
of macroeconomics into the kind of pre-Keynesian partial equilibrium 



Leijonhufvud: Monetary Theory and Central Banking 11 

thinking that treats the 'rest state' of the labour market as being 
independent of the state öf all the other markets in the system. 

The simplicities of early Keynesian theory should have suft1ced as 
mental inoeulation against the NAIRU doetrine. Ages ago, the Keynesian 
Cross used to be the vehicle for demonstrating that, if at the full 
employment rate of output, X*, saving exceeded investment, real income 
and employment would have to fall until SeX) = I, at some level X < X*. 

Flexible wages will not suffice the restore full employment in this 
situation. lO Friedman's proposition, Keynes would have said, is true if, 
and only if, we restriet ourselves to cases of perfeet co-ordination of saving 
and investment intentions. We can translate Keynes into Wicksellian 
language to underscore the point: S(X*) > 1 implies r> r*; that is, when 
full employment saving exceeds investment, the market rate of interest 
exceeds the natural rate. ll Intertemporal prices are wrong. 

The natural rate doctrine, in other words, earries with it the implicit 
assumption that the system is always in intertemporal equilibrium.12 This 
is a strong assumption, to say the least. 13 Keynes once pointed out that 
Ricardo had reached the conclusion that the rate of profit uniquely 
determined the (real) rate of interest because he assumed full employ­
ment. Presumably he would have criticized Friedman for having assumed 
Ricardo's eonclusion in order to eonclude Ricardo's assumption.14 
Accepting either proposition on faith will make the other seem plausible. 
As we saw in the previous seetion, virtually all those problems with which 
older theories of eentral banking sought to cope would simply disappear if 
intertemporal aetivities were to be perfeetly eo-ordinated at all times. That 
stabilization poliey might be as ineffective as it is 'inappropriatell5 in such 
a world does not come as a surprise. 

Yet the particular ca se of intertemporal lack of co-ordination that 
preoccupied Keynes does not seem of much relevance currently. Excessive 
household saving,16 or lack of government spending, or bearish specula­
tion have not been the plagues of recent years. It is helpful, instead, to 
foeus on the financial behaviour implied by Keynes's S > 1 analysis. In his 
ca se, the marginal efficiency of investment was declining, but bear 
speeulation on the exchanges prevented the reallong-term rate of interest 
from declining at the same pace. The speculators would move their funds 
down towards the short and liquid end of the term structure. At the end of 
the chain of substitutions would emerge an excess demand for (outside) 
money. If there is no accommodating increase in the supply of outside 
money, income would then have to fall. 

We recognize this attempt to build up liquidity from a number of other 
situations that are also associated with intertemporal disequilibrium and 
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with unemployrnent. Perhaps the worst such situation occurs when an 
entire banking system is scrambling back from the brink of dis aster. In this 
case, a third type of effective demand failure, not drawn from the General 

Theory, may result: prospective future revenues, contingent on present 
capital investment, will not translate into the effective demand for 
present resources required to realize that investment. Growth declines 
when it cannot be financed. 

Other ex am pIes that should be of concern to central bankers are not 
hard to find. When capital inflows to Mexico or Argentina reverse, for 
example, interest rates in the domestic market move up relative to the 
prospective return to capital and, as the supply of short-term capital 
drains abroad, a liquidity crunch develops that is associated with a sharp 
rise in unemployment.17 When big bubbles in real estate co11apse in Japan 
or Sweden, leaving banks and other lenders in amorass of non­
performing loans, a11-around attempts to ensure solvency and restore 
liquidity to balance sheets plunge the economies into recession. The rise 
in unemployment, which in some of these cases has been abrupt, large 
and persistent, should not be interpreted as a shift of NAIRU (brought on 
by increasing 'inflexibility' in the respective labour markets). Like the 
present South East Asian crises, these are the kind of credit-fuelled booms 
and busts that traditionally were the responsibility of central banks to 
prevent or to moderate - or else to clean up afterwards. 

Belief in the wrong part of the half-truth has consequences. In 
particular, it leaves no alternative explanation for European unemploy­
ment than that, for reasons seldom given, the natural rate must have 
shifted up into double digits, and that various specifica11y European 
labour-market inflexibilities keeps it there. And it is also taken to mean 
that macroeconomic policies in general, or monetary policy in particular, 
cannot do anything about it. 18 Hard-nosed realism is fine, but can we be 
sure that this is indeed realism? 

5 Monetary regimes 

For monetary policy to be at a11 effective in regulating real aggregate 
demand, it must have some leverage over real interest rates (and perhaps 
other credit or financial market conditions). The question then becomes: 
under wh at conditions will the central bank have 'real' powers? When is 
monetary policy not equivalent to some sort of trivial currency reform 
that multiplies nominal values by some constant? 

A second question also arises. Clearly, monetary policy aimed at real 
interest rates and credit conditions, with the ultimate targets being real 
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aggregate demand and employment, must be adaptive, governed by 
assessments of current conditions. Can central banks be given the 
discretion to pursue such policies without creating the kind of 'random 
walk monetary standard'19 that was suffered around the early 1980s? 

The distinction between inside and outside money used to be a simple 
bookkeeping matter. Money issued directly or indirectly against some­
one's debt, such that it would be extinguished on the repayment of that 
debt, was inside money. Money not created against debt - but injected 
into the system by deficit spending, or, according to time-honoured 
classroom ex am pies, by 'helicopter drops' or as gifts by the 'tooth fairy' -
was outside money. Additions to outside money create a pure real balance 
effect: the price level must rise to bring perceived and realizable wealth 
into line and thus re-equilibrate the system. The credit transactions that 
result in inside money being created are offsetting moves by borrower and 
lender along their respective intertemporal budget constraints. If they 
take place at equilibrium real interest rates, the excess demand for present 
goods and thus the price level should be unaffected. 

Intertemporal general equilibrium theory has made the inside-outside 
distinction, on the one hand, conceptually clearer, and on the other, 
operationally all but impossible. Gurley and Shaw (1960), who introduced 
the distinction, brought it to bear simply on the private sector's 
consolidated balance sheet in the current period. Thus, for example, 
borrowed reserves were inside money, but the rest of the monetary base 
was regarded unambiguously as outside. The 'fiscalist' IGE approach to 
monetary theory20 makes dear that, in principle, the entire future course 
of government deficits and surpluses is relevant to the determination of 
whether an open market operation, for example, should have the real 
balance effect of an outside money injection or areal liquidity effect. 
Money that is issued to finance a government deficit today but is foreseen 
to be retired through a corresponding surplus tomorrow does not give rise 
to a real balance effect since it does not alter the calculation of the private 
sector's net worth evaluated at current nominal prices. So it is not 
inflationary. But in the meantime it eases credit conditions. 

An econometrician could handle the Gurley-Shaw concepts. But wh at 
is to be done with the conceptually correct intertemporal ones? To make 
them operational, one would have to predict the entire future time-path 
of taxes and expenditure. If fiscal policy evolves adaptively as a sequence 
of short-horizon political compromises, this is not an enviable task. 

Consider, then, the problem of some ordinary transactor. For concrete­
ness, let us suppose a seller for whom it would be rational to vary the price 
he sets in proportion to changes in outside money. If he fails to raise prices 
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when outside money is increased, he will incur losses. But the 
consequences of mistaking changes in inside money for changes in 
outside money would be just as bad. Keying on Friedman's M2, for 
instance, would not have been a strategy with much survival value for 
most of the twentieth century. 

Thus agents face a signal extraction problem: namely, how to 
distinguish outside from inside money changes. Under certain regimes, 
they can do so with a high degree of confidence. If a person has lived 
under conditions of high inflation for years, for instance, it is rational to 
act on the understanding that the money printed to cover today's deficit is 
not going to be offset by future surpluses. But under other circumstances, 
the signal extraction can be exceedingly difficult. It may be, for instance, 
that the very slow adjustment of nominal interest rates to the US inflation 
of the 1970s and the equally lengthy period that it took for them to come 
back down to 'normal' in the 1980s, re fleet in part the time it takes the 
market first to learn and then again to unlearn changes in the fiscal­
monetary regime. 

It is instructive to examine alternative monetary regimes from the 
perspective of this particular signal extraction problem. How difficult or 
easy is it, under a given regime, to determine whether credit obtained 
today will have to be paid back in money of roughly the same purchasing 
power or in 'debased coin'? Is the banking system's nominalIending 'real' 
or based on growth in outside money? 

Since the late 1800s, the Western monetary system has evolved from 
one relying on commodity convertibility to one depending on state 
control of the quantity of fiat base money. It is with the quantity control 
system that the problem of ensuring a predictable nominal scale has 
become so acute that, time and again, rigid rules of one kind or another 
are proposed that would deprive the monetary authorities of the 
discretionary ability to pursue stabilization policy. 

Convertible systems have problems of their own. The classical gold 
standard was not all that predictable: the value of gold was subject to new 
discoveries; to new techniques of extraction; to the decisions by countries 
to abandon silver or bimetalism for gold; and to the pyramiding of bank 
reserves and other technical progress in the payment mechanism. Its most 
important defect was probably its endogenous tendency to evolve into 
steadily more attenuated and politicized forms - ending in the present 
system. In any case, there is no reason to wish to have the 'barbarous relic' 
back - and no point in trying. 

But fixed rate convertible systems had one crucial property that would 
be worth imitating: namely, their buHt-in mean reversion to the trend of 
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the price level. Monetary poliey under convertibility is Bank Rate policy. If 
the central bank in such a regime tries too hard to keep constant the 
growth-rate of some inside money aggregate, it will make the banking 
system 'inelastie' and thus interfere with recovery from recession or with 
the occasional acceleration of growth that is the appropriate system 
response to new Schumpeterian opportunities.21 

Alternatively, it may go too far in stabilizing interest rates in order to 
accommodate the 'needs of trade', in whieh case its policy will amplify the 
fluctuations in activity levels and prices caused by the real business cyde. 
But since it cannot create outside money, its reserve position will prevent 
it from erring too far on the upside. More importantly, if it does err, it is 
forced to restore its depleted reserves before it can do so again. It is this 
need to manage reserves that will cause the mean-reversion of nominal 
prices to the trend set by the supply and demand for whatever serves as 
the outside money of the system. 

In such a system, agents know that the rate of inflation is not going to 
develop as a random walk and, consequently, they will not extrapolate 
current changes in the price level. Priee level expectations will tend to be 
inelastic, to use the old Hieksian term. Current money supply figures will 
have little or no information content for price setters.22 Under such 
regimes, monetary policy stimuli reduce market interest rates, rather 
than raise them, and movements of the interest rate are seen as mainly 
real rate movements, although they may have a partial Fisher premium 
component as weIl. 

For a central bank to have some, even if limited, leverage over real 
magnitudes, it is crucial that the general expectation of this mean 
reversion tendency be the rational expectation. Belief in it may be the 
only credibility that central banks need. But it is then preferable that it 
reflects, as far as possible, a 'buHt-in' institution al property of the regime, 
rather than the personal reputation of (say) a Volcker, a Greenspan - or a 
Duisenberg. 

6 Transmission mechanisms 

Monetary policy transmission is seldom analyzed as regime contingent. 
Most of the literature reads as if in pursuit of a 'general' theory. Yet the 
prevaiIing view among monetary economists of how transmission works 
and how 'effective' it may be has changed repeatedly over time. In 
retrospect, it seems obvious that these permutations of transmission theory 
have been largely driven - with some time-lag - by successive regime 
changes in the economie system under study (Leijonhufvud (1990». 
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In the 1940s and 1950s, transmission was widely believed to be 
'ineffective'. There were two versions of this ineffectiveness doctrine. One 
reflected the experience of the American Great Depression, whereas the 
other revealed the dawning realization in Europe of the constraints that 
fixed exchange rates impose on the monetary policy of non-key-currency 
countries. 

6.1 Ineffective transmission 1 

The American view was that high interest elasticities of money demand 
prevented increases in the money supply from depressing 'the' rate of 
interest significantly and that, besides, the interest-elasticities of invest­
ment and the other major spending categories were very low. Monetary 
policy was ineffective because each link in the main transmission chain 
was weak and unreliable.23 A secondary transmission route, the real 
balance effect, was recognized 'in theory', but seen as having hardly any 
relevance 'in practice'. 

Textbooks of the 1950s and early 1960s taught this view of the matter as 
'Keynesian economics'. In the standard exposition, M, usually defined 
without regard to the inside/outside distinction, was independent of 
endogenous variables and unilaterally determined by the authorities. 
Whether M could be controlled was not a focal issue. 

6.2 Ineffective transmission 2 

The European view was more pessimistic about the ability of the monetary 
authorities to control M by open market operations and discount policy. 
In the 1950s, many European countries tried to escape the discipline of 
their external fixed-rate convertibility by exchange controls, and similarly 
tried to give their internal monetary policy more bite by various and 
sundry measures of credit rationing and capital market controls. In 
Britain, still trying to play the role of a major reserve currency country, the 
Radcliffe Report of 1959 did not so much dispute controllability as argue 
that quantity-control of any particular aggregate was pointless in view of 
the many alternative sources of liquidity in a financially highly developed 
economy.24 

By the early 1960s, Tobin, Modigliani and other leading Keynesians had 
already moved away from these ineffectiveness doctrines. But the most 
effective challenge came from the monetarist side. The monetarist 
position has often met with the criticism that explicit mon eta rist theory 
did not explain why or how monetary impulses were supposed to be 
transmitted so strongly and so reliably. The secret to the effectiveness of 
monetarist transmission, so the quip went, was hidden from unfriendly 



Lei;onhufvud: Monetary Theory and Central Banking 17 

inspection in a 'black bOX'.25 This criticism seems a bit unfair, as one can 
count at least four distinct mon eta rist theories of the transmission 
mechanism. 

6.3 Early monetarist-late Keynesian transmission 

The first is the account from the early 1960s by Friedman and Schwartz. 
The main channel is the chain of substitution effects rippling through 
financial markets, finaIly to reach and affect the demand prices of 
producible assets. At this time, Friedman and Schwartz differed from 
Tobin or Modigliani, if at aIl, only in being more optimistic about the 
strength of each link in the causal chain from monetary impulse to real 
activity response. 

6.4 Brunner and Meltzer transmission 

Brunner (1970, 1971) sharpened the issue by stressing the difference 
between two interpretations of the term 'the interest rate' in this context. 
According to Brunner, Keynesians thought of interest as 'borrowing cost' 
and tended to believe, therefore, that firms financing investment out of 
retained earnings would not respond to monetary policy. Brunner and 
Meltzer (see, for example, Meltzer (1995», on the other hand, consistently 
stressed the concept of the interest rate as the (often implicit) relationship 
between the rental value and asset value of aIl types of assets, real as weIl as 
financial. A decline of 'the' interest rate, for instance, raises the demand 
price of assets relative to their (im pu ted) rentals. 

To Brunner and Meltzer, monetary policy was more effective than 
Keynesian theory would indicate, because these relative price effects 
would reach into every nook and cranny of the economy and raise the 
demand prices of all kinds of reproducible durables. Note that it is so 
'effective', in this account, because it is so all-pervasively non-neutral in 
the short run. 

6.5 The Friedman reformulation 

Towards the end of the 1960s, a significant shift took pi ace in the 
position of Friedman and other Chicago monetarists. The central new 
postulate was that the real rate of interest was determined by real 
determinants which change only slowly and basically independently of 
monetary impulses. The immediate objective was to provide an 
alternative to the standard 'real' explanation of Gibson's Paradox (wh ich 
at the time was considered to be 'Keynesian'). But the postulate that the 
market real rate of interest could be taken as always approximating the 
natural rate also produced, as we have seen, the lemma of the NAIRU 
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doctrine and the immensely successful attack on the stability of the 
Phillips curve. 

The third monetarist version of the transmission mechanism is another 
by-product of this Friedman reformulation. Here, the liquidity effect on 
interest rates is weak and evanescent. The central bank has no significant 
influence on real rates of interest. Thus, the relative price mechanism is 
fading out of the picture. The emphasis is shifted, instead, to market 
anticipations of the growth in nominal income or of rising prices as the 
present incentive to increased nominal expenditures. 

6.6 Rational expectations monetarism 

The fourth monetarist transmission theory one meets, of course, is in the 
work ofLucas (1972,1975). The theory is in direct line of descentfrom the 
Friedman reformulation. In this version, there is no systematic liquidity 
effect, or indeed any other real effect, except in so far as economic agents 
are temporarily misinformed. Transmission is entirely via rational 
expectations. The credible announcement that the money stock is about 
to be increased will suffice to raise prices and increase nominal spending 
(just as the credible announcement that it won't is sufficient for monetary 
stability). When monetary poliey is antieipated, it is nominally effeetive 
immediately and without faH. And in so far as distribution effects can be 
ignored, it is neutral and without real effects also in the shortest run. 

These four monetarist transmission stories are not successive clarifications 
of the same doctrine. To Brunner and Meltzer, an increase in high-powered 
money is effeetive in raising aggregate demand because it is so pervasively 
non-neutral. To Lucas, it is instantly effective, although neutral, but 
effectiveness is then simply a matter of nominal scale. 

Clearly, 'money' in Friedman's reformulated model as weIl as in Lucas' 
model is outside money or, rather, it is assumed that the M-aggregate is 
always proportional to the stock of outside money. In the context of the 
monetary history of the USA, these models are helpful in understanding 
the inflationary regime of the 1970s. This was a decade of outside-money 
inflation - as opposed to credit-driven inflation - with govemment 
deficits partly financed by the inflation tax. This was also the period when 
the markets would respond to easier monetary policies by raising interest 
rates, thus exhibiting the Fisher effect predicted by these models. 

That regime, fortunately, did not last. Today, it is again the prospect of 
tighter, and not easier, monetary policy that will put the markets in fear of 
capital losses. We are back in a world where the short-run relationship 
between money and interest rates is the 'old' inverse one, and where 
monetary transmission appears to work rather after the manner of Tobin, 
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Modigliani, Brunner and Meltzer, and the early Friedman. The re cent 
literature does not, on the whole, see this as the result of the monetary 
regime coming again to resemble the regime that these earlier writers took 
for gran ted. Instead, it starts from the state of the art as established by 
Lucas in the 1970s and seeks to recover non-neutrality by adding more or 
less acceptable imperfections to the intertemporal general equilibrium 
structure. There are two strands to this transmission literature, neither of 
wh ich makes much of the distinction between inside and outside money. 

6.7 Liquidityeffects 

By modifying the paradigmatic IGE model to indude binding cash-in­
advance constraints and transactions costs in the trade also of securities, it 
can be shown that monetary injections may via distribution effects cause 
interest rates to deviate temporarily from fundamentals. The distribution 
effects are of the kind that used to be termed Cantillon effects; that is, it 
matters who gets the new cash first. Lucas (1990) has also been 
particularly influential here. Fuerst (1992) and Christiano and Eichen­
baum (1992) have developed this line further. 

6.8 Credit channel effects 

A large and growing literature focuses on transmission effects that do not 
work directly through the demand prices for assets. Part of it has astrang 
'Keynesian' flavour, striving for non-neodassical results by stressing non­
price 'rationing' in credit rather than in labour markets. But in general this 
literature bases the non-neutrality of monetary policy on the imperfect 
substitutability of securities and bank loans. The bank loan market is seen 
as being characterized by informational asymmetries between borrowers 
and lenders, giving rise to an external finance premium for bank­
dependent borrowers. Monetary policy affects bank-financed activity 
through its effects on this premium transmitted via the 'balance sheet' 
and the 'bank-lending' channels (Bernanke and Blinder (1992), Bernanke 
and Gertler (1995) and, for a more sceptical view, Meltzer (1995)).26 

In the present context, I want to stress the importance of the prevailing 
regime rather than that of particular channels in understanding 
transmission. As far as I am aware, we do not have dear evidence showing 
wh ether the speed and effectiveness of monetary transmission differs 
significantly, for example, between countries in which bank credit 
channels predominate and those in which the main impulses prapagate 
across financial markets. The view advocated here is perhaps most dosely 
akin to that of Brunner and Meltzer, who in some of their later work (for 
example, 1993) argued that the real effects of monetary policy stemmed 
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from the inability of agents to distinguish between permanent and 
transitory components of monetary policy. The tull adjustment of money 
prices occurs only gradually, as the uncertainty about the permanence of 
nominal shocks dissolves. In the meantime, policy is seen to have non­
neutral effects. Their point is similar to the signal-extraction argument of 
the previous section, where the problem of agents was to distinguish 
between changes in outside and changes in inside money in an 
intertemporal context. Here, the uncertainty to be resolved concerns 
the extent to which the government will follow a policy that balances the 
budget over time and thus avoid the issue of outside money. An injection 
of money that is 'permanent' in the sense that it will never be retired is, by 
that token, 'outside' and represents an inflation tax levy. It will eventually 
prove neutral in its effects. Monetary operations that do obey the 
governmental intertemporal budget constraint (such as central bank 
re-discounting, for example) are 'inside' and also 'transitory' in the sense 
that they will be offset over time. In this mean-reverting context, central 
banks have some power to influence output and employment. The 
problem is finding an institution al arrangement such that this power can, 
at least occasionally, be used in a manner that will do more good than 
harm. 

7 A rule with some discretion 

Suppose then, at least for the sake of argument, that it is possible for a 
central bank to have so me influence on the real rate of interest and on the 
liquidity position of the private sector (also in real terms). Such powers 
would give it some limited ability to affect output and employment in the 
short run, and therefore potentially to moderate the cyde. The question 
would remain whether it should be allowed to exercise these powers. The 
arguments against it are familiar. Countercydical monetary policy would 
have to be adaptive and discretionaryP Given 'long and variable lags', it 
is likely to be ill-timed on occasion. And concern over reputation and 
credibility is not a reliable check to the tendency for successive 
discretionary actions to end up as an inflationary Random Walk Monetary 
Standard in the long run. 

With unlimited discretion, we want a rule to provide nominal stability; 
given a framework of nominal stability, we want discretion. Combining 
the two is the trick. It is possible to devise monetary regimes that combine 
stability and relatively good predictability of nominal va lues over the long 
run with the limited exercise of discretionary policy in the short run. The 
gold standard was such a regime and, for the non-key-currency countries, 
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so was Bretton Woods - as long as the key-curtency country behaved 
itself. True, the discretion that Bretton Woods allowed resulted in much 
derided 'stop-and-go' policies. But a look back at the growth and 
unemployment figures of the stop-and-go era from today's vantage point 
does not make it appear particularly dreadful. 

As an example of a regime with the desired characteristics that would 
not depend solelyon the reputation for conservatism of central bankers, 
let me revive an old proposal28 for a 'one-sided growth path rule'. The 
proposal is intended to apply to a key currency, such as the euro. 

In this regime, a ceiling is legislated for the monetary base that the 
central bank could have in existence at any one time. This ceiling on 
the base should be made to rise (like a Friedman rule) at x per cent per year, 
x being computed (approximately) as the difference between some long­
run average for the growth rate of real output and the trend in the velocity 
of base money. The intercept of the rule; that is, the initial legal maximum 
when the legislation goes into effect, should be set some 10-20 per cent 
above the actual base at that date. 

The monetary base, as discussed above, is not the theoretically true 
'nominal scalar' of an economy. But the measure of outside nominal 
assets that determines the nominal scale in an IGE model is not 
operation al in practice. However, the base ceiling might also be 
supplemented by a ceiling on the central bank's holdings of government 
securities, as was written into the constitutions of many of the new 
central banks created after the First World War. Such a supplemental 
restriction should prevent the inconsistency between the operational 
rule and the theoretically perfeet rule resulting in practical problems of 
consequence. 

This rule leaves some room for discretion. It also leaves open the choice 
of short-term policies and operating procedures.29 As long as the central 
bank finds itself well below the ceiling, it can expand or contract, and can 
execute either policy by targeting a money aggregate, an interest rate, or 
an inflation rate. But while the authorities would retain short-term 
discretion as long as they stayed below the ceiling, the risk that monetary 
policy might evolve as a long sequence of predominantly inflationary 
moves would have been eliminated. 

A central bank operating under a base ceiling law would have to treat 
the difference between the maximum legal and the actual base as if it were 
its foreign exchange reserves and the bank were operating in a fixed 
exchange rate system. It could pursue an expansionary policy (or step in 
as lender of last resort) only as long as it had excess reserves. If, in trying to 
help the economy out of one recession, it were to go so far as to hit the 
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ceiling, it would have to plan on a prolonged period of expanding at less 
than the permissible Friedmanite rate in order to accumulate the 
ammunition to help it out of another. 

In this regime, the price level should exhibit the reversion to trend 
property which, in my view, is the crucial fulcrum that provides the 
central bank some leverage over real, as opposed to merely nominal, 
magnitudes. The longer-term nominal expectations of the public should 
come to approximate the expectations that are rational under a gold 
standard - with the added benefit that agents do not have to worry ab out 
the vagaries of world gold production and the like. 

One obvious problem with this proposal is that the current pace of 
financial innovation is such that the future demand for base money is 
hardly prcdictable very many years into thc future. I would approach this 
problem by making price-Ievel stabilization over the longer term the basic 
and overriding responsibility of the central bank. This provision should be 
seen as stating the basic intent of the monetary constitution and would 
serve as the escape clause under wh ich changes in the growth rate rule 
could be made. If, for instance, the initially-chosen growth rate turns out 
in a few ycars of dwindling base money demand to be quite inflationary, it 
could be adjusted downward30 for this reason - but for this reason only. 
This author would feel more comfortable with a European Central Bank 
operating under a rule of this sort than with one bound by a zero or low­
and-constant inflation rule. 

8 Conclusion 

Up to a not very distant past, the theory and the practice of central 
banking were based on the belief that central banks could exert 
considerable influence on the real interest rate and the real volume of 
credit. Furthermore, it was believed that the private sector might from 
time to time develop endogenous cumulative expansions or contractions 
of credit that would take real activity above or below the equilibrium 
employment level. The central bank's powers to regulate the price and 
availability of credit could then be useful as a tool to help 'stabilize' 
activity. 

In recent years, these beliefs are hardly ever voiced. Instead, a 
widespread consensus has emerged, wh ich holds that thc only useful 
thing that monetary policy can accomplish is nominal stability. Either a 
great many of the heretofore distinguished figures of our monetary past 
were sadly deluded - or perhaps the world has changed evcn more than 
meets the eye? 



Leijonhufvud: Monetary Theory and Central Banking 23 

Two closely related monetarist hypotheses have played a crucial part 
in this change in the collective system of beliefs. One is the 'vertical 
Phillips curve' and the other the invariance of the real rate of interest to 
monetary poliey. But labour market flexibility and the absence of 
(unanticipated) nominal policy shocks are not sufficient conditions to 
guarantee strong stability of (un)employment at its natural rate. Failures 
of intertemporal co-ordination - too high or too low a level of real 
interest - may keep employment persistently below or above the natural 
rate.31 Moreover, within a monetary regime that will more-or-Iess 
guarantee me an-reversion to trend of the price level, the monetary 
authorities will have some useful powers to influence real interest rates 
and credit conditions. 

A third issue, also most often associated with monetarism, remains, 
namely, rules versus discretion. But regimes can be constructed that leave 
some room for discretion within a rule-bound framework. This chapter 
gives one example of this that draws its inspiration from by now rather old 
monetary history. I have little doubt that better proposals more suited to 
modern times can be designed. 

Notes 
Sargent and Wallace (1981); Sargent (1987, chs 5 and 7). 

2 Compare, for example, Heymann, Kaufman and Sanguinetti (Chapter 6 in this 
volume). 

3 An effective demand failure 'of the third kind' which may be of more 
contemporary relevance will be proposed below. 

4 If textbook Keynesianism dealt with the money stock 'as if' it were outside 
money, the post-Keynesian literature tended to the other extreme, concen­
trating on inside money to the virtual neglect of outside money. 

5 Most of it stemming from Barro and Gordon (1983a and 1983b). For an 
expression of utter disbelief in this model, see Leijonhufvud (1986). 

6 Reserve requirements may perhaps be left on the books as long as the 
monetary authorities do not move to block their de facto avoidance through 
reserve management by 'sweeps'. I am indebted to John Duffy for this 
point. 

7 Compare Black (1970), Fama (1980), Greenfield and Yeager (1983) and 
Woodford (1995, 1996). 

8 But see the dissents (from very different perspectives) of Galbraith and of 
Rogerson in the 1997 Journal of Economic Literature Symposium. 

9 'Catching up', in this context, may involve not only learning to anti ci pate but 
also overcoming frictions, such as Taylor-type staggering of wage agreements. 

10 We are concerned here with degrees of wage flexibility of the sort that realistic 
supply-siders might hope to bring about with their sundry flexibility 
proposals, so Pigou-effect fantasies may be disregarded. 

11 And if the central bank can affect the real (and not just the nominal) rate of 
interest, it can do something about it. 
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12 The IGE may not be unique, of course, in which case the 'natural rate of (real) 
interest' may not be unique either. Here, however, 1 am concerned with the 
consequences of deviations from IGE pricing in general. 

13 Yet the intertemporal equilibrium assumption seems never to be brought up 
in the debates over unemployment theory. lt is not mentioned, for instance, 
in any of the assessments of the natural rate doctrine in the 1997 Journal of 
Economic Perspectives Symposium (compare the papers by Stiglitz; Gordon; 
Staigerj Blanchard and Katzj Rogerson; and Galbraith). In Hoon and Phelps 
(1992), the real interest rate does affect employment, but by a channel very 
different from that in the Wicksellian tradition. 

14 Compare Leijonhufvud (1981), pp. 188ff. 
15 'In practice I view stabilization policies as largely inappropriate for reasons that 

have been offered by everyone from Milton Friedman to Robert Lucas' (Charles 
Plosser interviewed in Snowdon, Vane and Wynarczyk (1994, p. 282». 

16 japan might be the exception. 
17 See, again, Heymann, Kaufmann and Sanguinetti (Chapter 6 in this volume). 
18 Compare the paper by Fitoussi and the comment by Streissler (Chapter 7 in 

this volume). 
19 Compare, for example, Leijonhufvud (1984, 1985). 
20 Compare esp. Wallace (1981), Sargent (1987), Woodford (1995,1996). 
21 My apprehension is that a constant inflation rate target may do the same (see 

below). 
22 Prior to the heyday of monetarism, most countries neither published nor 

compiled money stock figures. Under convertibility, knowledge of the 
aggregate stock of banking system liabilities is of no particular value to either 
governmental or private-sector decision-makers. Note also that the intense 
interest in the weekly money supply figures, that the markets evidenced in the 
early 1980s, has by now completely abated. 

23 The most extreme version of this ineffectiveness doctrine was summarized 
in the 'pushing on astring' metaphor often satirized by Karl Brunner. Is 
it perhaps gaining renewed popularity within the Bank of japan these 
days? 

24 Even as the Radcliffe Report has largely been forgotten, this particular view has 
been carried forward as 'Goodhart's Law' - a law that, once anathema to 
monetarists, should fit weil in the context of modem IGE monetary theory. 

25 A quip still remembered, as in the oblique reference in the title of Bernanke 
and Gertier (1995). 

26 The above review of transmission theories is not complete. In particular, it 
omits the exchange rate channel which is, of course, of critical importance for 
countries on flexible rates that do not harmonize their monetary policies with 
their major trading partnersj compare, for example, Taylor (1995) and 
Obstfeld and Rogoff (1995). 

27 Most recently, the discussion of alternative monetary regimes has favoured 
giving central banks independenee (to insulate them from their respective 
Treasuries) but to dictate that they pursue a target of eonstant low inflation. Are 
inflation targets good enough? Would an inflation target poliey have prevented 
the stock market and real estate bubbles in japan, for instance? Or, suppose a 
recovery of real aetivity from double-digit unemployment requires some rise in 
the price level. A zero inflation target, intended as a non-contingent neutral 
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regime, would then turn out to be a perverse, feedback-governed strategy 
making the central bank take action against each incipient recovery. 

28 Compare, for example, Leijonhufvud (1984). 
29 The proposal is in some respects analogous to Peel's Bank Act of 1844. That 

Act divided the Bank of England into an Issue Department and a Banking 
Department. The lssue Department operated on a rule (although, of course, 
this was a gold standard and not a Friedman growth-rate rule). It issued Bank 
of England notes as a simple linear function of its gold holdings: note issue = 
fiduciary issue + gold in vault. The Banking Department could then engage in 
discretionary stabilization policy with the note issue as the base for the entire 
monetary system. The total amount of Issue Department note liabilities set the 
ceiling on feasible Banking Department expansionary ambitions at any one 
time. Obviously, the system had the disadvantage that external and internal 
drains of gold might combine to bring the ceiling crashing down. 

30 But if the demand for base money goes to zero? Weil, then we would have to 
think again! In principle, an equilibrium with a finite price level will still ex ist 
(Woodford (1995» but keeping the public sector on its 'Ricardian' inter­
temporal budget constraint may not suffice for stability if asset price/credit 
bubbles take the private sector into 'non-Ricardian' territory. 

31 Such a deviation of employment from the natural rate may persist for quite 
some time without producing a deflation (or inflation) enough to trigger 
corrective monetary action by a central bank cueing on a constant low 
inflation target. Consider, for example, the course of the price-level in Japan 
over several years before as weil as after the collapse of the stock market and 
real estate booms. 
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Comment 
/acques Melitz 
University of Strathclyde, Glasgow, UK and Centre de Recherche en Economie 
et Statistique, Paris, France 

Rapid progress in a field means faster depreciation of intellectual capital, 
but rapid forgetting does not necessarily mean progress. While being a 
keen observer of the current literature on monetary economics, 
Leijonhufvud has a long memory, and the most stimulating part of his 
chapter lies in the even contest in his rendering of the state of thought 
about monetary policy between the fashionable and the out-of-date. The 
chapter shows us that present thinking fits into a larger, and not always 
shallower, reservoir of ideas. Some of the statements of historical 
affiliations are also challenging. Thus is the Miller-Modigliani theorem 
of irrelevance of corporate financial decisions portrayed as an extension of 
the occasional, earlier principle of the irrelevance of inside money; and 
the injection of rational expectations into monetary economics is 
considered largely as an outgrowth of the older inquiry into the 
relationship between money and the natural rate of interest, and the 
associated concern about issues of intertemporal equilibrium (for 
example, by von Mises, Hayek and Keynes). I do not try to summarize 
this rich opus, but in the usual manner of commentators, focus on a 
couple of mild differences of opinion. 

Changes in nominal money bear 'relative yield' or 'liquidity' effects. But 
only those parts of the changes that remain after consolidation of the 
aggregate balance sheet of the private sector also bear a 'wealth effect'. The 
part with a wealth effect is known as 'outside' money. The rest is 'inside' 
money. Leijonhufvud wants professional reasoning about money always 
to be explicit about the distinction between inside and outside money. No 
one can quarrel with a demand for clarity. But the importance that 
Leijonhufvud attaches to the distinction between inside and outside 
money goes far beyond matters of formal rigour to practical issues of the 
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effeets of monetary poliey (independently of eonsiderations of 'liquidity 
traps'). Thus does the seetion on 'monetary regimes' open up with an 
extensive diseussion of inside and outside money. We even read there of a 
'signal extraetion' problem for the ordinary household in separating the 
two. As often when the issue of inside and outside money looms large, 
'outside' money has pride of plaee. In line, Leijonhufvud defines his 
monetary rule for anehoring the price level - on ce he gets down to this 
praetical matter - in terms of the growth rate of 'base' money, or a dose 
cousin of 'outside' money (though the two may differ greatly and do so in 
the eontinental-European types of monetary systems wh ich have now 
been enshrined in the ehoice of blueprint for the EMU). 

Yet I would have preferred more support for a11 the fuss about inside and 
outside money in the eontext of poliey. Is not the essential eonsideration 
the stability of the empirieal relationship between monetary instruments 
and the end-targets of monetary poliey? Does not the information-value 
of different money measures as intermediate targets constitute an 
empirieal issue? If broad measures of money display more stability than 
narrow ones, is it not right for the monetary authorities to assume an 
Olympian disregard for the size of the monetary base and a strict 
Wieksellian attention to the profitability of bank eredit expansion? So 
wh at if financial innovation drives the demand for curreney to zero and 
interest must therefore be paid on bank reserves in order to preserve an 
aggregate demand for the 'monetary base'? This would simply mean the 
disappearance of seigniorage. Does this not pose a problem for fiseal 
poliey rather than monetary poliey? Are we not generally prone to worry 
about the impact of government finaneing on monetary poliey, and 
might we therefore not even rejoice at the prospeet of an end to 
seigniorage? 

My only other qualm regarding Leijonhufvud's stimulating diseussion 
relates to the lesser emphasis than I would have preferred on the 
international dimension and exchange rates. At an early point in the 
paper, Leijonhufvud properly points out that 'for sma11 open eeonomies 
the room for independent maeroeconomic policies is a11 but non­
existent'. Nevertheless, his wh oie seetion on 'transmission meehanisms' 
refers strictly to US evidenee and shows no particular eoncern for the wide 
differenees in the sequenees of events tripped off by ehanges in monetary 
poliey in the USA and most other plaees. In this respect, it is interesting to 
contemplate another of the papers at the Trento conferenee with a long 
historieal sweep: MundeIl (2001). For Munde11, the essential monetary 
action oeeurs at the world level: there is a world monetary order, within 
which there are eentre countries (a very few of them leaders and the rest 
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followers), and were each country (roughly 200 of them) to adopt an 
independent monetary policy, the result could be chaos. Perhaps 
Leijonhufvud would agree. If so, he might then reason that his monetary 
policy rule would translate into the acceptance of fixed exchange rates in 
weIl over a hundred - nearly two hundred? - of the national cases. But we 
can only guess. 

Reference 
Mundell, Robert (2001) 'Money and the Sovereignty of the State', in Leijonhufvud, 

Axel (ed.), Monetary Theory and Policy Experience (London: Palgrave), eh. 9. 
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/acques H. Dreze and Heracles M. Polemarchakis 
CORE, Universite Catholique de Louvain, Belgium 

1 Preview 

1.1 Conclusions 

Theory is often at odds with the thinking and practice of monetary 
authorities. A confrontation of this situation is timely. General equilibrium 
theory serves to check the consistency of models and to bring out some of 
their properties. Surprisingly, an enquiry into monetary theory from the 
perspective of general equilibrium leads to conclusions that resemble views 
expressed recently by specialists in monetary theory and policy, and suggests 
an approach to policy resembling that practised by monetary authorities. 
Also, it delineates theoretical issues more sharply than do less abstract 
formulations. 

Conclusions, not original, though their emergence from a general 
equilibrium model is perhaps new, are that: 

(i) monetary policy is defined by a choice of instruments and a state­
contingent rule for adjusting these instruments as information is 
revealedi 

(ii) the rule is bound to remain largely implicit, but greater transparency 
should helpi 

(iii) interest rates or, altematively, money supplies are suitable instruments 
for the control of expected inflation, but not of the variability of 
inflationi and 

(iv) the real process of nominal price formation restricts, in an insuffi­
ciently understood manner, the ability of monetary policy to control 
nominal variables. 

* This chapter presents results of the Belgian Programme on Interuniversity Poles of 
Attraction initiated by the Belgian State, Prime Minister's Office, Sdence Policy 
Programrning. The scientific responsibility is assumed by its authors. The Commission 
of the European Communities provided additional support through the Human Capital 
and Mobility grant ERBCHRXCT9404S8. 
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Effectiveness of monetary policy is synonymous with departures from 
monetary neutrality. Although neutrality is a theoretical possibility, it is 
associated with extreme assumptions and of little relevance. 

The theory of monetary policy is concemed with the identification of 
significant departures from neutrality which have clearcut implications. 
Such departures include: 

(i) the negative wealth effect of higher nominal interest rates, when 
Ricardian equivalence is only partial, as it is bound to be under an 
incomplete market structure; and 

(ii) the partial translation of nominal interest rates into real rates, 
associated with nominal stickiness of prices and wages. 

The extension of the formal analysis to incomplete asset markets and non­
Walrasian equilibria should add to this list. 

These conclusions are extrapolative of theoretical results. 

1.2 Organisation 

The theoretical work by Dreze and Polemarchakis (2000, 1999) underlying 
this chapter consists in formulating an intertemporal general equilibrium 
model with money; spelling out reasonable assumptions that guarantee the 
existence of competitive equilibria; and characterizing these equilibria, with 
particular attention to nominal indeterminacy and to neutrality. The 
presentation here is largely expository and partly speculative. Section 2 
records concisely the essentials of the model of general equilibrium with time 
and uncertainty; Section 3 extends the model to monetary economies and 
states an existence result proved in Dreze and Polemarchakis (2000); Section 
4 presents a basic result on nominal indeterminacy and draws implications 
for the definition of monetary policy; Section 5 discusses, somewhat 
heuristically, significant departures from neutrality; and Section 6 illustrates 
the contents of the third, fourth and fifth sections with examples. 
Conclusions are outlined above. 

2 Intertemporal general equilibrium 

2.1 An abstract model 

The Arrow-Debreu (1954) model of general competitive equilibrium is 
structured on: 

(i) commodities, I E .c = {I, .. . ,L}; bundles of commodities are 
x = ( ... , XI, ... ); 

(H) firms, j E .J = {l, ... ,/1; each firm is described by yi, a set of feasible 
production plans, yi and 
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(iii) individuals m households, i E I = {1, .. . ,l}; each individual is 
described by Zi, a set of feasible net trades in commodities, Zi, 

including prestations of labour; Ri, a preference ordering on Zi; and 
(i, the endowment of shares in firms. 

An allocation is an array a = ( ... , yi, ... , Zi, ... ), of production plans for 
firms and net trades fm individuals; it is feasible when: 

Lzi - Lyi=O 
ia i<J 

Market decentralization is structured on prices of commodities, 
p = ( .. "PI," .), and the budget constraints of individuals: 

pz:::: LOi,ivi 
i<J 

where vi = pyi are the profits or market values of firms. 
A feasible allocation and aprice vector define a market allocation when 

the net trade of every individual satisfies the budget constraint. 
A market allocation is a competitive equilibrium allocation and the 

associated prices are competitive equilibrium prices if: 

(i) the net trade of every individual is maximal fm his/her preference 
relation subject to the budget constraint; and 

(ii) the profit of every firm is maximal. 

The structure is general and lends itself to other equilibrium concepts, 
such as equilibria with imperfectly competitive markets, game-themetic 
equilibria, co-operative or non-cooperative, equilibria with quantity 
constraints or equilibria with incomplete markets. 

2.2 Time and uncertainty 

The relevance of the model of general equilibrium is substantially 
enhanced by the observation in Arrow (1953) and Debreu (1959, 1960) 
that a commodity can be defined, not only by its physical characteristics, 
including a time and pI ace of delivery, but also by the 'state of the world' 
prevailing at delivery. 

The primitives of an economy, the list and characteristics of 
commodities, firms and households evolve over time under the influence 
of exogenous circumstances: the physical environment, discoveries and 
technological advances, population or culture. One may conceive of a 
description of such circumstances exhaustive enough that, for any date, 
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(Period 3) 
t=3= T 

(period 2) 
t=2 

(period 1) 
t= 1 

Figure 2.1 An event tree 

8 = S terminal nodes 538 

12= Nnodes 

primitives are defined uniquely up to that date, though contingently on 
developments over the remaining future. Applied to a terminal date, such 
a description defines a 'state of the world'i applied to an intermediate date, 
it defines a subset of the states, an 'event'i over a finite horizon, a 'tree' 
describes the sequential resolution of uncertainty, technically, a filtration 
of the set of states (see Figure 2.1). 

Although the very idea of a finite tree is problematic, for practical 
purposes it is justified by the discreteness of measurements and the 
irrelevance at a date of branchings in a very distant future. 

Dates are tE T = {1, ... ,11-
A finite tree, F, contains nodes ordate-events n EN = {1, ... ,N}, ofwhich 

S are terminal nodes or states of the worldi evidently, 

1 ~ S ~ N, 1 ~ T ~ N 

Events at date t are St E St, with SI a singleton and ST of cardinaliy S. 
One identifies commodities and, hence, prices by the pair of subscripts 

(I, St), where I refers to physical characteristics and St to the date-event 
contingently on which delivery takes placei XI,s, is a quantity of the 
physical commodity I at date t, contingent on the event St. The index of 
commodities runs over C x N. 

In market economies, the price PI,s, is the price of the contract traded at 
date 1 that gives right to one unit of commodity I at date t if, and only if, 
the event St obtainsi LStES, PI" is the price of an unconditional promise to 
deli ver one unit of commodity I at date t. 

This framework is sufficiently general to encompass as special cases 
most models or situations. This does not negate the technical advantages 
that may result from treating time as continuous, possibly open-ended, or 
from relying on continuous random variables to describe some con-
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tingencies, or from analysing aggregative or representative individual 
models. 

2.3 Incomplate markets 

Events and event trees are a useful conceptual abstraction that help to 
darify a number of issues in the economics of uncertainty. The 
specification that requires that markets dear at some initial date for 
delivery of any physical commodity contingent on any date-event has 
made the well-developed theory of general equilibrium directly applicable 
to uncertain environments. But it is difficult to conceive of such a 
complete market structure as a realistic possibility. Reasons for scepticism 
are that: 

(i) to dear all markets at some initial date requires trading then by as­
yet-unborn individuals; 

(ii) to enter a complete description of states of the world is informa­
tionally and computationally forbidding; and 

(iii) to transact on that many markets would be too costly for individuals 
as weIl as for organized exchanges. 

A more realistic specification recognises that markets are incomplete. 
Individuals and firms trade on a limited set of markets, knowing that 
additional markets - spot markets, but also markets for assets, futures or 
options - will open at future dates. Trading is thus of necessity based on 
expectations about the prices that will prevail on these additional 
markets, when they open. Strong assumptions on the sequential structure 
of markets and on the expectations of individuals are required to obtain 
competitive equilibria, following Radner (1972), as 'equilibria of prices, 
plans and price expectations'. 

3 Money in general equilibrium 

3.1 Modelling options 
Modelling options are guided by the desire to capture as simply as possible 
the essential roles and institutional features of money. 

Fiat money produced at no cost by banks serves as a medium of 
transaction. Banks lend money to households and firms against a promise 
of reimbursement with interest or, equivalently, in exchange for interest­
bearing bonds. All initial holdings of money are the counterpart of debts 
to banks.1 In the vocabulary of monetary economics, this is a model of 
'inside money'. It is the model appropriate for economies with properly 
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functioning central banks that only issue money in exchange for 
offsetting nominal claims. There is no default and loan contracts are 
met. Interest eamed by banks accrues to shareholders as dividends.2 

Banks also accept deposits and pay depositors the same rate of interest 
that they charge on loans; equivalently, there are interest-bearing 
nominal assets, including savings accounts, which dominate money as 
a store of value. The only reason for holding non-interest-bearing money 
is its usefulness as a means of payment and the cost or inconvenience of 
withdrawals or deposits at banks. This is also, for most, the only reason for 
holding non-interest-bearing money.3 It is a convincing reason and there 
is no need to look for another.4 

The demand for money at given commodity prices and interest rates 
results from the preference-maximizing choices of individuals and the 
profit-maximizing choices of firms. 

An important modelling choice concems the treatment of time. In line 
with the standard model of general equilibrium, there is a finite number of 
dates or elementary periods. Formally, a date is a point in time. For 
purposes of interpretation, the length of a time period is more naturally 
thought of as non-trivial, but rather short. In particular, within each 
period, (i) no new information accrues; (ii) prices and rates of interest are 
constant; (iii) the predse timing of transactions and the resulting profile 
over time of consumption and production do not affect preferences or 
production possibilities, while it does affect money balances and interest 
accounting; and (iv) banks accommodate variations in money demand.s 

A realistic, detailed treatment of the transaction technology and of its 
implications for preferences and production possibilities should allow for 
non-convexities. The simplest example, the impossibility of trading 
without at least one transaction with the bank, introduces a non­
convexity as does, more generally, the integer nature of the number of 
finandal transactions. Disregarding the integer condition on financial 
transactions is neither more nor less serious than disregarding the integer 
condition on the purchase of most physical commodities. There, the usual 
disregard for these non-convexities is justified by the argument that they 
are eliminated by aggregation over a large number of transactions, none of 
which affects the aggregate significantly. The same applies here. 

3.2 Model and notation 

There is one currency, with no specification of a place where the currency 
is held or used; but there is the distinction between date-events: on a tree 
with N nodes, there are, effectively, N distinct currendes. 
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The notation is that of the second section, above. Prices of commodities 
are nominal. Nominal interest rates are r = ( .. . ,rstl . •• ). In the tradition of 
general equilibrium, prices are expressed as date 1 va lues, in units of 
money at the single event associated with date 1. This convention applies 
also to prices of balances held at other date-events, and to interest rates. 
For interest rates, the convention means that rs, is the value at date 1 of the 
interest due for a unit loan at date t contingent on St and reimbursed at 
date t + 1. Given the other components of the price system, rs, stands in 
one-to-one correspondence with the spot one-period nominal rate. These 
conventions simplify accounting drasticaHy. Spot prices and interest rates 
at St are ps, and '5, respectively. 

Balances held by individuals or firms are m = ( .. . ,ms" • •• ) ::: O. The 
usefulness of balances for transactions is captured in two ways: through 
generalizations of the consumption sets of individuals and/or through 
generalizations of the preferences of individuals. 

It is easiest to introduce these generalizations through standard 
examples. A net trade in commodities, z, can be expressed as the sum of 
a non-negative part, z+, where zts, = max{zl,s" O} and a non-positive part, 
z-, where z~s, = min{zl,s" O}. The cash-in-advance model in Clower (1967) 
imposes the constraint that: 

where ms, are interpreted as beginning-of-period money holdings. More 
generally, the exchange set correspondence, /l)i(p,r), allows for more 
complex constraints involving nominal interest rates as weH as prices. 

Alternatively, the inventory model of Baumol (1952) and Tobin (1956) 
can be formulated in terms of a transaction cost consisting in time spent 
on 'trips to the bank'. Ouring the period corresponding to the date-event 
St, the required number of trips is determined by the ratio: 

where ms, is now interpreted as average money holdings within the 
period. For instance, with a constant rate of expenditure, the number of 
trips is equal to 2ps,zs+ms,. It is then natural to enter that ratio as an , . 
argument of the preference ordering, R'(z, m, p, r), which, as a conse-
quence, is defined conditionally on prices and, more generally, on interest 
rates as weIl. 

By analogy, the liquidity services of cash balances to firms are captured 
by generalising their production sets in ta a productian carrespondence 
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\lJi(p, r), whieh defines, eonditionally on priees and rates of interest, the 
produetion plans, y, and balanees n, wh ich are feasible; in line with the 
convention of measuring outputs positively and inputs negatively, n ::: O. 

The profits of the firm are: 

vi(y, n,p, r) = py + rn 

which it maximizes. 
The bank, denoted by the indexj = , + I, extends loans M:::: 0, on which 

it collects interest in the amount v 1+1 (M, r) = rM, paid out as dividends. 
The budget constraint of an individual, a single constraint under a 

complete asset markets, takes the elementary form: 

pZi + rmi ::: L (}i,jVi(y, n, p, r) + (}i.f+1v'+1(M, r) 
i<f 

The interest accounting is implicit. In a deterministic world, all 
transactions on commodities are entered at values discounted to period 
1. This is equivalent to settling them sequentially on the spot through 
eredits and debits with the bank, and letting the bank pay or eolleet 
interest on the account's balance. The equivalence results from the 
assumption that the interest rate is the same for positive and negative 
balances. Similarly, profit shares may indifferently be collected initially at 
present value or period by period, as dividends credited to the bank 
account. There is, however, an exception to this accounting, namely eash 
balances on which no interest is earned. Accordingly, the interest forgone 
on cash balances must be added to the expenditures oe deducted from the 
receipts. 

The link between the overall budget constraint as written above and the 
spot accounting identities at individual nodes is readily illustrated foe the 
case where T = 2. It is then economical to index the initial node, the date­
event at date I, as 0 and the different states of the world, date-events at 
date 2, as SES = {l, ... ,5}. Also, it helps to denote by di = (do" . . ,cis) the net 
dividends paid by firm j across the nodes of the event-tree. The spot price 
at 0 of a contingent claim to commodity I in state S,Pl,SI may be expressed 
as the product of the spot price, qs, of a contingent claim to one unit of 
money in state sand the spot price 'PI,s there. One writes fs foe the net 
purchases at 0 of nominal claims contingent on state s. Commodity prices 
and interest rates are constant within periods. loteTest on initial oe average 
balances is due at end of period, when dividends are also paid. The 
accounting identities, in beginning-of-period values, are then: 
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If one multiplies the budget constraint at SES by qSI adds it to the budget 
constraint at 0 and does so for all S E S, the terms in f's cancel out, yielding: 

With q;ps = PSI '0/(1 + '0) = '01 qs 'sl(l + 's) = 'SI vi = cPo/(l + '0) + ~SES qsdisl 
(1 + rs), and v J+l = 'oMo/(l + '0) + ~SESqsi'S MsI(l + rs), the last expression 
takes the simpler form written above, where P = (POl" "PS,' . ,),Zi = 
(zh", "zh" . ,), and so on, as in the second section above. 

The equilibrium conditions must be augmented to require clearing of 
the market for balances: 

Lmi- Lni~M 
i.I iE:! 

3.3 Monetary equilibrium 

A monetary economy is defined by. 

(i) an event tree, :F, extending over dates tE T = {l" . '1 Tl, with nodes, 
date-events St = n E N = {li' . "N} of which S = ST E {l" . ,,5l, terminal; 

(ii) primary commodities, I E .c = {li" "L}; 
(iii) contingent commodities, associated with the L primary commod­

ities and the N date-events, (l,St) E .c x N; 
(iv) prices of the contingent commodities, P = ( .. ,IPI,s"",) as of date 1; 
(v) a single currency, issued by a bank, indexed' + 1, charging or paying 

interest on account balances; the currency is not interest-bearing; 
(vi) interest rates I , = ( .. "'S",, ,), one for each date-event, expressed as 

values of date 1; 
(vii) firms, j E {li" "n; each firm is defined by its production correspon­

dence wi(PI ,); 
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(viii) individuals or households, i E T = {l, ... ,l}; each individual is defined 
by a tripie, (<J>i, Ri, ei), where <J>i(p, r) is the exchange set 
correspondence, Ri is a preference ordering on the graph of <J>i, 
and ei is the endowment of state-contingent commodities. 

A private ownership monetary economy is defined by a monetary 
economy and an ownership matrix e = ((li), i = 1, .. . ,1, i = 1, .. . ,1, , + I, 
where ei,j is the share of firm i, if i ::: " or of the bank, if i = , + I, owned by 
individual i. 

The aggregate balances issued by the bank are M, an N-vector. At interest 
rates r, bank profits are rM. 

The budget set of individual i is: 

Bi(p, r, y, M) = {(x, m)E<J>i(p, r) : 

px + rm ::: pei + L ei,j(pyi + rni ) + ei,[+! rM} 
M 

A competitive equilibrium is defined by an allocation, 
( .. . ,(xi,mi), ... ,(ri,ni ), .. . ), aprice vector, p, a vector of interest rates, r, and 
aggregate balances, M, such that: 

(i) for every individual, (xi,mi) belongs to Bi(p,r,y,M) and is Ri-maximal; 
(ii) for every firm, (ri,ni) belongs to 'l1i (p,r) and py + rni ::: py + rn, for all 

(y,n) E 'l1i (p,r); 
(iii) I;iEIX i ::: I;iEJ Y + I; iEIei; 

(iv) I;iEI m i - I;iEJ ni ::: M. 

Proposition 1 Under standard assumptions, competitive equilibria exist, 
for all r ::: 0, all general price levels I;/,s,pl,s, = C > 0, and some associated M. 

One assumption is not standard: in order to allow for homogeneity of 
degree zero, of the exchange set correspondence and the preference 
ordering, in prices of commodities and money balances, it is logically 
required, and it is analytically possible, to weaken the standard continuity 
assumption when both z:, and mSt vanish. 

4 Nominal indeterminaey and monetary poliey 

4.1 Nominal indeterminacy 

The complication introduced by money in general equilibrium analysis is 
increased nominal indeterminacy. The 'degrees of nominal indetermi-
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nacy' (d.o.n.i.) are the dimension of a set of nominal variables that may be 
specified exogenously, while maintaining the existence of a competitve 
equilibrium. In the Arrow-Debreu model, there is a single d.o.n.i., the 
overall price level. It is indeed easy to give examples of economies that 
admit a unique competitive equilibrium in quantities and relative prices. 
In contrast, Proposition 1 reveals that monetary economies with N date­
events admit at least N + 1 d.o.n.i. - N nominal interest rates and one 
overall price level. A more precise statement is possible. 

Proposition 2 Competitive equilibria for a monetary economy on an 
event-tree with N date-events, of wh ich 5 terminal, display N + 5 degrees of 
nominal indeterminacy. A similar property holds on each subtree, 
conditionally on any initial date-event and compatible terminal date. 6 

At each date-event, three nominal variables must be set: a short-run, 
within-period, nominal interest rate; a price level; and money balances. 
Given two of these, the third follows through money demand by firms 
and individuals, at equilibrium. This leaves two free nominal variables per 
node. 

When N = 5 = I, which corresponds to one period under certainty, 
2 = N + 5 variables are indeed free. For instance, the price level could be 
inherited, with the in te rest rate or money supply set by the bank. 

Nominal interest rates carry real effects - up to a negligible set of 
primitives - because (i) higher rates lead agents to economise on money 
balances, at real costs; (ii) higher rates widen the wedge between effective 
buying prices, wh ich include liquidity costs, and selling prices; and 
(iii) higher rates entail re distributive effects between borrowers, lenders 
and bank shareholders. On the other hand, because preferences and 
constraints are assumed to be homogeneous of degree zero in nominal 
prices and money balances, there is absence of money illusion, and the 
price level and the associated supply of inside money have no real 
implications. This last property is lost when nominal claims and liabilities 
appear in the initial endowments. 

When N> 5 = I, which corresponds to multiple periods certainty, the two 
nominal variables per period are constrained by N - 1 no-arbitrage 
conditions, the 'Fisher conditions'. At each non-terminal node, the nominal 
short rate, "t, the real short rate, Pt and the one-period prospective inflation 
rate, !Pt, must satisfy, at equilibrium, the relation 1 + "t = (1 + Pt) 
(1 + !Pt), often approximated by the statement that the real rate is equal to the 
nominal rate minus inflation. There remain ZN - (N - 1) = N + 1 = N + 5 
degrees of nominal indeterminacy. If all nominal rates are set by the bank, 
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all inflation rates are determined, at equilibrium; but the overall price level 
remains free. If all price levels are determined, through a process of 
nominal price formation, initialised, the terminal interest rate, rT is free. 
For a long horizon, rT is of little consequence to initial decisions, whereas 
the overall price level has immediate import. There is an inescapable 
asymmetry between the forward-Iooking implications of interest rates for 
inflation, and the backward-Iooking implications of inflation for interest 
rates. 

When N > 5 > I, which corresponds to multiple periods under 
uncertainty, there are 2N nominal variables to be determined, and N - 5 
non-terminal nodes. At each of these, a no-arbitrage condition links the 
short nominal rate to the present value, at prices for contingent nominal 
claims, of real rates and inflation rates one period hence. This property is 
conveniently illustrated on the standard two-period, single physical 
commodity model where N = 5 + 1 > 2, L = 1. Nominal, spot prices of the 
commodity are P = (Po, PI, . . . ,Ps, ... ,Ps), and, q = (q}' . . . ,qs) are the nominal 
prices at 0 of claims to one unit of money contingent on states s = 1, ... ,5. 
The nominal rate ro and the vector q are related by LSES qs = (1 + ro)-I: 
one unit of money in each state can be acquired either by buying 5 unit 
claims at prices qs, or by buying a one-period nominal bond at price 
(1 + ro)-I. This is the single no-arbitrage condition. It leaves free both the 
second period nominal rates rs and the second period relative prices 
psi LSES ps, with associated relative prices for contingent claims, 
qsl LSES qs· In particular, if a competitive equilibrium specifies the interest 
rates r = (rO,rl, .. .,rs) and spot prices (P, q), the same physical allocation 
would also be sustained by (r,p', q'), where p~ = po, P's = AsPs, cis = A;l qs , for 
each s, and A = (AI, .. . ,AS»> 0 satisfies ~SES A;1 qs = (1 + ro)-I. One concise 
way to capture that property is to note that, at equilibria consistent with 
given nominal rates of interest, expected inflation is well-defined, but the 
variability of inflation is unrestricted. 7 

Similariy, if the money supply at each node were fixed, but interest rates 
adjusted flexibly to clear the money market, there would remain 5 degrees 
of price level indeterminacy. With po inherited from the past, ro would 
follow from (po, Mo) through money demand. Once again, expected 
inflation would be determined by a no-arbitrage condition. But the 
variability of price levels and of the associated ;~ s would be unrestricted. 

The twin property just exhibited for the two-period, one-commodity 
model is fully general and worth stating as a corollary to Proposition 2: 

Corollary 1 In a monetary economy on an event-tree with N date-events, 
of which 5 terminal, competitive equilibria at given nominal interest rates r 
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or, altematively, at given money supplies M display 5 degrees of nominal 
indeterminacy, corresponding to the price levels at the terminal nodes. 
Looking at inflation rates between any non-terminal node and its successors, 
expected inflation rates, suitably defined, are well-defined, but the variability 
of inflation is unrestricted. 

This eorollary has important implieations for monetary poliey. The 5 
d.o.n.i.s assodated with the priee levels have no real eonsequenees, in the 
formulation with complete markets and no nominal claims in the initial 
endowments.8 

4.2 Monetary poliey 

Monetary poliey removes the degrees of nominal indeterminaey 
'Comprehensive' monetary poliey removes all N + 5 degrees of 

indeterminacy . 
A monetary poliey is a ehoiee of instruments, at most N + 5, and a pre­

announeed, state-eontingent rule for setting these instruments on the 
basis of sequential information about the resolution of uneertainty. It is 
neither a fixed, state-independent rule, nor a purely diseretionary poliey. 
If the poliey is announeed and followed, there are no 'surprises': 
adjustments in the level of the instruments may be regarded as 
'antidpated', though in a contingent sense. Changes in the rule, on the 
other hand, may be labelIed unantieipated.9 

Four aspeets of these definitions will be diseussed. Current trends in 
monetary thinking set the stage. 

Regarding ehoiee of instruments, the trend is to privilege nominal short 
rates. This seems to refleet, at least in part, growing reservations about the 
meaningfulness of controlling the money supply, in a world of money­
market aeeounts and eredit eard transaetions. SimuItaneously, the 
targeting of monetary aggregates is losing ground to inflation targeting. 
Central bank independenee is inereasingly seen as being neeessary, and 
perhaps also sufficient, for an efficient eonduet of monetary poliey, 
namely one that eontains inflation. Regarding the cost of inflation, levels 
and variability both matter, and are seen as being positively eorrelated. 

4.2.1 Interest policies and comprehensiveness 

In an event-tree with N date-events, of whieh 5 terminal, there are N + 5 
degrees of nominal indeterminacy, but only N short nominal rates, one 
per node. A monetary poliey relying on nominal short rates as 
instruments is not eomprehensive. As stated in Corollary 1, eompetitive 
equilibria assodated with such a poliey have at eaeh node well-defined 
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expected rates of inflation, compatible with the announced interest rates, 
but the variability of inflation is unrestricted. As a consequence, the long­
run realised inflation, or even the conditional expected inflation given a 
future date-event, are uncontrolled. 

These considerations suggest that nominal rates do not provide suitable 
instruments for inflation targeting, and, in partieular, for containing the 
variability of inflation, at equilibrium. 

Our incursions into the monetary literature have not led to any 
discussion of this difficulty; and discussions with better-read colleagues 
and informed practitioners have not dispelled the mystery. This raises the 
following: 

Question Is the in ability of interest policies to eontrol inflation variability, 
at equilibrium, reeognised by monetary theory? If so, why is it not in the 
foreground ofthe diseussions on inflation targeting through interest policies? 
If not, is it beeause the models of monetary theory hide the fact, or lead to 
different conclusions? Is it because the eontrol of inflation variability is 
deemed to follow (rom the eontrol of expeeted inflation? Or is it beeause 
monetary theory is eoneerned with out-o(-equilibrium situations? 

4.2.2 Additional instruments 

What instruments, other than nominal short rates, could be used to 
implement a comprehensive monetary policy? If the price level were 
treated as adjusting passively to a comprehensive monetary policy, at 
equilibrium, then control of the money supply would remain desirable as 
a complement, not a substitute, to interest policies. The fact that there are 
N + S < 2N d.o.n.i.s reveals that the two sets of instruments should be used 
in a coordinated manner. That is, contingent money growth at t + 1 must 
be compatible with the expected inflation associated with the nominal 
rate at t. Subject to that constraint, astate-independent, though time­
dependent, growth of the money supply would deserve consideration as a 
'rough' approach to containing inflation variability at equilibrium. lO 

In the framework of complete asset markets, an interesting alternative 
set of instruments is provided by open-market operations on contingent 
nominal claims, or 'Arrow securities', after Arrow (1953). Indeed, in a 
monetary economy, complete markets mean markets for both real and 
nominal state-contingent claims. Given the real allocation, hence the real 
rates, the price at node St of a unit nominal claim contingent on any 
successor event St+l is subject to a no-arbitrage condition, akin to a 
'contingent Fisher condition', yielding the inflation factor 1 + tPst+1 as the 
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ratio of the price of areal contingent claim to the price of a nominal 
contingent claim. Given the real price, controlling the nominal price 
means controlling the state-contingent inflation, at equilibrium. With 
options markets and derivative pricing, that unexplored avenue is not 
outlandish. The sobering fact is that markets for options are developing 
mostly fqr price-contingent options, with mixed success for options 
contingent on economic indicators, as the fate of the Chicago exchange 
for options on the CPI and the absence of macromarketsll indicate, and 
with no markets in sight for options contingent on exogenous events. 

4.2.3 Autonomous in{lationary pressures 

The root of the inflation problem, also as seen by policy analysts, is that 
the price level does not adjust passively to a comprehensive monetary 
policy, but is instead subject to autonomous impulses. Prices are set by 
agents, firms and unions, or emerge on organized markets, for oil or 
agricultural crops. Some degrees of nominal indeterminacy are de facto 
lifted by the process of nominal price formation. Hence they are not 
available to conduct a comprehensive monetary policy. 

In order to assess realistically the prospects for controlling nominal 
variables through monetary policy, it is imperative to understand the 
process of nominal price formation. Current understanding is far from 
adequate.12 Example 6.2 (see pp. 53) illustrates the extent to which 
nominal price formation curtails the scope of monetary policies. It 
introduces as a property of nominal price formation the stipulation that 
nominal prices of individual commodities are non-decreasing over time. 
The nominal interest rate has a uniquely determined floor. If the bank sets 
a lower rate, it forces the economy out of competitive equilibriumj if it sets 
a higher rate, it induces unnecessary excess inflation. 

When the price level does not respond passively to a comprehensive 
monetary policy, a number of intriguing questions arises. First, one would 
like to know whether the process of nominal price formation claims fewer 
or more than S d.o.n.i.s. If fewer, one could still think about interest rate 
policies as part of a definition of equilibriumj if more, one should consider 
such policies outright as calling for out-of-equilibrium analysis, unless the 
range of admissible policies be suitably curtailed. Second, should one 
think about out-of-equilibrium situations as arising within a non­
tätonnement process of adjustment towards equilibriumj or as successive 
elements in a sequence of short-run equilibriaj or possibly as situations of 
persistent disequilibrium? There is clearly room for alternative, perhaps 
partly complementary, approaches to out-of-equilibrium analysis of 
monetary policy, with qualitatively different implications. 
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The qualitative differences are suggestively illustrated by a simple 
remark. Staggered contracts are supposed to define a sequence of short­
run equilibria, constrained by the rigidity of the prices wh ich are not 
currently up for revision, but were previously set under rational 
expectations. Positive inflation implies continuously changing relative 
prices, and the dispersion of prices is a source of misallocation. 13 In 
contrast, along an adjustment process, prices move to correct disequili­
bria, which, incidentally, is more convincing than moving according to a 
fixed or random sequence; speedier price adjustments, possibly accom­
panied by higher inflation, if there is asymmetry between upward and 
down ward flexibility, entail less misallocation. 14 It is, thus, important to 
understand the process of nominal price formation. 

An intriguing question about the process of nominal price formation is 
whether states of the world can be defined so exhaustively that nominal 
price levels are uniquely determined, given the state. This would call for 
introducing such qualitative considerations as union militancy or oil 
cartel effectiveness in the definition of the states, along with crop sizes, 
indirect tax rates and the like. That question arises in non-monetary 
general equilibrium theory as wel1. 1S The monetary context is somewhat 
more complex, because of the nominal indeterminacies. One should 
rather expect the nominal price level to be fuHy determined, given the 
state and the preannounced monetary policy. But this also caHs for a very 
extensive concept of states, implying grossly incomplete markets. The 
situation is more problematic than it appears at first, because of the 
uncertainty about the very process of nominal price formation; should 
the alternative theories, and learning about their plausibility, also appear 
in the definition of the states? 

4.2.4 Transparency 
Explicit, state-contingent monetary policy is not easy. The difficulty is the 
same for a central bank as for private agents drawing state-contingent 
contracts. In practice, one would expect the rule to be defined with 
reference to a few economic indicators, such as inflation rates, 
unemployment rates, capa city utilization rates, and so on. These are not 
primitive exogenous events, like a political decision about EMU or the 
outcome of an election, as the logic underlying event-trees requires. 

It is possible that sophisticated central bankers do in fact follow a state­
contingent rule, but choose to keep the rule implicit. They prefer to 
evaluate the state of the economy on the basis of aH the evidence in their 
pos session and draw conclusions, without tying themselves down to an 
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explicit rule involving a limited set of indicators. A formal discussion of 
the relative merits of these two approaches lies beyond the scope of this 
chapter. Yet, advocates of transparency as a virtue in the conduct of 
monetary policy would plead for a gradual shift of emphasis towards more 
explicit disclosure of the indicators used by central bankers, and of their 
influence on the adjustments of instruments. 

5 Non-neutrality 

5.1 Liquidity costs 

Nominal rates of interest almost always carry real effects, when money 
balances do not earn interest. In the simplest possible framework, an 
Edgeworth box extended to monetary exchange, as in Example 6.1 (p. 51) 
money demand results from a cash-in-advance constraint. The bank sets 
the rate of interest, and the price level via money supply. Alternatively, 
the price level, which is inconsequential, is exogenous, and the bank 
accommodates money demand. 

Higher rates of interest restrict trade and, up to redistributive aspects 
wh ich favour the shareholders of the bank, they lower utility. This is the 
general argument, following Vickrey (1959) and Friedman (1968), that it 
is inefficient to economise on costless balances. 

This particular departure from neutrality is not very significant, in a 
world of electronic and plastic money, where demand deposits or money­
market accounts pay interest. 16 But the cost is largely independent of 
nominal rates; rather, it is due to the difference between two rates: the rate 
on demand deposits versus the rate on savings deposits. In any case, the 
cost is small compared to the real cost of credit card transactions. 

With reference to current debates on monetary policy, real effects 
associated with monetary transactions are not in the foreground. The 
concern lies with the impact of monetary policy on inflation and activity 
levels. Monetary theory deals with the identification of such an impact, or 
absence thereof, and with the transmission channels along wh ich they 
operate. 

The theory of competitive equilibria in economies with complete 
markets is ill-suited for that task. Incomplete asset markets and non­
Walrasian equilibria must be brought in. There are good independent 
reasons for doing so in any case. But it is technically more demanding. It is 
necessary to rely on examples to illustrate the possibility of fitting 
empirically relevant departures from neutrality into intertemporal general 
equilibrium theory, suitably broadened. 
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5.2 Wealth effects 

A signifieant souree of effeetiveness of monetary poliey lies in the wealth 
effeets of interest rates when there is outstanding publie debt and 
'Ricardian equivalenee' is only partial; meaning that the households do 
not match inereases in publie debt by inereases in private savings to 
service the debt, and retire it at maturity. The empirical reeord17 suggests 
indeed a match by private savings weH below 100 per cent. The eeono­
metrie work on the transmission meehanism,18 similarly points to the 
effeet on eonsumer wealth, henee on savings, as the main transmission 
ehannel from nominal in te rest rates to eonsumer spending. For the 
general equilibrium theorist, incomplete Ricardian equivalenee and 
ineomplete markets go hand-in-hand. The fact that many households 
involved in market clearing at future dates, when debt will be retired, are 
not participating in transactions today is one reason for the nonexistenee 
of long-term contingent or futures markets. The suggestion that they may 
be represented by dynastie an ces tors is weH taken, but the representation 
is only partial, and the praetieal impossibility of borrowing today on the 
strength of future earnings of deseendants puts many households at 
corner solutions. Henee the partial equivalenee. 

This signifieant eomponent of the thinking of poliey analysts and 
monetary authorities is easily embodied in formal models of inter­
temporal general equilibrium; Example 6.3 (on p. 54) illustrates this 
point. 

5.3 Nominal rigidities 

Nominal wage and price stickiness is another major souree of monetary 
poliey effectiveness. This is natural, sinee down ward nominal rigidities of 
wages and prices, the more relevant ease, individuaHy breed involuntary 
unemployment and exeess eapaeities. Exeess supply of labour or goods 
generates income effeets which reduee aggregate spending, thereby 
reducing the need for price inereases on other goods. Poliey analysts 
seem to agree that in the short mn, eontraetionary monetary policies are 
effeetive in eurbing inflation through redueed aetivity. A suitably flexible 
general equilibrium model allows for that feature. The real challenge to 
general equilibrium theorists is to model the price formation proeess, 
allowing for quantity-eonstrained aHoeations during the adjustment 
proeess, wh ich now interaets with the monetary policy. 

Models with many goods - but no auetioneer - are needed to develop 
relevant theories of price formation and inflation. When some prices - oil 
or wages of high-skilled employees, for example - rise for exogenous 
reasons - a eartel, an energy tax, or skill-biased teehnological progress, say 
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- there is no meehanism whereby the myriad of prices for goods and 
services not direetly affected by this development should fall by the 
amount required to keep the priee level eonstant. 

An ineomplete asset market, especially in eeonomies with produetion 
and asymmetrie information, provides additional and distinet, if related, 
arguments for the effeetiveness of monetary policy; interestingly, some 
formalize earlier arguments and rely solelyon the role of money as a unit 
of aeeount. 

Assets serve to transfer revenue aeross dates and realizations of 
uneertainty; a transfer of revenue is attainable if it is the payoff of a 
portfolio of marketed assets; the alloeation of resourees at equilibrium 
depends essentially on the attainable transfers of revenue. When the asset 
market is eomplete, all transfers of revenue are attainable; when the asset 
market is ineomplete, policies that alter the span of the payoffs of 
marketed assets affeet the alloeation of resourees at equilibrium. If assets 
are real or indexed, ehanges in the price level aeross dates or realizations of 
uneertainty fail to alter the span of the payoff of marketed assets and are 
neutral. If assets are nominal, ehanges in the price level, the reeiproeal of 
the purehasing power of units of aecount, alter the span of the payoffs of 
marketed assets and have real effeets. 19 

A limitation of several previous results is the faet that they establish the 
existenee of real effeets of price level variabilitYi they typically also 
demonstrate the suboptimality of state-independent rates of inflation, but 
fail to eharaeterize in operational terms seeond-best effieient state profiles 
of inflation.2o 

6 Examples 

6.1 Liquidity costs 

Money provides liquidity, and balances are issued by a bank that 
aecomodates demand and pays out its profit as dividend to shareholders. 
There exists a continuum of competitive equilibria indexed by the rate of 
interest. Up to redistributive effects, competitive allocations are Pareto 
ranked, and a vanishing rate of interest yields a Pareto optimal 
allocation.21 

There is one time period and no uncertainty - the indices of dates and 
date-events or states of the world are unnecessary. 
Commodities are 1 E L = {l, 2}. 
A bundle of commodities is z = (z}, Z2), and prices of commodities are p = 
(PI, P2). 
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There is one medium of exchange, and balances are m. 
A monetary authority controls the rate of interest, r, and the supply of 
balances, M. 
There is no production. 
Individuals are i E I = {I, 2}. 

The exchange set correspondence of each individual is defined by 
<l>i(p, r) = {(z, m) : pz+ ::0 m}: a cash-in-advance constraint is operative. The 
preference correspondence of individual 1 is represented by the utility 
function u1 (z) = In(1 + Zl) + In Z2, and of individual 2 by the utility 
function u2(z) = In Zl + In(1 + Z2); the (ZjY s are net trades summing, at 
equilibrium, to zero for each commodity. Equivalently, individuals 1 and 
2 have identical preferences represented by logarithmic utility functions 
over consumption and endowments (I, 0) and (0, 1) respectively. The 
share of individual 1 in the bank is 01 2: 0, and that of individual 2 is 
02 = 1 - 01 2: o. 

At rate of interest ,., competitive equilibrium prices of commodities are: 

- 2+2x+01,.2 
PI =M 2+r 

- 2 + 2,,+ 02 ,2 
P2 =M 2-+r 

The net trade of commodities of individual 1 is: 

ZI = (1 + ,)(1 + 01,) _ 1 
I 2+2r+01r2 

1 1 + 01;: 

Z2 = 2+2"+02 ;:2 

and the utility of either individual at equilibrium is: 

ui = In(1 +,.) + 21n(1 + Oi,.) - In(2 + 2" + 01;:2) - In(2 + 2" + 02,.2) 

There is a continuum of distinct equilibrium allocations indexed by the 
nominal rate of interest, ,.. 

For 01 = 02 = 1/2, the competitive equilibrium allocation associated with 
,. is Pareto superior to that associated with " > ;:; and the competitive 
equilibrium allocation associated with r = 0 is Pareto superior to all others. 
But this is not necessarily the case when 01 =1= 02; in general, transfers of 
revenue may be required to compensate individuals for the loss in dividend 
income from their shares in banks. 
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6.2 Nominal rigidities 

Price rigidities affect equilibrium nominal interest rates. 

Dates or time periods are tE {I, 2}. There is no uncertainty - the indices of 
date-events or states of the world are unnecessary. 
Commodities are I E C = {I, 2}. 
A bundle of commodities is z = (z1,1, ZZ,b ZI,Z, zz,z), and spot prices of 
commodities are P = (jJ1,1, fJz,l, P1,2, Pz,z). 
Transactions do not require the use of a medium of exchange and there is no 
bank and no balances. 
There is no production. 
Individuals are i EI = {I, 2}. 

The exchange set and the preferences of individuals are invariant with 
respect to the prices of commodities and the interest ratei the exchange set 
coincides with the set of net trades that yield strictly positive consumption. 
The preferences of individual 1 are represented by the utility function ul (ZI) 

= In«1/2) + zL + Inzb + In(1 + zr,z) + In zi,z, and of individual 2 by the 
utility function uZ (zz) = In Zr,1 + In«1/2) + zL) + In zr,z + In(1 + Z~,z)i the 
(Z/)'S are net trades summing, at equilibrium, to zero for each commodity. 
Equivalently, individuals 1 and 2 have identical preferences represented by 
intertemporal logarithmic utility functions over consumption and endow­
ments (1/2, 0, 1,0) and (0, 1/2,0, 1) respectively. 

Nominal spot prices are downward rigid, with: 

Pu 2: 1, Pz, 1 2: 1 

and 
... ... ... ... 
Pu 2: Pu, pz,z 2: PZ,I 

Equilibrium obtains at: 

provided that: 

lEC 

Thus, PI,2 2: Pu requires r 2: 1. 
For r< I, only equilibria with quantity constraints exist. 
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6.3 Wealth effects 

lnterest rates havc wealth effects when Rieardian equivalence fails, 
because of staggered generations. 

Dates or periods are tE T = {l, 2}; there is no uncertainty - the indices of 
date-events or states of the world are unnecessary. 
Commodities are In, cl, labour and a produced consumption good, 
respectively. 
A bundle of commodities is z = (nt, Cl, nz, Cz) and spot priees of 
commodities are spot wages, Wt, and Pt, spot prices for the consumption 
good: P = (Wl, Pt, wz, pz); the overall priee level is defined by Wl = 1, 
probably inherited. 
Transactions do not require the use of a medium of exchange and there is 
no bank and no balances. However, individuals have, possibly, non-zero 
initial holdings of 'inside' money or purchasing power. 
There is a single firm. Variables without superscript refer to the firm's 
activity. 
The production set of the firm is invariant with respect to priees and the 
rate of interest. The production set of the firm is Y = {y: Cl = e(-nl) l/Z, 

nl ::: 0, e> 0, Cz = -nz, nz ::: O}. 
Equilibrium requires Wz = Pz. 
At each date, labour is employed as input in order to produce the 
consumption good, as output. There is no storage. 
lndividuals are i E I = {I, 2, 3}. 

The exchange set and the preferences of individuals are invariant with 
respect to the priees of commodities and the interest rate; the exchange set 
coincides with the set of net trades that yield non-negative consumption. 
The demographie structure of the economy corresponds to a 'slice' from 
an economy with overiapping generations. 

Individual 1 lives through period 1; his/her preferences are represented 
by the utility function Ul(Zl) = cl; the individual has no endowment in 
commodities; but s/he is endowed with a bond promising d units of 
money or purchasing power at the beginning of period 2, with value 
d/(l + r) at period 1; s/he consumes cl = d/(l + r)Pl, in period 1. 

Individual 2 lives through periods 1 and 2; his/her preferences are 
represented by the utility function UZ(zz) = cic~(2 + ni); equivalently, the 
individual is endowed with iii = 2 units of labour in period 1; in addition, 
the individual is endowed with the ownership of the firm. Consequently, 
the budget constraint of the individual is: 



DrezelPolemarchakis: Equilibrium Theory and Monetary Policy SS 

- Z - Z Pzc~ 
Wl 111 +PICI + 1 +r:5 v 

where v are the profits of the firm; v = PI ()(_I1)l/Z + 111 is maximal at: 

()Pt Z ()ZPI ()ZPI 
-111 =(2)' Cl =Z,v=4 

Utility maximization by individual 2 implies that: 

- Z 
Plci = P1ZCz = 2 + I1f 

+r 

The budget constraint imposes that: 

- Z Z Z fJ2M 2P1Cl = -111 + V = -111 + 4 

Individual 3 lives through period 2; his/her preferences are represented by 
the utility function U3 (Z3) = c~; the individual is endowed with labour at 
date 2, n~ = 1, which s/he supplies inelastically: 11~ = -1; in addition, s/he is 
subject to a levy of d, in order to retire the bond; s/he consumes ~ = 
(wz - d)/pz, in period 2. 

With the good not storable, equilibrium at date 1 requires that: 

1 Z· Z ()Pl Z ()ZP! 
Cl = Cl + Cl w1th - ni = -111 = (2) , ci = 4 

Hence, 

Z- d z- d _ () PI _ () PI - _ ~ __ I/Z 
Cl - 2 - (1 + r)PI + 4 ' PI - () (1 + ;:> 

so that 

d I/Z d - Z 
Cl = ()(1 +;:> , -111 = 1 + r = PIC! = v 

This equilibrium has the property that PI, Cl and 11111 are decreasing in r: 
there is an input-inflation trade-off. 

Also, pzcz = (1 + r) PI ci = d. 
Equilibrium at date 2 requires that Cz = -I1Z = -11~ - d/pz + d/jiz = -11~: it 

obtains as an identity. The price Pz is indeterminate, but affects the 
allocation of output between individuals 2 and 3. A unique pz is easily 
obtained, for instance by changing the preferences of individual 2, so that 
UZ(zZ) = ci(b + c2z ) (2 + I1f). 
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Remark 

If the produetivity parameter, B, whieh is known at the beginning of 
period 1, is stoehastie, as is the ease in real business-eyde models, the 
interest rate, r, ean be chosen, as a funetion of B: 

(i) to stabiIize the priee of the eonsumption good, Pb whieh eaIIs for 
1 + r ()( B-2 i 

(ii) to stabiIize output, Cl, whieh ealls for 1 + r ()( e2i or 
(iii) to stabilize employment, -nb whieh ealls for eonstant r. 

Naturally, one eannot stabilize 3 variables with a single instrument. 

Notes 
1 Initial debts place implicit restrictions on price levels if survival of debtors is to 

be guaranteed. That complication is eschewed in Dreze and Polemarchakis 
(2000) by assuming zero initial holdings of nominal claims or liabilities. Note 
8, below, elaborates on this. 

2 This distinguishes the formulation from that of Dubey and Geanakoplos 
(1992), and accounts for the indeterminacy of interest rates. 

3 It was pointed out by Jean-Michel Grandmont that non-interest-bearing 
money could be regarded as a form of price rigidity, which tilts the scale 
against neutrality. The remark is weil taken, but the specification remains 
empirically relevant; also, all markets, including the markets for balances, do 
clear. 

4 It is natural that some authors - among others, Ostroy and Starr (1974) and 
more recently Kiyotaki and Wright (1989) - have looked upstream of simple 
market institutions in order to explain why most transactions take the form of 
exchanges of goods for money. Here, this commonplace observation is a 
factual starting point. 

5 For specific purposes of financial analysis, such as cash management, detailed 
attention is paid to the day-to-day profile of money demand and ovemight 
interest rates; Hellwig (1992). At the same time, it is legitimate to disregard 
these aspects when investigating the theoretical foundations of monetary 
policy. It is, after all, an intrinsic feature of fiat money that its supply can be 
adjusted trom day to day at no real cost, and it is a property of a well­
functioning banking system that it accommodates smoothly short-run 
variations in money demand. 

6 The precise meaning of 'similar' is explained in Note 8 below. 
7 Technically, the expectation is defined, not with respect to the probabilities of 

future states, which may differ across individuals, but with respect to the 
prices qs for unit nominal claims contingent on the states. This expectation is 
weil defined because (ESEsqs$s - Po)/Po)/ESEsqs = (ESEsq, $; - Po)/Po)/ESEsq,. 
The variability of inflation is unrestricted, because the vectors ( ... , Ps/ESEs Ps, 
... ) and ( ... , P's/ESEs P's) = ( ... , Äs Ps/ESEs ÄsPs, ... ) are variation-tree, up to the 
constraint ESEs Ä~ 1 qs = (1 + ro)-I. 
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8 When Proposition 1 is applied to the subtree starting at some node St, t> 1, a 
competitive equilibrium defined over the entire tree starting at 51 typically 
entails non-zero nominal claims or liabilities at St. The indeterminacy of 
nominal variables over the subtree follows from the indeterminacy over the 
entire tree, but is accompanied by variations in the nominal claims and 
liabilities at St matching the variations in the price level there. Survival of 
consumers is not an issue, because the nominal liabilities at St are part of a 
feasible allocation over the entire tree. 

9 Interestingly, Eichenbaum (1997), also quoting Chari, Christiano and 
Eichenbaum (1996), advocates an 'institutional innovation', whereby mone­
tary policy would take the form of a commitment to one-period-ahead, state­
contingent policy actions. 

10 The approach is 'rough' because different states and events may entail (i) 
different growth rates of real output; or (ii) different levels of nominal interest 
rates; in addition to (iii) different inflationary pressures. Differences (i) and (ii) 
entail differences in money demand that could be matched by adjustment of 
money supply at unchanged price levels. 

11 Shiller (1993). 
12 Several simple models have been proposed; for instance, staggered contracts 

by Taylor (1980) and Calvo (1983), or menu-costs by Mankiw (1985) and 
Blanchard and Kiyotaki (1987). 

13 As in Goodfriend and King (1997). 
14 As in Dreze (1993b). 
lS Dreze (1993a). 
16 Feldstein (1996) estimates liquidity cost at 0.01 per cent of GDP per percentage 

point of nominal interest. This estimate is consistent with the inventory­
theoretic equality between interest forgone on balances and the value of real 
resources devoted to economize on balances. Lucas, in Chapter 4 in this 
volume, obtains slightly higher values, which are, however, sensitive to 
modelling assumptions at very low levels of inflation, or of interest 
differentials. 

17 For example, Tobin (1980). 
18 For example, the FMP model- Modigliani (1971). 
19 This argument was developed by Detemple, Gottardi and Polemarchakis 

(1993) and MagilI and Quinzii (1992), exploiting the argument of Balasko and 
Cass (1989), Cass (1985) and Geanakoplos and Mas-Colell (1989) for the 
indeterminacy of competitive equilibrium allocations when assets are 
nominal and the asset market is incomplete. 

20 The most constructive resuit in this vein, due to MagilI and Quinzii (1996), 
establishes that adding a price-level variability within exogenous real events 
can only do harm; this is a plausible, useful result - but it does not have a 
bearing on the issue of improving risk-sharing through suitably characterized 
second-best state-profiles of inflation rates. Another constructive result is that, 
in an economy with risky assets and a defaultless nominal bond, where the 
CAPM assumptions on endowments and preferences are satisfied, state­
independent inflation is efficient. 

21 Dreze and Polemarchakis (1999). 
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Comment 
lean-Michel Grandmont 
Centre de Recherche en Economie et Statistique, Paris, France 

This chapter is a welcome attempt to reformulate and extend the standard 
Arrow-Debreu general equilibrium model, to make it fitting to the study 
of monetary issues, with the hope that this endeavour will stimulate a 
useful exchange with specialists of monetary theory and policy. 

The basic framework is relatively standard. The economy evolves 
finitely over many discrete time periods, t = 1, .. . ,T. At each date t> 1, 
there are (possibly random) shocks that affect the 'fundamentals' of the 
economy (endowments, technology, tastes). The heuristic Arrow-Debreu 
representation (which is also used by game theorists, with a different 
interpretation) of the dynamics of the system, is a 'tree', as shown in 
Figure 2.2. Each 'node' (a 'date-event') of the tree stands for a date, and the 
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history of shocks to the fundamentals up to (and inc1uding) that date. In 
the authors' notation, the tree involves N nodes, inc1uding S terminal 
nodes ('states of the world') at the final date T. This representation is 
technically useful as it allows the redefinition of commodities, not only by 
their physical characteristics (and location), but also by the circum­
stances; that is, the node at wh ich they are available. When markets are 
complete, as is assumed by the authors, this trick permits the reduction of 
the economy to a static one, which is technically convenient when 
studying existence of a competitive equilibrium and its efficiency. 

I shall at times refer to another equivalent heuristic representation, that 
may be more easily interpretable by the numerous students who have 
analyzed monetary issues over the years, in perhaps more specific 
frameworks (representative agents, aggregative macroeconomic models, 
with or without explicit microeconomic choice theoretic foundations), 
but have nevertheless imposed on their models the discipline of the 
equilibrium approach. There (Figure 2.3), the economy evolves along 
the one-dimensional time variable (the horizontal axis). Considering the 
economy at some date, conditionally on the history of shocks up to that 
date, is equivalent to considering the corresponding node in the Arrow­
Debreu tree. 

Trade takes place sequentially over time. The money considered here is 
of the 'inside' variety: at each date, the amount of money in circulation is 
the exact counterpart of the total debt owed by borrowers. It is further 
supposed that the interest rates paid on money balances in banking 
accounts, and charged to borrowers, are equal. Money also plays an 
explicit role in exchange, that is, modelIed through a transactions 
constraint (a general form of, say, Clower's cash-in-advance constraint) 
and/or generalized preferences or technologies (a general form of 'money 
in the utility or production function'). Markets are competitive, complete 
(there are enough financial assets to enable agents to insure themselves 
against all possible contingencies), and anticipations are rational. A 
significant feature of the model is that money used in transactions does 
not bear interest. A variation of the nominal interest rate at some date 
(node) will then have typically real effects, since it modi fies the spread 
between the interest rates paid on money bai an ces deposited in the 
banking system, and on money (for example, cash) used in the 
transactions process (that is, zero): these are, in effect, two different assets. 

The main focus of the chapter is to assess the possibility of influencing 
equilibrium through monetary policy. The authors adopt a not-entirely­
unheard-of definition of a 'monetary policy': it is a choice of instruments 
(interest rate, money supply), together with a 'state-contingent rule' 
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speeifying the values of these instruments as a funetion of the 
information available to the monetary authorities. Now, if equilibrium 
were unique there would be no possibility of monetary poliey influencing 
equilibrium, exeept in purely nominal terms. So any study of this issue 
neeessarily goes through an analysis of the dimension of indeterminaey of 
equilibrium. The authors indeed show a result that, in their own words, 
'lies at the eore of [their] thinking about monetary poliey': the set of 
equilibria ean be indexed by N + S nominal magnitudes. This means that, 
if monetary authorities set (to fix ideas) the nominal interest rate at eaeh 
node of the Arrow-Debreu tree in Figure 2.2, there remain S nominal 
variables to be set, wh ich we may take for the purpose of this diseussion as 
the price 'levels' at eaeh of the S terminal nodes of the tree. One of these 
degrees of indeterminaey is purely nominal (one ean always multiply 
prices at every node in the tree by a eommon positive number without 
ehanging equilibrium real magnitudes when there are no initial assets at 
the first date t = 1). The remaining S - 1 degrees of indeterminaey are 
typieally real, sinee they involve the relative priee levels between the S 
terminal nodes. To sum up: even when monetary authorities ean eontrol 
nominal interest rates at eaeh node of the tree, the relative terminal price 
levels are indeterminate. 

The authors draw a provoeative eonclusion trom this analysis: 'one 
eannot hope to eontrol variability of inflation through nominal interest 
rates alone, at equilibrium'. It may be worth refleeting a little on the 
assumptions underlying this eonclusion, as it appears to be slightly at 
varianee with the eonclusions reaehed by numerous monetary poliey 
analysts, using admitted more speeifie models but adopting a similar 
equilibrium methodology, who have studied over the years how 
monetary poliey rules eould affeet not only the levels of output, inflation, 
but also their variability. 

It seems to me that the authors, considering that monetary authorities 
ean set an instrument (in this diseussion, the nominal interest rate) at 
eaeh node of the Arrow-Debreu tree in Figure 2.2, implicitly assumed that 
the only information available to the monetary authorities, at that node, 
is the history of real shoeks affeeting the fundamentals up to that date. 
While this formulation of a 'state eontingent poliey rule' appears natural 
in an orthodox Arrow-Debreu framework, where the definition of astate 
typically involves only exogenous events, it seems to restrict unduly the 
information upon whieh monetary authorities ean aet. Most monetary 
students, using more or less explicitly the equivalent but more flexible 
framework underlying Figure 2.3, would also incorporate in the informa­
tion set of the monetary authorities the sequenee of eurrent and past 
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prices, and nominal interest rates. If the authors investigate the influence 
of monetary policy rules (for example, the choice of nominal interest 
rates) based upon the full information available to monetary authorities 
(including current and past equilibrium prices and interest rates), they 
might find that monetary policy has more scope in their model. 
Implementing this programme under various assumptions about the 
information available to the monetary authorities (for instance, one 
might assurne that they cannot condition their choice of instruments on 
the current price system, or in the specific language of students of 
monetary issues, the policy rule is 'predetermined'), would be an 
interesting project. It would allow, in particular, to compare the findings 
obtained in this integrated general Arrow-Debreu framework, with the 
results of the numerous studies of the same issues that appear in the 
monetary literature. 

When there is indeterminacy of equilibrium, one may argue that the 
model is incomplete, because it lacks a theory of price formation that 
might alleviate the indeterminacy. The point is weIl taken, and goes weIl 
beyond the present model. It is also not entirely unheard of: there is a 
voluminous literature on equilibrium selection in macroeconomic models 
with rational expectations (as weIl as in game theory!). On the other hand, 
the point does not appear to me to undermine the analysis of monetary 
policy effectiveness: if a properly designed policy based on appropriate 
information does, under rational expectations, remove part or all of the 
indeterminacy, this fact stands no matter what is 'the process of price 
formation', if expectations are rational. The only way to impair the ability 
of monetary policy to select from among indeterminate equilibria in the 
present model, would be (to me) to impose nominal 'rigidities' that are 
independent of the agents' expectations about monetary policy. I have 
nothing against a weakening of the axiom of rational expectations, but it 
would seem that the analysis of this issue would call for a somewhat 
different model. And I do not think I have to remind anybody of the 
conceptual difficulties involved in an 'independent' nominal price­
formation process that would be subject to the so-called 'Lucas critique'. 
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The authors remark that state-contingent rules used by monetary 
authorities are largely implicit, and advocate that certain key elements of 
these rules be made more explicit. The argument may be relevant in 
practice (it goes back at least to Friedman): one of the most important 
practical roles of monetary policy may indeed be to stabilize the 
environment of the economy, so that agents can form 'better' expecta­
tions, and one way to implement this may be to have preannounced 
monetary policy rules. Yet the argument seems to negate one of the basic 
tenets of the Arrow-Debreu model, namely rational expectations, so that, 
again, analysis of this issue may call for a somewhat different model. Also, 
study of this point might benefit from the voluminous related literature 
on the 'rule versus discretion' debate, credibility, and so on. 

Finally, the authors note that the most relevant sources of the 
effectiveness (non-neutrality) of monetary policy are likely to be related 
to features that are as yet absent from the Arrow-Debreu framework 
studied in the present chapter (the authors acknowledge that the 
mechanism though which monetary policy is effective in their chapter 
(that is, the interest forgone for cash balances used in transactions) may 
not be empirically significant), namely incomplete markets (and 
incomplete information) and non-Walrasian (imperfect competition) 
equilibrium. These features are indeed likely to be important, and they 
have not been ignored by macroeconomic or monetary policy analysts. I 
am thinking in particular of efficiency wages models (and their 
consequence: involuntary unemployment), credit rationing under in­
complete information, models of search, and so on. As noted by the 
authors, a great unsolved difficulty is that no one knows what the nature 
of a firm and its objectives are under incomplete markets (not to speak of 
imperfect competition!). I would like to add that, as I have argued 
elsewhere for efficiency wages, incomplete markets and/or imperfect 
competition should only induce 'real' rigidities under the extreme 
rationality postulates that are often imposed on our models (in particular, 
rational expectations). Although these models have the interesting 
feature of involving 'disequilibria' (involuntary unemployment), the 
channels through wh ich monetary policy may affect real equilibrium 
magnitudes in such models, are unlikely to differ significantly from those 
of market-clearing models with variable labour supplies (for example, 
unemployment will be 'classical'). The hypothetical (and often empiri­
cally questioned) presence of 'nominal' price rigidities, and 'why money 
influences output', are still theoretical puzzles, and the explanations 
proposed in the literat ure (menu costs, nominal rigidities associated with 
real rigidities under near rationality, and so on) are not fully convincing. 



Grandmont: Comment 65 

I suggest adding to the authors' 'short list' of the channels for monetary 
policy effectiveness, violations of the 'sacred cow' in economic theorYi 
that is, of the rational expectations hypothesis, which does not seem to 
fare weil in empirical tests. After all, perhaps the main rationale for the 
design of our economic institutions and policies, may be that private 
agents, as weil as policymakers, have some difficulties in predicting the 
future, quite independently of incomplete markets, imperfect competi­
tion, or nominal 'rigidities'. As noted above, the argument is old 
(Friedman), and appears to favour simple monetary rules such as a 
constant rate of growth of the money supply. As far as I know, the 
argument has still to be put within a consistent and satisfactory 
equilibrium framework. 

One can only applaud the efforts of two such distinguished theorists in 
bringing abstract general Arrow-Debreu theory to bear upon monetary 
policy issues. However, the difficulties of the task should not be 
underestimated. 



Comment 
luan Urmtia 
Universidad Carlos III, Madrid, Spain 

1 Are Dreze and Polemarchakis up to their ambition? 

The paper of J. Oreze and H. Polemarchakis (OP henceforth) is a piece of 
research on money and monetary policy that tries implidtly to come as 
dose as possible to being simultaneously theoretically and empirically 
interesting, to use the authors' own language. My first task as a discussant 
is therefore to ascertain how dose the authors come to this desideratum. I 
will not comment on the technical third part of the chapter (except to say 
that, although complicated, it is not insurmountable). Instead I shall 
concentrate on the conceptual difficulty of the chapter, which is by no 
means smalI. And I also feel obliged to finish with some very general 
comment about monetary activism. 

The paper is 'interesting' and fresh. Its interest springs from several 
sources. To begin with, the obvious must be restated. In spite of all 
neutrality theorems, the practice of monetary authorities (and the 
thinking behind this practice) is sometimes reputed to be the cause of 
stable growth and sometimes said to be the detonator of several well­
detected, monetary-engineered recessions. No wonder, then, that these 
practices pose achallenge: they need to be understood. The title of the IEA 
conference ('Monetary Theory as a Basis for Monetary Policy') patently 
uncovers this need. 

However, to understand something means to ground it in well-known 
theory. The second source of interest of the OP chapter is that they do not 
try to ground the thinking and practices of monetary authorities in any 
more or less fancy monetary theory, but rather on the value theory of 
money. More predsely, they use the Arrow-Oebreu model of general 
equilibrium in its contingent and temporal interpretation, and with 
money grafted into it. Recall that this model with T dates can be 

66 
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understood as a tree with S final nodes and N total nodes, and that each 
branch can be conceived as astate of nature reflecting a (partial) his tory of 
stochastic shocks. Within this well-known benchmark they introduce a 
bank and 'inside' money needed for transaction purposes. Then they fix 
the vector of short-term interest rates and the vector of short-run price 
levels, going on to prove the existance of equilibrium and that the degree 
of nominal indeterminateness is precisely N + S. 

Any monetary policy that does not try to do more than to determine N + 
S nominal variables is thus admissible and can be studied in this 
framework. The authors do this by submitting several possible situations 
to dose scrutiny. The extrapolative way in wh ich they do this, going 
beyond the limits imposed by naked modelling, is the last source of 
interest of their chapter and certainly makes for its freshness. 

Let us move to the theoretical aspect of this commentary. Is the DP 
paper wanting theoretically? By this I do not refer to fine technical 
mathematical points but rather to the use of some features one might 
have thought had been superseded, and to research strategy in general. 

Except in the case of one example, concerned with overlapping 
generations, the horizon of the model (1) is finite. The conventional 
reader might forgive this slip, first because the main purpose of the 
authors is not to endow money with positive value but rather to speculate 
on monetary policy, and second because, in this context, to observe what 
happens as T gets larger is a conventional exercise. The more alert reader 
can even conjecture that the cash-in-advance constraint a la Clower may 
eliminate the backward induction problem that Hahn pointed to in the 
late 1960s. But this in itself is not enough. The real cause of the positive 
value of money is that the money is of the 'inside' type, and as such is 
issued by the bank against offsetting interest-bearing debt. 

Nor do the authors admit the possibility of bankruptcies or the choice of 
a transaction technology. The former would have posed imposing 
technical problems and the latter would have not added much to the 
purpose of the chapter. As previously mentioned, this purpose is not to 
understand the use of money as a medium of exchange, but rather to 
make sense of those practices of monetary authorities that can be 
construed as stylized facts. 

One should never judge a piece of research according to what the 
authors have not done. However, this is precisely wh at I intend to do now. 
My only excuse is that this will allow me to identify what their research 
strategy cannot accomplish. An 'old fashioned' theoretician would have 
introduced a parametrized state-contingent monetary rule in the model, 
thus abiding by the authors' main result, together with all the fancy 
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features it could accommodate. Then he would have tried to: (i) find 
conditions that guarantee the existence of an equilibrium in which the 
vectors of short-run interest rates and price levels are determinedj (ii) find 
conditions under which the equilibrium set is finitej and (iii) perform 
exercises of comparative statics, changing the parameters of the monetary 
rule. Had DP done this, they might have confronted technical difficulties 
in the proof of existence. Is continuity of the generalized consumption 
correspondence guaranteed under any admissible monetary rule? Is the 
production correspondence continuous when bankruptcies are allowed? 
Is convexity not a problem when a detailed transaction technology is 
admitted? These technical matters are not, however, my main concern 
here. 

What I want to stress is that while it might have been difficult to discuss 
some of the stylized facts under this alternative set-up, other issues, which 
I deern to be at least as interesting as those discussed in the chapter, could 
have been addressed thoroughly. Let me briefly mention two that are 
conspicuous by their absence. Take first the question of time incon­
sistency of the policy (and the related issues of reputation and credibility). 
It could be studied fruitfully in the presence of a specific rule, the 
parameters of which might be difficult to discover, even under rational 
expectations and rational learning especially when other rigidities are 
involved. The second question is not unrelated to the first. It has to do 
with the fact that the state contingent rule is often implicit. The authors 
mention the possible analogy to implicit contracts but fail to draw this 
out, probably because the selected framework is not attuned to the task. In 
the alternative set-up I am discussing, the literature on optimal contracts 
could have been brought to bear, and something like the simplicity of the 
rule could have been discussed. The optimal rule could be too complicated 
and difficult - if not impossible - to discover. 

I finally come to what might be called the empirical part of the chapter. 
I really think that, despite my previous comments, the DP chapter ought 
to be judged according to how weIl it accommodates the following list of 
stylized empirical facts or beliefs: 

(i) central banks use some kind of rule: for instance, the so-ca lIed Taytor 
rule which, incidentally, shows that they think they can influence 
activityj 

(ii) central banks believe that manipulation of short-run interest rates 
has real effects on activityj 

(iii) central banks believe that, in the short-term, reducing activity curbs 
inflationj 
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(iv) central banks try to avoid inflationary spirals by raising short-term 
interest rates when inflation expectations are booming; and 

(v) central banks try to reduce the volatility of the rate of inflation. 

Note that this list - if correct - shows that central banks assume first, that 
there is an autonomous, independent process of nominal price determi­
nation, and second, that monetary interventions have real effects. 00 
these assumptions and consequent practices make any sense? That is, can 
they be understood as emerging from a well-defined model of a monetary 
economy? The chapter seems to support an affirmative answer, but in a 
way that may doud dear understanding. The line of reasoning seems to 
be as follows (induding my comments in square brackets): 

(i) Monetary policy is a state-contingent (implicit) rule that is used to 
eliminate nominal indeterminacy. [However, in the model there is 
not only nominal indeterminacy but also real indeterminacy 
because of the cash in advance constraint. Therefore, in the model 
a selection of a monetary regime might imply aselection of a 
particular allocation of resources which in general cannot be Pareto­
ranked against its alternatives.] 

(ii) Before using monetary policy to eliminate nominal indeterminacy 
one has to make sure that it has not already been eliminated by some 
undefined, autonomous process of nominal price determination. 
[Anything resembling the fiscal theory of price-level determination 
could be an example of this autonomous process, but one might also 
take any rigidity that propels an autonomous dynamic of, for 
example, price levels. Nothing like this exists within the model.] 

(iii) If there is some space for a monetary policy, one has to decide which 
instruments can and ought to be used. [The model fixes no problem 
at this point since it has enough instruments.] 

(iv) Before using the available instruments, though, it should be 
ascertained whether their use may have real effects. [The authors 
stress that real effects are to be expected in the presence of the 
assumed autonomous process of nominal price determination. But, 
as I mentioned above, the model does not eliminate real effects of 
the selected monetary regime.] 

(v) And, of course, the monetary regime should be selected according to 
the efficiency of the resulting allocation of resources, taking into 
account the presence of rigidities. [This, of course, cannot always be 
done.] 
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If my rendering of their line of reasoning is correct, and my comments 
not too far-fetched, it follows that DP cannot hope to go through the 
whole line of reasoning within their model. They know that, and they 
depart from it as often as they see fit, to convey some of their extrapolative 
ideas. They are in fact very good at finding suggestive examples where a 
certain well-selected rigidity ends up by making sense of a particular 
feature of monetary policy. Let me single out for consideration just three 
of the examples they offer, corresponding to the second, third and fifth 
'stylized facts' of my above-mentioned list: 

(i) Incomplete markets make the Ricardian equivalence only partial, 
and in such a world changes in nominal interest rates have real 
effects, providing there is debt outstanding. (Partial Ricardian 
equivalence produces the same effects under the same circum­
stances even with complete markets but it is difficult to understand 
why equivalence should then be only partial.) 

(ii) In a world of disequilibrium, increases in short-term nominal 
interest rates reduce activity and also inflation. It should be 
mentioned, however, that this result has nothing to do with the 
fixed-price type of analysis but rather with considerations of 
interactions among adjustments in different markets or sectors of 
the economy. 

(iii) In a world of incomplete markets (that is, a model with a set of asset 
markets that do not span the whole commodity space), it can be 
shown that the reduction of inflation variability may make sense in 
terms of risk-sharing in the case of a simple example. No such strong 
statement has been proved in general. 

If, as stated, the chapter has to be judged according to its performance in 
this empirical aspect, one is liable to say that while it goes a certain way 
towards dosing the gap between monetary theory and monetary policy, 
the end of this endeavour is not dose at hand. A rather harsh summary 
might sound like this: monetary policy as we know it plus something or 
other is not incompatible with a theory of monetary general equilibrium. 
Is 'empirically pat' a good expression for summarizing my summary? 

In spite of my misgivings, I wish to record that the DP paper comes as 
dose as possible to being simultaneously theoretically and empirically 
interesting. 

The fancy features I miss are not very relevant to the authors' aim, and 
the alternative model I have suggested is only meant to be constructive 
and of some use in the deployment of their research strategy. 
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As stated, I want to dose with a very general comment on monetary 
intervention. Something in the research strategy and the writing of the 
authors makes the reader believe that they do not have much faith in 
neutrality theorems applying in the real world. After all, the real effects of 
monetary policy stern from rigidities proper to the real world. We do not 
know, however, wh ich particular rigidity is at work in each case and, even 
worse, we cannot guarantee that, without rigidities, changes in monetary 
policy will not have real effects. Do not these two details tilt towards non­
intervention? 
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Barcelona, Spain 

1 Introduction 

There are three issues in which everyday macroeconomic life and 
economic theory seem to be quite apart. The first is the zeal with wh ich 
governments in Europe and elsewhere pursue fiscal discipline as almost a 
precondition for price stability. One would think that governments were 
trying to implement a well-established theorem in monetary theory, but 
while the need to co-ordinate fiscal and monetary policies is a well­
understood principle,l such a theorem has been missing. 

The second issue is the fact that, in many rational expectations 
monetary equilibrium models, the price level is indeterminate: a fact that 
the quantity theory had long ago unveiled. In contrast, everyday 
discussions regarding exchange rate (or other asset prices) movements 
seem to take prices as being determined. 

The third issue is that, while in order to avoid indeterminacy problems, 
many economists, notably Friedman (1959), have advocated monetary 
policies that target the supply of money, increasingly central banks have 
been following endogenous monetary policies - for example, by targeting 
nominal interest rates, raising again the problem of price determinacy. 

In this context, the fiscal theory of money (Sims (1994, 1995); 
Woodford (1995, 1996» seems to be the missing theory for wh ich many 

* I must thank, and blame, Axel Leijonhufvud for insisting that I write a paper on 
the Fiscal Theory of Money, and for being patient about it. I also want to thank 
Seppo Honkapohja for his discussion of the paper, Larry Jones who made me 
aware of the problems with a theory that does not respect Walras's Law, and 
Giorgia Giovannetti for her comments. The original paper upon wh ich this 
chapter is based was written while visiting the Elba Center for Economic Research 
and I thank the staff for their hospitality and patience. 
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had been looking. It is a theory that provides a rationale to the above three 
'common views'. The main elements of the theory are not new. For 
example, real balance effects had already been accounted for by Fisher 
(1911) and Wicksell (1936) and, in particular, in Patinkin's seminal work 
(Patinkin, 1965). Similarly, properly specified models have always taken 
into account the government's budget, although Christ (1979) had to 
insist on the importance of taking into account the consolidated budget 
of the government. What is new in the fiscal theory of money is that the 
implications of a government's budget accounting and of possible wealth 
effects are fully worked out in the context of rational expectations models 
with no special distortions. That is, in models where one would have 
expected that Ricardian equivalence results would have washed out real 
balance effects. The results on price determination are in striking contrast 
to standard quantity theory prescriptions. 

The fiscal theory of money is based on an important feature that makes 
governments different from other agents - say, for example, households: 
namely, the government's monopoly of a nominal asset: that is, money. 
But, in this important respect, governments are not different from other 
agents that issue nominal assets - and in particular, firms. As a way to 
expose, and assess, the central elements of the fiscal theory, I develop it 
and present it in the context of an equilibrium model with firms that use a 
mix of debt and equity as outside financing. The corresponding fiscal 
financial theory of the firm also appears in marked contrast with standard 
asset price theory. In the context of the firm, however, it appears to be 
very transparent how the theory, as a theory of prke determination, relies 
on letting agents (firms, in our case) make plans that violate their 'no 
default' constraints. This allows for real balance effects (real financial 
assets effects) based on a peculiar failure of the Modigliani-Miller 
theorem: fully rational and unconstrained agents do not take debt and 
equity financing as being equivalent, since (unless prices adjust) they may 
fail to satisfy standard - 'no default' - transversality constraints. 

I present the model in Section 2. In Section 3, I develop some of the 
implications of the theory and discuss its relationship with asset price theory. 
In Section 4 I discuss in what sense the fiscal theory determines prices when 
firms' policies are endogenous. In particular, I show how the indeterminacy 
problem is related to a problem of policy misspecification. Section 5 
concludes. 

2 A model with representative agents and firms 

In this section I develop a modified version of the Lucas's (1978) model of 
asset prices. There is a representative firm and a representative consumer. 
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The firm can use as a source of outside financing a mix of debt and equity. 
Markets are complete, and agents, being fuHy rational, only have to satisfy 
their present value constraints. Financial decisions of the firm are not 
subject to any distortion, such as taxes, or to legal restrictions on the 
issuing of new debt or equity. Asset demands are weH-defined, since I 
assurne that the consumer, as a proud owner, derives utility from his/her 
ownership of the firm. I do not discuss wh ether this is a reasonable 
assumption (it may weH be). Nevertheless, it should be clear from the outset 
that one can consider an economy without 'preferences for ownership' as a 
limiting case of the economies studied here (as Woodford's (1998a) 
'cashless economies' are Iimiting cases of monetary economies). I also 
simplify the analysis by considering a deterministic model. 

2.1 Households 

Households are represented by an infinitely-living consumer who receives 
an exogenous stream of income {ytl as weH as initial stock of the firm So. If 
the initial total outstanding stock is So, its resulting share of the firm is 
00 = so/So. In this representative agent economy 00 = 1. At any point in 
time - say, t - the consumer receives from the firm a dividend dt per unit of 
stock (which, unless otherwise stated, and consistent with common and 
legal practice, Iassume to be non-negative). S/he can sen his/her stock, 
St = Ot St, and purchase a new one, St+l = Ot+lSt+l, at the current stock price 
of qt (in units of consumption). S/he can also purchase or seH (real) debt 
issued by the firm, bt+1, which has a (real) return - between periods t and 
t + 1 - of Rt+l. Therefore, the consumer's problem is: 

00 

max L ßt[u(cr) + v(Ot+dl 
t=o 

S.t 

qtOt+1 St+l + bt+l :::0 Yt - Ct + (qt + dt)OtSt + Rtbt 

and tim Ro~ (bT+l + qTOT+1ST+l) = 0 
T~oo ' 

where Rt,t == 1; Rt,T == Rt+l x ... x RT. It is assumed that u and v satisfy 
standard monotonicity, strict concavity and differentiability properties. 
Furthermore, \1(1) > 0 and limC-->o u'(c) = 00. 

Whenever the consumer buys stock, St+l, it must be that: 

(3.1) 
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where R:+1 is the return on a unit of stock held from period t to period 
t + 1. The consumer also satisfies the standard Euler equation: 

(3.2) 

The two conditions in Equations (1) and (2), together with the consumer's 
budget constraint, characterize the consumer optimal consumption and 
portfolio decisions. 

The intertemporal budget constraint, together with the transversality 
condition (the present value of his/her 'terminal' portfolio must be zero), are 
equivalent to his/her present value budget constraint. To see this, let Vt == 
(qt + dt)()tSt + Rtbti that is, the value of the household portfolio- of the firm's 
equity and debt - at the beginning of period t after the stock market has 
cleared. Then, the value of the portfolio has the following law of motion: 

Vt+1 = Rt+1[Vt + Yt - Ct - qtf. t+1 et+1 St+d 

wh ich results in: 

T 

Vo + LRü,}(yt - Ct - qt f. t+l et+1 St+1) = Rü,Ll VT+1 
t=O 

or, even more conveniently, in: 

T 

Vo + (yo - co) + LRü,}(yt + dtetSt + (qt - qt-1Rt)()tSt - Ct) 
t=1 (3.3) 

=Rü}(bT+l + QTeT+1 ST+I) 

and, by the transversality condition, the consumer's present value budget 
constraint is satisfied: 

00 

Vo + (yo - co) + L Rü,}(yt + dtetSt + (qt - qt-1Rt)()tSt - Ct) = 0 
t=1 

Notice how the consumer's income is composed of extern al income, Yt, 
dividends, dtetSt, and capital gains, (qt - qt-l Rt)()tSt, derived from his/her 
portfolio of stock. 

2.2 Firms 

I shall not focus on firms' objectives or investment decisions, but instead 
on their financial plans (one can easily embed the current analysis in a 
more explicit model with profit-maximizing firms). Therefore, the 
description of a firm is very simple: associated with an investment policy 
{ir! there is a stream of profits {nt!. In addition to its investment policy, the 
firm must decide a dividend policy {Dtl, Dt = dtSt, a stock policy {Stl and a 
debt policy {btl. Although different units within a firm may decide these 
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policies, such decisions cannot be made independently, since together 
they must satisfy the firm's budget constraint. The firm's intertemporal 
budget constraint is: 

(3.4) 

Such a constraint, of course, does not prevent the firm from running a 
Ponzi scheme. A minimal requirement is that the present value of its 
'terminal' liabilities must be zero. If the outstanding liabilities in period t 
are W t == (qt + dr) St + Rt bt (that is W t is the value ofthe firm), and I define 
Zt == :Trt - ir (that iS, the 'primary surplus' of the firm in period t) then 
Equation (3.4) can be written as: 

(3.5) 

which, without loss of generality, can be assumed to be satisfied as 
equality; that is: 

T-1 
W t = Rt:}WT + LRt:![Zn +gnß n+1 Sn+11 

n=t 

Then the requirement that the present value of its 'terminal' liabiIities be 
zero is 

\im Ro~WT = 0 
T--+oo • 

(3.6) 

which guarantees that the current liabilities (the current value of the firm) 
are equal to the present value of its net revenues. That is, 

00 

(qt + dr)St + btRt = LRt:![Zn + qn ß n+1 Sn+1 (3.7) 
n=t 

Since the firm can raise rents by expanding its stock, it is convenient to 
express its outstanding liabilities in terms of the price of the stock. That is, 
let Wt == T., then its liabilities evolve according to: 

W/+1 = It+1 [Wt - :t (Zt + qtß t+1 St+t) ] (3.8) 

where It+1 == Rt+1..ELq t • Notice that if It+1 is given, then, and only then, wt+1 
/+1 

is predetermined, before the stock market operates, in period t + 1. 
In summary, the firm's present value constraint in period t, (Equation 

(3.7», can be expressed as: 
00 

qtWt = LRt:![Zn + qnß 'H1 Sn+tl (3.9) 
n=t 
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2.3 Equilibria 

We can now define rational expectations equilibria for this economy. We 
shall take as given the endowment sequence, {ytl~o' and the initial 
conditions: So > 0, 80 = 1 and bo (unless stated otherwise, bo = 0 is 
assumed). Then a rational expectations equilibrium is aprice system, of 
positive sequences, ({Rtl~l' {qtl~o)' an allocation ({Jrtl~o, {itl~o' {ctl~o)' 
and debt-equity ({btl~l' {Stl~l) and divided {dtl~o policies such that: (i) it 
satisfies the resource feasibility constraint: Ct = Yt + Jrt - it == Yt + Zt, for all 
t 2: 0; (ii) given the price system, the consumer's optimisation problem is 
satisfied with 8t = 1, for all t > 0; and (iii) the firm's investment, debt­
equity and dividend policies are consistent with the price system and 
satisfy the firm's budget constraint (Equation (3.7) at t = 0; (alternatively, 
Equation (3.4), for all t 2: 0 and Equation (3.6a». 

If the feasibility constraint in Equations (3.2) and (3.1) is substituted, it 
can be seen that rational expectations equilibria must satisfy, for t 2: 0: 

R - ß-1 u'(Yt + Zt) 
t+1 -

U'(Yt+l + Zt+1) 
(3.10) 

and 

(3.11) 

wh ich can also be written as: 

(3.12) 

More precisely, Equations (3.10) and (3.11), together with the transvers­
ality conditions on portfolios and liabilities, characterize rational expecta­
tions equilibria. 

For further reference, notice that one can substitute Equations (3.10) 
and (3.11) into the firm's budget constraint (Equation (3.9» to obtain: 

~( n_tu'(Yn+Zn) 
qtWt = ~ ß '(y + ) [zn + (yn + Zn)] 

n=t U t Zt 
(3.13) 

3 The contrast between the fiscal financial theory and the 
asset price theory 

Our simple financial model of the firm illustrates a theorem on the 
irrelevance o( dividend and stock policies. It does not consider the possible 
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neutrality of the debt-equity mix (as in the Modigliani-Miller theorem), 
but rather the possible independence of asset prices from dividend and 
stock policies. It is a simple translation of the theorem of the irrelevance of 
'quantitative guided' money supply policies (Woodford (1995»; Sims 
(1994) shows similar irrelevance results. 

3.1 The fiscal theory irrelevance proposition 

In the economy under study, once the real output sequences ({yt!, {ztD are 
defined (resulting in the right-hand side of Equation (3.13) being positive: 
Yt ::: 0, Zt ::: 0, Yt + Zt > 0), then interest rates, {Rt+l}, and 'real' liabilities 
{qtwt! are determined. If, without loss of generality, the initial conditions 
are given by: So = I, bo = 0, then: 

qoWo = qo +do (3.14) 

Now, for arbitrary non-negative sequences ({St}:o, (Dtl:1), (with (Dt!:l 
satisfying the minimal restrietion that the resulting sequence of prices is 
non-negative), Equation (3.14) together with Equation (3.13) determines 
qo, and Equation (3.12), lt. Equation (3.8), defining the evolution of the 
firm's liabilities, determines Wl. By iterating this process forward, one can 
generate a unique path that, as can easily be seen, defines a rational 
expectations equilibrium. 

This irrelevance results seems a paradox at first sight. On the one hand, 
given initial liabilities Wo (altematively, given the initial dividends, do), 
the price of the stock qo - determined by Equation (3.13) - is given by the 
present value of the firm's net profits, which seems to be what financial 
theory should say. On the other hand, one seems free to choose the stock 
and, in particular, the dividend policies almost independently of the 
firm's profits, while the asset price theory argues that the price of the stock 
must reflect the present value of the stream of dividends! 

3.2 Asset pricing computations 

To unveil the mystery, it is helpful to see a particular example. Let 
Yt = Y > 0, and Zt = Z > 0, for t::: I, Zo = 0 and Yo = Y + z. Given the initial 
conditiollS, So = 1 and bo = 0, let the equity and dividend polices be 
defined as: St = I, t> 0, and do = 0 and, for t> 0, dt = d; satisfying 0:::: d:::: z. 

Notice that, in this case, the equilibrium Equations (3.10) and (3.11) (for 
t ::: 0) reduce to: 

Rt+1 = ß-1 

qt = f(y + z) + ß(qt+l + d) (3.15) 
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while the firm's present value eonstraints (Equation (3.13) take the form: 

and, for t > 0: 

qowo = [f(y + z) + ßzl/(l - ß) 

== q(z) 

qtWt = [f(y + z) + z]/(l - ß) 

= q(z) + z 

(3.16) 

(3.17) 

Aecording to the standard asset priee theory (for example, Lueas (1978)) 
one must eompute asset prices using the forward iteration of Equation 
(3.15); that is: 

qt = [f(y + z) + ßd]/(l - ßd]/(l - ß) + !im ßnqn 
n->oo 

and, imposing the transversality condition, 

(3.18) 

resulting in: 

qt = q(d) 

However, given do = 0, unless d = z, the transversality eondition eannot be 
satisfied. Otherwise, sinee Wo = I, a dividend plan that does not satisfy the 
budget constraint in Equation (3.16) eould be implemented. It follows 
that asset prices are uniquely detennined: qt = q(z). 

Aeeording to the fiseal financial theory of the firm Equation (3.16) 
determines qo, and therefore, as with the asset price ealculation, qo = q(z). 

Sut, for t> 0, determining qt through Equation (3.17), together with the 
evolution of the firm's liabilities (Equation (3.8)) may result in a differenee 
sequenee of prices. To see this, notiee that, with St = 1 and RH 1 = ß- 1 , 

Equation (3.8) ean be written as:2 

qt+1 = qt+IWt+1 - dt+1 + ß-\ -qt)( -qtWt + qt + Zt) 

therefore, in OUT example, it follows that, for t> 0: 

1 - ß(t-I) 
qt = q(z) + (z - d) + ß-(t-l) 1 _ ß (z - d) (3.19) 

That is, unless d = z, limn->oo ßnqn = (z - d)ß/(l - ß) > O. The explosive path 
of stoek priees refleets the faet that the dividend poliey is a poliey of 
permanent undistributed profits. The firm satisfies the present value 
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budget constraint (in any period) with identity, refleeting the faet that all 
the rents are properly aeeounted for. In other words, aeeording to the 
fiseal financial theory of the firm there is no problem in that the 'dividend 
unit' has made a wrong dividend poliey: 'the market will discipline the 
firm'. There is a unique priee sequenee, eonsistent with sueh dividend 
poliey, that satisfies the differenee equation (Equation (3.15», resulting in 
positive priees, and satisfying the budget constraint. The priee sequenee 
obtained above that, instead of taking Equation (3.18) as the terminal 
eondition, takes Equation (3.13) as the initial condition determining qo. 

3.3 Has the fiseal theory solved the firm's default problem? 

The (weak) requirement has been imposed that the firm's policies should 
satisfy the no Ponzi scheme constraint (Equation (3.6», limT --+00 Rüj WT = O. 
Sinee Wt == (qt + dt)St + Rtbt, a poliey fails to satisfy limT--HXJ Rüj (qT + dT) ST 
= 0 if, and only if, it fails to satisfy limT --+00 Rü j RTbT = O. n~at is, there is 
another side to the asset priee misealculation and this is a debt poliey 
misealculation. 

To see how orthodox debt policies ean ehange the priee determination 
results, notiee that from Equation (3.4) is obtained that the firm's debts 
satisfy: 

bt = Rt1[bt+l - (Dt - Zt) + qt(St+l - St)] 
T 

= R~}bT+l + LRt\n[-(Dn - zn) + qn(Sn+l - Sn)] 
n=t 

Therefore, under the 'no default eonstraint': 

(3.20) 

(3.21) 

the eurrent (real) debt liabilities are equal to the present value of the 
undistributed profits, and of the seigniorage rents from expanding its stoek. 
That is: 

00 

bt = LRt--\.n[-(Dn - zn) + qn(Sn+l - Sn)] (3.22) 
n=t 

that is, 
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Reca11, however, that the firm's present budget constraint, at t (Equation 
(3.7», is: 

00 

(qt + dt)St + btRt = LR~~[zn + qn bo n+1 Sn+d 
n=t 

and therefore it is automatiea11y satisfied, under the no default constraint, 
(Equation (3.21». In other words, the equilibrium identity: 

(3.23) 

is already satisfied and can not be used to determine qt, given dt • 

In the above example, bo = 0 is predetermined, and, for t> 0, Equation 
(3.20) results in: 

1 0ft - I ) 
bt = ß-(t-2) ~ ~ß (d - z) (3.24) 

In other words, by not distributing a11 profits, the firm becomes a net 
creditor, even in the long run. It is also dear that, given do = 0, the only 
dividend policy that is stationary from period one (that is, dt = d, t> 0) and 
satisfies Equation (3.21) is dt = z, resulting in bt = O. 

One can argue that the firm's policies do not have to be constrained by 
Equation (3.21), as long as they are constrained by Equation (3.6) and 
consumers are constrained by a no default constraint of the form limT--> 00 

Ra} RTbT = O. Of course, in our economy, if the representative consumer 
has to satisfy this additional constraint, in making his/her consumption 
and portfolio decisions, then the present value of the 'undistributed 
profits' must be zero in equilibrium. There are, however, two problems with 
this argument. First, it is not dear why consumers should have different 
borrowing constraints than firms (notiee that symmetrie terminal 
conditions have been imposed on consumers and firms). Second, with 
many - say, , - firms, it is not enough to impose a no default constraint of 
the form: limT ->ooRüJ RT 2:f=1 b~ = 0, since, obviously, this condition does 
not imply that, for every j, limT->oo Ro~RTb~ = O. It is enough to consider 
the case in whieh firms can hold (debt and equity) portfolios from other 
firms to see that, unless the later - stricter - condition is required, asset 
price miscalculations may prevail in equilibrium.3 

In summary, there is a sense in whieh there is no debt default problem. 
As long as a firm's financial poliey guarantees that its value is positive (that 
is, the right-hand side of Equation (3.13) is positive and the resulting stock 
priees are positive), it should be free to borrow or lend and to define fairly 
arbitrary dividend policies. After a11, in such a rational expectations world, 
stock priees will adjust to reflect the true value of the firm (that is, qtWt). For 
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example, if the value of the firm becomes non-positive, this will be 
reflected in a stock price co11apse. It is in this sense that the stock market 
provides enough information regarding the financial viability of the 
firm's policies and there is no need for additional debt constraints. 

3.4 The unorthodox failure of the Modigliani-Miller theorem 

Associated with the unorthodox policies (that iS, policies that are designed 
to satisfy Equation (3.6), but not necessarily Equation (3.21)) there is a 
peculiar (ai/ure o( the Modigliani-Miller theorem. Households cannot 
perceive the value of the firm as being independent of the debt-equity 
mix. To see this, we can go back to our previous example (with Yt = Y > 0, 
and Zt = Z > 0, for t:::: I, Zo = 0 and Yo = Y + z; initial conditions So = 1 and 
bo = 0 and a constant stock policy St = I, t> 0). Suppose that do = 0 and, for 
t:::: I, dt = d < z. As we have seen, if stockholders were to compute prices 
according to their stream of dividends (that is, according to asset price 
computations), then they would make plans according to qt = q(d). 
However, at these prices, the firm's present value constraint (Equation 
(3.23» is satisfied with equality only if the firm is financing a positive 
amount of debt; in particular, bt = (/ß) (z - d). That is, the undistributed 
benefits should count as liabilities held by consumers. In other words, 
as in a Modigliani-Miller world, the household would properly count 
the firm's debt as expected payments, being indifferent between the 
corresponding portfolio «qt + dd, bt) = «q(d) + d), (l~iY (z - d) and the 
portfolio «qt + dt), bt) = «q(z) + z), 0). But, as we have seen, with the (do, d) 
dividend policy equilibrium prices are given by Equation (3.19) with the 
corresponding level of the firm's debt - more precisely, credit - given by 
Equation (3.24). Something must be wrong with the household's asset 
pricing computation to account for the fact that the corresponding 
portfolio cannot be part of an equilibrium. 

The mechanism that detects this 'violation' is the real balance effect, 
wh ich can easily be illustrated in our context. With a predetermined level 
of debt, given by Equation (3.24), with (q(d) + d) the household, who owns 
a11 the firm's liabilities, perceives that its wealth is lower - say, than with qt 
given by Equation (3.19) - and, therefore its demands (not just of the 
stock) are too low. There will be excess supply of goods at prices q(d), 
implying that they cannot be equilibrium prices. Only the forward 
sequence {qtl, given by Equation (3.19) satisfies equilibrium restrictions 
for the dividend policy (do, d), given the initial liabilities bo = 0 and the 
exogenous process of firm's surpluses (zo, z). 

Notice that for the real balance effect to work, in this context, it is 
crucial that the household does not perceive, as a Modigliani-Miller 
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believer would, that the value of the firm is independent of the debt­
equity mix. Otherwise, faced with a dividend stream d, it would compute 
asset prices q(d) as if taking for granted that the firm has the appropriate 
debt policy in order to satisfy the firm's present value budget; the same 
reasoning it would follow if faced with dividends z resulting in prices q(z). 
In other words, the real balance effect can only undertake its function of 
detecting that q(d) are not equilibrium prices if the household does not 
believe that there is the corresponding change of debt policy associated 
with a change in dividend policy which would leave constant the value of 
the firm and its portfolio. It cannot have Modigliani-Miller beliefs even if 
it lives in a world without frictions or distortions, in a world where there is 
no reason not to be a Modigliani-Miller believer, other than the fact that 
firms are no longer constrained to satisfy the no de(ault constraint 
(Equation (3.21». 

In summary, the faHure of the Modigliani-Miller theorem is not 
associated with any of the standard market or firm's financing distortions, 
wh ich are known to invalidate the theorem's result. It is simply that firm's 
debt policies can be designed without accounting for the 'no default 
constraint'. Therefore, paraphrasing Woodford,4 we shall call a regime 
where Equation (3.22) is satisfied, regardless of the evolution of {qrl (and 
of {Rtl, which the firm takes as given) a Modigliani-Miller policy regime. 
In such a regime, different debt-equity policies cannot change the value 
of the firm and the household can maintain Modigliani-Miller beliefs in 
making its consumption and portfolio choices. 

4 Has the fiscal theory solved the indeterminacy problem? 

The demands for assets depend on the expected returns and not on their 
current dividends (or past returns), unless they convey information about 
future returns. In our model - as in most dynamic equilibrium models -
the demands for assets as such only depend on expected returns. That is, if 
in period t, R:+l is the expected return on a unit of stock, the demand 
(Equation (3.1» is given by: 

v'(Bt+1) _ q (1 R:+l)S ---- t --- t+l 
u'(Ct) Rt+1 

and in equilibrium it must be that: 

v'(l) (R:+ 1) 
(yt + zr) == '(y + ) = qt 1 - -R St+l u t Zt t+l 



84 Intertemporal General Equilibrium 

and, in this context, rational expectations simply requires that k:+1 = R:+1• 

Nevertheless, rational expectation restrietions may leave the initial price 
of the stock (or any period price if taken as initial) undetermined. To see 
this in our model, fix, as before, Zo = 0, Zt = Z, t::: I, bo = 0 and 50 = 1. Now 
suppose that the firm follows a stock policy aimed at achieving certain 
asset return R'* (R'* < ß-l). Since R' = fu!. + ~ there is a manifold of t+l q, q, 
dividend and stock policies that could implement R'*. In particular, let 
St+1 = fLSt and dt+1 = aqt, where (fL, a) satisfy: t + a = RH. Then, using 
Equation (3.1) we obtain: 

qt qt5t+1 ""t -fL=--=--
qt-l qt-15t ""t+1 

that is, 

(l - aß)!Jrt - ß 
fL= 

(1 - aß) - ßJrt+1 
(3.25) 

Let y = ßI(l - aß), then Equation (3.25) reduces to the foHowing rational 
expectations equilibrium equation: 

Since for t = 0 Equation (3.11) takes the form: 

(yo + zo) = qo(l - ql + aqo ß)fL50 
qo 

and 50 = I, yo + Zo = y + z, we obtain: 

I (y + z) 
qo = ~(l- ß(a + Jrd) 

(3.26) 

(3.27) 

There are two steady state solutions to Equation (3.26): (l/fL, l/y) with 
corresponding rates of return (R~, R~) = RH, ß-I)i that iS, given OUf 

assumption on the targeted rate of return, R~ < R~i that is, fL > y. 

The indeterminacy problem in this context is that there is a continuum of 
solutions to Equation (3.26), of equilibrium asset prices, characterised by 
Jrl > l/fL, (Equation (3.27» and Jr ~ l/y. Does Equation (3.26), together 
with Equation (3.27), fuHy characterize the set of rational expectations 
equilibria? 

The answer to the last question depends on how the firm's policies are 
defined. Notice that, given initial conditions, we have defined a stock 
policy St+1 = fL5t and an endogenous dividend policy dt+1 = aqt, for t ::: o. 
To see that, with these policies, in equilibrium budget constraints are also 
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satisfied, notice that now the firm's liabilities - that is, Equation (3.8) -
evolve accarding to: 

and, taking into account that, as befare, the firm's present value budget 
constraints (Equation (3.13» reduce to: qt Wt = q(z) + z, for t> 0, and qo Wo = 
q(z), it follows that asset prices evolve according to: 

(3.28) 

However, Equation (3.28) is automatically satisfied whenever Equations 
(3.26) and (3.27) are satisfied. Furthermore, since R~ = ß-1, the 
transversality conditions are satisfied. In this sense, the indeterminacy 
problem remains even when the firm's - and consumer's - budgets are 
accounted far. But there is a missing piece in our definition of the firm's 
policies: do. That is, our endogenous dividend policy is not completely 
defined unless dividends in period zero are defined. Period zero dividends 
must, in turn, satisfy the firm's budget constraint. That is, 

qo + do = qoWo = q(z) (3.29) 

It follows that, given a choice of do, there is a unique sequence of 
equilibrium asset prices satisfying Equations (3.29), (3.26) and (3.27), 
provided that Jrl 2: 1/ J1,. Alternatively, far any sequence of asset prices 
satisfying Equations (3.26) and (3.27), with Jrl 2: 1/ J1" there is a unique 
initial dividend do satisfying Equation (3.29). It is in this sense that the 
indeterminacy problem disappears. 

Far example, by reverting Equation (3.28) we can consider again the 
asset price computation; that is, far any T> t, 

and imposing the transversality condition lim"->ooy"q"+l = 0 (the effective 
discount factar is y), results in Jrt = 1/ J1" t> 0 and 

-lf(y ) y/J1, 
qo = ß + z 1 - (y/J1,) 

1 f(y + z) 
J1,(1 - ßRH) 

In other words, the only initial dividend policy consistent with the target 
RS*) being achieved is 
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1 f(y + z) 
do = q(z) - J1- (1 - ßR'*) 

= [f(Y + Z)(J1-; ~~-l) + ßZ J(l -ß)-l 

Notiee that the requirement do ::: 0 restriets RH not to be to dose to ß- 1• 

4.1 It is not just a question of transversality conditions 

The previous discussion, and some of the criticisms of the 'fiscal theory of 
money' relies on the firm not satisfying the 'no-default' constraint, but 
this, although revealing, is not a crucial feature. A local version of the 
above determinacy results can still be satisfied when restrietions are 
imposed on the amount of debt, and therefore the 'no-default' constraint 
is satisfied (see, for example, Woodford (1998)). 

A simple example can, again, be used to illustrate the point. As before, 
let Zo = 0, Zt = Z, t ::: I, bo = 0 and St = I, t ::: O. But now consider the 
possibility of 'over-distributing' dividends. In partieular, let Z ::: d ::: Z 

(1 - ß)-l. As Equation (3.19) shows, this may result in negative priees. To 
avoid such a stock collapse, let T(d) be the largest integer t satisfying: 

(ß-t - 1)(d - z) ::: Z 

(notiee that by assumption T(d) ::: I), and let dt = d, for t = I, ... , T(d) and dt 

= 0 for t> T(d), then: 

qT(d) = ij(z) == f(y + z)/(1 - ß) 

= q(z) - ßz/(1 - ß) 

and, iterating on Equation (3.15), we obtain 

that is, the poliey of distributing d ::: z for T(d) periods results in asset 
prices decaying from qo to ij(z) if d > z and in constant prices qt = q(z) if, 
and only if, d = z. Notice, furthermore, that: 

qo = f(y + z)/(1 - ß) + (1 - ßT(d»ßd/(1 - ß) 

~ f(y + z)/(1 - ß) + ßz/(1 - ß) = q(z) 

In other words, within the stated bounds, d can be chosen arbitrarily, but 
if dt = d, for t = I, ... , T(d) and dt = 0 for t> T(d), then do ~ O. Alternatively, 
one can choose do > 0 and (provided that ßZ > (1 - ß)do) a d wh ich satisfies 
(1 - ß)z ::: (1 - ß)d ::: z - (1 - ß)do, and then define the dividend policy dt = d, 
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for t = I, ... , T(d,do (where T(d,do) is the largest integer t such that 
ß(ß-t - l)d ~ ßz - (1 - ß)do) and dt = 0 for t> T(d, do). In this case, qo ~ q(z) -
do and qT(d,do) = ij(z). 

Notice that bt = b(z) == ßz/(l - ß) is the maximum amount of debt 
consistent with the present value constraint (Equation (3.17» being 
satisfied and qt = ij(z). That is, the above policies can be stated alternatively 
in terms of ~ debt ceiling b(z), resulting in a dividend period T(d), such 
that bT(d) = b(z). 

The question arises as to whether one can state the dividend policy in 
the following terms: 'choose do 2: 0 and d (satisfying the above 
restrictions) ~nd let dt = d for as long as qt 2: ij(z) (alternatively, for as 
long as bt ~ b(z» and dt = 0 thereafter'. Notice that, stated like this, one 
cannot make an asset price computation since, in principle, the terminal 
condition for Equation (3.15) is undefined. Nevertheless, a rational 
expectations path (satisfying the present value budget constraint), results 
in a uniquely defined dividend period T(d, do), consistent with such a 
dividend policy. For example, as we have seen, do = 0 and dt = z results in 
T(d) = 00. 

In this context, the fiscal theory states that the above loose statement of 
policy is admissible since, by only considering rational expectations 
equilibrium paths, such a policy results in a unique dividend period 
T(d, do) and a corresponding sequence of asset prices - satisfying Equation 
(3.15). 

5 Conclusions 

I have extended (translated) the fiscal theory of money to the problem of 
outside financing of a firm through debt and equity. While with this 
change from governments to firms I have lost some degree of freedom (the 
ability of governments to affect economies in ways that firms usually 
cannot), I may have gained in darity. In fact, since, on the one hand, large 
firms hold fairly sophisticated portfolios and their revenues far exceed the 
GDP of some countries, and, on the other, governments neither act in 
isolation nor have unlimited monopoly power, it is far from dear that 
governments should be treated differently from other economic agents -
in particular, firms. 

I have emphasised how the fiscal theory works as a theory of price 
determination, in contrast with the asset price theory. In particular, I have 
stressed how a precondition for price determination is that firms are 
allowed to make plans that do not satisfy their budgets. In such regimes, 
the Modigliani-Miller theorem fails, since the debt-equity mix should be 
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perceived as affecting the value of the firm. Furthermore, since price 
determination means that in equilibrium budgets are satisfied in spite of 
the 'unorthodox' policy design, in a way the theory solves the firm's 
default problem. These features, however, more than the strength of the 
theory, may be showing its weakness. The real balance effects as price 
determination mechanisms, in wh ich the theory is based, seem more 
implausible when considered in a more general setting where many 
economic agents supply nominal financial assets, and households (and 
firms) hold fairly diversified portfolios. In our model, when households 
perform asset price calculations resulting in non-equilibrium asset prices, 
they react with excessively low (or high) demands. Market clearing 
requires prices given by a firm's present value budget constraints, as the 
fiscal theory postulates. It is an empirical matter whether such adjust­
ments take place. There is ample evidence that bankruptcy problems 
result in efficiency losses. As we have seen, with the right prices (that is, 
given by fiscal theory computations), there are no efficiency losses, the 
market properly prices the - possibly, unreasonable - policies of firms. No 
need for restrictions on stock policy or other forms of regulation either. 

There is ample experimental evidence, and a corresponding learning 
theory, showing that, when there is an indeterminacy problem, taking into 
account the learning process can help to predict which equilibria are more 
likely to occur (see, for example, Marimon and Sund er (1993), and Evans 
and Honkapohja (1999». In contrast, as we have seen, the fiscal theory 
resolves in many contexts, the indeterminacy problem. In our model of the 
firm this is fairly transparent. The indeterminacy problem is associated with 
a misspecification of policy; in particular, with a misspecified period zero 
dividend. Nevertheless, the determinacy result requires that proper present 
value calculations are made by all agents. In our deterministic context this 
is already difficult; in a stochastic context, as Hansen et al. (1991) have 
pointed out, it may be close to impossible. Adaptive learning agents may 
make miscalculations, but the final process may still be weil defined even if, 
corresponding to these miscalculations, the initial price is no longer 
determined. As existing experimental evidence suggests, it is unlikely that 
all the equilibrium paths determined by the fiscal theory will arise. This, 
again, is an empirical matter, but if I had to bet .... 

Notes 
1 See, for example, Sargent and Wallace (1981). 
2 Or, equivalently, use the fact that (15) can also be written as 
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3 Notice that we are not allowing for private agents to make plans resulting in 
unbounded demands - by rolling over debts, say - wh ich, as Woodford (1998b) 
recognizes, will result in the non-existence of equilibrium. 

4 Woodford (1995, 1996) calls a regime in which government policies satisfy the 
'no default constraint', regardless of the evolution of prices, a Rieardian poliey 
regime. In such a regime, the Ricardian proposition is satisfied (see Woodford 
(1995, 1996) for a further discussion of this issue). 
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Comment 
Seppo Honkapohja 
University of Helsinki, Finland 

1 The fiscal theory of price level determination 

Macroeconomics has recently seen a revival of the views that stress the 
importance of government fiscal behaviour in the determination of the 
price level. Wealth effects and the form of the (consolidated) government 
budget constraint playa central role in this fiscal approach; see the key 
papers by Sims (1994) and Woodford (1994, 1995) for the theoretical 
underpinnings.1 

Ramon Marimon's chapter considers the plausibility of the fiscal 
approach in an intriguing way, and illustrates some of the main principles 
of the approach by studying their implications in the context of the 
financial theory of firms and of asset pricing. The chapter is a theoretical 
contribution and only makes occasional remarks about the interplay 
between fiscal and monetary policy considerations that are the core of the 
fiscal approach. 

Given this unusual viewpoint, it is worthwhile to devote some space to 
a summary of the main ideas of the fiscal approach in the context of a 
standard fiscal and monetary model. Consider the following standard 
monetary model, exposited in Woodford (1995). There is an infinitely­
lived representative consumer making intertemporal consumption and 
portfolio choices between money and bonds. Real balances are in the 
utility function. The consumer faces the usual non-negativity and budget 
constraints, including a borrowing limit that, in each period, his/her 
wealth must be at least as high as the present value of net obligations; that 
is, taxes minus future income. 

The government faces a financing constraint according to which 
expenditure on purchases of goods minus tax revenue is equal to the end­
of-period money stock plus end-of-period bond stock minus gross interest 
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payments on money minus gross interest payment on bonds. A fiscal and 
monetary policy regime is specified by fixing four out the six sequences of: 
expenditurei taxes; rate of return on moneYi rate of return on bondsi 
money stocki and bond stock. 

In a rational expectations equilibrium, the usual market clearing 
conditions hold. For this model it is customary to substitute the goods 
market clearing condition into the money market clearing condition and 
the intertemporal consumer optimality condition, which then yields the 
two basic equilibrium equations. In general it is an implication of the 
consumer's constraints and market clearing that the following present value 
constraint on government holds: real value of government net liabilities 
(including interest saving on monetary liabilities) equals the present value 
of future government surpluses plus possible initial (real) wealth.2 

The fiscal approach to price level determination takes a different track, 
and goes as folIows. Drop the money market clearing condition. In place 
use, in each period, the present value constraint on government net 
liabilities as an equation determining the price level for that period (given 
expectations about current and future values of fiscal and monetary 
variables in the present-value constraint for the government). This 
equation determines, for each period, the price level. The money market 
clearing condition is an implication of the other conditions, but it is not 
used to solve for the price level. 

2 Application of the fiscal ideas to a finandal theory of the finn 

Let us now explain how the chapter applies this kind of approach to a 
financial theory of the firm. The basic setup is in many ways similar to the 
monetary model outlined above. There is a representative infinitely-lived 
household, whose utility function in each period is separable in 
consumption and his/her share of the stock of the representative firm. 
The consumer can also hold debt issued by the firm and faces the usual 
accounting constraint and a transversality constraint. These constraints 
can also be written as a present-value budget constraint. 

The firm has an investment policy leading to a stream of profits. In 
addition, the firm must decide on its dividend policy, stock policy and 
debt poliey. These are tied together by the financing or budget constraint 
which states that the value of stocks plus debt plus profits must not be less 
than investment expenditure plus value of stock plus dividends plus gross 
return payments on debt, each taken in the beginning of the period. 

Defining value of the firm as stock price plus dividend multiplied by 
amount of stock plus gross return on debt, it is possible to obtain the result 
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that current value of the firm (that is, its current liabilities) must be equal 
to the present value of its net revenues. It should be emphasized that this 
conclusion is a consequence of the transversality condition stating that 
the present value of the firm's liabilities is zero. 

A rational expectations equilibrium is then defined by the requirements 
(i) resource feasibility; (ii) that the consumer optimizes and is willing to 
hold all the stock issued by the firm; and (iii) that the firm's investment, 
debt-equity and dividend policies are consistent with the price system 
and satisfies the firm's budget constraint. The key equations defining the 
equilibrium are Equations (10) and (11) or (15) and (16) in the special ca se 
used by Marimon. 

The difference between the usual asset pricing theory and the 'fiscal 
financial theory' can be seen as folIo ws. In standard asset pricing theory 
Equation (11) or (15) is used to derive the evolution of stock prices, given 
the stock and dividend policies of the firm. To obtain the usual result that 
stock price is the present value of future dividends one must assurne that 
dividends are equal to the 'net profits' of the firm in each period. In 
contrast, the fiscal financial theory is based on the firm's budget 
constraint, Equation (13) or (16), and it is taken as the key for price 
determination. Given initial liabilities, it determines the stock price. In 
conjunction with an accounting constraint for the firm's funds (Equation 
(8)) this can lead to a different sequence of stock prices. It is important to 
notice that dividends are not required to be equal to net profits, though -
as emphasized by Marimon - in fiscal financial theory all rents are 
accounted for properly. 

The fiscal financial theory has surprising implications. First, the rurrent 
stock price can even be independent of the firm's stock and dividend 
policy. In any case, the way asset prices are determined is very different 
from the usual theory.3 

Second, the theory is based on the assumption that present value of the 
firm's total liabilities is zero at the limit, but there is no separate 'no 
default' constraint on debt. If such a constraint is introduced, the model 
behaves as the orthodox asset-pricing theory suggests. 

Third, the fiscal view leads to a model in wh ich the value of the firm is 
not independent of the debt-equity mix, that is, the Modigliani-Miller 
theorem does not hold. This is because the fiscal view imposes the present 
value constraint only on the firm's total liabilities and not on the debt 
alone as a no-default constraint. 

These last results show that, in the context of the firm, the fiscal view 
results are based on the notion that it is total liabilities that are 
constrained by the transversality condition and not debt alone. This 
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makes clear an apparent weakness of the approach when it is applied to 
the firm: the no-default constraint on debt would seem to be important in 
practice. Marimon's discussion shows very clearly that one must be very 
careful ab out the precise form of the no-default constraints that are part of 
the model. This would apply to governments as weIl as to firms. 

3 Discussion of the approach 

Governments are to some extent different from firms. In particular, they 
have ways of influencing prices and real interest rates (they also have the 
right to levy taxes and can issue currency and nominal liabilities). The 
possibilities for influencing the price level are arguably a key difference 
between a firm and the government. The fiscal approach relies on price 
changes and wealth effects for the attainment of equilibrium. This 
provides a potential test for the approach. 

Suppose, as a thought exercise, that the government starts to borrow 
very heavily. What would be the likely market reaction to this? Is the price 
level going to rise, as suggested by the fiscal approach, or are interest rates 
going to rise, which would be the orthodox view? I tend to think that in 
most cases the reaction happens as interest rates, rather than the price 
level, rise. However, in some extreme circumstances the reaction might be 
more in inflation, an example being the hyperinflationary episodes in 
wh ich a fiscal reform is a major part of the stabilization package. 

Towards the end of the chapter Marimon remarks that, while the fiscal 
approach provides a rationale for fiscal constraints as a check on price 
stability and avoiding price level indeterminacy, an alternative approach 
is to postulate that in fact the economic agents learn and try to co­
ordinate their expectations about the future. Indeed, in this case, fiscal 
constraints have a different justification in ensuring price stability in the 
economy; see Evans et al. (2001). 

It must be stressed that in the learning approach agents have limited 
foresight and try to find an equilibrium through trial and error (the trials 
being done by means of standard statistical inference). The fiscal 
constraints are then direct limitations on deficits and bond or money 
issues. These guarantee that inflation does not run high, though high 
initial expectations do create same inertia in reducing inflation. This role 
is very different from that envisaged by the fiscal approach, where the 
mechanism is very indirect. It works through agents' perfect foresight 
ab out government present-value budget and the ensuing wealth effects 
on current behaviour. One feels uneasy about putting so much weight on 
perfect foresight or rational expectations. lt is a non-trivial task for an 
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expert - an econometrician, say - to identify whether a present-value 
constraint is likely to be satisfied or not. The fiscal approach places a lot of 
faith in the agent's ability in this respect. The learning viewpoint seems far 
more appealing on this count. 

Notes 
1 Recent commentaries of the fiscal approach include Buiter (1998) and 

McCallum (1998). 
2 Note that this discussion is somewhat ambiguous since, in contrast to the 

consumer, the government is not apriori required to satisfy an intertemporal 
wealth constraint at each period and at each possible system of prices and a11 
sequences of its variables. As emphasized by Buiter (1998), this feature can be 
important for fiscalist implications. Broadly speaking, imposing analogous 
budget constraints for both the consumer and the government will yield the 
standard theory. 

3 Using a monetary model, McCa11um (1998) argues that price paths of the fiscal 
theory involve bubbles. 
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Inflation and Welfare* 
Rohert E. Lucas, Jr 
University of Chicago, USA 

1 Introduction 

In a monetary economy, it is in everyone's private interest to try to get 
someone else to hold non-interest-bearing cash and reserves. But some­
one has to hold it all, so these efforts must simply cancel out. All of us 
spend several hours per year in this effort, and employ thousands of 
talented and highly-trained people to help uso These person-houes are 
simply thrown away, wasted on a task that should not have to be 
performed at all. 

Since the opportunity cost of holding non-interest-bearing money is 
the nominal rate of interest, we would expect that the time people spend 
trying to economize on cash holdings should be an increasing function of 
the interest rate. This observation is consistent with much evidence, and 
suggests that, as long as interest rates are positive, people could be made 
better off if money growth, and hence the average inflation rate and the 
interest rate, were reduced. The problems of working out the details of this 
theoretical idea, and of applying it to estimate the potential gains in 
welfare from the adoption of the monetary policies that reduce inflation 

* This chapter is based on a paper prepared for the 1997 summer meetings of the 
Econometric Society in Pasadena, Hong Kong, and Toulouse and is reproduced 
with permission from Econometrica, vol. 68, no. 2 (2000), pp. 247-74. Earlier 
versions, entitled 'On the Welfare Cost of Inflation', were given at the 1993 
Hitotsubashi International Symposium on Financial Markets in the Changing 
World, and at conferences in Bergen and the Federal Reserve Bank of San 
Franscisco. I am grateful to many colleagues and discussants, but particularly to 
Martin Bailey, Lars Hansen, Bennett McCallum, Casey Mulligan and Nancy 
Stokey, for helpful discussion and criticism. Michael Beveridge, Vimut Vanitch­
arearnthum and Tomoyuki Nakajima provided able research assistance. The 
National Science Foundation provided research support. 
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and interest rates, are classic questions of monetary economics, addressed 
in a long line of research stemming from the contributions of Bailey 
(1956) and Friedman (1969). The goal of this chapter is to provide a 
substantive summary of where this line of research stands today. 

The way the analysis of inflation and its consequences has developed 
over the years is also interesting from a methodological point of view, as 
an illustration of the extent to which the quantitative, mathematical 
vision shared by the founders of the Econometric Society has succeeded in 
transforming the practice of economics. An applied economist today uses 
explicit theoretical modelling to organize data from a variety of sources, 
and brings this information to bear on quantitative questions of policy in 
a way that is almost entirely a development since the 1950s. As compared 
to older, more literary methods, the explicit theoretical style of post-war 
economics can lead to sharper questions and better answers, and at the 
same time ex pose the limits of current knowledge in ways that can 
stimulate improvements in both theory and data. I would like this chapter 
to exemplify these virtues as weIl. 

In the next section, I display and discuss evidence on money, prices, 
production and interest rates for the twentieth century in the USA. Using 
this evidence, I replicate essentially Meltzer's (1963a) estimated money 
demand function, and then use these estimates to replicate Bailey's (1956) 
welfare cost ca1culations. The rest of the chapter deals with the theoretical 
interpretation of these ca1culations. 

Section 3 provides one possible general equilibrium rationale for the 
welfare estimates reported in Section 2, based on a simplified version of 
Sidrauski's (1967a, 1967b) model. Section 4 then uses the Sidrauski 
framework to consider the consequences of dropping the assumption, 
used in Section 3, that the monetary policy that implements any given 
interest rate can be carried out with lump-sum fiscal transfers. It re­
examines the estimation under the alternate assumption that only flat­
rate income taxes can be used, and that a government sector of a given size 
must be financed either with inflation taxation or income taxation. This 
modification introduces theoretical complications but does not, I argue, 
lead to major quantitative differences from the conclusions of Section 2. 

Section 5 provides a second general equilibrium rationale for the welfare 
estimates of Section 2, using as context a model of a transactions 
technology proposed by McCalium and Goodfriend (1987). This model 
provides another theoretical justification of the consumers' surplus 
formulae used in Section 2, one that turns out to be closely related to 
Baumol's (1952) inventory-theoretic analysis. Section 6 contains con­
cluding remarks. 
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Figure 4.1 US money, income and interest rates, 1900-94 

2 Money demand and consumers' surplus 

Figure 4.1 shows plots of annual time series of a short-term nominal 
interest rate, rt, and of the ratio of MI to nominal GDP, mt = Mt/(PtYt), for 
the USA, for the period 1900-94.1 Over this 95-year period, real GDP grew 
at an average annual rate of 3 per cent, MI grewat 5.6 per cent, and the 
GDP deflator grew at 3.2 per cent. The money-income ratio is thus 
essentially trendless over the entire century, although there has been a 
strong downward trend since the Second World War. Technical change in 
the provision of transactions services would, other things being equal, 
produce a downward trend in the money-income ratio mt. An income 
elasticity of money demand exceeding one would produce an upward 
trend. Neither trend appears in the data, though of course both might 
have been present in an offsetting way. 

In this section, I interpret these two time series as points on a demand 
function for real balances of the form Mt/Pt = L(rt,yr), where this function 
L takes the form L(r,y) = m(r)y.2 Figure 4.2 displays a plot of observations 
(the circlt~s in the figure) on the money-income ratio mt and the interest 
rate rt for the years 1900-94. The figure also plots the curves m = Arq for 
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Figure 4.2 US money demand, 1900-94 

the '1-values 0.3, 0.5 and 0.7, where A is seleeted so the curve passes 
through the geometrie means of the data pairs. Within this parametrie 
family, it is evident that '1 = 0.5 gives the best fit. Figure 4.3 presents the 
same data, this time along side the eurves m = Be-~r for the ~-values 5, 7 
and 9. Again, all three eurves pass through the geometrie means. Within 
this parametric family, ~ = 7 appears to give the best fit. It also dear, I 
think, that the semi-Iog funetion plotted here provides a deseription of 
the data that is mueh inferior to the log-log curve in Figure 4.2.3 

In order to provide some perspeetive on these estimates, Figure 4.4 plots 
aetual US real balanees (not deflated by income) against the real balanees 
predieted by the log-log demand eurve: Art -,sYt. One sees that the fitted 
values sueeessfully traek the seeular inerease in the money-ineome ratio 
prior to the Seeond World War, induding the aeeeieration of this inerease 
in the 1930s and 1940s. They also traek the deerease in mt as interest rates 
rose in the post-war period (though they miss the 1990s, when interest 
rates dedined and velocity did not). One ean also see, however, that the 
fitted series exhibits some large, shorter-term fluctuations that do not 
appear in the aetual series. The interest elasticity needed to fit the long-
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Figure 4.3 US money demand, 1900-94 

term trends (and very sharply estimated by these trends) is much too high 
to permit a good fit on a year-to-year basis. Of course, it is precisely this 
difficulty that has motivated much of the money demand research since 
the 1970s, and has led to distributed lag formulations of money demand 
that attempt to reconcile the evidence at different frequencies. In my 
opinion, this reconciliation has not yet been achieved, but in any case, it 
is dear that the functions plotted in Figures 4.2 and 4.3 contribute 
nothing toward the resolution of this problem. 

To translate the evidence on money demand into a welfare cost 
estimate, we first apply the method of Bailey (1956), defining the welfare 
cost of inflation as the area under the inverse demand function - the 
consumers' surplus - that could be gained by reducing the interest rate from 
r to zero. That is, let m(r) be the estimated function, let ..p(m) be the inverse 
function, and define the welfare cost function w(r) by: 

[
(0) 1r 

w(r) = ..p(x)dx = m(x)dx - rm(r) 
m(r) 0 

(4.1) 
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Figure 4.4 Actual and predicted real balances, 1900-94 

Since the function m has the dimensions of a ratio to income, so does the 
function w. Its value w(r) has the interpretation, to be made more precise 
in later sections, as the fraction of income people would require as 
compensation in order to make them indifferent between living in a 
steady state with an interest rate constant at rand an otherwise identical 
steady state with an interest rate of (or near) zero. 

For the log-log demand function m(r) = Ar~, Equation (4.1) implies: 

w(r) = A_I1_rl-~ 
1-11 

For 11 = 0.5, this is just a square root function. It is plotted in Figure 4.5. For 
the semi-log function m(r) = Be-~r, Equation (4.1) implies: 

B 
w(r) = ~ [1 - (1 + ~r)e-~rl 

This curve is also plotted, for ~ = 7, in Figure 4.5. This is the 
parameterization used by Bailey. 
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Figure 4.5 Welfare cost functions 

Note that the two demand curves imply very different estimates for the 
welfare cost of moderate inflations. At a 6 per cent interest rate, for 
example, the log-log curve implies a welfare cost of about 1 per cent of 
income, while the semi-Iog curve implies a cost of less than 0.3 per cent. 
But much of this difference is caused by the difference in behaviour at 
very low interest rates predicted by these two curves. Figure 4.6 plots the 
curves wer) - w(0.03) for both fitted demand curves, where r = 0.03 is 
chosen as the interest rate that would be associated with an inflation rate 
of zero. Since the two curves on Figure 4.5 are nearly parallel between 
interest rates of 3 per cent and 10 per cent, the two curves on Figure 4.6 
imply very similar estimates of the cost of exceeding an inflation rate of 
zero by moderate amounts. The main difference, then, is that log-log 
demand implies a substantial gain in moving from zero inflation to the 
deflation rate needed to reduce nominal interest rates to zero, while under 
sem i-log demand this gain is trivial. 

3 The Sidrauski framework 

In order to decide whether we want to view either of the curves plotted in 
Figure 4.5 as describing the consequences of policy changes in the actual 
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Figure 4.6 Welfare cost relative to 3 per cent interest 

US economy, we need to be dear on the nature of the thought experiment 
of which the outcome is traced out by these curves. For this purpose, we 
need a model of the entire economy that can let us to see what changes in 
monetary policy might generate the curve m(r) and the associated welfare 
costs wer). Simply labelling the points plotted in Figure 4.2 a 'demand 
function' does not tell us anything about what we are estimating or how 
accurate the estimates are: giving colourful names to statistical relation­
ships is not a substitute for economic theory. 

The following simplified version of the general equilibrium model of 
Sidrauski (1967a, 1967b) provides one framework that can provide an 
explicit rationale for the consumers' surplus formula (Equation (4.1».4 
Consider a deterministic, representative agent model, in which house­
holds gain utility from the consumption C of a single, non-storable good, 
and from their holdings z = M/P of real balances. Household preferences 
are: 

00 

~)1 + p)-tU(ctzd (4.2) 
t=o 
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where the current period utility function U is given by: 

U(c, z) = -1 1 [C<p(~)]1-(7 
-a C 

(4.3) 

provided a i= 1. These homothetic preferences are consistent with the 
absence of trend in the ratio of real balances to income in US data, and the 
constant relative risk aversion form is consistent with balanced growth. 

Each household is endowed with one unit of time, which is inelastically 
supplied to the market and wh ich produces Yt = Yo (1 + y)t units of the 
consumption good in period t.s Hence one equilibrium condition is: 

Ct = Yt = Yo(l + d 
Households begin period t with Mt units of money, out of which they pay 
a lump sum tax H t (or, if H t < 0, receive a lump sum transfer). The price 
level is Pt, so the cash flow constraint for households is: 

in nominal terms. In real terms, it is: 

(4.4) 

where ht = Ht/Pt and 1 + 7Tt = Pt/Pt-I' 
We consider the decision problem of a household in an economy on a 

balanced growth equilibrium path, on wh ich the money growth rate is 
constant at JL, maintained by a constant ratio v = h/y of transfers to 
income. In this case, the ratio of money to income will be constant, and 
the inflation factor 1 + 7Tt will be constant at the value (1 + JL)/(1 + y). Let 
ii(z, y) be the value of the maximized objective function (Equation (4.1)) 
for a household in such an equilibrium that has real balances z when the 
economy-wide income level has reached y. This function ii satisfies the 
Bellman equation: 

- 1 ZI 1_~ 
v(z, y) = max{-l-[crp(-)] -(7 + --v(L: , y(l + y))} 

c -a C l+a 
(4.5) 

where next period's real balances z1 are: 

z-h+y-c 
z' = --:---'---

1+7T 

Under the homogeneity assumptions I have imposed, the problem 
(Equation (4.5)) can be simplified to a single state variable problem as 
folIows. Define the function v(m) by: 
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v(z, y) = v(m)yl-u 

where m = z/y is the money-income ratio. If we view w = c/y as the 
household's choice variable, we can see that the function v(m) will satisfy:6 

where: 

1 m (1 + y)l-u 
v(m) = max{ __ [wcp(_)]l-u + v(m')} (4.6) 

cu 1-a w l+p 

z' m'=---
y(l + y) 

z-h+y-c 
y(l + y)(l + lT) 

m-v+1-w 

1+t-t 

The first-order and envelope conditions for the problem (Equation (4.6», 
evaluated at w = 1 (which will hold along any equilibrium path) are: 

and 

where the nominal interest rate r is defined by: 

1 (1 + d-u 

1 + r (1 + p)(l + t-t) (4.7) 

(Note that this nominal interest r approximately equals p + ay + t-t - y, the 
familiar sum of the real rate and the inflation premium.) Along the 
balanced path, m is constant, and eliminating v'(m) between these two 
equations and simplifying yields: 

rp'(m) 
--:---,-:.--'---'---:-~ = r 
rp(m) - mqf(m) 

(4.8) 

Let m(r) denote the m value that satisfies Equation (4.8), expressed as a 
function of the interest rate. Throughout the chapter, it is this kind of 
steady state equilibrium relation m(r) that I call a 'money demand 
function', and that I identifywith the curves shown in Figures 4.2 and 4.3. 

The flow utility enjoyed by the household on the balanced path is 
U(y, m(r)y), where y is growing at the constant rate y. Provided m'(r) < 0, 
this utility is maximized over non-negative nominal interest rates at r = 0: 
the Friedman (1969) rule of a deflation equal to the real rate of interest.7 In 
this section, I define the welfare cost w(r) of a nominal rate r to be the 
percentage income compensation needed to leave the household 
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indifferent between rand O. That is, wer) is defined as the solution to: 

U[(l + w(r)y, m(r)y] = U[y, m(O)y] 

With the assumed functional form (Equation (4.3», this definition is 
equivalent to: 

(4.9) 

An estimated function m(r) can be used to calculate the function wer) as 
folIows. Let m(r) be given and let 1jf(m) be the inverse function. Then 
Equation (4.8) implies that the function Cf! satisfies the differential 
equation: 

'(m) - 1jf(m) (m) 
Cf! - 1 + m1jf(m) Cf! 

(4.10) 

Differentiating Equation (4.9) through with respect to r, we obtain: 

0= w'(r) ( m(r) ) + ,( m(r) ) [m'(r) _ m(r)W'(r)] 
Cf! 1 + wer) ep 1 + wer) 1 + wer) 

(4.11) 

Now apply Equation (4.10) with m = m(r)/(l + wer»~ to Equation (4.11) and 
cancel, to obtain the differential equation: 

w'(r) = _1jf( m(r) )m'(r) 
1 + wer) 

(4.12) 

in the welfare cast function w, wh ich has the natural initial candition 
w(O) = O. 

Given any money demand function m (and inverse 1jf), Equation (4.12) 
is readily solved numerically foe an exact welfare cost function wer). Hut 
comparing Equations (4.12) and (4.1), one can guess that foe small values 
of r- and hence ofw(r) - the solution to Equation (4.12) must bevery dose 
to the value implied by the consumers' surplus foemula. In fact, on a plot 
such as Figure 4.5, the exact and the approximate solutions cannot be 
distinguished. (See also Figure 4.8 in Section 5.) 

We can also solve the differential Equation (4.10) foe the function ep, 
reconstructing the utility function. For the particular demand function 
m(r) = AI"fi, for example, Equation (4.10) has the solution: 

A2 
ep(m) = [1 + -r1 

m 

with the boundary condition ep(O) = O. Since the value of A in the USA is 
empirically about 0.05 (see Figure 4.2), the Sidrauski utility function takes 
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the form: 

U(c, z) = _1_ ([.! + 0.0025)"_1 _ 1) 
1-0- C Z 

The implied elasticity of substitution between goods and real balanees is 
0.5. The estimated money demand funetion gives no information on the 
intertemporal substitution parameter 0-. 8 

To interpret the welfare eost funetions plotted in Figure 4.5, then, we 
think of these eurves as tracing out different steady states of deterministie 
eeonomies subjeeted to different, constant rates of money growth. The 
differenees in interest rates aeross these eeonomies are attributed solely to 
differenees in inflation premia. This interpretation seems to me to 
rationalize a foeus on low-frequeney evidenee on money demand in 
twentieth-eentury US time series, and suggests the possibility that 
accurate estimates of welfare eosts, in the sense of aeross-steady-state 
eomparisons, may be obtained without a good understanding of the 
behaviour of velocity at high frequencies. 

Using a general equilibrium framework to interpret the welfare 
estimates of the last seetion, even one as simple as my version of 
Sidrauski's, is helpful - essential, really - in exploring the effeets of 
ehanges in assumptions on these estimates. Many eeonomists, for 
example, believe that a deterministic framework such as Bailey's or mine 
misses the important eosts of inflation that are thought to arise from price 
or inflation rate variability. It would be a straightforward exercise, today, to 
add stoehastic shoeks of realistie magnitude and behaviour to both real 
produetivity and money supply behaviour in this model, and to re­
examine the welfare ealculations in this new eontext. Based on the Cooley 
and Hansen (1989) study of a similar model of the US eeonomy, I am very 
confident that the effects of such a modifieation on the welfare costs 
estimated in Seetion 2 would be negligible.9 In the next seetion, I illustrate 
in another way this proeess of modifying the model in order to examine 
the importanee of its simplifying assumptions. 

4 Fiscal considerations 

In the analysis to this point, the nominal interest rate r has been treated as 
a poliey variable, and the welfare cost of inflation has been defined by a 
eomparison of resouree alloeations when r> 0 to a benchmark ease of r = O. 
In fact, of course, any particular interest-rate poliey must be implemented 
bya speeifie money-supply poliey, and this monetary poliey must in turn 
be implemented by a poliey of fiseal transfers, open market operations, or 
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both. This fact raises no difficulties as long as the necessary transfers can 
be effected through lump-sum payments or assessments, but if this is not 
possible, the optimality of the Friedman rule may cease to obtain. Aspects 
of this question have been examined by Phelps (1973), Bewley (1983), 
Lucas and Stokey (1983a), Kimbrough (1986a, 1986b), Woodford (1990), 
Cooley and Hansen (1991), Eckstein and Leiderman (1992), Miller (1995), 
and also by by Chari, Christiano and Kehoe (1993), Guidotti and Vegh 
(1993), and Mulligan and Sala-i-Martin (1997). This section addresses 
some of these fiscal questions in the contexts of the Sidrauski model of the 
last section. 

Let m(r) be steady-state real balances. Define the parameter 8 by 1 + 8 = 
(1 + p)/(l + y)l-a, so that 8 ~ p + uy - y is the amount by wh ich the real 
interest rate exceeds the growth rate of output. Recall that r = 8 + {t and 
v = -{tm (r). Then the consumer budget constraint and the resource 
constraint together imply that to implement a nominal interest rate r, the 
fraction: 

v = -{tm(r) = (8 - r)m(r) (4.13) 

of income Yt must be transfered from the private sector to the government 
in a steady state, in the form of real balances withdrawn from circulation. 
(If 8 < r, the negative of this magnitude is seigniorage revenue, relative to 
income.) 

For the function m(r) = AI.fi that fits US data, m(r) ~ 00 as r ~ 0, so if 
the flow (Equation (4.13» must be withdrawn using a fractional tax on 
income, the policy r = 0 is not feasible. The need to resort to income 
taxation thus places a positive lower bound on r. But with 8 = 0.02 and 
A = 0.05, an income tax rate of 0.03 would implement an interest rate of 
0.001 (that is, one-tenth of 1 per cent). The Friedman rule requires 
qualification in this case, but the qualification is of no quantitative 
interest. 

The cases considered by most of the authors cited above, however, have 
the additional complications that labour is supplied elastically, so an 
income tax distorts resource allocation, and there is a positive amount of 
government consumption, necessitating aresort to distorting taxation of 
some kind. In these circumstances, it is not impossible that a positive 
inflation tax might have a useful role to play in the overall tax structure. In 
this section, these two features will be added to the model of Section 3, 
and the welfare cost calculations described there will be redone. The 
results of these cakulations are given in Figure 4.7. 

We modify the current period preferences (Equation (4.2» to indude 
the consumption of leisure, x: 
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1 z 1 
U(c, m, x) = -l-[cCP(-)tjJ(x)] -" 

- a C 

Modify the resouree eonstraint to include government eonsumption, &: 

Ct + & = (1 - Xt)Yt = (l - xt)Yo(l + d 
Modify eonsumers' budget eonstraints to refleet income taxation at a flat 
rate r: 

(1 + /-t)mt+1 = mt + (1 - r)(l - Xt) - Wt 

where mt = ztlYt is the ratio of money to full income, and Wt = cdYt. 
If government eonsumption is a constant ratio g to full ineome Yt, this 

model has an equilibrium path with eonstant ratios of eonsumption and 
real balanees to ineome and with leisure constant as well. Using the same 
normalization employed in Seetion 3, an individual household's Bellman 
equation on sueh a path is: 

1 m (1 + )1-" 
v(m) = max{-l-[wcp(-)tjJ(X)]l-" + 1 Y v(m')} 

W,x - a W + p 

where: 

(l + /-t)m' = m + (1 - r)(l - x) - W 

The first order and envelope conditions for this problem are: 

m m m m 1 
[wcp(-)tjJ(xW"cp(-) - -qJ(-)]tjJ(x) = -1 -v'(m') 

w w W W +r 
m m 1 

[wcp(-)tjJ(xW"wcp(-)tjJ'(x) = -1 -v'(m')(l - r) 
w w +r 

and 

m m 1 
v'(m) = [wcp(-)tjJ(xW"cp'(-)tjJ(x) +-1 -v'(m') 

w w +r 

where again the nominal interest rate ris defined by Equation (4.7). Along 
the balaneed path, m is constant, and eliminating v'(m) from these 
equations and simplifying yields: 

m m,m ,m 
r[rp(-) - -rp (-)] = rp (-) (4.14) 

w w w w 

wcp('!!.)tjJ'(x) = [rpt) - m qJt)]tjJ(x)(l - r) (4.15) 
w w w w 
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Additional steady state equilibrium conditions are: 

w+g+x=l 

Ihm = (1 - T)(l - x) - w 

(4.16) 

(4.17) 

Condition (4.14) just repeats Equation (4.7). Condition (4.15) equates the 
marginal rate of substitution between goods and leisure to the after tax 
real wage, 1 - T. Conditions (4.16) and (4.17) are the resource and 
consumer budget constraints; together, they imply the government 
budget constraint. For any given nominal interest rate rand government 
consumption rateg, Equations (4.14)-(4.17) are four equations that can be 
solved for the steady-state allocation (w, x, m) and the income tax rate r. 
Any monetary policy dictates a tax policy, depending on the extent to 
which seigniorage revenues help to finance g, or the extent to which the 
need to withdraw cash from the public adds to the burden on the tax 
system. 

Figure 4.7 tabulates a welfare cost function wer), defined as: 

U[(l + W(T»c(r), m(r), x(r)] = U[c(8), ,x(8)] (4.18) 

I use r = 8 as a benchmark rather than r = 0 because, depending on the 
assumed functions I{I and lf, the system (Equations (4.14)-(4.17» may not 
have a solution at r = O. 

The figure is based on the following parameterization. For the function 
I{I, I used l{I(m) = (1 + l/(km»-l, wh ich follows from the money demand 
function m(r) = A Jr/r; A was set equal to 0.05, to fit the US data. For the 
function tj>, I used tj>(x) = xß. With these assumptions, the definition in 
Equation (4.18) of the function wer) implies: 

m(r) ß _ m(8) ß 
(1 +w(r» 1 +k(m(r)/w(r»x(r) -1 +k(m(8)/w(8»x(8) 

I let the elasticity ß range over the values 0.0001,0.3,0.6, and 0.9. Reading 
from bottom to top, these are the four curves plotted in Figure 4.7. I set 
1 - g = 0.35, so that if x = 0, W = 1. Finally, I set 8 = 0.02. 

One can see from Figure 4.7 that above about 0.5 per cent, estimated 
welfare costs are the same as in the inelastic labour supply, lump-sum tax 
case studied in earlier sections. The effects of distorting taxation appear 
only at extremely low interest rates. Thus, for a leis ure elasticity of ß = 0.3, 
the optimal interest rate is about 0.03 per cent, while at ß = 0.9, it is about 
0.04 per cent. For any ß > 0, the optimal r is strictly positive, but the 
deviations from r = 0 are minute. The differences in welfare are small too. 
The minimized welfare costs are in all cases less than -0.0045, while the 
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Figure 4.7 Welfare cost with income taxation 

intercept of the benchmark curve, -w(8), is -0.006, a difference of 0.0015 
times income. 

These second-best tax problems have so many logical possibilities that I 
thought it would be useful to work one ca se through, quantitatively, to see 
what kind of magnitudes are at stake. But the case I selected for study iS, in 
some respects, arbitrary, and the literature cited above is helpful in 
isolating crucial assumptions. The model underlying Figure 4.7 is a special 
ca se of the model analyzed in Section 2 of Chari, Christiano and Kehoe 
(1993), where it is shown that the Friedman r = 0 policy is optimal in the 
sense of Ramsey, provided that the private sector begins with a net 
nominal position (money plus nominal debt) of zero. If, on the other 
hand, the net nominal position of the private sector is positive, a 
monetary-fiscal policy that is efficient in Ramsey's sense entails an initial 
hyperinflation to exploit the capital levy possibilities. In my analysis, 
there is no government debt and the public holds a positive initial 
nominal position (its cash), but I have constrained the money growth rate 
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and the tax rate to be constant, precluding a capital levy. Under these 
assumptions, Woodford (1990) shows that r = 0 is not optimal, a fact that 
Figure 4.7 reflects. 

In short, the optimality of the Friedman rule can be studied in a very 
wide variety of second-best frameworks, with a wide range of different 
qualitative conclusions. In the specific context I have used, the Friedman 
rule needs qualification, but the magnitude of the needed amendment is 
trivially small. The fact is that real balances are a very minor 'good' in the 
US economy, so the fiscal consequences of even sizeable changes in the 
rate at which this good is taxed - the inflation rate - are just not likely to 
be large. lO 

5 The McCallum-Goodfriend framework 

The Sidrauski theory takes us behind the estimated money demand 
function to possible underlying preferences and technology, and by so 
doing certainly c1arifies the welfare interpretation of Figure 4.5. It is also a 
convenient framework for exploring the consequences of different 
assumptions that may affect welfare cost estimates, such as the fiscal 
considerations examined in the last section. It is less helpful in thinking 
about cash management behaviour at very low interest rates. The same 
criticism can be raised about Friedman's (1969) argument: Wh at does it 
mean, exactly, to satiate an economy with cash? To make progress on this 
question, one needs to think more concretely about wh at people do with 
their money holdings. 

The cash-in-advance formulation used in Lucas and Stokey (1983b) 
provides a specific image of a cash-using society that could be useful for 
this purpose. In this section, though, I shall use aversion of McCallum 
and Goodfriend's (1987) proposed variation on the Sidrauski model. In 
their model, the use of cash is motivated by an assumed transactions 
technology, rather than by an assumption that real balances yield utility 
directly. One can also see useful connections between this assumed 
technology and earlier inventory-theoretic studies of money demand. 

In the McCallum-Goodfriend model, household preferences depend on 
goods consumption only: 

(4.19) 

Each household is endowed with one unit of time, wh ich can be used 
either to produce goods or to carry out transactions. Call s the fraction 
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devoted to transacting. The goods production technology is assumed to 
be: 

Ct = (1 - St)Yt = (1 - St)Yo(1 + d (4.20) 

The cash flow constraint in real terms is: 

(1 + Jl"t+l)Zt+1 = Zt - ht + (1 - St)Yt - Ct 

where Zt = Mt!Pt . In terms of the money-income ratio mt, this constraint 
reads: 

where Vt = ht!Yt and Wt = ct!Yt. 
The new element in the model is a transactions constraint, relating 

household holdings of real balances and the amount of household time 
devoted to transacting to the spending flow the household carries out. I 
assurne that, in real terms, this constraint takes the form: 

(4.21) 

which will be consistent with a unit income elasticity of money 
demand.11 

As in the last section, I consider the decision problem of a household in 
an economy on a balanced growth equilibrium in which the money 
growth rate is constant at tt, maintained by a constant ratio v = hJy of 
transfers to income, the ratio of money to income is a constant m, and the 
inflation factor 1 + Jl"t is constant at the value (1 + tt)J(l + y). Think of the 
household's choice variables as the time allocation sand the consump­
tion-income ratio w. Let y1- u v(m) be the value of the maximized objective 
function in Equation (4.19) for a household in this balanced path 
equilibrium that has a ratio of money bai an ces to in co me of m = Mt!(Pty) 
when the economy-wide income level has reached y. Then the function v 
satisfies the Bellman equation: 

1 (1 + )l-u 
v(m) = max{-I- w1 - U + 1 Y v(m')} 

w,s -er + p 

subject to: 
w = mf(s) 

where: 

m-v+l-s-w 
m' = --"'7""----

l+tt 
(4.22) 



114 Intertemporal General Equilibrium 

We use the transactions constraint to eliminate was adecision variable: 

) _ _1_[ f( )]1-<1 (1 + y)l-<1 (m - v + 1 - s - mf(s»)} v(m - maxl1 m s + 1 v ----:-1----'--'--
s -a +p +/J-

(4.23) 

The value function that satisfies Equation (4.23) need not be concave, so 
one cannot use standard arguments to show that a time allocation that 
satisfies the first-order condition for Equation (4.23) is in fact optimal. 
Even so, I shall begin, as in Sections 3 and 4, by using the first-order and 
envelope conditions to characterize a balanced-path equilibrium. Then I 
shall carry out a numerical analysis of Equation (4.23) to determine the 
conditions under which consumer utility is maximal along this balanced 
path. 

The first-order and envelope conditions for Equation (4.23) are: 

and 

1 
[mf(s)r<1m f'(s) = -1 -v'(m')[1 + mf'(s)] 

+r 

1 
v'(m) = [mf(s>r<1f(s) +-1 -v'(m')[I- fes)] 

+r 

where, as in Seetion 3, the nominal interest rate r is given by Equation 
(4.7). Along the balanced path, m = m', and eliminating v'(m) and 
simplifying yields: 

fes) = rmf'(s) (4.24) 

A second equilibrium condition follows from the transactions constraint 
and the fact that w = c/y = 1 - s on a balanced path: 

1 - s = mf(s) (4.25) 

Given f, we can solve Equations (4.24) and (4.25) for sand m as functions 
of r. 

In this model, the time spent economizing on cash use, s(r), has the 
dimensions of a percentage reduction in production and consumption, 
and hence is itself a direct measure of the welfare cost of inflation, 
interpreted as wasted time. To estimate this function s(r), we work 
backwards from the function m(r) as estimated in Section 2, to the 
transactions technology function f. As in Section 3, we do this by finding a 
first-order differential equation in the welfare cost s(r). 
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Figure 4.8 Approximate and exact welfare cost functions 

Given f, let m(r) and s(r) satisfy Equations (4.24) and (4.25). Then 
differentiating Equation (4.25) through with respect to rand using 
Equations (4.24) and (4.25) to eliminate f{s) and (s) yields: 

s'(r) = rm'(r)(l - s(r» 
1 - s(r) + rm(r) 

(4.26) 

Comparing Equations (4.26) and (4.1), one can see that for small r - and 
hence small s(r) - solutions to Equation (4.26) and the area under the inverse 
money demand function will be very dose. Figure 4.8 plots the solution s(r) 

with initial condition s(O) = 0 for the log-log and semi-Iog demand cases, for 
interest rates ranging from 0 to 2 (200 per cent). Also plotted are the areas 
under the two demand curves, as in Figure 4.5. For the semi-Iog case, the 
exact and approximate welfare cost estimates cannot be distinguished. For 
the log-log case, the two curves are also virtually identical at interest rates 
below 20 per cent. Thus the McCallum-Goodfriend model yields simply a 
new interpretation of estimates al ready obtained. 
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For the log-log case with interest elasticity of 0.5, the implied 
transactions time function is simply a straight line through the origin, 
f{s) = ks, for some constant k. This case is of particular interest, since a 
multiplicative transactions technology kms corresponds to the celebrated 
inventory-theoretic model introduced by Baumol (1952), and developed 
by Tobin (1956), Miller and Orr (1966), Dvoretzky (1965) and Patinkin 
(1965), Frenkel and Jovanovic (1980), and Chang (1992).12 If one can 
sustain a given pattern of transactions with average balances m and s units 
of time in trips to the bank, then the same pattern can be sustained by 
halving average cash and doubling the number of trips. In this special 
case, the two steady state equations (5.6) and (5.7) become: 

s=rm 

and 
l-skms 

and eliminating the money-income ratio m between the two yields a 
quadratic in the steady state value of s: 

k 
_S2 = 1- s 
r 

(4.27) 

For large values of the ratio kir, the unique positive solution to Equation 
(4.27) is very weil approximated by the square-root rule:13 

s(r) =!f 
and the money-income ratio by: 

m(r)=~ (4.28) 

The parameter k can be calibrated from the intercept A = 0.05 of the 
money demand function: k = (.05)-2 = 400. 

Could it be simply coincidence that the interest elasticity predicted by 
Baumol's theory - one-half - is the value the best fits US time series 
evidence? This is a possibility, certainly, but attributing striking results to 
coincidence is not the way science tends to move forward!14 

Figures 4.9 and 4.10 report results of numerical calculations designed to 
check whether consumer utility is in fact maximized along the balanced 
path I have constructed from the first-order conditions for the dynamic 
programme in Equation (4.23). In all calculations, the technology f{s) = ks 
is assumed, with k = 400. I assumed the real growth rate y = 0.02 and a 
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Figure 4.9 Policy functions for different interest rates 

subjective discount rate of p = 0.05. The coefficient of risk aversion a and 
the nominal interest rate r were varied over several values, as indicated. 
For each (a, r) pair, I used Equation (4.7) to calculate the rate of money 
growth /.l that is implied by given values of y, p, a, and r. Then I used the 
condition /.lm = -v, with m at the balanced path value given in Equation 
(4.28), to calculate the implied fiscal policy. These parameter values 
completely specify the consumer's problem (Equation (4.23)). 

To calculate the optimal value and policy functions for Equation (4.23), 
the values of m and m' were restricted to a grid of 1000 values ranging from 
o to 2 in Figure 4.9, and 0 to 1 in Figure 4.10. Maximization was carried out 
by comparing values at a11 points of the grid: no first-order conditions 
were used. Each figure plots a different family of policy functions (the 
optimal m' as a function of m) for Equation (4.23). 

In Figure 4.9, ais set at the low value of 0.1, and the nominal interest 
rate is varied from 0.001 (one-tenth of 1 per cent) up to 0.10. In a11 cases, 
the cash holdings of a single consumer with arbitrary initial balances 
converges to the steady state value given by Equation (4.28). As the 
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Figure 4.10 Policy functions for different sigma values 

interest rate rises above 0.10, the policy function continues to flatten 
above balanced path values, reflecting the fact that, at high interest rates, 
consumers very quiekly reduee eash holdings to long-run levels. Simi!ar 
results are obtained at higher values of er. 

In Figure 4.10, the interest rate is held fixed at 0.01 and the parameter er 
is varied from the linear case er = 0 through the log utility ease er = 1. For 
er > 0, all these poliey funetions have a fixed point at m = 0.5 = l/../rk = 
1/ J (400)(.01), eonsisten t with the analysis based on first-order conditions 
that leads to Equation (4.28). For linear utility, however, the poliey 
function has a diseontinuity at m = 0.5: the optimal policy in this ease is to 
set s = 0 for a time, consuming nothing, earning maximum ineome, and 
aeeumulating cash, and then to enjoy a consumption orgy in whieh all 
eash is spent at onee. The eonsumer then returns to the cash­
aeeumulation phase, and the eyele is repeated. Similar behaviour emerges 
at positive but very small (smaller than 0.01) values of er. 

In summary, then, it is possible that in this non-eonvex problem the 
first-order eonditions ean fai! to hold under optimal behaviour. In sueh 
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cases, the McCallum-Goodfriend theory cannot be used to rationalize the 
money demand function in Equation (4.28). But these difficulties arise 
only under near-linear utility, with values of a far below any available 
estimates. For realistic values of the risk-aversion parameter, and in 
particular even for very low interest rates, Equation (4.28) is an 
implication of the theory. 

6 Conclusions and further directions 

There are several research developments I have not yet mentioned that 
hold promise for sharpening our knowledge on the cost of inflation. I 
shall discuss these briefly, and then offer some conclusions. 

I have emphasized that money-holding behaviour at very low interest 
rates is central for estimating welfare costs. In this chapter I have pursued 
the idea that models parameterized to fit time series behaviour under 
interest rates as low as 2 per cent could be used to predict behaviour at 
interest rates in the zero to 2 per cent range. Recent work by Mulligan and 
Sala-i-Martin (1996) provides reason to believe that this extrapolation will 
not be reliable, and proposes a quite different empirical approach to the 
problem. They begin from the hypothesis that there is a fixed cost 
(renewable annually, say) of holding positive amounts of interest-bearing 
securities, and that households who hold only cash do not incur this cost. 
In this case, if a monetary policy driving interest rates to zero were 
implemented, more and more households would decide not to incur this 
fixed cost, which is to say that fewer and fewer households would be using 
resources to economize on cash holdings. The presence of such a cost 
might be undetectable in aggregate time series, yet important enough to 
completely negate any welfare gain from reducing interest rates from, say, 
1.5 per cent to zero. 

Mulligan and Sala-i-Martin then observe that, in deciding whether to 
incur the fixed cost, a household will compare it to something like the 
productrA of the interest rate rand asset holdings A. If so, then the portfolio 
behaviour of people with low asset holdings should resemble behaviour at 
low interest rates, and we should be able to see the effects of the fixed cost 
by looking at people with low financial wealth in a cross section. 
According to the Survey of Consumer Finances, as described in Avery et 
al. (1984), about 59 per cent of American households in 1989 had no 
financial assets besides cash and their cheque account. Mulligan and Sala-i­
Martin interpret this fact as evidence that the fixed costs described in the 
previous paragraph are sizeable. I think this interpretation is right, and 
conclude that the construction of models that can utilize cross-section 
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and time series evidence together has real promise for learning about 
behaviour under very low interest rates. If so, then there is good reason to 
doubt that accurate estimates of cash holding at very low interest rates can 
be obtained from aggregate US time series evidence alone. 

Another set of questions about the time series estimates concerns the fact 
that MI - the measure of money I have used - is a sum of currency holdings 
that do not pay interest and demand deposits that (in some circumstances) 
do. Moreover, other interest-bearing assets beside these may serve as means 
of payment. One response to these observations is to formulate a model of 
the banking system in which currency, reserves and deposits play distinct 
roles. Such a model seems to be essential if one wants to consider policies 
such as reserve requirements, interest on deposits, and other measures that 
affect different components of the money stock differently. See Yoshino 
(1993) for a promising step in this direction.15 

A second response to the arbitrariness of MI, more fully developed so 
far than the first, is to replace MI with an aggregate in which different 
monetary assets are given different weights. The basic idea, as proposed in 
Barnett (1978, 1980), and Poterba and Rotemberg (1987), is that if a 
treasury bill yielding 6 per cent is assumed to yield no monetary services, 
then a bank deposit yielding 3 per cent can be thought of as yielding half 
the monetary services of a zero-interest currency holding of equal dollar 
value. Implementing this idea avoids the awkward necessity of classifying 
financial assets as either entirely money or not monetary at all, and lets 
the data do most of the work in deciding how monetary aggregates should 
be revised over time as interest rates change and new instruments are 
introduced. The Divisia monetary aggregates constructed by Barnett and 
others can behave quite differently from 'simple sum' aggregates such as 
MI or M2. 16 For most of the US time series data used in this chapter, 
though, demand deposits were required by law not to pay interest. I doubt 
that this issue is of much importance for Meltzer's (1963b) estimates, nor 
do I think it is of much importance for my extension of Meltzer's 
estimation to later years. But one can see from Figure 4.4 that my 
estimated money demand functions do very badly in the 1990s. I share 
the widely-held opinion that MI is too narrow an aggregate for this 
period, and I think that the Divisia approach offers much the best 
prospects for resolving the difficulty. 

As in any active research area, then, there are many interesting avenues 
left to pursue. But I began this chapter with the substantive question of 
the estimation of the welfare gains available to a society that reduces the 
long-run growth rates of money and prices, and I owe the reader a 
summary of what is known, now, on this question. 



Lucas: Inflation and Welf are 121 

In all of the models I have reviewed, the estimated gains of reducing 
inflation and interest rates are positive, starting from any interest rate 
above, say, one-tenth of 1 per cent. Even when fiscal considerations make 
a strictly positive interest rate optimal, the necessary qualification to the 
Friedman (1969) rule is quantitatively trivial. According to Figure 4.5 (or 
4.6) reducing interest rates from 14 per cent to 3 per cent would yield a 
benefit equivalent to an increase in real income of about 0.008 - eight­
tenths of 1 per cent. This estimate is about the same whether one uses the 
fitted log-log demand curve for money or the semi-Iog version. It is based 
on observations that contain a great deal of information on behaviour 
over this entire range of interest rates. I have argued that this estimate is 
not at all sensitive to assumptions about the fiscal policy used to effect the 
interest rate reduction, and that adding realistic productivity or money 
supply shocks to the model of Section 3, or to that of Section 5, will not 
alter the estimated welfare cost greatly. I regard all these condusions as 
solidly, though of course not condusively, established. 

A 3 per cent interest rate is about the rate that would arise in the US 
economy under a policy of zero inflation. The optimal monetary policy, 
within the dass of theories discussed in this chapter, entails a deflation 
consistent with interest rates at or near zero. Based on the theory and 
evidence I have reviewed, the estimated welfare gain of a reduction in 
interest rates to near-zero levels can vary considerably, depending on the 
specific model one uses. According to the estimates based on a log-log 
demand curve, as reported in Figure 4.5, the welfare gain from a monetary 
policy that reduces interest rates from 3 per cent to zero, measured as a 
fraction of real GDP, is about 0.009, wh ich is to say, slightly larger than 
the gain from reducing rates from 14 per cent to 3 per cent! Using the 
sem i-log estimates, however, the estimated gain from reducing interest 
rates from 3 per cent to zero is less than 0.001. In so far as the fixed costs 
postulated by Mulligan and Sala-i-Martin are important, even this figure 
may be an overstatement. 

Successful applied science is done at many levels, sometimes dose to its 
foundations, sometimes far away from them, or without them altogether. 
As Simon (1969) observes, 'This is lucky, else the safety of bridges and 
airplanes might depend on the correctness of the "Eightfold Way" of 
looking at elementary partides.' The analysis of sustained inflation 
illustrates this observation, I think: though monetary theory notoriously 
lacks a generally accepted 'microeconomic foundation', the quantity 
theory of money has attained considerable empirical success as a positive 
theory of inflation. Beyond this, I have argued in this survey that we also 
have a normative theory that is quantitatively reliable over a wide range of 
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interest rates. There are indications, however, that theory at the level of 
the models I have reviewed in this chapter is not adequate to let us see 
how people would manage their cash holdings at very low interest rates. 
Perhaps, for this purpose, theories that take us further on the search for 
foundations, such as the matching models introduced by Kiyotaki and 
Wright (1989), are needed. 

Notes 
1 The interest rate is the short-term commercial paper rate. For 1900-75, it is 

from Friedman and Schwartz (1982), table 4.8, col. 6. For 1976-94, it is from 
the Economic Reportofthe President(1996), table 8-69. The money supply is MI 
in billions of dollars, Oecember of each year, not seasonally adjusted. For 
1900-14, it is from Historical Statistics ofthe United States (1960) Series X-267. 
From 1915-47, it is from Friedman and Schwartz (1982), pp. 708-18, col. 7. 
For 1948-85, it is from the International Financial Statistics Tape. From 1986-
94, it is from the Federal Reserve Bank of St. Louis FRED Database. Real GOP is 
in billions of 1987 dollars. From 1900-28, it is from Kendrick (1961), table A­
m. From 1929-58, it is from the National Income and Product Accounts of the 
U.S., 1929-1958, table 1.2. From 1929-94, it is from Citibase, Series GOPQ. The 
GOP deflator equals 1.0 in 1987. For 1900-28, it is from Historical Statistics of 
the United States (1960), Series F-5. For 1929-58, it is from the National Income 
and ProductAccounts ofthe U.S., 1929-1958, table 7.13. For 1959-94, it is from 
Citibase, Series GOPO. 

2 Estimates of the income or wealth elasticity of money (MI or M2) demand 
obtained from long US time series tend to be around unity: Meltzer (1963a), 
Laidler (1977), Lucas (1988), Stock and Watson (1993). Ball (1998), using 
methods similar to Stock and Watson's but applied to data through 1996, 
obtains an income elasticity near 0.5. Meltzer (1963b) reports estimates near 
one for sales elasticities in a cross-section sampie of firms. Estimates from post­
war quarterly data are generally below one: Goldfeld (1987). Recent estimates 
by Mulligan and Sala-i-Martin (1992) from panel data on US states are higher, 
around 1.3. 

3 Cagan (1956) used the semi-Iog form in his classic study of European 
hyperinflations. lt is interesting that the paradox that Cagan noted, of 
inflation rates during hyperinflations that exceeded the revenue-maximizing 
levels, is specific to semi-Iog money demand. With log-log demand, 
seigniorage is always an increasing function of the money growth rate. 

4 Here I follow Brock's (1974) perfect-foresight version of the Sidrauski model. 
5 Throughout this chapter I take the real growth rate y to be independent of 

monetary policy. The role of inflation when real growth is endogenously 
determined is examined in Oe Gregorio (1993), Gomme (1993), Jones and 
Manuelli (1995), Chari, Jones and Manuelli (1995), and Ootsey and Ireland 
(1996). 

6 If a function y satisfies Equation (4.6), then it is easy to see that the function 
v(m. y) = yl-uy(m/y) satisfies Equation (4.5). Ruling out other solutions to 
Equation (4.5) is more difficult. In general, I will not provide a rigorous 
treatment of the 8ellman equations that arise in this chapter. 
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7 Depending on the way the holding of real balances is motivated, the 
equilibrium in the limiting economy where r = 0 may be ill-defined, or there 
may be equilibria with r = 0 that are not dose to equilibria with r positive but 
arbitrarily small. I shall confine attention here to economies with r > O. By 
referring to 0 as the optimal rate in this context I mean that reducing r is 
welfare-improving for any r > O. 

8 The irrelevance of the intertemporal substitution parameter for money 
demand reflects the fact that, in this model, money is domina ted as a store 
of value by nominal bonds. 

9 Burdick (1997) contains an interesting analysis of transition dynamics in a 
model dosely re la ted to Cooley and Hansen's. 

10 In the US tax structure, inflation also has an indirect effect on the effective tax 
rates on income from capital (because of its effects on allowable deductions for 
depreciation, for example). These effects, if not offset by indexing or legislative 
changes, can be sizeable. See Feldstein (1996) and Bullard and Russell (1997). 

11 Brock (1974) proposes a similar formulation, and shows that it is equivalent to 
a utility-based formulation in which utility depends on leisure as weil as goods 
and real balances. 

12 Karni (1973), Kimbrough (1986a, 1986b), Den Haan (1990), Cole and 
Stockman (1992) and Gillman (1993) have also used monetary models 
featuring a time-using technology for transactions. Karni is explicit about the 
links with the inventory-theoretic literature I am here using to motivate a 
specific form for this technology. The construction of an explicit general 
equilibrium model in which agents solve Baumol-like cash management 
problems has not been carried out in any of these papers, nor is it here. See 
Fusselman and Grossman (1989) or Grossman (1987) for interesting results 
along this line. A useful recent contribution is Rodriguez (1996). 

13 ]ovanovic (1982) contains another derivation of thez square-root formula 
from an aggregative general equilibrium model. 

14 Depending on the way one interprets the Baumol theory, one may take it as 
also predicting that the income elasticity of money demand is one-half. If this 
is right, the theory fails badlyon US time series evidence. The issue is whether 
we interpret the growth in the economy's aggregate production as growth in 
the size of the cash flows to be managed, or in the number of flows, or 
somewhere in between. The constant returns, unit income elasticity that I 
have built into the aggregate theory requires the assumption that it is the 
number of cash flows to be managed that doubles whenever real GDP doubles, 
and not their average size. 

15 Other recent work that treats components of MI separately indudes Dotsey 
(1988) and Marty (1993). 

16 See, for example, Belongia (1996). 
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Comment 
David Laidler 
University ofWestem Ontario, Canada 

Robert Lucas's chapter takes important policy questions - what is the 
optimal inflation rate, and wh at are the costs of deviating from it? - and 
uses state-of-the-art monetary theory to address them, and to organize 
relevant empirical evidence. Following Friedman (1969), the optimal rate 
of inflation is shown to be that wh ich reduces the nominal rate of interest 
to zero, but if it were achieved we would be in unknown territory. 
Economic theory, as deployed by Lucas, allows us to extrapolate beyond 
the boundaries of empirical experience, and wams us when we approach 
the limits of our established knowledge. Specifically, he shows that when 
the opportunity cost of holding money is very low, the size of the furt her 
gain to be had from pushing it towards zero depends crucially on the form 
of the demand for money function, and he reminds us that our knowledge 
here is shaky. 

Lucas's approach ensures that, at every stage in the argument, we know 
exactly where we are, and how we got there. Furthermore, anyone who 
has lived through a policy experiment which has carried an economy into 
new territory will appreciate the benefits of trying such things out first on 
a well-specified model economy constructed on the basis of the best 
available theoretical and empirical knowledge. On reading Lucas's paper, 
one cannot help but feel that his is the way economics should always be 
done. Even so, while such work is surely necessary for competent policy 
analysis, it may not always be sufficient. To use old-fashioned vocabulary, 
the application of economic science to policy questions remains an art, for 
reasons inherent in the nature of the science itself. 

Lucas stresses that the technical skills of its practitioners impose limits 
upon what economic analysis can achieve at any particular moment, and 
that it makes progress over time. This implies: first, that today's state-of­
the-art formal model is at best the latest, but not the last, word on any 
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topici and second, that currently available technique will inevitably limit 
the range of factors that model takes into account, perhaps to the neglect 
of some that are important. Let me illustrate the dangers here with abrief, 
and therefore highly simplified, reference to the not so distant history of 
macroeconomics. 

The early 1930s saw much discussion of the role of endogenous 
forward-looking expectations in economic life, but that discussion ran 
weil ahead of theorists' capacity to analyse the phenomenon formally. In 
an important sense, the static IS-LM model of the later 1930s was a step 
forward. It allowed the best of then generally available analytic techniques 
to be brought to bear systematically on important macroeconomic issues, 
but one factor permitting this was that model's treatment of expectations 
as exogenous. In due course, some economists forgot that this simplifica­
ti on underlay what they were doing, and the 'Keynesian' economics of 
the 1960s and 1970s was the result. Before we had Robert Lucas's work (for 
example, 1972), we did not know how to incorporate endogenous 
forward-Iooking expectations into formal analysis, but in the 1960s and 
1970s would economic policy not have been better had some attention 
been paid to what had earlier been informally known about these issues? 

Perhaps we are now in a similar situation vis-a-vis the costs of inflation. 
Lucas emphasizes that variations in the opportunity cost of holding 
money affect the volume of resources devoted to portfolio management 
in an economy in which markets for goods, services and assets exist and 
dear with equal ease, regardless of the inflation rate. He is quite right to 
insist that these are the quest ions that economic analysis in its present 
state of development is able to addressi but Lucas himself finds it helpful 
to go beyond putting the services of money into the utility function, to 
ask just wh at is the nature of those services. He stresses money's means of 
exchange role. Money, however, is also a unit of account, and we have 
extensive empirical evidence that inflation interferes with its capacity to 
perform this function. 

To be sure, the most dramatic and costly effects here - the disruption 
and, at the limit, the disappearance of longer-term capital markets, and of 
the arbitrage that is needed to maintain a coherent structure of relative 
prices - occur in conditions of wh at Daniel Heymann and Axel 
Leijonhufvud (1995) have termed 'high inflation', and Lucas's chapter 
is not directly concerned with such astate of the world. Even so, a 
substantialliterature, surveyed by Peter Howitt (1990, 1997) suggests that 
such problems also occur in a less dramatic, but still costly, fashion at low 
inflation rates. Menu costs do exist, and, more important, it seems to be 
impossible to adapt the accounting procedures upon which the data 
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needed for intelligent business decisions depend, and upon which tax 
codes are based, to variations in the purchasing power of money. These 
facts give rise to resource misallocations which probably reduce both the 
level, and perhaps also the rate of growth, of real income. 

To put matters in the language of the neodassical theory on which 
Lucas's analysis rests, a fully anticipated inflation rate is not merely one 
that is accurately expected by all agentsi it is also one to which all contracts 
and market institutions have been fully adapted. In the current state of 
knowledge, we cannot be sure that a fully anticipated inflation rate in this 
sense is anything more than a theoretical construct, and ought to bear in 
mind that ongoing inflation imposes more costs than Lucas's model 
enables us to discuss. Howitt (1990) has noted that, while neodassical 
analysis of the costs of inflation suggests that mild deflation is optimal, 
arguments about inflation's capacity to disrupt money's unit of account 
role point to zero as the right number. And now, in the wake of arecent 
study by AkerJof et al. (1996) of money wage stickiness in the region of 
zero - surely the resuit of a particular kind of menu cost - some would 
argue that mildIy positive inflation is desirable. There is, then, a trade-off 
among costs to be taken into account in fixing an inflation target. 

Seen in this light, Lucas's empirical conclusion that the benefits in 
terms of portfolio management economies of driving the opportunity 
cost of holding down money from a starting value of 6 per cent per annum 
are initially Iarge, but shrink, and indeed become problematic, the doser 
that opportunity cost gets to zero, lend weight to pragmatic arguments 
against driving inflation into negative territory. I suspect that Lucas would 
not want to be associated with such an interpretation of his work, and 
would prefer to confine the discussion to the results yielded by his well­
organized formal analysis. But perhaps in due course economic theory will 
advance to the point that inflation's effects on money's capacity to act as a 
unit of account can be analyzed as rigorously as its means of exchange and 
store of value functions, and he will then change his mind. In the 
meantime, however, policymakers have decisions to make, and in my 
view those decisions are likely to be better if they are based on all the 
evidence that economists have amassed, rather than only on the subset 
that can be incorporated in a formal model. 
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Comment 
Hans-Wemer Sinn 
University of Munieh, Germany 

1 The basic problem 

Robert Lucas modestly calls his paper a 'summary' of the literature on the 
welfare cast of inflation, but in fact it is more than that. It is a synthesis of 
various theoretical approach es combined with an attempt to estimate the 
magnitude of the welfare loss. 

Lucas basically follows Bailey's (1956) definition of the welfare cost of 
inflation. He defines 'the welfare cost of inflation as the area under the 
inverse demand function - the consumer surplus - that could be gained 
by reducing the [nominal] interest rate ... to zero'. Figure 4.11 illustrates 
this cancept. The demand for real money bai an ces is a decreasing 
function of the nominal rate of interest because people choose their real 
money balances in order to equate their marginal benefit in terms of 
liquidity services with their marginal opportunity cost. The marginal 
opportunity cost of real balances is given by the nominal rather than the 
real rate of interest, because inflation is a burden on both money balances 
and interest-bearing bonds and will therefore not affect the portfolio 
decision. Given the real rate of interest, the nominal rate can be reduced 
by lowering the rate of inflation, possibly even to negative values. lf the 
rate of deflation equals the real rate of interest, the nominal rate of interest 
is zero, and money demand is at the Friedman (1969) optimum. The 
marginal benefit from money holding then equals its marginal social cast, 
wh ich is about zero, since it is merely determined by the negligible cost of 
printing the money. Integrating the marginal benefits from money 
holding over the entire range where they are positive, starting with the 
balances held under the existing inflation-interest combination, gives the 
total be ne fit from a transition to a deflation rate that equals the real rate of 
interest Of, equivalently, gives the welfare cost of inflation. 

132 
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Figure 4.11 The welfare cost of inflation 

Real money balances 

Definitions are always arbitrary, so they should not be criticized. It is, 
however, important to note that the welfare cast of inflation according to the 
Bailey-Lucas definition is not the welfare cost of raising the price level 
beyond some initial level, but rather of not letting it shrink at an annual rate 
that equals the economy's real rate ofinterest. In Figure 4.11, this means that 
the welfare cast is measured by the total shaded area under the curve, and not 
just by the part of this area above the real rate of interest marker. 

Robert Lucas does not confine hirnself to the partial-analytic model of 
Bailey, but also studies more sophisticated intertemporal general 
equilibrium approaches. In particular, he interprets the money-demand 
curve in terms of Sidrauski's (1967a, 1967b) model, where money is an 
argument in the utility function, and the McCallum-Goodfriend (1987) 
model, where money balances serve the purpose of reducing Allais­
Baumol-Tobin type transactions casts. Interpreting a rich set of money­
demand data that stretch from 1900 to 1994 on the basis of these models, 
he estimates the welfare cost of inflation at an interest rate of 6 per cent to 
be about 1.2 per cent of GDP. 

Lucas does not believe in this estimate however, since, as he points out, 
it relies uncamfortably on the shape of the money-demand function in 
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the range of very low interest rates where no empirical evidence is 
available. If the functional forms of the money-demand schedule 
resulting from the theoretical models are bad approximations of the true 
demand schedule in the range of small interest rates, the true welfare loss 
from inflation may differ significantly from the 1.2 per cent figure. 

2 The role of transactions costs 

The money-demand schedules resulting from the Sidrauski model or the 
McCallum-Goodfriend model have the property of approaching the 
abscissa asymptotically as the stock of money balances goes to infinity. 
This is certainly not a plausible property. 

Lucas points to the fact that Mulligan and Sala-i-Martin (1996) found 
that a surprising 60 per cent of American households in 1989 held no 
financial assets besides cash and cheque accounts. He attributes this 
observation to the presence of a significant transactions cost that renders a 
policy of diversifying port folios inefficient, and concludes that this cost 
makes the money-demand function inelastic beyond a certain stock of 
money balances. 

His argument is based on the Allais-Baumol-Tobin model. In that 
model, costly trips to the bank are necessary to convert interest-bearing 
assets into liquid money balances, and the lower the rate of interest, the 
longer the time-span between trips to the bank, the larger the amount of 
money withdrawn per trip, and the larger the average amount of money 
held. Lucas argues that the time-span cannot be increased indefinitely by 
reducing the rate of interest to zero, because a certain minimum number 
of trips to the bank will always be necessary for other purposes, and that 
the time spent on this minimum number of trips is the transactions cost 
that explains the low degree of asset diversification among American 
households. 

While I find the assumption of a certain minimum number of trips to 
the bank to be realistic, I do not see how it could explain the lack of 
portfolio diversification. If people go to the bank in any case, they should 
have little difficulty in optimizing their asset portfolios and holding a 
variety of different assets. Transactions costs that limit portfolio 
diversification appear to be commission charges, consulting fees, 
uncertainty premia and similar items that reduce the net benefit from 
holding interest-bearing assets. Such costs do not make the money­
demand curve more inelastic; on the contrary, they make it more elastic. 
These are the kinds of costs that Keynesian theory postulates with the 
liquidity trap in the money-demand function. 



Sinn: Comment 135 

In fact, the non-observability of low interest rates suggests the existence 
of such a liquidity trap. If the money-demand function were inelastic for 
small rates of interest, as Lucas claims, occasionally we should observe 
extremely low interest rates when the economy is in a deep recession. 
However, if the curve is perfectly elastic at a certain interest level, we can 
never observe interest rates below this level. 

Figure 4.12 makes clear what the alternative views on the shape of the 
money-demand function for low interest rates imply. From the empirical 
data on money demand as reported in Lucas's Figure 4.9, it is obvious that 
the nominal interest rate has a floor at aboutO.75 per cent. Using a variant 
of the McCallum-Goodfriend model with different household types and 
the assumption of a minimal number of trips to the bank, Lucas estimates 
a vertical brancht of the money-demand function at a money-GPD ratio 
of 0.44, so that the area to the right of this branch no longer contributes to 
the welfare loss from inflation. Including this area, the estimated welfare 
loss would be 1.2 per cent of GDP. Excluding it, the loss is only 0.6 per 
cent of GDP.2 The Keynesian interpretation of the empirical interest floor 
at a rate of 0.75 per cent is that at this level there is a liquidity trap that 
adds a horizontal branch to the money demand function: since the cost of 
holding bonds is 0.75 per cent of their value, no one would ever hold 
bonds if their rate of return were equal to, or less than, 0.75 per cent. 

To further clarify the difference between the Keynesian view and 
Lucas's view, consider the Allais-Baumol-Tobin function T(M, Y) with 
TM :::: 0 and Ty > 0, where T is the cost of the trips to the bank, M the stock 
of real money balances and Y the transactions volume (income). 
According to Lucas, people choose their money balances in order to 
equate the marginal saving in the cost of visiting the banks with the 
nominal rate of interest (r), 

(Lucas) (1) 

The marginal cost of bank visits is a declining function of real balances 
with a positive second derivative, T MM > O. As M approaches some critical 
level M*, TMM even approaches infinity. In other words, the marginal 
benefit from money holding, -TM, falls sharply to zero when M 
approaches M*. 

According to the Keynesian interpretation, on the other hand, T(M, Y) 
is weIl behaved, but, instead of Equation (1), the marginal condition for 
an optimal choice of real money balances is: 

(Keynes) (2) 
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where k is the transactions cost of holding the bonds. When there are 
transactions costs of holding bonds, people will choose their money 
balances to equate their marginal benefit to the nominal rate of interest 
net of these transactions costs. 

This has significant implications for the size of the welfare cost, 
although it does not confirm the increase in this cost that the horizontal 
branch of the money-demand curve might at first sight suggest. In 
Figure 4.12, only the vertical distance between the money demand curve 
and the value of 0.75 per cent is the marginal benefit from money­
holding, and the Friedman optimum where this marginal benefit is zero is 
reached at a money-GDP ratio of about 0.44. The integral over the 
marginal benefit up to the Friedman optimum, which in general should 
be the measure of the welfare cost of inflation, is the area Lucas estimates 
minus the hatched rectangle shown in Figure 4.12. With a nominal 
interest rate of 6 per cent, Lucas's data imply that money demand is 0.21 
per cent of GDP. Thus the welfare loss of inflation that Lucas calculates 
needs to be reduced by an amount equal to (0.44 - 0.21)·0.75 per cent, 
which is about 0.17 per cent. Subtracting this from Lucas's figure (0.6 per 
cent) gives a welfare loss from inflation equal to 0.43 per cent of GDP. 
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Figure 4.12 Two alternative views on the money demand at low interest rates 
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3 Taxation of interest income 

One reason why the nominal rate of interest does not measure the 
marginal benefit from money-holding is that the transactions cost of 
holding bonds has to be taken into account in an optimal portfolio 
decision. Another reason is the tax burden that bond holders have to bear. 

In most countries, including the USA, interest income is subject to 
income tax. Abstracting from the transactions cost of bond holding, one 
should therefore expect the marginal benefit from money holding to be 
equal to the net-of-tax nominal rate of interest rather than the nominal 
interest rate as such. If T is the income tax rate, the marginal condition for 
an optimal choice of real money bai an ces becomes: 

TM(M, Y) = (1 - T)r (3) 

It follows that only the fraction (1 - T) of the area under the money 
demand curve can be equated with the welfare cost of inflation. With 
T = 0.5, this in itselfwould mean that the welfare cost is only 50 per cent of 
what Robert Lucas has measured. 

A combination of the tax and transactions cost effects would 
substantially reduce the welfare cost of inflation. For example, with a 50 
per cent tax rate and a tax-deductibility of the cost of bond holding, the 
welfare loss from inflation in the sense of deviating from the modified 
Friedman optimum by allowing for a nominal interest rate of 6 per cent, 
would then be only 0.215 per cent. This is a small number by any 
standard. 

4 Other reasons for a welfare loss 

While the Bailey-Lucas type of welfare cost from inflation seems 
negligible, there are other types of welfare cost from inflation that could 
potentially be important. In this section I briefly sketch a few of them. 

4.1 Money in the production funetion 

Suppose the Allais-Baumol-Tobin type of money demand is exerted by 
firms rather than households, so that real money balances become a factor 
of production. 

A simple formulation of the production function could be: 

Y = f(K, L) - T[M, f(K, L)] (4) 
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where f(K, L) is the usual production function with capital and labour as 
arguments, and T is the cost of trips to the bank in terms of absorbing 
labour and capital which otherwise could have been used for production. 
A profit-maximizing firm will, as before, choose its money balances to 
equate the marginal benefit from money holding, in terms of reducing the 
cost of the trips to the bank, to the nominal rate of interest: 

-TM(M,f) = r (5) 

In addition, it will employ capital up to the point where its marginal 
product net of the cost of making the bank trips is equal to the real rate of 
interest, r - Jr, where Jr is the inflation rate: 

(6) 

In this formulation, the trips to the bank drive a wedge between the 
marginal product of capital and the real rate of interest. This is similar to a 
tax wedge and implies that inflation generates distortions similar to tax 
distortions. Assuming that T(M < 0 and T MM > 0, it can easily be shown 
from Equations (5) and (6) that an increase in the inflation rate reduces 
the stock of real money balances for any given values of K and L: 

dM 
dJr 

1 
----<0 
T(M -TMM 

(7) 

Because of Equation (5), this implies that the real rate of interest declines 
with an increase in inflation: 

der - Jr) = fK T(M < 0 
dJr TMM - T(M 

(8) 

In an open economy, this will tend to drive out capital to other countries, 3 

and in an economy with capital accumulation it will reduce the rate of 
growth. 

These distortions may be more severe than the ones analyzed by Lucas, 
but they cannot be measured by moving along the money-demand curve 
and caIculating the change in the area underneath that curve, because 
they are induced by a decline in the real rate of in te rest rather than an 
increase in the nominal one. 

Of course, this denies the Fisher effect, but that effect has a weak 
empirical basis in any case. In an extensive study covering 120 years of US 
history, Lawrence Summers (1983) has provided overwhelming evidence 
that inflation does not translate into a higher nominal interest rate on a 
one-to-one basis. 
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4.2 The nominality principle 

Another reason for inflationary welfare costs is the nominality principle: 
the fact that credit contracts, wage contracts, tax laws and other mies that 
define financial payments are typically set up in nominal rather than real 
terms. After all, money, and not commodities, is the unit of account in a 
modem economy. 

Unforeseen, and even {oreseen, inflation will under these circumstances 
be able to generate real distortions because the real meaning of a nominal 
contract will change with the price level. For example, a fixed nominal 
wage may be above the marginal product of labour at the beginning of the 
contract period and below it at the end, generating welfare-reducing 
distortions in either case. 

In principle, the distortions can be avoided by frequent adjustment of 
the mies of payment, but this involves menu costs that could be 
substantial. Similarly, an indexation could induce prohibitive informa­
tion costs. 

In fact, the periods during which financial payment mies are fixed 
despite inflation can be substantial. In some countries, fixed interest credit 
contracts extend over twenty years or more, and in most countries tax 
laws are revised after decades rather than years. 

Among potential distortions, those resulting from historical cost 
accounting seem particularly important. The tax law fixes depreciation 
mies for real assets invested by firms on the basis of their historical 
purchasing value rather than their current reproduction cost. When there 
is inflation, this means that the real depreciation over the lifetime of an 
asset will always be below 100 per cent of the asset's real value. Even when 
the tax law allows for accelerated depreciation, this typically will 
discriminate the investment process and induce both a slowdown of 
economic growth and an expulsion of capital to other countries.4 

The govemment's extra revenue from historical cost accounting is 
about ten times the revenue from the inflation tax on money-holding.5 It 
would not be surprising if the real economic distortions created by 
historical cost accounting were also much bigger than the Bailey-Lucas 
type of inflationary welfare loss. 

4.3 Uncertainty 

More inflation means not only a more rapid change in the price level, but 
also a larger variance of the future price level, if only because zero is a 
neutral focusing point for monetary policy that exhibits some commit­
ment value. A central bank which announces an inflation goal of 
o per cent will deviate by fewer percentage points from its goal than one 



140 Intertemporal General Equilibrium 

that announces a goal of 12 per cent. It is difficult to explain why this is SO; 

there may be deeper psychological reasons. Nevertheless, to me it seems to 
be an obvious fact of life. 

lt more inflation also means more inflationary risk, inflation is bad 
because it destroys the long-term capital market. Buyers and lenders will 
then mutually demand risk premia in their contracts which limit the 
scope for welfare-improving contracts as such. This may be a serious 
impediment to investment and growth, because it will limit the 
possibility of financing long-term investment projects. 

The risk problem may be one of the reasons why, in the United States, 
for example, hardly any long-term housing loans with fixed interest rates 
are taken up, while in Germany, which traditionally has been a low­
inflation country, contracts with repayment periods of up to thirty years 
are not unusual. The absence of long-term fixed-interest housing loans 
may have had adverse implications for the durability of the American 
housing stock - something which would be worth investigating further. 

Apart from that, the price level uncertainty may have severe distribu­
tional consequences that might even threaten the stability of society 
itself. Germany's experience in the 1920s should be a warning. German 
inflation expropriated the middle dass and deprived the German society 
of one of the pillars on which its political system was buHt. The political 
implications in 1933, and the resulting welfare loss for the whole world, 
have dwarfed all the other welfare losses that might possibly result from 
inflation. 

5 Welfare gains from inflation 

My final point is to question the basic presumption that inflation as such 
is bad. Lucas's normative starting point is the Friedman rule, where the 
price level dedines at a rate given by the real rate of interest. Any lower 
deflation, and a fortiori a true inflation is bad. 

The nominality principle and the risk argument I discussed in the 
previous two sections deny that view by implying that the optimal rate of 
inflation, or deflation, is zero. There is another argument that even 
suggests that a moderate rate of inflation is desirable. I do not mean the 
Phelps (1973) argument that some inflation may be useful to generate 
some inflation tax revenue for the government, which could then be used 
to lower distortive taxes. Lucas has rightly dismissed this argument as 
empirically insignificant. I mean instead the argument recently renewed 
by Truman Bewley (1998) in his Marshall lecture to the European 
Economic Association. 
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The argument refers to the downward stickiness of wages and prices, 
again an issue where economic theory has as yet not been able to offer a 
fuB explanation. Truman interviewed 300 firms to find out about their 
wage setting, hiring and dismissal rules. His conclusion from these 
interviews was that nominal wage cuts are typicaBy not made within an 
existing employment relationship because they would be considered an 
insult and a sign of mistrust. If a wage cut is necessary, the only way to 
achieve it is to dismiss the existing employees and hire new ones at lower 
wages. This confirms the old observation of Keynes (1936) that workers 
resist a direct wage cut because they are afraid that this would worsen their 
relative income position, but they would not object strongly to an indirect 
wage cut brought by a general inflation because this would leave their 
relative income positions intact. 

If the Bewley view is true, and if a market economy needs structural 
change accompanied by wage cuts in declining sectors, then some 
inflation would be useful. It would effectively make the wages flexible and 
facilitate structural change. I mention this argument for the sake of 
completeness, not in order to finish with a plea for an inflationary policy. 
The arguments I have put forward aB have some merits, but it is difficult to 
make a judgement about their net effect. That applies also to Robert 
Lucas's arguments. They are correct, but not complete. Nothing is 
complete in this world. 

Notes 
1 I have changed the axes of Lucas's Figure 4.9 so that I can draw the money­

demand function in its usual form. 
2 Part of the decline in the welfare loss is also attributable to a downward shift of 

the money-demand curve in the neighbourhood of the kink, which results 
from the differences in household wealth. The effect is nevertheless not 
essential for my discussion. 

3 See Sinn (1991). 
4 Sinn (1987, 1991). 
5 Sinn (1983). 
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A very long time ago, in 1980, Brookings published my paper entitled 'The 
Central Role of Credit Crunches in Recent Financial History' (Wojnilower 
(1980». Presumably the emphasis of this and subsequent articles on the 
transcendent role of financial institutions and credit in business 
fluctuations is what led the chairman to invite the present contribution, 
although I am an economist practising in the financial rather than the 
scholarly or government community. 

The 1980 artide conduded that 'cydically significant retardation or 
reduction in credit and aggregate demand occur only when there is an 
interruption in the supply of credit - a "credit crunch" '. Such interrup­
tions may be prompted, intentionally or accidentally, by the destruction 
of lenders' incentives through regulatory rigidities ... or the emergence of 
serious default problems in major institutions or markets. Following such 
episodes ... the authorities ... and the private markets ... have 
deliberately reshaped the financial structure so as to prevent the 
recurrence of that particular form of credit supply interruption'. It went 
on to argue that removal of the regulatory constraints would lead to more 
frequent and inherently much more dangerous default crises. In fact this 
has happened, as will be recounted here, necessitating aseries of 
breathtaking lender-of-Iast-resort rescues by central banks and govern­
ments. The potential for such crises continues to multiply, while the 
means for dealing with them are diminshing. 

Although the Brookings paper induded the business cydes of the 
essentially non-inflationary period 1953-65, while it was being written 
and published US inflation was racing towards double digits. American 
political and economic hegemony was eroding, and the chronically 
depreciating dollar spread the inflationary bias world-wide. Commodity 
prices in general and oil prices in particular were multiplying. Labour 
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unions in the USA and elsewhere applied relentless upward pressure on 
money wage rates. 

Crucial to furthering the inflationary outcome, financial deregulation 
was inhibiting the tightening of Federal Reserve monetary policy. 
Removal of official interest rate ceilings kept credit flowing despite 
successive upsurges in nominal interest rates to unheard-of levels - levels 
so high that most experts took for gran ted that they must be severely 
restrictive, when in actuality they were not. Meanwhile the new 
competition among deregulated financial institutions led to bankruptcies 
with potential for systemic disruption, deterring the authorities from 
pressing horne tight policies. 

How changed are today's circumstances! The Cold War is over. The 
hegemony of the dollar is unchallenged; left to its own devices, it tends to 
appreciate. American business and technology are viewed as leading a 
world economy globalized to an extent that would have been incompre­
hensible in 1980. In the industrial countries, inflation is subdued. Oil and 
other commodities are abundant: their relative and absolute prices have 
fallen. In the USA, labour union power has collapsed, part of a pervasive 
rightward shift in political tastes. 

With such a sea-change in political and economic climate, it is not 
surprising that the US business cyde has been gen tIer and kinder. From 
1953 to 1982, as registered by the National Bureau of Economic Research, 
there were seven business downturns (plus at least one 'dose call'), each 
associated with a credit crunch caused by governmental regulations or 
actions. Since then, notwithstanding ample turbulence and failures in 
financial markets, only a single mild recession of eight months has been 
recognized, and the timing of its on set was unrelated to any serious credit 
disruption. With the dollar free of pressure or chaUenge, and inflation 
markedly decelerated, it is an easy path of least resistance for the Federal 
Reserve to forestall recessions by responding openhandedly to threatened 
or actual financial crises. And so it has. 

Thus, for the USA, the narrow business-cyde aspect of my Brookings 
paper has been inapplicable. To this distant American observer, however, 
the model appears to have remained useful in explaining cydical setbacks 
in many other nations that suffered severe banking shocks after 1980. The 
list, not necessarily accurate or complete, might indude: Australia, New 
Zealand and Japan; Scandinavia and the United Kingdom; as well as 
Canada, Brazil, Argentina and Mexico. Obviously I am unqualified to 
pronounce detailed judgement on these instances. 

But even for the USA, the approach remains a useful way of examining 
the macroeconomic consequences of financial change. Although reces-
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sions have largely been avoided, the financial system continues to playa 
prominent role in shaping business fluctuations. Depending on its 
particular organization and response, real shocks will result in different 
economic outcomes. Reciprocally, shocks that originate in the financial 
sector can and do affect the path of the real economy. The process of 
mutual adaptation between finance and the economy never comes to rest. 
Nor, consequently, do asset prices or business conditions. 

This chapter undertakes a highly selective review of the period since the 
mid-1980s from this standpoint, focusing on the changes in financial 
institutions, instruments and practice most influential on the ebb and 
flow of credit expansion and general business. 

1 Demolishing the financial zoo 

From the 1930s on into the 1980s, the American financial system 
resembled a weil-run and orderly zoo. The various species - banks, 
securities dealers, insurance companies and so on - were neatly caged 
within functional and geographical speciaIties, prevented and protected 
from competition with one another. Although competition remained 
active within each cage, specialized and benign keepers made sure it did 
not assurne lethai proportions. And as in a real zoo, it was just as safe for 
the public to view a lion as a rabbit: deposit insurance and other 
safeguards were firmly in place. 

This arrangement, which reflected the country's traditional agrarian 
localism and hostility toward bankers and monopoly, intensified by the 
dis aster of the 1930s, worked weil for the thirty years or more during 
which it was free from serious internal or foreign challenge. Inflation and 
interest rates remained low, and the rate of saving higher than it has been 
subsequently. But the tranquil zoo was doomed by technological 
innovations that rendered the geographical and functional separations 
grossly inefficient and impossible to preserve. The zoo was technologically 
and ideologically obsolete in a world increasingly dedicated to freedom 
and hostile to authority (Wojnilower (1992b». 

Deregulation smashed the constraints on deposit and lending rates, 
geographical scope, portfolio behaviour and other practices that had 
segregated and sheItered the various financial intermediaries. Each 
previously secure and tarne animal suddenly became both prey and 
predator. The population within the cages, already excessive by 
competitive standards, was hardly suited to life in the wild. And now 
each species had to compete with every other. Some fell extinct, others 
adapted, and new ones emerged. Although institutions named banks, 
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insurance companies, securities dealers and so on, survive to this day, 
their appearance and behaviour would be largely unrecognizable to a 
1960s observer. 

For firms suddenly facing vanishing profit margins, finding new 
revenue sources became a desperate matter of survival. The predictable 
consequence was a rush of lending in unfamiliar fields, unfamiliar 
instruments, and to unfamiliar clientele. The risks were unavoidably 
enormous, but preferable to the certain death most deregulated financial 
businesses faced were they to stand still. 

2 The explosion of credit 

lust when the inflationary experience of the 1970s and early 1980s was 
generating virtually insatiable credit demand, financial deregulation 
made it easy for would-be borrowers to obtain command over 'other 
people's money' cheaply and with few strings attached. Inordinate credit 
demand was matched by extraordinary eagerness to lend. 

During the first half of 1980, the USA experienced a sharp but brief 
recession triggered by 20 per cent loan interest rates and the im position of 
direct credit controls on an al ready shaky economy. As soon as the 
recession became visible, however, interest rates were lowered and the 
controls Iifted soon after. The resurgence in credit growth and economic 
activity - and inflation - was immediate and substantial (see Figure 5.1). 

Notably failing to participate in the recovery, however, were the thrift 
institutions and homebuilding industry which depended on these 
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Figure 5.1 Funds raised by private non-financial borrowers in credit markets 
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intermediaries for mortgages. Savings banks, and savings and loan 
associations were hampered in attracting deposits because the rates they 
were allowed to pay remained partly regulated. Meanwhile, their income 
from fixed-rate mortgages, mostly acquired in the low-interest-rate past, 
was barely adequate to meet interest-rate expense. The 'crunch' in the 
mortgage industry became crippling as short-term interest rates re­
bounded to nearly 20 per cent by mid-1981, touching off yet another, 
more severe and longer-lasting recession (Wojnilower (1985». 

Renewed easing of monetary policy in 1982 launched a strong and 
durable business expansion that lasted almost eight years until the oil 
price eruption caused by the Iraqi seizure of Kuwait in 1990. The 1982 
business revival featured a virtual explosion in credit. At the trough of the 
recession and onset of the recovery, consumer price inflation collapsed 
down to 2 per cent, while virtually all except money-market interest rates 
remained in double digits. But even in this economy just emerging from 
recession, double-digit real rates did not deter credit expansion percept­
ibly. It happened to be the time when the regulatory authorities, 
frightened by the consequences of their own measures, explicitly 
intended to exterminate specialized home-mortgage lending institutions, 
undertook to liberalize the prudential rules and to ignore, if not 
encourage, violations. From a severely depressed 1.06 million housing 
starts in 1982, homebuilding vaulted to 1.70 million starts a year later. 
Consumer credit also surged, fuelled in part by new legislation that 
forbade (previously pervasive) discrimination against female borrowers, a 
liberalization propitiously timed to suit lenders frantically seeking new 
clients. Similar credit eruptions took place later in the 1980s, in the 
financing of mergers and acquisitions, so-called 'leveraged buy-outs', junk 
(low-quality) bond issuance, real-estate investment trusts (RElTs), and 
even 'emerging markets', notwithstanding the proximity to the Mexican 
crisis of 1982 and other country credit disasters that effectively 
decapitalized several of the largest banks. 

With so much lending to novel borrowers in novel instruments, pushed 
by inexperienced lenders spurred by high liquidity and desperate need for 
income, major defaults were to be expected - and they materialized. The 
authorities, rightfully concerned about systemic collapse, were kept busy 
putting out fires. Each time they succeeded, market participants became 
more complacent with respect to risk-taking. With widespread economic 
slack prompting relatively easy monetary policies in much of the 
industrial world, and the dollar appreciating strongly until late 1985, 
the US authorities had little difficulty in cauterizing the problems (the 
most serious of wh ich was the failure of the Continental Illinois Bank, the 
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seventeenth largest in the country). By the same token, however, market 
participants had little difficulty in accumulating fresh tin der to ignite. 

3 The Plaza inflation 

In the fall of 1985, at the notorious 'Plaza' meetings in New York, the 
major powers agreed on policies to bring down the dollar in the context of 
world-wide monetary easing. Thus was the stage set for a classic credit­
inflation business cycle, including a boom in stock prices. 

But as we know from hindsight, the game did not play out quite so 
simply. In the early stages, the inflationary implications were over­
whelmed by a collapse in oil prices. Also, the US and Japanese monetary 
authorities were initiallY reluctant and laggard participants (Volcker and 
Gyohten (1992, chs 8 and 9)). But after mid-1986, US inflation began to 
creep up. The falling dollar (eventually down 40 per cent from its peak) 
became a matter of serious international concern and dispute, and the 
Federal Reserve raised short-term interest rates several times. Nevertheless, 
stock prices continued to advance until August 1987, when US Treasury 
bond yields began one of the most intense rises in history, shooting up 
nearly 3 percentage points to almost 10.5 per cent in October. 

It appeared that some sort of credit panic, to be followed by recession, 
was in the offing, just as had happened at previous business cycle peaks. 
What gave way first, however, was neither the credit structure nor the 
economy, but the stock market. From the August peak to the low plumbed 
early afternoon of Tuesday, 20 October, New York stock prices plummeted 
37 per cent, of which 23 percentage points took place on notorious Black 
Monday, 19 October 1987 (Brady (1988)). Virtually instantly, the crash 
spread world-wide. 

The plunge threatened to bring down both the credit and the payments 
systems. The natural reaction for banks and others who normally finance 
securities dealers and clearing houses would have been to reduce credit 
lines, an action that would have precipitated still more forced sales of 
stock and, probably, some spectacular bankruptcies. The danger was, if 
anything, most pronounced late on Tuesday morning, when it appeared 
as though the previous day's catastrophic losses might be repeated. It was 
conceivable that cheques due from some brokers and clearing houses 
might not be forthcoming or honoured, and that the banks failing to pay 
such cheques might themselves come under suspicion. 

Had this disaster been allowed to happen, subsequent economic history 
might have been very different. The episode would have fitted neatly into 
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the 'credit-crunch-to-business-downturn' schema. But there was no 
crunch and there was no down turn. 

Federal Reserve Chairman Greenspan publicly guaranteed the liquidity 
of the market. The White House persuaded major companies to buy back 
their own stock. Around 2 pm on Tuesday the tide was turned by major 
buying in the stock option and futures markets from sources that have not 
been identified. What rules may have been bent or broken to prevent 
disaster, and who made these resolute decisions (perhaps against the 
advice of legal counsel) is not known. 

Soon market functioning was back to normal. But central banks 
understandably feared the drop in asset values might lead to a recession 
and a stock market relapse. The Federal Reserve relaxed its posture of 
restraint and lowered interest rates. The economy continued onward and 
upward. In such odd fashion, the stock market crash in fact forestalled the 
cyclical downturn the authorities had earlier been prepared to accept. 

4 Derivatives - a warning 

Because there was so little economic impact, some important lessons from 
the experience are in danger of being overlooked. The key propellant of 
the headlong plunge was selling by some fifteen 'portfolio insurers', 
institutional investors who were following a programme of automatically 
selling futures in response to declines in the market value of their 
portfolios. Three such institutions and one mutual fund reportedly 
accounted for a major proportion of total market sales (Brady (1988». 
Every successive drop in value triggered an exponentially increasing 
quantity of such sales. 

Actual (as opposed to textbook) markets consist of human dealers 
willing to risk capital on bids and offers, and of lenders willing to finance 
them. Facing a literal selling avalanche, these mortals figuratively, and 
often literally, refused to answer the telephone. Trading breakdowns and 
halts occurred in all stock-related markets. Some of these interruptions are 
believed to have accentuated the decline, while others may have helped to 
cushion it. Be that as it may, markets are a human institution and as such 
have limited ability to withstand unbounded waves of one-way orders. 

The experience exemplifies the systemic risk inherent in the practice of 
multiplying 'derivative' securities - futures, options, and mixes thereof -
which embolden market participants to take larger and more leveraged 
positions (partly by using derivatives to circumvent rules designed to limit 
risky exposures). By now the 'notional' value of derivatives contracts is in 
the trillions (millions of millions) of dollars. To be sure, today's leading 
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derivative-market participants have developed more sophisticated com­
puter models to guide their operations, wh ich extend far beyond the stock 
markets. Although these models are for the most part proprietary and not 
subject to outside examination, they are constructed by leading experts 
and probably are as good as the state of the art permits. Whether that is 
good enough may be questioned, but is not the critical issue. The lesson of 
1987 is that such programmes are apt to be quite similar to one another. In 
times of stress they give identical instructions to all users, to seil the same 
or similar instruments on a grand scale. But when market makers are 
overwhelmed, the instantaneous liquidity assumed by the models 
vanishes, and with it the allegedly hedged character of the portfolios. 

In so far as financial futures, options and derivatives have a function 
beyond offering enticing betting opportunities, it is to enable the public 
to buy insurance, however illusory, against macroeconomic risks such as 
tight money or recessions. To the extent that market participants thereby 
feel relieved of the need to worry about such eventualities, the authorities' 
difficulties in economic stabilization are escalated. That a derivatives crisis 
will occur sooner or later, I regard as virtually certain. Whether the 
economic consequences turn out to be small or large will depend, as in 
1987, not on the monetary regime but rather on (among other random 
factors) the willingness, competence and freedom of the relevant officials 
to provide immediate and effective lender-of-last-resort relief. 

5 The recession of 1990 

With monetary policy eased worId-wide after the crash, and stock markets 
regaining their footing, the US economy barely paused in its climb. In 
Spring 1988 the Federal Reserve had to resurne pushing rates up, as growth 
and inflation re-accelerated. The consumer price index reached a year-on­
year increase of S.S per cent in the summer. (This may seem low relative to 
the double-digit increases of 1980-2, but recall that in 1971 the Nixon 
Administration had feIt impelled to impose wage and price controls at a 
time when inflation was 4 per cent and abating.) 

The rise in short rates brought to a head the savings-and-loan­
association crisis, as it became evident that vast numbers of depositors 
stood to lose their money. But so serene was the public's confidence in 
deposit insurance, that no runs developed. This gave time to marshai a 
political consensus for a huge governmental bail-out that protected 
depositors successfully.l Many commercial banks also came under 
pressure, the smaller ones because they too were essentially thrift 
institutions orientated toward real estate, and the larger ones mainly 
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because of involvement in real estate and other financing undertaken on 
unrealistic assumptions, inc1uding permanently low short-term interest 
rates. Through merger and failure, eventually thousands of depository 
institutions were liquidated. Yet despite some sensational bankruptcies, 
nothing resembling a credit crunch transpired. 

Nor, until August 1990, was there a recession. Until then, business 
fluctuated narrowly, while aggregate labour and industrial capacity 
utilization held at high pitch. For most of 1988 and 1989, the dollar 
tended higher, particularly against the yen. World stock markets soared, 
with New York surpassing its 1987 high in August 1989 on the way up to a 
crest reached a year later. 

The US economy is judged by the National Bureau of Economic 
Research to have started to contract in August 1990, immediately be fore 
the Iraqi invasion of Kuwait and the rise in world oil prices. Was the 
minimal August decline just noise, or was it the onset of a genuine cyclical 
recession that would have unfolded even had there been no oil shock? I 
share the opinion expressed by Chairman Greenspan that, without the oil 
crisis, no recession would have begun then. Whether, when and in wh at 
circumstances a recession might have developed had there been no oil 
shock (or for that matter, 1987 stock market crash) will for ever remain a 
mystery. 

6 The 'headwinds' 

The analysis is muddied by the contemporary emergence of a new 
regulatory phenomenon. It was expedient for politicians and the public to 
blame the supervisors for the financial turbulence and its costs. Although 
these charges were partly warranted, it was at least equally true that the 
supervisors' warnings often went unheeded, and that their preventive 
efforts were sometimes thwarted by political pressure. To forestall a 
repetition of yesterday's disasters and to deflect future criticism, the 
authorities reacted by developing more formal regulatory criteria. The 
most notable instance was the 1988 Basle accord among the major 
financial powers. This set an 8-per-cent-of-risk-assets capital requirement 
for commercial banks. The accord pleased the major Western commercial 
banks because it was seen as restraining competition fromJapanese banks, 
and it also suited the Japanese authorities trying to rein in their financial 
bubble. 

American bank examiners applied a harsher standard. The Basle accord 
defined government securities holdings as being free from default risk, 
and therefore requiring no capital. The US authorities imposed an 
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additional 'leverage ratio' standard that stipulated capital against all 
assets, and in a rising proportion as a bank's soundness was deemed to be 
threatened (Syron and Randall (1991». Subsequent legislation added an 
interest-rate risk factor (penalizing holdings of longer-dated maturities) to 
the capital requirement. 

How much, if at all, this 'revenge of the supervisors' might have slowed 
credit expansion and the economy in the run-up to the 1990-1 recession 
is unclear. But there is ample statistical and anecdotal evidence that it 
impeded the economy materiaIly during the recession and the unusuaIly 
sluggish early years of the subsequent recovery. Bank stock prices gave 
little warning that particular banks were in trouble. But once the lightning 
began to strike, almost aIl banks found it difficult to raise additional 
capital, wh ether from the public or through increased earnings. With 
higher capital ratios being aggressively enforced, the only available 
response was to reduce risk assets, notably loans. The best loans were 
terminated first - because they were the ones that borrowers could repay. 
New business and mortgage lending, especially to smaIler customers, was 
severely curtailed. The sale of securitized packages of consumer and other 
loans, which improved capital ratios by removing these assets from 
balance sheet totals, accelerated greatly. Since they were trying to reduce 
rather than to expand assets, banks also bid much less aggressively for 
deposits and other funds, opening the door wider for mutual funds (of 
wh ich more below) (Wojnilower (1992a». 

The insistence on higher capital ratios when capital was inaccessible 
forced banks to shrink their balance sheets, with adverse consequences for 
the flow of credit. The impact paralleled that of a central bank open­
market sale of securities that absorbs bank reserves and compels banks to 
reduce assets and liabilities. Although the economic effects were 
particularly severe (and weIl documented) in the north-eastern part of 
the USA known as New England, where banks had been deeply involved 
in financing a defunct real estate boom, they were national in scope 
(Brown and Case (1992)). It was to these problems that Chairman 
Greenspan was referring when, on several occasions, he described the 
economy as battling 'a fifty mile an hour headwind'. The bank ca pi tal 
squeeze was an important reason why the Federal Reserve kept short-term 
rates unusually low for a long time, enabling banks to refurbish capital 
from earnings genera ted by the large differential between money market 
and other interest rates. 

The state of affairs became known as the 'credit crunch'. Any 
resemblance to the crunches of earlier years, however, was in name only. 
Coming during a time of easy money, the early 1990s capital crunch was 
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fundamentally different from the earlier liquidity crunches triggered by 
monetary tightening. In the early 1990s the Federal Reserve would have 
preferred faster expansion of credit. The previous crunches were credit 
contractions desired by the authorities, but wh ich got out of hand. 

In the course of administering all these rules, the official supervisors 
became involved in detailed private managerial decisions to a degree that, 
in the days of the financial zoo, would have been regarded as intolerable 
government meddling. Not surprisingly, the private-sector managers 
became determined to rebuild capital to levels that would rule out 
vulnerability to such official interference in the future. This prolonged the 
crunch, but in the event they largely succeeded. Thus a cIassic pattern was 
repeated: supervisors were determined to avoid recurrence of a loss of 
control - and those supervised to avoid loss of self-determination. 

At the time of writing, many banks view themselves as overcapitalized 
and again have become aggressive lenders at exceptionally low returns for 
added risk. 

7 The rise of mutual and hedge funds 

The prolonged weakness of the depository institutions - thrifts and 
commercial banks - opened the door to new competitors. Of these, so­
called money market funds are probably the most important, not only 
because of their success in attracting household balances, but also for their 
significant role in drawing consumers into other mutual funds, especially 
equity investment funds. 

In the USA, retail money-market fund balances, which comprised over 
$600 billion in September 1997, typically are subject to cheque-writing for 
transactions of over $500. As such, theyare incIuded in, and account for, 
some 15 per cent of M2. Money market funds are useful also to many 
wholesale investors: so-called 'institutional' money market funds held 
another $335 billion. Money market funds were created in the early stages 
of deposit-rate deregulation, when banks were allowed to pay market rates 
onlyon deposits of at least $100,000, for the purpose of pooling smaller 
amounts into sums exceeding that threshold. The decision of the 
authorities not to prohibit such pooling, as they could have done, 
reflected their desire for the eventual abolition of all deposit-rate 
regulation, which has now substantially been accomplished. In this, as 
in other instances (Eurodollars come easily to mind), a device designed to 
circumvent regulation turned out to have strong staying power long after 
the regulatory obstacIe had lapsed. But unlike at the beginning, only a 
small fraction of money market funds is invested currently in domestic 
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bank deposits. The bulk is in commercial paper and other short-term 
credit instruments, replacing funds that used to be provided by 
commercial banks. 

Although the market value of money-market fund investments 
necessarily fluctuates, individual subscribers always buy and redeem 
shares, on demand, at exactly $1. In the few instances in wh ich market 
values of the underlying assets have dropped materially below $1, the 
fund sponsors have contributed additional capital to make up the 
difference. Unlike the other components of M2 or M3, the funds are 
backed neither by an officiallender of last res ort nor by deposit insurance. 
Nor are there legally required reserves, only some prudential investment 
rules. 

By introducing millions of people to mutual funds, money-market 
funds spearheaded an enormous expansion of mutual fund investment. 
Bond-type mutual funds are now about as large as money-market funds, 
and equity mutual funds somewhat larger than money and bond funds 
put together, for a combined aggregate of over $4200 billion - exceeding 
10 per cent of the country's total financial assets. At the beginning of the 
1980s mutual fund assets were a mere $50 billion. Over 40 per cent of US 
households now own equities through mutual funds or directly (indirect 
holders through defined contribution pension plans or variable annuities 
issued by insurance companies not included). Fewer than 3 per cent of the 
population, a US Treasury official estimated at the time, may have owned 
stock in 1927 (Sobel (1968, p. 355». 

Within most of the large mutual fund groups, shareholders may make 
overnight transfers by telephone at minimal or no cost between stock and 
other funds, including money-market funds, subject to check. Much of 
the stock acquisition by mutual funds has necessarily come from the 
household sector, and is an intra-sector transfer in the flow-of-funds 
accounting sense. But, from the public's point of view, there is a large gain 
in liquidity. It is much simpler and cheaper to rearrange or liquidate 
mutual fund than stock portfolios. How volatile might be the public's 
management of fund shares during a time of persistent inflation, 
recession or stock price decline has not been tested, because we have 
not experienced such times since mutual funds became so important. In 
the aftermath of the 1987 crash, withdrawals were small and did not 
continue for long. But after the Japanese stock market crash two years 
later, Japanese mutual funds suffered prolonged major outflows. 

The risk of selling panics is probably more pronounced among the 
funds' youthful professional managers, whose median age is said to be 
under thirty. Their compensation depends on outperforming one another 
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and they have prompted many large securities price fluctuations by their 
herd-like response to 'news'. But whether the panic originates with 
mutual fund shareholders or managers, this is yet another sector in wh ich 
the Federal Reserve's lender-of-Iast-resort responsibilities are liable to be 
tested. 

An interesting question is wh ether the novel political configuration in 
which a powerful segment of voters owns shares may eventually constrain 
monetary policy. The criticism hurled at Chairman Greenspan from all 
political sides (and his lack of defenders) for mild cautions as to the 
elevated stock price level, and for an 0.25 per cent federal funds rate 
increase in March 1997 at a time of full employment, is ominous.2 

Another financial intermediary that, like mutual funds, is not new but 
has grown to global importance is the hedge fund. A hedge fund is, in 
effect, a private, unadvertised mutual fund limited to wealthy investors 
willing to incur high risk for high return. Unlike US mutual funds, hedge 
funds may engage in unlimited short-term trading, take short positions, 
and borrow.3 Because hedge funds are essentially unregulated and many 
are legally domiciled in Caribbean and other tax havens, there are few 
reliable data. Their aggregate capital is said to be about $200 billion 
(Bernheim (1997)), divided roughly equally between US and offshore 
funds. Of course, this capital can be and has been leveraged several-fold 
on occasion. It is, however, their mobility and freedom to trade in any 
instrument, rather than their size, that makes hedge funds a market factor 
of such consequence. By moving all their funds suddenly in the same 
direction, perhaps accompanied by publicity impelling other money 
managers and speculators to join the stampede, hedge funds may 
overwhelm the market. (Of course the funds do not always operate in 
mob-like fashion; anecdotes relate how, near quarterly statement dates, 
managers have engaged in uneconomic transactions for the purpose of 
damaging the market valuation of competitors' holdings.) 

In most hedge funds, investors must put up sizeable minimum 
investments, but in an interesting analogy to the birth of money-market 
mutual funds, there are instances of investors in non-US funds 
fractionating their holdings and reselling them in smaller participations. 
US-domiciled hedge funds hitherto were limited to a maximum of 100 
investors to avoid having to register and be regulated as a mutual fund, 
but this limit has just been raised to 500 for individuals with financial 
assets of at least $5 million and fiduciaries with $25 million. Significantly, 
institutional investment in hedge funds is increasing rapidly, and the 
formation of new funds is being facilitated by sophisticated servicing 
provided by so me securities dealers assuming the transactional burdens. 
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There is thus the potential for this intermediary to become significant for 
its mass as weIl as its velocity. 

8 The slope of the yield curve 

Hedge funds provide perhaps the purest illustration of how the spread 
between short- and long-term interest rates acts as a pivotal incentive for 
the financial sector to expand or contract the quantity of credit. A market 
participant able to borrow at or only slightly over the money market rate is 
virtually always able to reinvest at a higher rate, but the wider the 'spread', 
the more likely it is to exceed transactions, information and other costs of 
business. This is the case not only for hedge funds but for all market 
'insiders'. The money market for wholesale participants is, of course, 
world-wide. The lowest cost of funds is that wh ich happens to prevail 
anywhere, although for borrowings in one currency destined for 
investment in another, the foreign exchange risk (or its cost of hedging) 
must be taken into account. 

From late 1992 to early 1994, a prodigious incentive for such 
'transformation' of short-term funds into longer credits was provided by 
the low 3 per cent federal funds rate maintained by the Federal Reserve to 
bolster a sluggish economy and, as described earlier, the banking system. 
When to the surprise (one wonders why?) of money-market participants 
this rate was raised in early 1994 under circumstances auguring further 
increase, the market shock was profound. Distress selling of government 
bonds was widespread, sharply lifting long-term rates around the world 
with Iittle respect for the substantially differing fundamentals from 
country to country (Massaro (1999». In the USA, the drop in bond prices 
precipitated a number of financial faHures, principally through a panic in 
the market for mortgage-related securities. Treasury bond prices suffered 
severely because markets for mortgage-backed and some other interest­
bearing securities dried up under the selling pressures. Not being able to 
raise required cash by selling the securities they would have liked to seIl, 
many managers had to liquidate what could be sold, namely US 
government obligations. This is exactly what we should expect whenever 
a broad seIl signal is given by the derivatives models. 

After the shock of the 1994 rate increase had worn off, the situation 
became in some respects even more attractive for hedge funds. US longer­
term rates had gone up but, despite the higher money rates, the cost of 
wholesale financing fell. This was because of the problems of Japan, which 
produced an extraordinary and destructive rise in the yen/dollar exchange 
rate. In September 1995 the Bank of Japan responded by lowering its 
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discount rate to a mere half of 1 per cent - and while this was labe lied an 
'emergency measure', the rate long remained. Both the persistence of low 
money rates in japan and a fall in the yen seemed assured - the yen did in 
fact plunge from a summer 1995 peak of 80 per dollar to a trough of 127 in 
March 1997. Thus, borrowing yen and investing outside japan was hugely 
profitable. Punctuated by the occasional interruption, the proceeds of this 
'carry trade', as it became known in market pari an ce, poured into the 
securities and credit markets of the world . In this way, low japanese rates 
genera ted a world-wide bubble in securities prices and credit growth 
resembling the earlier 'bubble economy' in japan itself. 

More generally, whenever the spread between the relevant short and 
long rates widens, the quantity of short-term funds demanded by the 
financial sector, consisting of the individuals, firms and institutions 
see king income from interest-rate spreads, enlarges. A wider spread 
induces such 'arbitrageurs' to borrow more at short-term for the purpose 
of lending more at longer term. Their additional demand for longer-term 
claims tends to lower long-term rates. A narrowing of the spread, 
conversely, discourages the lengthening of asset maturities and raises 
long-term rates. These financial sector reactions explain why short and 
long rates usually move in the same direction. The opening and folding of 
the interest rate accordion, the changes in rate levels, and the associated 
flux in credit extensions and contractions move nominal and real GDP. 

As is weIl documented, the spread between US long-term and short­
term interest has arguably been the best (though far from precise) single 
leading indicator of business downturns (Estrella and Mishkin (1995». A 
narrowing or, more reliably, inverting of the normally positive spread 
foreteIls an impending recession. The financial sector is under restraint. 
Conversely, a widening spread signals greater credit supply and economic 
revival (see Figure 5.2). 

When interest rate ceilings still prevailed, a rise in short rates beyond 
certain thresholds impaired, or literally cut off, the ability of depository 
institutions to hold and attract deposits. Because (1) many assets held by 
the institutions were non-marketable, (2) the Treasury was legislatively 
restrained from issuing new longer-dated obligations, (3) Treasury 
obligations were 'locked in' by having to be valued at least at par on 
bank balance sheets, and (4) there were no futures and options markets, 
and so on, long-term bond yields tended to rise much less than short-term 
rates. The long-term markets simply ceased to function normally. Actual 
inversion of the yield curve corresponded to near-paralysis of financial 
intermediaries, since any activity in such conditions produced losses. 
Recessions followed. But because these began before financial institutions 



160 Monetary and Financial Instability 

Q) 

~ 
Q) 
öl 
~ 
c: 
Q) 

E 
Q) 
a.. 

8 

6 

4 

2 

0 

- 2 

-81958 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 92 94 96 

Year 

Source: The Conference Board, Business Gyele Indicators . 
Figure 5.2 Interest rate spread, 10-year Treasury bonds less federal funds 

had the time and opportunity to become badly overextended, and were 
immediately accompanied by lower short-term interest rates, there were 
no serious financial faHures. 

Since 1982, with deregulation and the growing perfection of the 
markets, no deep inversion has occurred. This is partly because there has 
been no draconian tightening of money. But also, in the deregulated 
environment, rises in short rates are trans la ted quickly into higher long 
rates, aIthough not necessarily on a one-for-one basis. When the cost of 
inputs rises simultaneously for all firms in the financial industry, why 
would they not raise their prices? Since the amount of reserves the 
monetary authority stands ready to supply at the official short rate is 
unlimited, the constraint on the economy now operates primarily 
through the interest elasticity of the demand for credit. 

An interesting paradox lurks here. When the authorities raise the short­
term rate, to restrain an actually or potentially overheating economy, 
should they prefer long-term rates to rise a good deal, not at all, or even to 
decline? The larger the rise in long rates, the more the public's spending 
decisions will be deterred. On the other hand, the wider the spread 
between long and short rates, the greater the incentive for the financial 
sector to continue to borrow at the new short rate and to extend credit, on 
easier non-interest terms if need be. Should long rates happen to rise more 
than short rates, the economy may even be stimulated, the predictive 
power of the long-short differential suggests. Conversely, a fall in long 
rates might in fact be contractionary if it sharply curtails borrowing and 
lending by the financial sector. 
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Suppose that demand for credit is elastic to the level of rates, but supply 
to the long-short differential. Keeping in mind that the supply of funds at 
the official short rate is theoretically infinite, all sorts of outcomes are 
possible depending on the (potentially highly variable) shapes of the 
curves. In actuality, long and short rates move in the same direction most 
of the time, the long rate moving less (although, of course, with larger 
effect on the value of long-term assets). An implication is that short-term 
rate increases may be of little moment until they no longer provoke 
significantly higher bond yields, presumably because only then have the 
latter reached a level at which credit demand is highly elastic. If long rates 
keep rising in step with short, then credit growth may persist substantially 
unrestrained - until short rates soar high enough to cause default 
problems. 

In today's USA, where mutual fund shares have replaced deposits in 
household portfolios to a considerable extent (see Figure 5.3), stock as weIl 
as bond returns may need to be considered. If short-term rates rise but 
stock prices rise as fast or faster (the cost of capital falls), is policy 
restrictive? In the Estrella and Mishkin study cited above, stock prices are 
the next most successful predictor to the interest-rate spread, and the two 
used together dominate all other combinations. 

In addition, as pointed out above in relation to the Japanese money 
rate, central banks cannot afford to focus solelyon domestic interest-rate 
and stock-price levels and differentials, but need to consider (and 
influence, but how?) their important international permutations. 

Central bankers tend to be elasticity optimists, but I have not been a 
central banker since 1963. In good times, it seems to me, borrowers te nd 
to be insensitive to rising interest rates until they rise enough to create 
cash flow problems. Then default problems are generated, rendering it 
difficult to discriminate between the price and the credit-quality 
consequences of the higher rates. At high rates, lenders perceive higher 
credit risk and become more reluctant. This is consistent with the 
observation that, at the onset of recessions, the dedine in other rates lags 
behind the peak in short rates which, ever since the creation of the Federal 
Reserve, has tended to coincide with the business cyde peak (see Figure 
5.4). At, and immediately after, the upper business-cyde turning point, 
everyone knows that the economy and inflation will soon be dedining, 
yet long-term and loan rates falliate and reluctantly. It must be because 
the financial sector is inhibited from responding to its improved 
incentives by its own capital and credit concerns. That is what I found 
for the pre-deregulation period, and nothing in the subsequent experi­
ence suggests any change. 
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How else to explain the curious result that subtracting aseries 
coincident with the business cyele (short rates) from a lagging one (long 
rates), produces a leading indicator (the spread)? 

In sum, the economic impact of an increase in official short rates is 
difficult to predict because so much depends on what happens to long 
rates, and the reaction of the financial sector. To the extent that credit 
demand is inelastic, and large borrowers have hedged themselves against 
in te rest-rate increases, large increases in rates will be needed to achieve 
restraint. Large rises in rates mean large drops in asset prices, which in 
turn ren der major defaults and serious recessions - and lender-of-last­
resort interventions - more likely. 

9 Is the safety net shrinking or expanding? 

The problems of assessing the thrust of monetary policy when the policy 
instrument is the short-term rate have led all central banks to seek a 
quantitative intermediate money or credit aggregate to target. However, 
the deregulation and innovation of recent years have rendered such 
targets largely useless. They are likely to remain so until there is areturn to 
a more orderly (that is, regulated) environment. lronically, the most 
ardent advocates of narrow (as opposed to broad) money definition and 
targeting were also the most ardent enthusiasts for deregulation - which, 
step by step, has forced central banks to broaden the definition of money. 
This in turn has led back to more emphasis on targeting credit and, 
indeed, national income or price aggregates that are almost impossible for 
monetary policy to fine-tune. In the USA, M2, the principal monetary 
aggregate still being monitored, albeit perfunctorily, now ineludes eight 
components in addition to the currency, demand deposits, and travellers 
cheques that defined is original MI (Anderson etal. (1997». None ofthese 
eight, it may be noted, is identical to any of the ten components that were 
added to MI to arrive at M2 during 1982-5. 

Deregulation has made it more difficult for central banks to maintain 
control over the quantity of the means of payment as it is perceived by the 
public. In the financially advanced countries, we have become accus­
tomed to take for granted that cheques will be honoured regardless of the 
institution on which they are drawn, and that the total quantity of money 
can and will be modulated in order substantially to preserve its purchasing 
power and maintain economic stability. We also assurne that certain 
assets are immediately convertible into universally accepted means of 
payment at minimal risk and cost. But it is only reluctantly conceded, if at 
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all, that accomplishing this requires a degree of governmental control 
over the relevant institutions. 

Not everyone can be allowed to accept or create chequing deposits and, 
in effect, to print money. The system has to be protected, just as people 
cannot hook up indiscriminately to the electricity grid, or dump waste 
into or draw on the water reservoirs. The club of institutions which are 
allowed access, and wh ich long consisted exclusively of commercial and 
central banks, is obliged to accept certain constraints that are costly. If 
others not subject to such constraints are allowed to mimic the privileges, 
they will be more profitable and better able to raise capital (Wojnilower 
(1991». The current tendency, perversely, is not only to let outsiders 
enjoy the benefits of the club without paying dues, but also, in the name 
of free markets, to take away from or charge the members for their special 
privileges, such as direct access to central bank credit and payments 
facilities, governmental deposit insurance, and monopoly over the 
chequing-account business. 

For the USA, the rise of money-market mutual funds is probably the 
most egregious example of this trend. Money-market funds are not subject 
to reserve requirements and other expensive constraints imposed on 
banks. Nevertheless, they are allowed to offer 'deposits' fixed in nominal 
value and subject to cheque. Although money-market fund balances are 
not covered by deposit ins uran ce, the public nevertheless assurnes that 
prominent funds are as much within the governmental safety net, as are 
banks falling into the too-large-to-fail category, since the systemic risk 
from a fund or a bank failure would be identical. (Perhaps even stock 
index funds are coming to be perceived as quasi-insured.) When outsiders 
over whom the central bank has no jurisdiction proliferate and flourish, 
how are the members of the club (the banks) to preserve their profitability, 
access to capital and, indeed, their lives, except by resigning? Yet the 
public continues to hold central banks and governments responsible for 
the integrity of the payments machinery and the currency, as weIl as for 
the maintenance of stable prosperity. That is a tall order for central banks 
to accomplish solely through adjustments in the overnight interest rate. 

The process illustrates an historical pattern. All societies have restricted 
the privilege of money creation, in the past mainly to harvest seigniorage, 
and in modern times to protect the integrity of the payments system 
and to limit price level and business-cycle fluctuation. The private sector 
tries to circumvent these restrictions by creating means of payment 
alternative to, or routinely convertible into, the officially-recognized 
money. Unless the authorities stamp out these alternatives, or at least 
refrain from supporting them in times of trouble, the innovations take 
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root and become established. They become money, much as bank notes 
and deposits emerged as money in environments in which coins were the 
only officially-recognized legal tender. If the authorities wish to maintain 
control over the quantity of money, they must in some way bring the 
innovations under their regulation. The world-wide broadening of money 
supply concepts in recent years displays this process, although the 
authorities may not fully appreciate the implications because there has 
been Iittle occasion for severe monetary restraint. If, when money is 
tightened, it is mainly the growth of the tradition al component that is 
inhibited but not that of the newer alternatives (which, not being 'taxed', 
offer the higher returns), then eventually the traditional regulated sector 
will atrophy and only the free-riding newcomers will survive. 

One sometimes hears it argued that if the market were left unregulated 
without a governmental safety net, the need to preserve reputation would 
inhibit undue risk-taking by agents and intermediaries, and make 
investors more cautious about where they placed their funds. This is a 
curious reading of financial history. At best, perhaps some smaller crises 
would be self-correcting without severe systemic damage, but the large 
ones would be cataclysmic. Even small crises claim many innocent 
victims and, not least because they often threaten to become big ones, are 
politically intolerable. 

10 How things are 

With the growing size and scope of markets and transactions, the value of 
a good reputation is diminishing. No longer is it unusual to see bankrupt 
firms or countries raising large sums within a few years (sometimes 
months) of having defaulted. From the standpoint of the individuals who 
make the markets, the need for a good reputation to attract a steady 
stream of business is much reduced. Much as with athletic or entertain­
ment stars in agIobaI market, the rewards to be gained from a single major 
success (such as one outstanding season or recording album) often suffice 
to make the performer rich for Iife. The temptations to be nd ethical 
standards to score such a deal approach the irresistible. 

Reflecting excesses by individual employees, several major institutions 
have recently incurred colossal losses (Aglietta (1996». Since the 
environment has been one of easy money and the victims were strongly 
capitalized, the firms involved did not default or could be absorbed by 
competitors who assumed their obligations. In times of tight money and 
wobbly stock markets, such events are systemically much more danger­
ous. That is when weak credits are forced to default even without fraud 
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coming into play, and when defensive fraud - fraud for the sake of 
institutional and personal survival - proliferates. 

Economists and regulators stress the need to enforce prompt disclosure 
of honest information. That is all to the good, but why has the market not 
compelled firms to make such disclosure? Often investors do not care: few 
people are thieves, but many (or most) do not seem to mind doing 
business with thieves thought to be offering a bargain price. Disclosure 
does not matter as much as the will and authority of the police to inhibit 
unacceptable behaviour. 

So hungry are debt and equity investors these days to place their 
overflow of funds that credit standards and risk differentials have 
narrowed to the vanishing point. Huge loans are made on cursory 
investigation and documentation. The financial sector once again 
considers itself immune to supervisory restraint. Participants feel seeure 
that political pressures and the great potential for calamity because of 
market interlinkages will bring prompt lender-of-Iast-resort support in 
case of trouble. 

In a profound recent analysis, Joseph Bisignano (1997) emphasizes that 
'technologies subject to increasing returns, which also includes financial 
intermediary structures, have the property that the resulting market 
configuration is unpredictable'. Increasing-returns industries are hard to 
keep competitive and are at risk of over-expansion. In the financial sector, 
competitive over-expansion contributes to excessive credit growth and 
eventually financial-sector defaults that may necessitate lender-of-Iast­
resort intervention. 

It is not only the supply side of credit that tends to excess, but the 
demand side as weIl. Myopia, optimism and inclination to gamble are 
hardwired into humanity and have proved highly resistant to legal and 
social efforts to contain them, and in the financial markets the constraints 
on these propensities are fewer than elsewhere. As a result, quantities of 
many times GDP are traded daily. Speculation offers better odds than any 
other gambling I know of, and is much more respectable to boot. There 
can be no doubt that, literally like narcotics, speculation attracts and 
creates many addicts. Together these form a crowd and sometimes a mob, 
albeit the crowd is 'virtual', connected mainly electronically rather than 
by physical proximity. Individuals in crowds take 'irrational' actions they 
would never elect to take on their own. And it is common knowledge that 
it is suicidally irrational to stand in the way of a mob. 

There has been no good opportunity to retest my 1980 hypothesis as to 
the central role of credit crunches - partly because of the stock crash of 
1987 and the oil shock of 1990, and partly because world-wide upswings 
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in aggregate demand have been infrequent. But even though credit 
crunches have not triggered a recession for a long time, disruptions in 
credit markets have continued to exert strong influence on business 
conditions. I remain convinced that liquidity 'crunches' will occur again, 
most probably as a result of unexpected bankruptcies. With the regulatory 
restraints that used to serve as early 'circuit breakers' abolished, the 
burden on lenders-of-Iast-resort is greater. And with central banks no 
longer commanding a powerful club of 'inside' institutions through 
wh ich to respond to trouble, future financial embolisms will be more 
dangerous than the regulatory crunches of the past. 

Notes 
1 More recently in Japan under similar circumstances, it has not been possible to 

reach such a consensus. What model would have predicted that homogeneous 
Japan would find this more difficult that heterogeneous USA? 

2 In the light of current debates as to which objectives central banks should 
target, it is intriguing to note that the 1929 stock market crash occurred at a 
time of no inflation, and the subsequent debacle despite substantial central 
bank interest rate reductions soon after the crash. Every monetary regime 
spawns its own 'subversive' financial sector incentives. 

3 The tax penalty that inhibited short-term trading by mutual funds was 
removed by legislation included in the summer 1997 Federal budget package. 
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Comment 
Lars Jonung 
Stockholm School of Economics, Sweden 

This is an inspiring chapter to read. It is areport by a man who has made 
his living on Wall Street observing the US financial system for more than 
thirty years. It is a story about evolution, and more specifically about 
financial sophistication and deregulation. The study forces the university 
economist living in the equilibrium world to think about the effects of 
institutional change. 

I focus on two issues in this chapter, both related to the macroeconomic 
consequences of the process of financial deregulation: first, the effects on 
the business cyde; and second, the effects on the deregulation on the 
power of central banks or on the efficiency of monetary policy. These 
issues are not novel ones; they have been with us for a long time. 

The first theme is associated with the old question: has the business 
cyde changed its character? There are variations on this theme. One 
school argues that the business cyde has been dampened, even suggesting 
that the end of the business cyde is near. The position of the author is 
undear on this point: on the one hand, he suggests initially that the US 
business cyde has been 'gentler and kinder' since the mid-1980s; but on 
the other, at the end of the chapter he voices fears that the future will see 
growing financial instability because of the rise of non-bank financial 
intermediation. From this I would expect him to argue that the business 
cyde will display greater cydical instability. 

Basically, there are two schools concerning the effects of financial 
deregulation on macroeconomic stability. One school maintains that 
financial sophistication will allow households and firms to adjust more 
easily and quickly to economic disturbances, thus smoothing the business 
cyde and reducing its amplitude, while the other school holds the 
opposite view: the enormous growth of financial markets has increased 
instability and volatility on a international scale, and disturbances will 
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spread more rapidly in the world economy through well-integrated 
financial markets. We shall thus see a future with larger volatility than at 
present. This is the view of Wojnilower. 

Which hypothesis is correct, ignoring the 'status quo' view, where there 
is no change? How shall we approach this issue? One approach is to look 
at the history of business cydes during different financial regimes, 
preferably comparing periods of deregulated financial markets with 
periods where financial regulations are in place. By now there is a number 
of empirical studies of the amplitude of the business cyde, covering, for 
example, the pre-1914 gold standard, aperiod of 'free' and well­
functioning capital markets, and the Bretton Woods period, aperiod of 
far-reaching controls of financial markets, both of domestic and foreign 
flows of credit and capital. These studies do not suggest that the business 
cyde has been dampened by financial controls as far I have seen. 

Let us look at the post-Bretton Woods period. What has been the role of 
financial markets since the early 1970s? The existence of financial markets 
facilitated the adjustment of the world economy to the macroeconomic 
shocks of OPEC land 11. I shall conjecture that financial deregulation has 
contributed to stability in this sense, facilitating the recyding of debt after 
the oil crisis, and allowing governments to borrow in periods of financial 
strain. 

In another sense, the process of deregulation (that is, the movement 
from a non-market system of controls to 'freely functioning' capital 
markets) has caused a number of severe transition problems in many 
countries - a process similar to the march from the planned economy to 
the market economy in the former USSR. Events in Sweden and Finland 
illustrate such developments nicely. In these two countries deregulation 
was initially accompanied by a credit expansion, asset inflation and 
euphoria, and then by a credit crunch, asset deflation, financial instability 
and economy-wide depression in the early 1990s. I would like to stress 
that this process of sudden major financial deregulation was not an 
ordinary business-cyde event. It was a structural shift or, more precisely, a 
change of the financial regime that was not counter-balanced by 
appropriate economic policies. 

The second major issue raised by Wojnilower deals with the power of 
monetary policies and thus of the monetary authorities. He suggests that 
the US central bank had stronger control over the volume of credit, 
money and interest rates, as well as over financial institutions during the 
system of financial regulation in the 1950s and 1960s than is the case at 
the time of writing. Wojnilower says that the financial jungle was 
controlled by having all the animals locked into separate cages in the zoo. 
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Since the mid-1970s, the Federal Reserve system has moved to a 
monetary policy regime based on influencing short-term interest rates. 
The animals have been let out of their cages and now roam freely. The 
growth of non-bank financial intermediaries relative to commercial banks 
has weakened the efficiency of monetary policy. The volume of credit 
relative to the monetary base is ballooning, implying growing financial 
fragility of the financial structure. The system is moving towards Knut 
Wicksell's vision of a pure credit economy. 

Is the Fed now (Le at the end of twentieth century) losing its power to 
control? At present, it seems that the US Federal Reserve system is 
successful in containing inflation and fostering a climate of financial 
stability. Wojnilower's chapter is a testimony in favour of this view. 
Inflation rates have come down from two-digit levels in the 1970s and are 
now at an historically low level, while US employment and US economic 
growth are high. Non-inflationary growth seems to prevail, at least for the 
present. The Federal Reserve system and the US economy are regarded 
with envy and admiration outside the USA. So far, the US central bank 
does not appear to have lost its capacity to control monetary and credit 
conditions and to influence the US economy. 

To sum up, I have discussed two issues raised by Wojnilower's chapter: 
first, the effects of financial deregulation on economic stability; and 
second, on the power of the monetary policymakers. I do not share 
Wojnilower's guarded pessimism. I would prefer to be a guarded optimist. 
However, we know only one thing for certain: time will tell us more about 
the macroeconomic effects of financial deregulation. I hope that the 
lesson-learning will not come through major disasters. 
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Martin Kaufman 
International Monetary Fund, Washington DC, USA 

and 

Pablo Sanguinetti 
University Torcuato di Tella, Buenos Aires, Argentina 

1 Introduction 

This chapter is inspired by an old theme. The view that misperceptions 
about the future outcomes of current plans can generate business 
fluctuations has a long tradition in the literature. Theories that allow for 
the existence of intertemporal co-ordination failures can have different 
specific features {see Leijonhufvud (1968, 1981». They have in common 
the argument that agents decide on the basis of a less than perfect 
knowledge of the 'laws of motion' of the environment, and that the 
consequent difficulties in forming expectations can have noticeable 
macroeconomic consequences. In particular, a dass of cydical ups and 
downs may emerge when agents cannot forecast accurately the 
characteristics of the economy's growth path. 

* Special thanks are due to P. Azcue for the advice and help he gave in performing 
the simulations which are reported in Section 3 of the chapter. The comments 
received from S. Galiani, F. Guerrero, A. Leijonhufvud and J. P. Nicolini are 
gratefully acknowledged. The views expressed are not necessarily those of the 
institutions where the authors serve. 
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Identifying growth trends is gene rally problematic. Still, when 
economies are evolving more or less smoothly, agents can rely on 
extrapolating past performance in order to predict future opportunities. 
This does not apply in the case of rapid transitions. Events such as policy 
or institution al reforms, shifts in external conditions, or technological 
changes can drastically alter the behaviour of an economy, in ways that 
agents (and analysts) need not be able to anticipate precisely. Expected 
returns on investment, wealth perceptions and the anticipated profit­
ability of lending would then vary as individuals revised their beliefs 
according to the information they receive and the rules of inference they 
use. The resulting dynamics of expectations translates into movements in 
aggregate spending and output. 

This line of reasoning seems likely to be relevant to interpreting some 
particular cydical episodes. In the Latin-American experience of the last 
decades of the twentieth century, there was a number of instances in 
which wide-ranging policies of stabilization and economic reform were 
associated with large fluctuations in domestic demand, relative prices and 
the balance of trade, as an initial phase of rapid increase in aggregate 
spending was followed by a sharp contraction. Indeed, those cydes have 
been analyzed in different ways (some alternative arguments are discussed 
briefly in Section 5). The conjecture that we explore in our work is that 
revisions of expectations (on the part of both domestic agents and foreign 
lenders) about the prospects of the economies play an important part in 
episodes of that type. In Section 2 we present abrief description of some 
cases to motivate the analysis that followSi the preliminary evidence 
suggests that there is room for large movements in forecasts of output 
flows and, consequently, in wealth perceptions. 

In Section 3, wh ich is based on Heymann and Sanguineti (1998),we 
specify the basic argument through a simple model. We use an analytical 
framework with points in common with that of the literature on real 
business cydes for open economies in intertemporal equilibrium. The 
fluctuations we represent are of a real nature, in the sense that they 
originate from a shift in real opportunities, and the behaviour of the 
system is simulated without imposing restrictions on price adjustments. 
Current markets dear. However, we differ from the equilibrium analysis in 
treating future income flows (and, therefore, wealth), as variables that 
agents must predict by using the knowledge they have obtained from 
some learning procedures that will not automatically reveal to them the 
actual features of the relevant processes. 

In the model, the investment opportunities of an individual agent (and, 
in an extended version that incorporates non-traded goods, his or her 
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sales prices) depend on aggregate output. Each agent must therefore form 
expectations about the aggregate performance of the economy in order to 
plan his/her capital accumulation and consumption. The purpose of the 
model is to analyze the response of the system to a 'singular' real shock. 
Specifically, in the simulation exercises we consider the effects of a 
productivity shift that takes place in the current period; with slight 
changes, the analysis would apply also to 'news' that would signal that 
such a shift will occur in the future. We want to represent agents who are 
alert to the properties of the environment, but who fall short of being all­
knowing: the individuals in the model may recognize when there has 
been a change of fundamentals, but they do not have immediate access to 
the 'true model' of the economy. Agents are assumed to base their 
expectations about aggregate production on an auto-regressive function 
whose form is similar to the one whieh would (approximately) describe 
the convergence to the steady state along a perfect foresight path. Starting 
with some initial guess about the shape of the function, the agents update 
its parameters using a standard adaptive-learning algorithm (see Sargent 
(1993), Evans and Honkapohja (1995». 

For some initial configurations of the parameters, the model can 
generate transitional cydes in spending. The system eventually ap­
proaches a steady state, but the convergence may be non-monotonie. For 
example, if individuals initially overestimate their wealth (because they 
have exaggerated expectations about the growth in economy-wide 
output), their consumption will exceed the perfect foresight value. The 
error need not be corrected at once: the aggregation of individual actions 
can generate realizations of total output whieh, for a certain number of 
periods, are larger than individuals antieipated. This, in turn, would lead 
to an upward revision of wealth perceptions; that is, to a movement 'in 
the wrong direction'. 

The agents in the model do make mistakes, but not 'systematie' ones. 
The shock they are responding to is a unique event, and the learning 
procedure finally takes the system to a steady state where expectations are 
accurate. Moreover, as shown in Section 3, for a given shock, certain sets 
of initial beliefs generate sizeable cydes, while others do not. Without a 
good knowledge of the structure of the model, and without a good 
knowledge of aggregate expectations, an individual cannot easily infer 
that the system is following a cydieal path only by observing its 
behaviour in a few periods. Agents could, indeed, realize that the system 
they inhabit is undergoing a transition, and that it may go through a 
period of 'excessive' or 'insufficient' expansion. However, the observable 
aggregate information does not provide a simple way of revising in one 
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direction or the other the expectations derived from the learning 
algorithm. One could say that it is precisely the fact that agents may 
confuse non-equilibrium behaviour with a movement along a weIl co­
ordinated path that sustains for some time the misperceptions which 
result in the spending cycles. 

In the model just sketched, changes in spending are associated with 
movements in the demand for credit at an exogenously given interest 
rate. The argument serves to highlight the role of income expectations in 
the determination of aggregate demand and the trade balance in an open 
economy. However, it is clearly incomplete, from both an analytical point 
of view and for the purpose of interpreting concrete episodes: swings in 
credit conditions are salient features of the fluctuations we are concerned 
with. 

There is a sizeable recent literature that analyzes 'credit cycles'. This 
literature has stressed the links between the value of the assets held by 
prospective borrowers and their access to creditj changes in the tightness 
of financial restrictions generate a mechanism by which the effects of 
shocks are amplified and persist over time. We are interested in a related 
issue: how perceptions about the evolution of future income act on the 
supply of and the demand for credit. In Section 4 we analyze possible 
extensions of the basic model that endogenize the supply of credit and 
incorporate financial effects. Although the analysis is carried out within a 
very schematic framework (a standard two-period, two-state, consump­
tion-loan model allowing for default) and it is not fuIly integrated with 
the multi-period learning model of capital accumulation previously 
presented, we can identify several channels through which expectations 
influence current expenditures, pointing to different cyclical scenarios. 
When lenders revise their expectatioI)s about the performances of the 
economy in 'bad states' (when partial default will occur), the consequent 
shift in the supply of credit appears to 'initiate' the upswing or 
downswingj the credit demand schedule varies with the forecasts of 
prospective borrowers of their income in 'good states'. This suggests that, 
depending on the conditions of each case, interest rates and aggregate 
demand can be related in different ways. 

In Section 4 we comment brieflyon how the previous results could be of 
use in analyzing cyclical episodes. Interpretations based on alternative 
approaches are discussed in Section S, with reference to recent fluctuation 
in Latin America. In that section, we also deal briefly with policy 
implicationsj the point we make is that, irrespective of whether policy­
makers have 'superior knowledge' about the behaviour of the economies, 
their decisions are in fact predicated on judgements, not only about the 
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future evolution of fundamentals, but also about the way in wh ich the 
private sector determines its own expectations. 

2 A brief review of some episodes 

The Latin-American experience of the recent decades offers a number of 
examples of very wide economic fluctuations. Several of these took place 
in the midst of major changes in economic policies. Such policy reforms 
aimed specifically at price stabilization, but they were also motivated by 
disappointment in the growth performance of the economies, and tried 
purposefully to modify the environment for private decisions. There is a 
vast literature analyzing these episodes; we rely on it in the brief 
discussion that folIows. Clearly, we cannot present a full picture: this 
would require a detailed study of each case. The purpose of this section is 
simply to provide a broad view of a set of cyclical episodes, indicating the 
nature of the changes the economies were undergoing, and suggesting 
that the observed performance may have been linked to significant 
revisions in agents' perceptions of the growth prospects of income. 

2.1 Chile 1977-82 

Between 1970 and 1975, the Chile an economy contracted by an average 
of more than 2 per cent a year, during aperiod of political turmoil. Large­
scale economic reforms started in 1974, with the privatization of banks 
and public enterprises, followed soon after by measures that liberalized 
international trade: non-tariff barriers were eliminated, and the govern­
ment announced a schedule of tariffs converging to a flat 10 per cent rate 
in 1979. The removal of restrictions on financial transactions induced a 
large expansion in the banking sector. In 1975, the government 
implemented a large fiscal adjustment by cutting expenditure and raising 
taxes. 

After a sharp recession in 1975, real output showed a rapid recovery, 
with growth at over 7 per cent in 1976-8. In order to attack the still very 
high inflation (84 per cent in 1977), injune 1978 the government decided 
to apply a policy of preannounced devaluations at a declining rate, 
converging towards a peg to the dollar. Also, international financial 
movements were further liberalized. Other reforms launched at this time 
were the introduction of a private pension system and various measures of 
deregulation in goods markets. 

Real growth continued to be quite strong: again, over 7 per cent on 
average in 1978-81. Edwards and Cox Edwards (1987) have stated: 'This 
new growth pattern together with the reduction of inflation ... genera ted 
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a sense of prosperity and of improved future economic perspectives for 
the general public ... This, in turn, resulted in a perception of 
substantially high wealth'. Moreover, the large supply of funds in world 
markets stimulated lending to the region, and particularly to Chile. Such 
conditions were reflected in dramatic increases in asset prices and in 
private spending: the savings rate fell sharply. The consumption boom 
was asociated with a large current-account deficit, which averaged 7 per 
cent of GOP in 1978-80, and reached nearly 19 per cent in 1981. In 
addition, a large real appreciation was observed. 

The expansion in output and aggregate demand started to slow down in 
1981. Interest rates rose, and highly indebted firms had difficulties in 
making repayments. This created problems for banks. 

By the beginning of 1982, real output was declining, and the 
expectations of devaluation brought about a capital outflow. Around 
that time, financial flows to the region were suddenly cut. A balance of 
payments crisis forced a devaluation in September 1982; in that year, real 
GOP fell by 14 per cent, and by 0.7 per cent the following year, before the 
long (and lasting) recovery that started in the mid-1980s. 

2.2 Argentina 1978-82 

After more than a decade of moderate but sustained growth in real GOP, 
the Argentine economy went into recession in 1975, as the policies of 
high budget deficits and rapid monetary expansions followed at that time 
by the government led to a balance of payments crisis and to a succession 
of large devaluations. The drop in real incomes and the acceleration of 
inflation aggravated the political crisis. After the military takeover in 
March 1976, the government eliminated price controls and abolished the 
system of multiple exchange rates. Many restrictions on foreign exchange 
transactions were eliminated, and tariff rates were reduced (although this 
mainly meant a reduction in redundant protection). Various changes 
were introduced in the tax system (for ex am pIe V AT was applied to a wider 
set of activities, and income tax was reformulated). In June 1977, a 
financial reform Iiberalized interest rates. 

Real output increased more than 6 per cent in 1977 (with a sharp 
increase in investments, both private and public), but fell again the 
following year, probably as a result of tighter monetary conditions. The 
inflation rate was still much higher than 100 per cent a year. In Oecember 
1978, the government initiated a policy of preannounced devaluations. 
This was combined with tariff reductions. 

In 1979, domestic demand and real output increased quickly, and the 
inflation rate fell, but remained weIl above the rate of devaluation. There 
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was a substantial revaluation in the dollar value of incomes.1 At the same 
time, public spending continued to rise. The higher expenditures of both 
the private and public sectors contributed to the generation of a sizeable 
current-account deficit in 1980, despite the sharp increase in export 
prices. 

By 1980, some domestic firms were making losses. Early in that year, 
bank failures induced a movement of funds away from deposits and into 
foreign currencies. The government was able to stop an incipient run on 
the banks, but the level of foreign reserves declined while real output 
stagnated. Exchange rate speculation put pressure on interest rates. 
Capital flight became rapid at the beginning of 1981. The exchange rate 
policy was eventually abandoned. The large depreciation of the currency 
in 1981 and 1982 aggravated the financial situation of firms and 
individuals with dollar debts. The contraction of GOP accumulated over 
those two years reached around 8 per cent. 

2.3 Uruguay 1978-82 

From the mid-1970s, the Uruguayan government adopted policies of 
economic liberalization by gradually eliminating price controls, doing 
away with the system of multiple exchange rates, removing interest rate 
ceilings, reducing barriers to entry in banking, abolishing restrietions on 
capital flows, and progressively lowering taxes on traditional exports. In 
1975-8, the annual growth of GOP accelerated to an average of 4 per 
cent,z with a marked increase in the investment ratio. In October 1978, 
the exchange rate was fixed, and together with this, the government 
established a new schedule of tariff reductions. At the end of 1978, legal 
reserve requirements on bank liabilities were unified at 20 per cent, and 
totally eliminated the following May. The fiscal deficit was already low 
(less than 1 per cent of GOP); in any case, new measures to raise tax 
revenues were taken in 1979. 

In 1978-80, GOP growth (5.7 per cent on average) improved upon the 
previous performance. Oomestic demand rose sharply (more than 10 per 
cent in 1979). As happened in other countries, there was a considerable 
real appreciation and a growing current-account deficit.3 However, in 
1981, output growth was only around 1 per cent, and domestic demand 
had already contracted (see Talvi (1995». This contraction became rapid 
in 1982 (when real GOP fell by 10 per cent). Although lower real 
expenditure led to a reduction in the current-account deficit, the demand 
for foreign currencies increased sharply, as the budget deficit soared (to 
nearly 9 per cent of GOP, compared with 0.1 per cent of GOP the previous 
year), and the public formed strong expectations of a devaluation in the 



180 Monetary and Financial Instability 

near future. In fact, the devaluation occurred in November 1982, and was 
followed by further falls in output and severe difficulties in the financial 
system (Vaz (1997». 

2.4 Mexico 1987-95 

The Mexican stabilization plan which started at the end of 1987 was part 
of a comprehensive programme of economic reforms that was initiated as a 
reaction to the 1982 foreign debt crisis. The measures taken in the 1983-87 
period were aimed at reducing the budget deficit and liberalizing foreign 
trade. Real growth was slow and unsteady. Oespite the fiscal adjustment, 
however, inflation remained high, and accelerated in 1986 when a fall in the 
price of oilled to a more rapid rate of depreciation of the currency. 

The 1987 disinflation stategy included the preannouncement of the 
exchange rate and measures aiming at synchronizing a deceleration of 
wages and prices (see Ortiz (1991), Santaella and Vela (1996». In addition, 
the government took new action to cut the fiscal deficit and quickened 
the pace of reforms, especially in the areas of privatization and trade 
liberalization (import tariffs were reduced, to a maximum of 20 per cent, 
ahead of schedule). Inflation fell and the real recovery, weak at first, then 
gained speed between 1989 and 1991, with an average GOP growth of 4 
per cent. Observers of the Mexican economy pointed out that this 
performance was influenced by the success of disinflation, the economic 
reforms, the renegotiation ofthe foreign debt in 1989 and the prospects of 
trade integration within NAFTA (see Ortiz (1991». Higher rates of output 
growth went together with still more rapid increases in domestic 
expenditure; this was associated with areal appreciation and larger 
current-account deficits. 

Economic activity decelerated in 1992 and 1993 (with increases in GOP 
of 2.8 per cent and 0.4 per cent, respectively). Santaella and Vela (1996) 
mention that concerns about the approval of NAFT A affected expecta­
tions negatively in 1992. In any case, the current-account deficit exceeded 
7 per cent of GOP in 1993. Relatively high interest rates and slow sales had 
an impact on the cash flow of firms, with repercussions on the financial 
system. In 1994 state development banks expanded their credit to 
commercial banks and private firms and real output rose by around 3 per 
cent. However, in addition to the weakening of the economy's 
performance, the rise in US interest rates and internal political events 
increased the programme's fragility. Diminishing foreign reserves induced 
the new administration that took office at the end of 1994 to let the 
currency depreciate. In 1995, GOP fell by 6 per cent. The sharp recession 
and the real depreciation of the currency caused widespread problems in 
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the repayment of debts to the banks. Still, output recovered in 1996, led 
by a rapid increase in exports. 

2.5 Argentina 1991-5 

Following aperiod of extreme monetary instability in 1989 and the early 
part of 1990, in 1991 the government passed a law fixing the exchange 
rate to the US dollar and requiring the issue of base money to be tightly 
linked to foreign reserve flows. In the course of the early 1990s, the 
authorities privatized most state enterprises. The government tended to 
concentrate its revenues on broad-base taxes, particularly value added tax 
(V AT). Import tariffs were reduced, and harmonized with those of 
neighbouring countries in the context of the Mercosur agreements, 
which established free trade conditions within the area. In addition, a 
private pensions system was introduced, and various activities were 
deregulated. In 1993, the authorities completed a Brady-plan agreement 
with foreign creditors. Interest rate spreads measuring 'country risk' 
premia decreased substantially. 

The inflation rate converged to very low figures (less than 4 per cent a 
year in 1994); in the process, however, domestic prices rose substantially 
relative to the exchange rate. Real output showed a very strong recovery. 
In the 1991-4 period, GDP increased at an annual average of nearly 9 per 
cent, and real consumption rose even faster, with an average rate of 10 per 
cent a year. The investment rate grew, starting from very low levels. The 
rapid increase in domestic spending was financed by large capital inflows. 
In 1990, the trade balance had had a US $8 billion surplus (equivalent to 
around two-thirds of the value of exports); the deficit in 1994 approached 
US $6 billion (36 per cent of exports that year). 

The rise in US interest rates in 1994 had some effects on domestic 
financial markets. By the middle of that year there were some indications 
that the growth in domestic demand was levelling off; in contrast, exports 
(especially those going to Brazil) accelerated their growth. However, 
following the Mexican devaluation at the end of 1994, the demand for 
domestic assets suddenly fell. The central bank lost reserves, and the 
volume of bank deposits declined; withdrawals accelerated to a near panic 
by March 1995. The government maintained the convertibility system 
with a fixed exchange rate and negotiated loans from the IMF and other 
multilateral organizations. The banking panic stopped. However, there 
was a sharp credit contraction. The economy went into a recession: GDP 
fell by 4.5 per cent in 1995 and the unemployment rate (wh ich had been 
rising even during the expansion) jumped to a peak of more than 18 per 
cent. Larger exports and reduced imports resulted in a trade surplus. The 
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demand for financial assets recovered after mid-1995, but the cyde of real 
output reached a trough in the second half of that year. Activity increased 
in 1996 and 1997, although the unemployment rate remained very high. 

The bare-bones description of these episodes shows that each one had 
specific features, both in terms of the process leading to the crisis, and the 
behaviour of the economies after this had happened. However, the 
various cases also show important common aspects. The literature has 
focused mainly on the consequences of exchange rate pegging and the 
influence of international credit conditions (see, for example, Kiguel and 
Liviatan (1992), Calvo and Vegh (1993), Calvo et al. (1993), Reinhart and 
Vegh (1995». Clearly, these elements cannot be left out in a full analysis 
of the episodes. Still, elementary calculations show that changes in 
projected growth rates and in the terms of borrowing can lead to 
substantial movements in individuals' perceived wealth. In all these 
episodes, at some point agents had reasons to believe that their incomes 
would grow at a faster rate than in the past, while foreign lenders were 
willing to provide financing, probablyon the basis of optimistic 
evaluations of the economies' prospects. In the aftermath of crises, it 
seems likely that at least some of these expectations were disappointed. In 
the following sections we present some simple models with the objective 
of making the argument more precise. 

3 A simple model 

We consider first an open economy producing a single good, which faces a 
perfectly elastic supply/demand for foreign credit at an interest rate that 
equals the rate of time preference of the representative individual. The 
model is specified in a standard fashion. The economy is populated by 
infinitely-lived individuals who produce the good, wh ich can be 
consumed, sold abroad or 'planted' as capital. The preferences of the 
representative agent are assumed to be time-separable, and the individuals 
are supposed to decide as if they had perfect foresight: 4 

(6.1) 

The specification of preferences is such that the individual will choose a 
path with constant consumption. Therefore, tCj, the planned consump­
tion in period j chosen by individual i in period t, will be equal to the 
return on perceived wealth:s 

tCij =t [WIt](l - ß) = -1 r t[WIt],j = t, t + 1 ... (6.2) 
+r 
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It is weIl known that consumption according to Equation (6.2) implies 
that the individual plans to maintain a constant level of wealth (see 
Obstfeld and Rogoff (1994)). 

Each individual produces the good using capital and a fixed input (for 
example, specific labour). We assurne that there are externalities in 
production, so that the output of a given individual varies positively with 
the aggregate level of output.6 Production also depends on a shift variable. 
We shaIl interpret this variable as being influenced by economic policies, 
and by other shocks. The production function is then specified as (with Yit 
being the output of individual i in period t; Zit the shift parameter; kit- 1 the 
beginning of the period capital stock held by individual i in period t; and 
Yt aggregate output): 

(6.3) 

As is usuaIly done in the literature, we suppose that changes in the capital 
stock have associated adjustment costs. For simplicity, these are taken to 
be a symmetric (quadratic) function of the gradient of the capital stock 
during the period. The productive decisions of the individual are governed 
by the objective of maximizing the present value of net output. This 
results in the foIlowing problem: 

(6.4) 

Here tYij denotes the level of individual output in period j planned at t by 
agent i (and similarly for tkij), dw:n indicates the expected present value, 
perceived by individual i, of his/her production plan (net of investment 
and adjustment costs) defined at t. 

Because of the externality, the path for the capital stock, the value of 
perceived wealth and consumption will depend on the expectations that 
the individual forms about aggregate output. Given the accumulation and 
production plan derived from the programming problem in Equation 
(6.4), and given those expectations, the individual estimates the present 
value of the planned flow of output, net of investment and adjustment 
costs. Perceived wealth equals that value of net output, less the agent's 
financialliabilities: 

i iy 
t[Witl =t [Wit l- (1 + r)bit - 1 (6.S) 

We assurne that initiaIly (at t = 0), those liabilities are zero; thereafter, the 
realized level of debt evolves according to the difference between actual 



184 Monetary and Financial Instability 

spending and output: 

bit = bit-t (1 + r) + Cit + (kit - kit-t) + ~(kit - kit-tl kit- t - Yit (6.6) 

The system defined by Equations (6.2)-(6.6) determines the production, 
consumption and financing plans of the individual for a given set of 
expectations. Assuming that Zit is a deterministic variable, a perfect 
foresight solution can be obtained by making anticipated future aggregate 
output equal to the value that the model delivers for each period. We have 
assumed that the externality in production is not too strong (that is, 
(a + 11) < 1), so that the perfect foresight paths for output and the capital 
stock converge to a steady state. 7 

Figure 6.1 shows the simulated paths of the main variables after an 
upward (permanent) productivity shitt wh ich raises steady-state output 
by 15 per cent. 

These solutions have standard qualitative features. The adjustment 
costs in investment delay the increase in the capital stock, and cause it to 
be gradual. However, starting from a previous steady state, wealth 
perceptions are revised immediately after the arrival of the news about 
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the productivity shift. Consumption thus moves at on ce to the new 
steady-state level. During the first periods of the transition, investment is 
also high, while production is still far from the new steady state. The 
economy then shows trade and current-account deficits, as foreign credit 
is used to finance the higher level of spending. After its initial jump, 
aggregate expenditure falls during the transition path (because of the 
gradual decrease in investment), while output increases. Eventually, the 
trade balance becomes positive. As the economy approaches the steady 
state, the trade surplus becomes dose to the value of the interest services 
on the accumulated debt. Wealth remains constant after being re­
evaluated when the shock is observed; as should be the case along a 
perfect foresight path, this validates the expectations that sustained the 
initial increase in consumption. 

In this perfect foresight case, changes in output near the steady state can 
be approximated by a first-order auto-regressive equation: 

Yt = AYt-1 + (1 - A)Y = AYt-1 + y* (6.7) 

According to Equation (6.7), the value of aggregate output in a given 
period is a convex combination of its observed value in the previous 
period and of the steady-state output y. The parameter A is a measure of 
the speed of the transition: if it is smalI, the auto-regressive term is also 
smalI, and consequently output converges swiftly to its steady state. 

Although the perfect foresight evolution of the hypothetical economy 
is qualitatively simple, the numerical results depend on the values of 
various parameters, which need not be known by all the agents. From the 
point of view of an individual trying to anticipate the future behaviour of 
output for the purpose of drawing up his/her own plans, finding the path 
generated by the fundamentals of this simple model of the economy 
would imply knowing the aggregate shock, the strength of the externality 
effect, and the adjustment costs of investment for the average firm (in 
order to predict the rate of investment of other agents). These parameters 
are likely to be difficult to specify, particularly if the economy is going 
through a structural change, in which the coefficients can be supposed to 
be shifting. 

The scenario we are interested in analyzing is one where agents realize 
that there has been a productivity shock (both for their own specific 
activity and for the economy as a whole), and they are able to determine 
in broad terms how the system will react, but they must learn about the 
quantitative performance of the economy through some learning 
procedure. 
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For the purposes of this exercise, we use a relatively simple adaptive 
algorithm to model the way in wh ich individuals update their expecta­
tions of aggregate output. This learning scheme seems reasonably weH 
adapted to the case we are studying. As we showed before, the perfect 
foresight model generates a solution with a gradual relaxation of output 
towards the steady state. This solution is approximated by Equation (6.7). 
We assurne that agents form their expectations on the basis of this 
equation, wh ich implies that they can identify the general form of the 
equilibrium output path: even if they do not consider the way in which 
fundamentals and expectations interact to generate output, they employ 
a reduced form approach that is appropriate for the problem they are 
facing. Agents use the observations of actual aggregate output to revise 
their estimates of the parameters y* and A. In period 0, when they receive 
information about the occurrence of the productivity shock, individuals 
make a conjecture about the values of these parameters. These conjectures 
could in practice be based on the history of the economy itself, on similar 
episodes of other economies, or upon 'influential opinions'. In this 
exercise, we take the initial conjectures as given. 

A commonly used learning scheme is based on the stochastic 
approximation algorithm (see Sargent (1993), Evans and Honkapohja 
(1995». According to this scheme, the parameters of a linear function 
relating a variable y with a vector of variables x are to be determined by: 

ßt = ßt-l + YtRt l Xt(Yt - X~ßt-l) 
Rt = Rt- 1 + Yt(XtX~ - Rt- 1 ) 

(6.8) 

The coefficient Yt can be a function of time. When Yt diminishes with t 
(a decreasing gain algorithm), this means that successive forecast errors 
have less weight in determining the parameters. In a recursive regression, 
Yt = l/t. The constant gain algorithms result by setting the parameter Yt at 
a given, fixed value. Such algorithms will find a use when it is believed 
that the process generating the variable y is subject to frequent changes 
(see Evans and Honkapohja (1993». In our case, the agent must learn 
about the values of y* and A of Equation (6.7), so that the vector ßt 
incIudes both parameters. The learning procedure implies that the agent 
uses the forecast errors s/he makes over time to recompute the estimates of 
the coefficients on which s/he bases the expectations of future aggregate 
output of the good. In particular, if the individual has underpredicted 
total production during this period, s/he will revise upwards his/her 
estimate of long-run aggregate output. The intuition seems cIear: the 
agent interprets the event of a higher-than-expected output as an 
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Figure 6.2 Simulated paths with learning and perfect foresight 

indication that production will converge to a higher value than s/he had 
previouslyanticipated. 

The model can be used to simulate different scenarios, depending on the 
initial conjectures of the representative agent. In Figure 6.2 we show the 
results for the case in wh ich the agent starts with the belief that output will 
eventually rise 10 per cent above the value that the model generates for the 
new perfect foresight steady state, and where the initially expected speed of 
convergence is given by a parameter).. = o. 9S, instead ofthe value (near 0.83) 
that approximates the behaviour along the perfect foresight path. These 
parameters are updated with a constant gain algorithm. In order to allow a 
comparison to be made, the graphs in Figure 6.2 show the results with both 
learning and perfect foresight. It can be observed that there is indeed 
convergence to a steady state, and that the va lues of the capital stock and 
aggregate output tend towards those that would apply under perfect 
foresight. Still, in the transition, the model with learning generates a cyde in 
consumption and a movement in the trade balance which differs noticeably 
from the perfect foresight path. 

The simulation suggests that learning about the long-run trend using a 
'reasonable' procedure can generate fluctuations in consumption (which 
would not be observed under perfect foresight) and may cause the trade 
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balance to stay away for some time from a 'sustainable' path. In the 
model, the mistakes that are made in the transition have 'long-run' 
consequences, since they become embodied in the level of the foreign 
debt. One point to be stressed is that the estimates of wealth (and, 
therefore, of consumption) follow a non-monotonie movement. This 
implies that the original misperceptions are not corrected at once, but 
may get amplified for a certain time interval. The reason is that the 
agent, while being over-optimistic (in this case) about the present value 
of output, makes 'conservative' (and relatively accurate) one-step­
ahead projections; in other words, the short-run behaviour s/he 
observes more than confirm his/her exaggerated perceptions of the 
future trend, until eventually the error is revealed. 

This non-monotonicity can arise with other configurations of the initial 
parameters, but not all.8 If the agent starts with a too-Iow estimate of y, and 
initially predicts a too-slow convergence to the new steady state, wealth 
perceptions are, of course, over-pessimistic, and the individual will initially 
underprediet actual growth. This will lead to arevision of the parameters. If 
the corrections in the value of).. are relatively slow, it is possible that at some 
point wealth perceptions overshoot the sustainable value. In this case, there 
will be a 'delayed boom', which will in turn lead to a downward correction of 
consumption in the future; here again, the path is non-monotonie. If, 
instead, the agent initially expects a very rapid movement to an excessively 
high level of output, experience will rapidly tell hirn/her that his/her 
forecasts were biased: the convergence path of consumption would be 
monotonie from above. There are other cases (for example, with an initial y 
set at a too-slow level and a high )..), where consumption shows a smooth 
convergence from below. 

There is therefore a multiplicity of possible behaviours depending on the 
parameters with whieh the learning starts. We do not consider this 
multiplicity to be a weakness of the analysis. On the contrary, it makes 
misperceptions more plausible, if it is assumed that agents not only learn 
from observing actual data, but that they can, at least qualitatively, also 
realize that the trajectory of the economy is itself influenced by learning 
processes. Suppose that the model generated adefinite predietion of 
intertemporal disequilibrium irrespective of initial beliefs; say, its results 
showed that there would always be an initial boom and a future adjustment. 
Then one could clearly object that 'smart' agents should realize that they 
(and their neighbours) are overspending, whieh should induce arevision of 
plans. In this model, the situation is not so simple, implying that there is no 
easily identifiable way to revise (what will eventually turn out to be) a 
misperception. 
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In any case, the model can be extended without too much difficulty to 
incorporate non-traded goods. In Heymann and Sanguinetti (1998), it is 
assumed that good N (non-traded) is produced with traded inputs (and a 
Cobb-Douglas production function), while good T does not use N as a 
factor. This, in fact, 'decouples' the system: the production decisions of 
good T can be represented as in a one-good model. In addition, 
preferences are specified in a such a way that the share of each good in 
consumption expenditures is a constant. Therefore, with these simplify­
ing hypotheses, in intertemporal equilibrium, total wealth is a (constant) 
multiple of 'traded goods wealth', defined as the present value of traded­
goods output, net of investment and the pre-existing foreign debt. 

In such a system, during a transition (caused, say, bya shock in the 
productivity parameter z), agents have to learn about the future value of 
traded-goods output for two reasons: to estimate their own future 
productivity (if there is an externality) and to estimate the future proceeds 
from the sale of non-traded output. We ass urne that agents are aware of 
this link between aggregate demand, the relative prke of non-tradables 
and 'traded goods wealth'. Consequently, the learning procedure we 
sketched in this section for the one-good model is a central element of the 
scheme that generates wealth perceptions (and therefore, consumption 
decisions) in the framework with two goods. 

In the two-goods setting, spending on non-traded goods is a function of 
perceived wealth; production of good N and the relative prke of this good 
(that is, the inverse of the real exchange rate) would move together with 
thc changes in wealth. Consumption cycles would then be associated 
with fluctuations in the real exchange rate and the production of non­
tradables. Expectations biased towards pessimism (to change the 
example) would be associated with an 'excessively high' real exchange 
rate and a too-Iow production in non-traded-goods sectors. 

4 Notes on credit fluctuations 

The analysis of the previous section has concentrated on the expectations 
and decisions of producers-consumers. The credit market was represented 
simply through the exogenous interest rate, at which every agent could 
lend or borrow without restrktion. In the model, debts were always repaid 
in fuB, and market participants planned on the basis of that assumption. 
The interest rate varied only with 'world conditions' (kept under the cetens 
paribus assumption), independently of the behaviour of the economy to 
be modeBed. Thus the volume of lending accommodated 'passively' the 
shifts in demand, and the state of expectations had no effect on the terms 
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on which credit was supplied. Frustrated expectations led agents to revise 
their plans, and therefore brought ab out unforeseen adjustments in 
spending, but they did not cause any specific disturbance in financial 
markets. 

No doubt that representation left out of the analysis important features 
of business fluctuations. The behaviour of credit markets is especially 
relevant for the types of cyde we are studying, wh ich are driven by 
changing perceptions about the future performance of the economy: the 
expectations of lenders and the consequent movements in credit 
conditions dearly should matter in determining the movements in 
aggregate demand. More specifically, in the episodes mentioned in 
Section 2, one of the most prominent elements was the 'easing' of credit 
terms during the expansions (or, at least, during a good part of these 
phases), while contractions were associated with abrupt credit crunches 
and, sometimes, with big disturbances in financial markets. 

Interest in modelling 'credit cydes' has revived in recent years.9 This 
has placed in focus on ce more the interaction between real activity and 
financial conditions. While debtors may default on their obligations, 
changes in the size of collaterals and current cash-flows influence the 
ability of agents to finance spending and production. In this connection, 
we want to emphasize two simple points. First, credit terms depend on the 
anticipated magnitude of the future income of borrowers (or, what is 
equivalent for these purposes, the expected value of collaterals). Thus the 
supply of credit will be predicated on the beliefs of potential lenders 
regarding the evolution of income; such beliefs are derived from the 
learning performed by the agents. Second, lenders are particularly 
concerned about their debtors' income in 'bad states' (in which they 
default), while borrowers determine their demand for credit looking at 
expected income in the 'no-default' region; this asymmetry has potential 
consequences for the link between interest rates and real activity. 

A well-developed analysis of credit and real markets would require the 
bringing together of the analysis of intertemporal choices on production, 
consumption, borrowing and lending over a more-or-Iess long horizon. 
This appears to be quite complicated. For this reason, at this point we shall 
use a very simple framework that is not fully integrated with the one 
presented in the previous section, but is useful in any case to illustrate the 
connections between output expectations, the supply of credit and the 
volume of spending. 

The setup is quite standard (see Hodgman (1960), Jaffee and Stiglitz 
(1990». We follow the usual practice in restricting the horizon to two 
periods. Given the aim of the exercise, it will be enough to consider a 
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consumption loan model. lO The demand for credit is generated by 
individuals endowed with exogenous flows of the single good in each 
period. 11 Output in period 1 is perfectly observed be fore decisions are 
taken, while future output is not known with certainty. Therefore, lenders 
and borrowers must make conjectures about output in period 2. Both 
parts of a credit transaction may differ regarding the probability 
distribution that they assurne for the future income of the borrower. 12 

However, once realized, the income of every individual in period 2 
becomes public information.13 We also suppose that the economy is 
smalI, and faces a parametric 'riskless interest rate' determined abroad. 

Financial assets consist of bonds with a fixed interest rate in terms of the 
single good. If there are different types of borrower distinguished by some 
observable features, financial contracts can be written so as to discrimi­
nate between the types. We do not allow the existence of assets explicitly 
contingent on the borrower's income. However, in the case on which we 
will concentrate the analysis - two possible values for future income, in 
one of which there is default - the 'escape dause' of the contract operates 
like a contingency provision. 

We suppose that there is a mass of risk-neutral potentiallenders, so that, 
for every loan contract, the expected return equals the riskless 'world' 
return. Repayment of the loan takes place as follows. The consumption 
level of a borrower in period 2 cannot fall below a minimum value, f. If 
actual income net of minimum consumption exceeds the contractual 
amount to be repaid, the lender receives the full value of the contract. 
Otherwise, the lender can appropriate the whole of income net of 
minimum consumption (that is, partial default is allowed). 

We consider the case in which there are two states ('good' and 'bad') in 
period 2; in the good state output is y, and y in the bad state. Let p be the 
probability of the good state; b the size of aloan made in period 1; r the 
contractual interest rate; and 1'" the world interest rate. At this point, we 
shall assurne that (trom the point of view of the lender), p, t, and y are 
independent of r. If there are different types of borrower, they are assumed 
to be perfectly distinguishable, so that there are no adverse selection 
effects a la Stiglitz and Weiss (1981). 

The lender must expect a net return equal to the world interest rate. 
There are three regions. In the first, the amount borrowed is sufficiently 
small so that there is full repayment even in the bad state. This is true if 
y - f > b(l + r*). Then the interest rate is simply r*, because there is no 
default risk (if the borrower is assimilated to the country, there is zero 
spread attributable to 'country risk'). When the size of the loan exceeds 
the limit stated above, there is partial default in the bad state, and the 
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interest rate rises with the amount borrowed, to account for that hazard. 
There is an upper limit b, if b > b, b(l + 1'*) is larger than the expected 
income of the borrower net of minimum consumption. Then, at no 
interest rate can the lender anticipate recovering the opportunity <:.ost of 
funds. Therefore, lending is restricted so that it will not exceed b. The 
arbitrage conditions then imply: 

r = r* (a) if b(l + r*) < ~I - e 

b(l + r*) = p1b(1 + r) + (1 - pl)(~1 - f) (b) ifyl - e::: b(l + r*) ::: b(l + r*) 

b(1 + r*) = p'(yl - e) + (1 - p')(yl - f) (e) 

(6.9) 

These equations determine the supply schedule for loans of a given 'type' 
(that is, for given attributes of the borrower as perceived by the lender). In 
the previous expression, the supra-indices attached to so me variables 
indicate that they represent expectations formed by the lender. It is easy to 
see, but still worthy of note, that the arbitrage conditions in Equation (6.9) 
generate a supply of funds schedule that is independent of the value of 
income in the 'good state', when borrowing is not restricted. The value of ji 
(as perceived by the lenders) does h~ve an effect on the supply of loans, by 
changing the siz~ of the credit limit b, but it has no influence on the supply 
schedule below b. Inside the region in which there is a chance of defauIt, 
credit conditions (determined by the interest rate for a given loan size) 
depend only on the perceptions that lenders have about the income in the 
bad state: an improvement (say) in the expectations that lenders have of 
the 'worst case scenario' may lead to a sharp fall in the relevant interest rate 
even though agents have not revised by much their forecast of future 
income for the case in which the economy 'performs weil'. 

We consider now the problem of the individual consumer. This 
individual faces the interest rate, r, corresponding to his/her 'risk type'. In 
order to concentrate on the cases more relevant to the macroeconomic 
problems we are concerned with, we shall assume that current income is 
sufficiently low that the individual plans to be a borrower, and that his/her 
demand for loans is such that s/he would default on his/her debts in the 
event that the bad state occurred in period 2 (implying that consumption in 
that state would be f., independently of the amount borrowed), but she 
would repay the loan in fuIl in the good state. Then, the consumer 
maximizes expected utility, which is given by: 

(6.10) 
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This implies: 

U'(yl + b) - ßi(l + r)u'(Y - b(l + r» = 0 (6.11) 

Given that consumption in the bad state is fixed, as long as the consumer 
stays in the region where there is default in such state, the demand for 
credit is independent of t By contrast, borrowing depends on y. This 
result has a correspondence with the one obtained for the supply of funds: 
if there is a given probability of default, the supply of credit depends on 
the level of income in the bad state, as seen by lenders, while the demand 
schedule varies with the perception that borrowers have of the value of 
income in the good state. On the other hand, it is ciear that the demand 
for credit depends negativelyon the probability of the good state (keeping 
the interest rate constant), since a higher p increases the expected 
repayment. 14 

The supply and demand schedules derived from Equations (6.9) and 
(6.11) imply the following responses of market outcomes to changes in 
the variables considered as exogenous in this exercise: 

• Naturally, an increase in current income (keeping expectations fixed) 
lowers the demand for credit. This results in a fall in the amount 
borrowed and a lower interest rate. If the increase in Yl is sufficiently 
large, it can eliminate the defauit risk. 

• A higher value of l:: (perceived by lenders) increases the volume of 
credit, by lowering the interest rate. 

• An increase in y (anticipated by borrowers) also increases the volume of 
loans, but causes the interest rate to rise. This resuit, together with the 
previous one, indicates that, while optimism about income prospects 
has a positive effect on consumption and borrowing, the behaviour of 
interest rates can be quite different depending on the perceptions of 
agents on both sides of the credit market, and according to whether the 
change in expectations refers to an increase in the income to be 
generated if 'things go wrong' or to the outcome if 'all goes weIl'. 

• A high er probability of the good state raises the supply of credit (and 
enlarges the credit limit), and reduces the demand at a given interest 
rate. The interest rate falls. 

• A lower world interest rate ciearly reduces the quoted rate and raises the 
volume of credit. 

This very simple analysis can be extended in several ways. One of them 
would be to allow for the existence of asymmetrie information about the 
probability distribution of individual in comes, in such a way that some 
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agents face credit rationing. Lifting the assumption that the time horizon 
is only two periods long would open up several interesting possibilities, by 
incorporating the possibility of 'flexibility preference' effects, and by 
making the current decisions of borrowers depend on their forecasts of the 
future supply of credit. Also, there is no doubt that limiting the analysis to 
consumption loans is much too restrictive. Clearly, changes in credit 
conditions are transmitted to a large extent through the financing of 
investment and production; these effects make output depend directly on 
the expectations of lenders (see Kaufman (1996), Agenor and Aizenman 
(1997)). 

At any rate, the results shown so far, elementary as they are, can be used 
to analyze some financial mechanisms in the context of business 
fluctuations. The channels through wh ich expectations act on current 
spending will generally depend on how individuals perceive the 
probability distribution of future incomes. Although (for a given 'world 
interest rate') forecasts about the future wealth of borrowers determine 
both the supply and the demand for credit, there are conditions in which 
the 'financial sector' would appear to initiate a movement in spending, 
and cases where movements in the volume of lending would seem to 
res pond to shifts in borrowers' attitudes. Changes in expectations about 
the level of income to be obtained in a 'bad' economic state would 
trans mit their effects mainly through the supply of credit: the decisions of 
financial asset holders would then play an 'active role' in the determina­
tion of aggregate expenditure. 15 

This channel may be particularly significant, for example, in economies 
that stabilize after undergoing extreme instability: it seems likely that 
agents would remain at first quite uncertain about growth prospects, but 
change their perception of the 'worst case' scenario as economic 
conditions improve. Then the first reaction to be observed would be a 
sharp easing of the terms of credit, to which spending would respond. 16 

The rise in domestic expenditure would come mainly from an induced 
effect of the expansion in credit supply. If, later on, the economy starts 
showing signs of astronger trend in output, expectations about growth in 
the good state would be revised, leading to a rise in credit demand at given 
interest rates. In those circumstances, domestic spending would expand, 
while the interest rate may either rise or fall (depending, in particular, on 
whether the new expected growth path is associated with higher or lower 
variance of income). If there happens to be an overshooting of 
expectations (or, more generally, if for some reason there is a downward 
shift in expected future income), the way in wh ich the adjustment takes 
place when agents revise their forecasts would vary according to whether 
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it is the borrowers or lenders who start changing their minds about the 
growth potential, and according to whether the news to which the agents 
are responding modify the perceptions about the features of the 'best case 
scenario', or those of the 'bad state'. If this last case applies, the 
adjustment would start with a credit contraction. 

5 Discussion 

We have tried to build elements of an analytical framework that may help 
to understand some classes of large-amplitude cyclical movements, such 
as those that have been observed in Latin America in recent years, and 
were described briefly in an earlier section. Indeed, these fluctuations (or 
aspects of them) have been interpreted in different ways. In particular, 
several authors (for example, Maia and Ortiz (1995), Roldos (1995), Uribe 
(1997» have developed models in which increases in aggregate demand, 
coupled with real appreciations and trade deficits, are rationalized as 
equilibrium responses to correctly perceived improvements in economic 
prospects. Another related group of arguments focuses on the incomplete 
credibility of policies: if agents expect that an exchange-rate based 
disinflation will be short-lived, they may plan to change the time profile 
of consumption, with an increase during the period in which the inflation 
tax is low, and a (pre-programmed) contraction when the unsustainable 
programme is abandoned and inflation rises again (see Calvo (1986), 
Kiguel and Liviatan (1992), Talvi (1995), Mendoza and Uribe (1996». 

Clearly, various patterns of movements in spending and relative prices 
can be obtained in perfect foresight models according to the impulse 
(present or future) acting on the system (see Heymann (1994». These 
patterns include as possibilities fluctuations in aggregate demand and the 
real exchange rate. In addition, some variables may show sudden changes 
(for example, an abrupt fall in foreign reserves just before a devaluation, as 
in Krugman (1979». But, in such models, the plans of agents are never 
disturbed. 17 In particular, the recession, if and when it comes, is part of a 
spending and production programme that agents have knowingly chosen 
from the start. 

The perfect foresight models have shown that many economic 
configurations can emerge as a consequence of accurate expectations. 
However, this does not imply that all such configurations must be 
predicated on correct judgements; rather, those arguments can be taken as 
indicating that it may be hard to distinguish good from bad forecasts (so 
people may act on the basis of misperceptions without being able to 
realize it simply by observing the state of the economy). The fact that 
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so me set of future events may validate current plans does not mean that 
expectations are correct.18 In the perfect foresight arguments based on 
lack of credibility of stabilization, for example, (eventually) successful 
programmes should not be associated with consumption cycles. But 
sometimes they are. 

In any case, sharp recessions like those mentioned in section 2 seem 
difficult to reconcile with the absence of expectational errors. In fact, these 
contractions have not generally been interpreted as well-anticipated 
episodes. Recent literature has modelIed crises as sunspot phenomena, 
that is, as events resulting from the co-ordination of individual expecta­
tions on the basis of some random shock that is not part of the economy's 
fundamentals (see Calvo and Mendoza (1996), Cole and Kehoe (1996), 
Sachs et al. (1996». Although the sunspot models can rationalize the 
sudden drop in the demand for domestic financial assets that is usually 
observed in crises, the question naturally arises about how agents come to 
co-ordinate their expectations on a certain (more or less arbitrary) variable. 
In addition, the arguments do not specify whether one should assurne that 
the co-ordination of expectations takes place 'spontaneously', without 
prior notice, once the shock that triggers the crisis has been observed, or 
whether agents have all the time been incorporating the (objective) 
probability of the particular shock (and the consequent run) into their 
plans. The second scenario does not appear too plausible; in the case of the 
first one, individuals would have misperceived the economy's behaviour 
by not taking precautions against the likelihood of a crisis. 

An important set of literature has emphasized the influence of the 
movements in international interest rates on the recent fluctuations in 
Latin America (see Calvo et al. (1993». It seems clear that changes in 
international credit markets had a strong effect in directing financial 
resources towards certain countries during some periods, and away from 
them at other times. In addition, perceptions of the creditworthiness of 
highly indebted economies may depend significantly on the level of 
world rates. Better terms of foreign financing, of course, induce increases 
in spending; in particular, the stock adjustment in household durables 
may generate wide swings in consumption expenditure. At the same time, 
it is not possible to analyze the effects of the changes in international 
interest rates without considering the behaviour of the demand for credit, 
and therefore also the income expectations of the domestic agents. 
Additionally, the effects of shifts in world rates would depend on whether 
they have been buHt into expectations:19 the accuracy of wealth 
perceptions depends on whether future flows are properly discounted or 
not. 
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Our argument does not deny the role of international credit conditions, 
or the existence of contagion effects in financial disturbances. However, 
international impulses can only account for part of the cydical behaviour 
(since different economies have performed quite differently for given 
international conditions), and phenomena such as crises and bank runs 
do not come 'out of the blue' (see Kaminsky and Reinhart (1996»: while 
such events need not be triggered by large changes in opinions about 
fundamentals, astate of scepticism about those fundamentals seems a 
necessary condition for them to happen.zo The analysis we have 
presented here does not deal with all the aspects of the previously 
referred cydical episodes: in particular, we have not studied the specific 
features of the 'crisis' periods. But the discussion in Section 2 indicated 
that there was indeed ample room for very large revisions in perceived 
permanent incomes. In turn (as was argued in Section 4), revisions of 
beliefs about the future performance of an economy can produce 
substantial changes in the terms on which its residents can obtain credit. 
It does not seem far-fetched to ass urne that changing expectations about 
future real growth and relative prices contributed to the fluctuations in 
spending in those cases. 

In our framework, people may reasonably believe that an economic 
expansion is 'sustainable' while it is driven in part by inconsistent 
expectations, or symmetrically, they can underestimate growth prospects 
and therefore spend below their real possibilities. If mistakes are being 
made, they will be discovered only over time (and possibly, a not-too­
short period of time). The potential for errors need not derive from the 
lack of sophistication of agents, but rather from the difficulties inherent in 
understanding the pro ces ses that drive the variables of interest. Similar 
difficulties apply to the analyst. Therefore, one cannot easily predict the 
cydical evolution: if prediction were simple, it would in fact contradict 
the argument. However, this does not make the argument lack content. 
Rather, the (quite commonplace) point that sometimes the signals that 
the economy delivers need not have a dear-cut interpretation indicates 
that it may be wrong to rule out errors on the part of agents on pure a 
priori grounds - and it gives actual meaning to the learning that the 
analyst conducts. 

Policymakers acting in an economic transition of some sort must decide 
on the basis of their judgement about how the economy will perform; 
this, in turn, implies determining a view of how private agents form their 
expectations (see Greenspan (1997), also Bomfirn (1996». The problem 
arises even when policies have very specific objectives (or are bound by 
some rule to aim for them): for example, fiscal authorities whose only 
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concern is to 'balance the books' over a certain time period have to forecast 
future revenues; this means that they must try to identify the economy's 
trend, and attempt to find out whether or not the current evolution 
conforms to that trend. This will require 'choosing a mode of analysis', 
probably from among several alternatives. The choice will not necessarily be 
optimal; that cannot be known in advance. But a choice is made, 
nevertheless (as is the case with private agents when they define their 
plans), and it will have macroeconomic effects. It seems therefore reasonable 
that policies recognize this fact, taking into account both their own 
uncertainties and those confronting private agents. 

Notes 
1 The per capital GDP in dollar terms has shown very large movements (after 

correcting for US inflation): it reached almost $14000 (in 1996 prices) in 1980, fell 
to $5700 two years later, and was only $3500 atthe end of the decade (during the 
hyperinflationary period); in 1994, it exceeded $8000. Of course, these figures 
simply result from applying the current exchange rates to the nominal value of 
GDP; they do not necessarily reflect 'sustainable' levels of income. But this is 
precisely the problem that agents face in these fluctuations: they observe that 
their income has a certain purchasing power over traded goods (which can be 
quitedifferentfromwhatitwassometimebefore),andmustdecidewhether it can 
be extrapolated into the future. The significance of the movements in 'dollar 
in comes' (and, more generally, in wealth perceptions) in thecontextof Argentine 
cycles is analyzed in Heymann (1983, 1984). For a discussion of the late 1970s/ 
early 1980s episode, see also Dornbusch and Oe Pablo (1989). 

2 The trend rate for the two previous decades (1955-74) has been estimated at 
1 per cent per year (Hanson and Oe Melo (1985». 

3 It has been argued that wealth effects were significant during this period: 'The 
land and real estate boom led to the perception of a permanent increase in wealth' 
(Hanson and Oe Melo (1985». 

4 This simplification implies that the analysis leaves aside precautionary savings 
behaviour, and flexibility preference effects. In the initial stages of a transition, it 
is likely that agents will recognize that their forecasts are uncertain, and will 
therefore choose to delay commitments until they can form more reliable 
expectations. For the sake of simplicity, we concentrate he re on how agents may 
make 'point projections' of their future income, and on the effects of such 
projections on market behaviour. 

5 In equation (6.2) (t Wit) indicates the level of wealth of individual i in 
period t, as perceived by that individual in that period; r denotes the interest 
rate. 

6 We use this formulation as a straightforward way to represent the (common­
sense) assumption that the opportunities of a given agent depend on the 
aggregate performance of the economy. The influence of total output on 
individual production may derive from technology or from other effects such as 
'thickmarket' externalities (see Howitt and McAffee (1992». 

7 We have used this property to solve the optimization problem (6.2)-(6.6). The first 
order conditions for this problem define a non-linear difference equation. We 
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obtained approximate solutions numerically as the roots of a system of 
equations, assuming that the steady state is reached after 40 steps. 

8 lt may be noted that, if one makes the learning start with a set of parameters 
such that the final level of output and the speed of convergence match those 
of the actual perfect foresight path, this path is almost exactly reproduced 
under iterations of the learning model: successive observations validate the 
initial parameters. This means that the learning algorithm applied to the 
function specified in Equation (6.7) does not 'generate errors by itself'. 

9 See, for example, Bernanke and Gertler (1989), Greenwald and Stiglitz (1993), 
Lamont (1995), Kiyotaki and Moore (1997). The traditionalliterature on the 
cydical behaviour of credit markets is vast and extremely varied (themes from 
this literature are reconsidered from different perspectives in Leijonhufvud 
(1968) and Minsky (1975». The argument (common to the several lines of 
analysis despite their wide differences) that financial fluctuations (and, a 
fortiori, 'financial crises') originate from biases or inconsistencies in expecta­
tions separates that traditional body of literature from much of the recent one. 

10 Our main purpose here is to study credit conditions faced by private agents. 
We assurne that loan contracts can be enforced (provided the borrower has 
enough resources to fulfil his/her obligations). We leave aside the particular 
problems associated with 'sovereign debt'. 

11 The exercise starts with no outstanding debt. It would be simple to indude a 
predeterrnined amount of 'inherited' assets (liabilities) due in period 1: in this 
case, for the purpose of determining the size of borrowing in period 1, the 
analogue for period 1 'income' would be the flow endowment plus (minus) 
the value of those assets (liabilities). 

12 The possibility of different conjectures indudes as a special case that of 
asymmetric information, but is not restricted to that case, since agents need 
not interpret the same set of data equally. 

13 This rules out, for the sake of simplicity, the existence of monitoring costs and, 
hence, of agency problems as in Bernanke and Gertier (1989). 

14 lt may be interesting to note that, if the instantaneous utility is logarithmic, 
consumption in period 1 would be given by: 

(6.12) 

The expression is analogous to that which applies under perfect foresight: 
consumption is proportional to a measure of wealth, with a coefficient that 
depends on the rate of time preference. Here, 'wealth' is defined in such a way 
that the present value of future income would be represented by income in the 
good state, discounted at the quoted interest rate. The intuition is that, given 
that the agent has chosen to borrow in the range in which there is default in 
period 2 if the bad state occurs, s/he effectively 'does not own', his/her income 
in that state (consumption will be f irrespective of y); in the good state, the 
relevant interest rate is r, because the debt will be wholly repaid. Also, it can be 
seen that the probability of the good state operates like a variable that shifts 
the rate of time preference: the agent acts as if the 'rate of impatience' was 
higher the lower is pi . 
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IS Our discussion here has dealt with credit markets without considering 
financial intermediaries. This is clearly an important omission. McKinnon 
and Pill (1997) discuss an 'overborrowing syndrome' focusing on the 
expectations formed by banks. In that paper, intermediaries can make exact 
predictions, while the public misreads the economy's signals by attributing an 
increase in the willingness to lend by banks to an improvement in 
fundamentals rather than correctly interpreting that the banks respond to a 
disincentive generated by deposit guarantees. In our analysis, there need not 
be an asymmetry in the capacity to make forecasts. 

16 The shift in the supply of credit would be manifested in lower interest rates for 
given risk types, and probably also in the inclusion as potential borrowers of 
agents that were previously 'redlined'. It may be noted that, if this last effect is 
important, there can be an increase in the observed rate of default, a rise in the 
measures of interest rate differentials among different groups of borrowers, 
and perhaps even an increase in the average level of quoted interest rates, 
although the overall credit risk in the economy has shrunk, since presumably 
borrowers who were rationed out of the market will now have access to loans 
at comparatively high interest rates and will show relatively large probabilities 
of default. 

17 Except for 'unexpected shocks' to which agents have been attributing zero 
probability, and will (it is implicit in the argument) again consider as practical 
impossibilities once they have absorbed the 'news' of one such event. 

18 Moreover, the multiplicity of possible perfect-foresight interpretations of the 
changes in same economic variables also pases problems, since each specific 
model has different implications for the future path of the system: should an 
individual conclude that a rise in current aggregate consumption signals 
future inflation (as in the credibility-based arguments), or should s/he 
anticipate a higher total output? In addition, that same multiplicity goes 
against the often heard statement that introducing misperceptions into a 
model means that 'anything can be rationalized', and that this is not the case 
under the rational expectations assumption. When one is analyzing a certain 
episode (without knowing the future), a perfect foresight argument that 
rationalizes observed behaviour on the basis of expectations of some future 
event simply postulates that this event will in fact happen: one avoids a 
discussion about how the beliefs of agents may have been formed, and about 
whether the evolution of the system is likely to confirm those beliefs. 

19 In this regard, it seems convenient to distinguish clearly between external, 
and 'exogenous' changes. In a rational expectations model, changes in the 
international interest rate should not qualify automatically as shocks: if the 
hypothesis is taken at face value, agents would form their expectations using a 
model that encompasses the 'systematic components' of the relevant variables 
belonging to foreign economies. 

20 In some models, 'bad' equilibria exist in some economic configurations, and 
not in others. For example, Sachs et al. (1996) argue that balance-of-payments 
crises are possible for sufficiently low levels of the ratio of foreign reserves to 
the liabilities of the financial system. However, the value of this coefficient 
does not by itself determine the probability of a crisis. One could find cases 
where, say, a fall in the reserves/M2 coefficient may be interpreted as 'good', 
rat her than 'bad' news; consider, for instance, a situation where the public has 
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(correctIy) more optimistic views about credit risks, and shifts its demand from 
base money to deposits. 
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Comment 
Pier Luigi Sacco 
University of Bologna, Italy 

1 Discussion 

The main message behind the Heymann-Kaufman-Sanguinetti chapter 
(henceforth HKS) is that, even in a relatively simple theoretical frame­
work, 'complex' adjustment to external shocks may occur, giving rise to a 
somewhat typical pattern under the form of a credit/spending cyde. At 
the heart of such complexity are the cognitive limitations of economic 
agents in tracing perturbations back to their roots and in taking 
immediately the most appropriate counteractions. In particular, HKS 
focus on the effect of a single, isolated shock. However, once one realizes 
that extern al shocks are sei dom really isolated, the essential question 
becomes: how can we take account of agents' tentative reactions to 
perturbation processes with a realistic degree of complexity? 

This is, of course, a very old theme in the history of economic analysis. 
The idea of a credit/spending cyde driven by agents' misperceptions is at 
least as old as Marshall (1879, 1887) - see also Delli Gatti and Gallegati 
(1992). Marshall's dynamic mechanism is based on the self-fulfilling 
character of price expectations that pump up profit expectations in the 
expansionary phase of the cyde, thereby boosting credit and spending, 
into an excessive credit exposition that forces credit contraction and a 
subsequent deflation process. In MarshalI, as in HKS, the crucial point is 
that the reaction to the extern al shock caused by individual perceptions 
and decisions moves in the 'wrong' direction, thus eventually exacerbat­
ing adjustment costs. This basic mechanism has undergone countless 
variations in the history of business fluctuations theory (see, for example, 
Screpanti and Zamagni (1995) for a short review). Looking at agents' 
misperceptions, and more generally at bounded rationality as a primary 
source of business fluctuations, is a constant concern of economic 
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theorists, running across and beyond the new classical macroeconomics 
revolution (see, for example, Leijonhufvud (1993), Minford (1997». 

Why, then, should economic agents do wrong in the first place? An 
answer to this question amounts to embedding it in the more general 
theoretical framework of learning processes. Although massive, recent 
research on learning iS, however, still in its infancy and cannot provide 
illuminating, all-encompassing arguments in this respect. We must 
therefore base our reasoning on small amounts of non-systematic 
theoretical and empirical knowledge regarding the complexities of 
learning and of its effects on aggregate macroeconomic phenomena. 

Once we take the issue seriously, we cannot but realize that HKS are 
making a first stab at a quite far-reaching line of research, and that the 
complex patterns of adjustment they illustrate in their model seem to be 
among the least paradoxical: after all, in the HKS model, eventual 
convergence to the 'fundamental' equilibrium is reached. Farmer (1995) 
surveys a large literature focused on the idea that macroeconomic 
equilibria themselves (and not only convergence processes) may be 
basicallyexpectations-driven. Kurz (1997) goes on to deny any theoretical 
dignity to the very notion of 'objective' structural knowledge, upon wh ich 
aB rational expectations models are built to some degree, to argue that 
economic fluctuations are entirely endogenous and that individual beliefs 
may only be constrained by internal consistency conditions, and that 
volatility may be the normal state of things even for efficient economic 
systems (see also Leijonhufvud (1997». The consequence is that, at a very 
basic theoretical level, it is enough that agents believe that the data­
generating process they have to learn about is non-stationary for the 
resulting economic system to be completely non-stationary: the percep­
tion of dynamic complexity turns out to be self-fulfilling for economic 
agents with reasonable computational and cognitive constraints. 

Indeed, it is the very idea of a reasonably articulated economic policy 
that provides enough room for economic agents to expect substantial 
complexity, if not perpetual change, in their economic environment: as 
shown by Kurz's 'operation al' learning models, actual learning requires 
relatively long sequences of data generated by a stable underlying 
structure to achieve regularity and reliability of individual inferences, 
and policy shocks are in fact meant to change the underlying structure to 
some degree. This should not, however, induce theorists to think of policy 
shocks in entirely negative terms. One can certainly find, as has been done 
by, for example, Sargent (1986), paradigmatic examples in the history of 
economic policies in which policymakers tied their hands with easy-to­
understand, credible pre-commitments to fixed policy rules obtaining 
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huge stabilizing effects on a previously chaotic economy. On the other 
hand, it is hard to maintain that such a recipe should work in general (see, 
for example, Heymann and Leijonhufvud (1995»: it is perhaps more 
sensible to aim at a policy design planned in the light of the dynamic 
complexity of the pattern of adjustment of the economy, rather than in 
spite of (or against) it. Unless we constrain the decision-makers to reason 
in equilibrium terms by choosing objective functions that reflect 
preference for stability, and unless we constrain interaction among agents 
to occur under restrictive equilibrium conditions as in the Walrasian 
tätonnement process, we must expect that the system dynamic will spend 
most of its time away from equilibrium (see Aoki (1996»: the correct 
benchmark for policy design and evaluation must have a substantial 
dynamic nature (see Saari (1996) for a radical point ofview). 

Given these premises, it is dear that, in perspective, a satisfactory 
modelling of the bounded rationality of agents will have to go beyond 
the statement of a fixed, 'mechanical' learning rule. Although boundedly 
rational, the cognitive mechanisms of agents can be complex and 
sophisticated. A dear case in point is the importance of analogical 
reasoning for boundedly rational inferences, an aspect that is empha­
sized, for example, in case-based decision theory (see Gilboa and 
Schmeidler (1995, 1997». Agents' categorization of events is important 
for business fluctuations. If their past experience, and thus their mental 
framework of cases, is focused mainly on 'bad' states, agents will, say, 
tend to be pessimistic when they are called upon to interpret' ambiguous' 
situations where data show dear signs neither of recovery nor of 
stagnation of the economic system; similarly, they could be very 
optimistic when facing an evidence of recovery that would be interpreted 
more cautiously by agents with a less biased background of experience, 
and so on. Categorization and framing effects are therefore likely to be 
quite relevant in explaining those 'inertia', 'euphoria' or 'panic' 
phenomena that are outstanding entries in the list of stylized facts 
behind business-cyde theories. 

But analogical reasoning (just to stick to this one among the many 'hot 
lines' of research in bounded rationality) is difficult to grasp by means of 
traditional modelling approaches. Here comes, then, a new generation of 
models building on more flexible, self-adjusting dasses of adaptive 
algorithms that can perform sophisticated inferences such as those of 
analogical reasoning and many more: neural networks (see, for example, 
Hertz et al. (1991), Sargent (1993» and genetic algorithms (see, for 
example, Mitchell (1996), Bullard and Duffy (1998». This is not the place 
for an extensive review of these new techniques, but it is relatively easy to 
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conjecture that they will playa growing role in the coming research on 
bounded rationality in macroeconomic settings. 

Our previous considerations suggest that we are witnessing a major 
point of departure from the established modelling practice about 
business-cyde fluctuations, and that the HKS model has a place in this 
innovative stream of research. We have reason to expect that this research 
will eventually discard new-dassical-style 'equilibrium' reasoning in 
terms of an objective 'true' model of the economy, in favour of a more 
general approach that contemplates a variety of competing models, and 
thus of competing patterns of adjustment, each of wh ich may become 
self-fulfilling und er suitable, and possibly complex, conditiollS, only to 
become eventually self-defeating as agents learn enough to anticipate it 
systematically: in this view, one should never expect in principle the 
'same' reaction from the economic system to the 'same' policies in 
'similar' conditions. But this is far from being a frustrating state of things 
for economic policy: as argued by Bowden (1991), a sophisticated-enough 
policymaker could exploit it to his/her own advantage. 

Wh at we perceive as the economy's law of motion is, then, the self­
organizing outcome of the interaction among individual subjective 
models and beliefs. In Aoki's (1996) 'field' model, for instance, agents 
endowed with different models talk to each other and tend to adopt 
models that induce the most rewarding actions, given the status quo. The 
actuallaw of motion will then depend on how the distribution of models 
(and of the corresponding individual actions) evolves over time; it is then 
far from obvious that the 'best' models (whatever this may mean) will 
eventually emerge. In the next section we shall present, for illustrative 
purposes, a very simple, original model that describes these sorts of effects, 
making relatively little use of mathematical technicality. 

2 A simple model of the competition among economic models 

Consider a 'large economy' theoretical setting in which a continuum of 
agents have to choose an action x from a set X; the actual consequence of x 
depends on the realization of an external variable y (state of nature) from 
the set Y. To choose the most convenient action x as a function of y, each 
agent is endowed with a subjective economic model M; that uniquely 
prescribes some x given y: x = M;(y). Let q denote the distribution of the 
various subjective models across the population of agents; specifically, 
q;e [0, 1] is the share of agents adopting model i with ql + qz + q3 = 1. The 
payoff to an agent adopting model i will be given by n;(x, q). For 
simplicity, it will be written in separable form, as a product between an 
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idiosynchratie payoff coefficient 7f;(x) and a given function of q, s;(q), 
namely O;(x, q) = 7f;(x) s;(q). 

Consider, for simplicity, the case where only three alternative models 
are available and only three alternative states of nature y, y' and y" are 
possible. When y is observed, the three models MI, Mz M3 all disagree in 
the sense that they prescribe different actions Xl, XZI X3, yielding different 
payoff coefficients 7fI, 7fz, 7f3. When y' is observed, models 1 and 2 agree, 
yielding the same payoff coefficient 7f t = 7f z' whereas model 3 prescribes a 
different action yielding a different payoff coefficient 7f3. Finally, when y" 
is observed, models 2 and 3 agree, yielding the same payoff coefficient, 
rr'z = rr'~ whereas modell prescribes a different action, yielding 7f'{. 

Assume now that the dynamies of adoption of the various models 
across the economy are as follows: models whieh turn out to be relatively 
more rewarding given the current pattern of adoption are chosen by an 
increasing proportion of the agents, and the reverse for models that are 
relatively less rewarding. This assumption may be described in evolu­
tionary game-theoretic terms by generic payoff-monotonie selection 
dynamies (see, for example, Weibull (1995», and specifically by the so­
called replicator dynamies that prescribe that shares q; evolve proportio­
nately to the difference between the model's performance and the average 
social performance given by the weighted average of the performances of 
the available models (where weights are given by their actual shares in the 
population). In other words, according to the replicator dynamies, models 
become more popular, the more they do 'better than average', and 
conversely. In mathematieal terms, we have dq;/dt= q;[O; - 0 *], ; = 1,2,3, 
where d denotes a derivative and 0* is the average social performance ql 
01 + qz Oz + q3 03· 

If we focus on the co-ordination scenario in wh ich the function s;(q) is 
such that the payoff of a given model is increasing in the share of adopters 
of that model, and in the share of agents adopting models that agree with 
it at the given observed state of nature, one can write 0 I = 7f1 (ql - qz - q3)P 
+ 7ft (ql + qz - q3)P' + rr'{ (ql - qz - q3)P", and similarly for 0Zl 03, where pis 
the probability of y, p' is the probability of y' and P" of y", with P + p' + P" 
= 1. It is then relatively easy to check that, under the replicator dynamics, 
a multi-stable pattern emerges such that, if one starts 'dose enough' to the 
equilibrium where all agents adopt model ;, this model will eventually 
prevail. The ultimate success of a given model then depends essentially on 
initial conditions; that is, on how models are originally distributed across 
the population. One can show that the size of the basins of attraction of 
the three models is determined by the position of the interior stationary 
equilibrium q* in the unit simplex; the further away q* from the 
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equilibrium in which model i prevails, the larger the basin of attraction of 
model i. Spedfically, in the equi-probable case p = p' = P", model 2 has the 
largest basin of attraction in that it is the one that is more likely to agree 
with some other model, exploiting the synergetic effect of the agreement: 
remember that, in co-ordination contexts, reward is proportional to the 
amount of co-ordination. The size of the basins of the various models may 
be modified in intuitive ways acting on the probabilities of the states of 
nature and on payoff coeffidents. 

The above result suggests that, in the simple framework of our 
'minimal' description of the economy, the actual model that prevails 
depends essentiallyon the sodal pattern of opinionsi that is, on how 
many agents agree on each spedfic model, and on the relative positioning 
of the models (that is, on how 'dose' they are to each other in the space of 
available actions for economic agents), without any reference to any 
underlying 'objective' level of knowledge. 

The implications of this sodal dynamic of models for macroeconomic 
adjustment issues are easy to imagine: think, for example, of the riyal 
models as different views of the impact of public debt-financed 
government spending on individual wealth prospects (as a function of 
general macroeconomic conditions y). Depending on which view is 
prevailing across the economy, the macroeconomic effect of the policy 
shock as mediated by agents' perceptions and consequent actions will be 
quite different. Rather than being a positive theoretical endeavour, 
however, our argument is, of course, only a thought-provoking example 
that will, one hopes, stimulate further research along the lines discussed 
in this comment. 
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Comment 
lean-Luc Gaffard 
University of Nice Sophia-Antipolis, France 

Referring to Hicks's Value and Capital, Plosser (1989, p. 53) asserts that it is 
logically impossible to attribute an important portion of fluctuations to 
market faHure without an understanding of all the sorts of fluctuations 
that would be observed in the absence of the hypothesized market faHure. 
The view adopted by Heymann, Kaufman and Sanguinetti (HKS) in their 
chapter is, dearly, the opposite of this. In fact, they consider that there 
exist two distinct lines of reasoning: a standard line that is adapted to the 
analysis of smooth changes which do not lead the economy far from the 
steady statei and another that is better suited to the analysis of specific 
episodes characterized by strong changes in fundamentals. In the latter 
case, misperceptions about the future outcomes of current plans are 
considered as the real source of business fluctuations. 

The contribution of this work towards a new analytical approach to 
business cydes, and its limitations, makes it possible to stress the 
analytical issues that economists interested in understanding business 
cydes should tackle in the future. 

Day (1993) contrasted two kinds of dynamics: adapted equilibrium 
dynamics and adaptive evolutionary dynamics. The equilibrium ap­
proach focuses on the way economies work when agents are adapted 
optimally to their environment and react optimally to any shock. At the 
opposite extreme, the adaptive evolutionary approach focuses on 'the 
characterization of the way economies work when they work out of 
equilibrium' (Day (1993, p. 21)). 

The HKS approach does not belong to the first dass of models. But it 
does not really belong to the second either. It is onlya step in the direction 
of buHding an adaptive approach. We intend to discuss this point to bring 
to light what such an approach should be. The so-called adaptive 
evolutionary dynamics should be an analysis that does not consist in 
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adding restrictions (rigidities) to an equilibrium framework (Lucas (1980». 
It calls for the building up of a completely new framework capable of 
taking into account all the elements of equilibrium processes. 

The departure from equilibrium dynamics leads to 'algorithmic 
representation of both decision rules and learning procedures (including 
expectations formation)' (Leijonhufvud (1993, p. 5». This is the kind of 
representation of decision processes that HKS propose to substitute for the 
standard optimizing behaviour. Misperceptions, expectations and learn­
ing mechanisms determine the profile of the evolution. 

The first implication of focusing on sequentially articulated strategies 
should be that markets can no longer be represented as auction or bidding 
games in the sense that instantaneous price adjustments allow the 
markets themselves to clear systematically. Yet, in the HKS model, 
misperceptions do not prevent the market from clearing. The transition al 
increase in consumption spending causes a trade deficit associated with 
an increasing extern al debt. The only information that individuals 
process is the gap between the unknown steady-state output and the 
current output. Now, because the individuals' perceptions are not 
accurate, prices should fail to clear markets. Disequilibria should come 
to the surface through the appearance of stocks, wh ich should be the 
relevant information to be processed by the agents. 

An adaptive approach has a financial aspect. This point comes to light 
clearly in the HKS analysis. Changes in the perception of future income 
by lenders and borrowers are shown to be the significant channel 
through wh ich spending is (over)stimulated. However, the main effect 
of misperceptions and changes in credit conditions is that the structure 
of production is no longer in line with the intertemporal plans of 
consumers. Analyzing such a situation requires the building of a theory 
of production which, in Hicks's words, is really 'in time'. As a matter of 
fact, the effective evolution of the economy does not depend only on 
the cognitive abilities of decision-makers but also on the complexity of 
the phenomenon of production. Misperceptions lead to wrong 
decisions. And wrong decisions result in new constraints which 
determine the range for future decisions. HKS's modelling does not 
consider such a sequence. Adjustment costs cannot stand for the real, 
irreversible effects of wrong decisiollS. As a consequence, the only effect 
of misperceptions is to delay the adjustment to a steady state that is 
determined exogenously. Indeed, mistakes are embodied in the level of 
foreign debt, but no feedback effects of an increasing foreign debt are 
brought to light. Therefore, the introduction of misperceptions turns 
out to be a simple way of replicating some stylized facts with a model, 
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the stationary point of which is an intertemporal equilibrium. A better 
understanding of the role of misperceptions would require an 
appreciation of the importance of the time lag in building new 
productive capacity if the length of the construction phase not only 
involves additional costs but also has an effect on the final configura­
tion of that productive capa city - that is, on the fundamentals wh ich 
define the new steady state. Within this perspective, the analytical 
issues become substantially more complicated, but it is possible to deal 
with them by making use of a neo-Austrian type of model (Hicks (1973), 
Amendola and Gaffard (1998». 

Finally, an adaptive approach has some implications for economic 
policy. The HKS paper sets the debate 'Discretion versus Rules in 
economic policy' in a particular perspective. On the one hand, it leads 
implicitly to consider that economic policy must not consist of 
interventions that result in further shocks that aggravate misperceptions. 
On the other hand, it underlines the necessity for policymakers to carry 
out appropriate actions. Wh at is true is that policy interventions must be 
consistent with the behaviour of individual agents. This had led 
Heymann and Leijonhufvud (1995) to talk of 'Rules and Discretion' 
instead of 'Rules versus Discretion'. For that, it would be necessary to go 
deeply into the foundations of economic policy. First of all, by definition, 
out of equilibrium there is no given configuration of the economy to be 
used as a benchmark for intervention. This makes the difference between 
an out-of-equilibrium approach and the so-called neoclassical synthesis. 
Moreover, out-of-equilibrium authorities do not possess complete 
information, and they do not possess it at the right moment. As a 
consequence, a policy of fine-tuning is not possible. And a policy that 
would result in adding new shocks to the existing other ones must be 
rejected. Economic policy should be aimed at solving co-ordination 
problems. This implies that policy interventions must be consistent with 
the expectations of individual agents. Any surprise must be avoided, and a 
gradual approach is required for any intervention. 

By and large, the task assigned by Plosser to the economists has been 
carried out. We now have to put on our research agenda the task of going 
back to the disequilibrium analysis of business cycles. This is one of the 
messages implicitly delivered by HKS. Indeed, it must be clear that the task 
of building a compiete out-of-equilibrium framework is a very difficult 
one. When pursued extensively it will lead to models of great complexity 
and variety. As Hicks put it, 'the "equilibrium" forces are (relatively) 
dependable; the "disequilibrium" forces are much Iess dependable', and 
he added: 'we can invent rules for their working, and cakulate the 
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behaviour of the resulting model i but such calculations are of illustrative 
value only' (Hicks (1985, p. 87». 
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7 
Monetary Poliey and the 
Maeroeeonomies of 'Soft' Growth 
/ean-Paul Fitoussi 
Institut d' Etudes Politiques de Paris, France 

After the Second World War, European construction and the fulfilment of 
the national economic policy objectives of European Economic Commu­
nity (EEC) countries formed a virtuous cirde: the pursuit of policy 
objectives was facilitated by European construction, and the latter was 
greatly helped by the achievement of both fun employment and rapid 
growth. The EEC was a means to the ultimate ends of economic activity; 
that is, rising standards of living in a cohesive society that could ofter an 
its members a job and an opportunity for progress. The question 'Why 
Europe?' had such a self-evident answer that it was not even raised. 

With the 1990s, the context dearly changed dramatically. Fun 
employment and growth and the European construction seem to be 
unrelated, if not conflicting, objectives. Building Europe seems to require 
structurany restrictive polides in a context of mass unemployment, low 
inflation and slow growth. People's expectations are no longer for rising 
standards of living, but for decreasing sodal protection within the 
framework of a leaner welfare state. Europe is no longer seen as the road to 
prosperity, the means for faster economic growth, but rather an end in 
itself, whatever sacrifices it might require of the citizenry. It may weIl be 
that this radical change has some rationale in the wake of the 
globalization of markets and the resulting intensification of competition, 
but this is not really explained, and people are still waiting for some 
explanation of why policies should be so restrictive in a context where 
inflation is no longer a credible threat. It mayaiso be that the next steps in 
the building of Europe require a bigger investment, and hence some 
sacrifice of current consumption whose fruits will appear. But the 
sacrifices seem so unevenly distributed that there is now a widespread 
feeling that there will be permanent losers, and quite a large number of 
them. 

215 



216 Monetary and Financial Instability 

One could argue that this problem is a classieal problem in economic 
policy: if European construction becomes an independent objective, in its 
own right, then each single country will have one more objective than 
instruments to reach them. This will normally lead to policy dilemmas, 
whieh will be solved only when European construction (that is, monetary 
union) is achieved. In the interim, some other policy objective must be 
given up - say, growth - and if the remaining instruments are not adapted 
to the new, lower rate of growth consistent with European construction, 
this will lead to mounting disequilibria in public finances. 

Ex post, it is now argued that the origin of the slump in Europe lies in the 
past activism of the European states, which is now crystallized in 
mounting public debts, huge budget deficits and high taxation. The 
'eurosclerosis' explanation - whieh had already been invoked at the 
beginning of the 1980s - is rejuvenated, with, this time, public finance 
being the main suspect. Hence, the Maastrieht criteria have had the merit 
of highlighting the impotence to which this evolution has led, and by 
now each government is convinced that it has to cut public expenditure 
enough to allow both a reduction in deficits and a decrease in taxes. Even 
if the debate about the causes of high interest rates is far from concluded, 
governments everywhere in Europe take as gospel the contention that the 
main cause of high interest rates is public debt. 

It takes only a modicum of historical sensitivity, however, to see that 
alternative explanations are available, especially in periods of disinflation. 
That both short- and long-term real interest rates were at historieally high 
levels in almost all countries in the early part of the 1930s is also an 
inescapable fact. And by now, no one would argue that this reflected 
insufficient saving: it has always been hard to prove the existence of 
excess demand in periods of declining inflation rates. If the supply-side 
recommendations of Robert Mundell - use restrictive monetary poliey to 
fight inflation and expansionary budgetary policy to reduce unemploy­
ment - were implemented, however, such an outcome would be possible. 
(But in Europe something is lacking for one to argue that the same 
constellation prevails, namely a sufficient rate of growth in both output 
and employment.) 

Of course, it is also possible to refer to structural factors to explain both 
slow growth and rising unemployment in a context of excess demand: in 
the presence of adverse supply shocks, wage inflexibility may lead to an 
increase in the 'natural rate of unemployment', a decrease in profitability 
and thus, through a permanent decrease in the investment ratio, to a 
lower rate of potential growth. A process of this kind was surely at work in 
the late 1970s and early 1980s, when oil shocks led to an increase in 
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Figure 7.1 Wage share in Europe, the USA and Japan 

labour's share in national ineome throughout Europe. But sinee then this 
foeus has been more than neutralized: the real price of oil has declined 
sharply - it is at the time of writing below its first-oil-shoek level - and, 
perhaps more importantly, the share of wages has everywhere declined to 
weIl below that of the 1960s. Thus the wage share is now 8 points lower 
than in 1975, but strikingly, more than 5 points below the average value 
for the 1960s. It is hard, indeed, to make sense of the assumption of real 
wage rigidity to explain unemployment in a eontext where the share of 
profit is inereasing. 

There is no question that monetary policy sinee the end of the 1980s 
has been very restrictive, but the question of whether fiseal poliey was too 
expansionary remains open. Of course, it is not easy to measure the 
tightness of fiseal policies and henee to give a definitive evaluation of 
the eourse of fiseal poliey. There is no agreement among eeonomists on 
the best way to measure potential growth, and henee struetural deficits. 
But whatever inerease there may have been around the turn of the 1990s, 
it has not prevented growth from slowing down and inflation from 
deeeierating: five records were aehieved in the 1990s: the highest level of 
unemployment in Europe sinee the Seeond World War; the lowest 
average rate of growth for a five-year period sinee the war; the lowest 
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inflation rate and wage share sinee 1961; and the highest real short-term 
interest rate in the post-war period. 

It is thus diffieult to sustain the claim that fiseal poliey was unduly 
expansionary; it appears obvious that the overall poliey mix was 
restrictive: whatever the laxity of fiseal poliey, it was not enough to offset 
the restrietiveness of monetary poliey. In a situation where the exeess 
saving of the private sector more than eompensates for the dissaving of 
the publie sector, it is hard to maintain that the eause of abnormally high 
interest rates lies only in the mounting publie debt. 

1 Macroeconomic policies in Europe since the second oil 
shock 

1.1 1979-87: a restrictive, but time-eonsistent poliey-mix 

The second oil shoek happened at a time when, whatever the eriteria 
chosen, inflation was areal evil. For the EIS, the rate was 9.1 per cent in 
1978. Moreover, even if for some count ries unemployment was already a 
threat - having risen steadily since 1973 - it was, by late 1990s standards, 
very low, 4.9 per cent of the European labour force. It was clear that the 
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European countries had not yet absorbed the first oil shock. Besides, the 
course of macroeconomic policies was very expansionary: the short-term 
real rate of interest was negative in many countries; for the EIS averaged 
1.2 per cent. But fiscal policy was also lax, as the structural deficit 
(measured by the OECD) was high: 4.0 per cent of GDP. 

In such a context, it is easy to understand why the fight against inflation 
became a priority throughout Europe. All over the world, monetary policy 
became very restrictive, first under the leadership of the USA - which may 
explain, at least partially, the appreciation of the dollar in the first half of 
the 1980s, and from 1986 onwards, under European leadership. Real 
short-term interest rates have been consistently higher in the EIS than in 
the USA. 

Germany has to be singled out as a case apart. First, at the onset of the 
second oil shock, it had both a very low inflation rate (2.7 per cent in 
1978) and very low unemployment (3.1 per cent in the same year). It was 
the only country to have achieved a decrease in its unemployment rate. It 
had, of course, experienced an increase in the budget deficit foHowing the 
episode of the 'locomotive' in 1978, but it was certainly in a better shape 
than any other European country. When the European Monetary System 
(EMS) was created (March 1979), it was obvious that Germany would be 
the leader of European monetary policy, as it had already achieved what 
was being targeted by the other countries. And it is worth emphasizing 
that, through the EMS, the fight against inflation has been less costly than 
it would otherwise have been, the other countries benefiting from the 
additional credibility because their currencies have the Deutsche Mark 
(DM) as anchor. This was thus the right strategy, since German nominal 
and real short-term interest rates remained lower than the US rates until 
1988. In retrospect, it was a co-operative strategy. Each country in Europe 
was buying something it needed at a cheaper rate. Most were achieving 
disinflation, at a cost in terms of employment but a lower one (at least 
politicaHy) than would have been the case if they had had to fight 
inflation individually. On the other hand, Germany was benefiting from 
the competitive advantage of its structurally lower inflation rate, while the 
rules of the EMS did not allow the other countries to devalue to 
compensate fuHy for inflation differentials. Thus Germany benefited in 
terms of employment and a current account surplus from an under­
valuation of its currency. The other countries of the EMS accelerated their 
disinflation thanks to an overvaluation. This co-operative game was aH 
the more necessary in that, for all European countries, the inflationary 
consequences of the second oil shock were amplified by the enormous real 
appreciation of the dollar during the first half of the 1980s. 
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This may explain why, in Europe, a restrictive monetary policy has not 
been even partially offset by an expansionary fiscal policy, as it has been in 
the USA. When the fight against 'real' inflation was raging, Feldstein (1986) 
blamed European unemployment on fiscal austerity: the shrinkage of public 
services and public-sector capital expenditure, and the maintenance of tax 
rates at pre-slump highs. The European austerity was often contrasted with 
the activist budget deficits run elsewhere: the USA and, earlier, Japan, in 
particular were in the red. With hindsight, we may now claim that fiscal 
policy in Europe was mildly restrictive until198 7. For the E 15, the structural 
budget deficit as measured by the OECO declined between 1979 and 1987, 
from 5.1 per cent to 3.7 per cent of GOP. This evolution is all the more 
remarkable as it was paralleled by a steady increase in debt service, since 
actual interest payments by general govemment increased by more than 
2 per cent of GOP for the EIS. Hence, for the whole of Europe, the primary 
structural deficit had been reduced by more than 5 points of GOP, which 
means that by 1987, and continuing until the end of the decade, the 
structural primary budget was substantially in surplus. 

Of course, if we consider development, country by country, the picture 
is varied, Germany being the country whose fiscal austerity was the most 
severe, but in Spain and Italy it would be difficult to even speak of 
austerity. But, on the whole, the proposition that fiscal policies in 
European countries ranged from highly restrictive to, at most, neutral 
holds during the 1980s. 
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Figure 7.4 Actual budget deficits in Europe 

In a nutshell, during most of the 1980s the policy mix in Europe was 
very restrictive - as it combined an increase in real interest rates of about 
300-400 basis points and a reduction in structural deficits - but time­
consistent, as monetary and fiscal policy were not in conflict with each 
other. Macroeconomic policy was, to say the least, not directed against 
unemployment, because it was busy elsewhere, attempting (successfully) 
to reduce inflation. Thus it should come as no surprise that, untilI986-7, 
unemployment was rising, approaching 10 per cent for the EIS. 

We may summarize this phase of European development by two 
propositions: 

• Decentralized monetary union has a deflationary bias, of which the 
unemployment rate may be a systemic measure (Fitoussi and Flandreau 
(1994», the reason being that union members have to align their 
policies to be consistent with the preferences of the most inflation­
averse country. This was how the EMS functioned. 

• But during this first period under review, one could argue that this 
deflationary bias was exactly the aim of most European countries. 
Indeed, all the countries in the world were looking for the least costly 
means of achieving a sizeable reduction in inflation. For Europe, the 
EMS was thus a convenient device. 
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1.2 1987-90: the years of recovery - was the inflation-threat an 
illusion? 

Continuing to look at Europe as if it were a single country, it appears that 
the recovery of output begins in 1986, the year of the oil counter-shock. 
Of course, chronology is a matter of convention and it may be argued that 
Europe was in 1986 already in the upward phase of a cyele, since the rate 
of growth was higher than in 1982-3. But unemployment was still rising 
and the process was rather one of soft growth - that is, below potential, and 
did not show any acceleration untill986. For the EIS, growth peaked in 
1988 and then decelerated steadily, turning negative in 1993. By 1990, 
one could argue that the rate of growth far the EIS was still above 
potential. Indeed, according to OECO calculations, the output gap (the 
difference between actual GOP and potential GOP) was positive for 
Europe between 1988 and 1991, showing a surplus of 1.2 per cent as late 
as 1991 (hard as it is to believe that a group of countries, the EIS, growing 
at an average rate of 1.5 per cent, were characterized by a positive output 
gap). 

On the eve of the counter-shock, the battle against inflation was almost, 
but not quite, won. Far the EIS, the inflation rate was at its lowest level 
since 1971 (5.8 per cent), in constant deceleration from 13.2 per cent in 
1980. This pattern was common to most European countries, with, as 
always, Germany achieving the lowest inflation (1.8 per cent) in 1985. In 
this context, the sharp fall in the price of oil, amplified by the depreciation 
of the dollar, gave a strong supplementary disinflationary impulse: in 
1985-6, the EIS inflation rate fell by about two percentage points, with 
the German rate becoming negative. Care inflation did not, of course, 
decrease that much: the implicit GOP deflatar in 1986 was only half a 
point lower than in 1985. 

But this sharp movement of the measured inflation rate would later lead 
to what may be called 'the European inflation illusion'. It was obvious that 
the contribution of the oil counter-shock to the disinflationary process 
would make people realize that inflation could return. And by 1988, 
indeed, the rate of inflation began to increase again for the EIS, reaching 
5.6 per cent in 1991. This picture obviously changes greatly if we measure 
the acceleration of inflation taking 1985 or 1986-7 as our starting point. 
Table 7.1 gives the measures of the increase of the rates of inflation for the 
EIS and each country in Europe. 

Three conelusions emerge from this comparison: 

(i) The rate of inflation in 1991 was below its 1985 levelfar Europe as a 
whole, and for the great majority of the countries; 
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Table 7.1 Increase in the rate of inflation during the recovery period 

1985-91 1986-91 1987-91 

E15 -1.0 +2.4 +2.8 
Austria +0.1 +1.6 +1.9 
Belgium -1.7 +1.9 +1.7 
Denmark -2.3 -1.3 -1.6 
Finland -1.5 +0.7 +0.9 
France -2.7 +0.5 +0.1 
Germany +1.4 +3.7 +3.4 
Greece +0.2 -3.5 +3.1 
Ireland -2.3 -0.7 0.0 
Italy -2.9 +0.5 +1.5 
Luxemburg -1.0 +2.8 +3.1 
Netherlands +1.6 +3.7 +4.3 
Portugal -8.4 -0.8 +1.5 
Spain -1.9 -2.9 +0.6 
Sweden +1.9 +5.1 +5.1 
UK -0.2 +2.5 +1.8 
USA +0.6 +2.3 -0.5 
Japan +1.2 +2.6 +3.2 

Source: EC. 
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Table 7.2 Impact of the oil counter-shock 

1985 1986 1987 1988 1989 1990 1991 

Impact on average inflation -1.2 -1.2 -0.8 -0.6 -0.5 -0.5 
rate in Europe 
E 15 inflation rate corrected 6.1 4.9 4.5 4.5 5.8 6.3 5.6 
for effect of oil counter-shock 
German inflation rate 2.2 1.1 1.4 2.1 3.4 3.2 4.1 
corrected 

SOllrces: Mimosa OFCE and EC. 

(ii) Taking 1987 as the starting year, the increase appears to be very 
modest fm the vast majmity of the countries as weil as for the EIS; 
and 

(iii) The only notable exceptions to this general picture are Germany and 
the Netherlands. In Germany, the rate of inflation was not only weIl 
above its 1987 level (by 3.4 points) but also perceptibly higher than 
in 1985 level (by 1.4 points). 

We have simulated the disinflationary impact of the oi! counter-shock 
for Europe as a whole using MIMOSA, the multinational model of 
Observatoire Franc;ais des Conjonctures Economiques (OFCE). It is then 
easy to calculate wh at the rate of inflation would have been without this 
shock. The result is given in Table 7.2, wh ich shows that the disinflation 
process continued at least until 1988 for Europe as a whole, apparently 
ceasing in 1989-90. But taking into account the weight of Germany, and 
bearing Table 7.1 in mind, it may be safe to argue that the 'return' of 
inflation was a German phenomenon. One should add that it was not in 
fact areturn, but rather the reflection of a new, historical shock, Europe­
specific this time: German reunification. Figure 7.6, comparing the 
average rate of inflation in different subperiods from 1981 to 1997 fm the 
EIS and for Germany, makes this point abundantly clear. 

Hence one could hardly speak of a threat of inflation fm Europe as a 
whole. Indeed, in 1992-3, while the German inflation rate rose to unusual 
levels (in 1992, it was just 1.3 points lower than wh at it had been at the 
1981 peak immediately foIlowing the second oil shock), the EIS inflation 
rate continued to decrease. 

At best, one could characterize this period as one of normal, very 
modest fluctuations in the inflation rate brought about by a large 
fluctuation in the rate of growth, as the latter had alm ost doubled in many 
countries. The puzzle is how such a large movement in output could have 
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been consistent with such a small variation in inflation. At the end of the 
1960s, for example, a proportionately similar fluctuation in the rate of 
growth had been accompanied by a much larger change in the rate of 
inflation. The answer probably lies in the unemployment that has marked 
Europe since the mid-1980s; that is, the ample degree of slack in the 
labour market. 

A question naturally arises: did this small increase in the rate of inflation 
justify so severe a move in monetary poliey? Between 1986 and 1990, the 
real short-term interest rate (using the GDP deflator) rose by 280 basis 
points for the EIS, and by 380 basis points in Germany. If we choose the 
ePI as a measure, the rise appears to be less dramatic, but still important. 
Besides, the average level of the real short-term interest rates was much 
higher in the period 1986-90 than in 1981-5. In fact, the acceleration in 
interest rates began in 1988-9 and las ted until 1992. 

Two other factors about monetary policy may be emphasized before 
studying its consequences. From 1985 to 1995, the real short-term interest 
rate was consistently higher in Europe than in the USA. The same holds 
for the 1989-94 period for German comparative rates. Second (and more 
importantly?) between 1989 and 1993, real short-term interest rates were 
consistently higher than long-term ones for the EIS. This was clearly not 
the case for the USA. 
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All these faets seem to indicate that monetary poliey was the prime 
mover in the proeess that led Europe into a situation of slow growth. This 
interpretation is all the more plausible in that the struetural deficits of 
European countries deereased until 1989, one year after monetary policy 
had become very restrictive. Indeed, in 1989, the OECD-eomputed 
struetural budget deficit for Europe as a wh oie reaehed its lowest level 
sinee the second oi! shoek despite the huge rise in real short-term interest 
rates (wh ich, based on the CPI, averaged 5.2 per eent between 1986 and 
1989, about two points higher than in the first half of the 1980s). 

1.3 The reeession of the 1990s and after 

We may interpret the preeeding episode in two ways. One emphasizes the 
weight of the fear of inflation on the conduet of monetary policy: in many 
ways the belief in the return of inflation at the end of the 1980s was 
illusory, but the European eountries, having paid sueh a high priee to 
vanquish inflation, did not want to take any risks. The second emphasizes 
the mismanagement of the EMS at the turn of the 1990s. What is clear by 
now is that inflation was not at all an illusion for Germany. The German 
eeonomy was clearly overheated, but this was not the ease with the other 
countries. Given the EMS maehinery, however, there was no way to avoid 
adopting German monetary poliey. The rest followed inevitably: in 1990, 
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European GDP growth began to decelerate - in virtually all European 
countries - but this deceleration did not bring any relief on the real 
interest rate front. The reasons are readily understood: both the inflation 
rate and the growth rate continued to increase in Germany, but not so in 
other countries. German growth was as high as 5.7 per cent in 1990, and 
5 per cent in 1991. At the same time, inflation went from 2.8 per cent in 
1990 and 3.8 per cent in 1991 to a peak of 4.8 per centin 1992, and stayed 
as high as 4 per cent in 1993; 1992 and 1993 were the only years since 
1961 in which German inflation was above the European average. The 
result is striking: the critical gap between the real short-term interest rate 
and the growth rate was negative in 1990 and around zero in 1991 in 
Germany, compared with 3.9 per cent for the EIS. The situation was even 
worse for some of the major European countries. 

In 1990, this critical gap was 5.0,3.9 and 8.9 points for France, Italyand 
the UK, respectively. This reminds one of a trivial fact: one should not give 
the same monetary medicine to a country that is suffering from fever as to 
one with anaemia. 

It is not clear whether it is the threat of inflation that led to the 
mismanagement of the EMS, or whether the latter was justified after the 
fact by the former. But wh at the sheer facts make incontrovertible is that 
there was mismanagement. Otherwise it would be hard to explain why 
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real interest rates should increase at a time of dedining inflation and 
growth. 

More importantly, though, having a very restrictive fiscal policy as weIl 
would be hard to justify. Public deficits and unemployment were 
increasing because of a misconceived monetary policy that at the very 
least aggravated, if it did not cause, the slowdown of growth. lt was dear 
that the extent of the slowdown was unexpected, as was the rise in real 
interest rates necessary to preserve the existing parities within the EMS. 
What government would be strong enough to add to the pains of the 
populace by announcing huge cuts in public expenditure, or major 
increases in taxes? Quite the reverse - governments would try to alleviate 
the pain, at least to some degree. Confronted by Europe's biggest 
employment contraction since the Second World War, they would not 
only let the system's buHt-in stabilizers work, but where possible increased 
social expenditure. 

This is exactly what happened. Budget deficits deepened because there 
was no way out: fiscal policy had to bear the burden of adjustment in 
countries where this was possible. In other countries, such an option was 
simply not available, because the critical gap had reached values unseen 
since the 1930s: 7.8 percentage points for Italy, for example, where the 
deficit was already about 10 per cent of GDP. These countries had no 
choice but to change their monetary policy. Indeed 'the foreign exchange 
market' constrained them to do so. 

There is some truth in the contention that European governments 
should have taken advantage of the resumption of growth at the end of 
the 1980s to reduce their structural deficits more willingly. Had they done 
so, the problem would now be less acute. But this contention misses an 
important point. There was no way of preventing the increase in the 
structural deficit in Germany, because this increase was the consequence 
of a country-specific shock - a truly autonomous, historical shock -
indeed, a magnificent one: the reunification of a nation. Hence, there is 
something wrong in dealing with the increase in net public borrowing in 
Germany as if it were a structural problem: the country was investing in a 
very rewarding project - German reunification - whose long-term rate of 
return would certainly prove to be high. It was therefore perfectly rational 
to borrow to finance such an investment. In some sense, it is 
inappropriate to deal with what is a profitable investment - which had 
to be public in view of its collective impact and its externalities - as if it 
were an increase in the nation's structural deficit. That there is a 
discontinuity in the time series of 'structural deficits' at the very moment 
when this investment begins should therefore not come as a surprise. The 
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Figure 7.11 Structural deficits in Europe and Germany 

maeroeeonomie nature of the ealculation misses an important point: 
something eompletely new had oecurred - a kind of regime shitt - whose 
qualitative nature eannot be eaptured in a quantitative measurement. 

Just looking at the figures, it appears that the inerease in struetural 
deficits beginning in 1990 is mainly the eonsequenee of what happened 
in Germany; between 1989 and 1991, the German struetural deficit 
inereased by 4.5 points of GDP, while for Europe as a whole it inereased by 
2.4 points. At the risk of belabouring the point, one may add that, in the 
same years, gross fixed eapital formation inereased by 3 points in 
Germany and deereased slightly in Europe. In 1995, Germany was the 
only large country in Europe (and in the world) whose rate of investment 
was higher (by more than 2 points of GDP) than in 1987. For Europe as a 
whole it was a bit less than a point lower; for Franee, 1.7 points; for Italy 
and the UK, 2.8 points. 

But whatever eonfidenee one has in the measurement of struetural 
deficits when something essentially new happens - and as the foregoing 
diseussion indieates, our own eonfidenee is very low - the evolution of 
the net borrowing position of European governments during this period 
means that the mismanagement of the EMS led to a eompletely 
mi staken, and unsustainable, poliey mix in Europe. The policy mix 
was time-ineonsistent, in sueh a way that it eould have lead to the 
paradoxical monetary arithmetic deseribed by Sargent and Wallaee 
(1981): an over-restrictive monetary poliey may generate inflationary 
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expeetations, beeause it implies slower growth and therefore a huge 
inerease in the publie deficit. 

The story begins with a sizeable inerease in real short-term interest rates 
in Europe at a time when there was no dear sign of acceleration of 
inflation, if we take full aeeount of the effeet of the oil eounter-shoek. (In 
1989, the share of wages in the EIS was 2 points lower than it was in 
1985.) The slowdown in growth to which it led did have an impact on the 
eydieal deficits at a time when it was diffieuit for governments 
deliberately to reduee the struetural deficits in view of the inerease in 
unemployment. This situation should have set some eorreetive meehan­
isms in motion: a deerease in the real rate of interest eaused by the 
slaekening in demand for money implied by the slowdown in aetivity, 
and thus areal depreeiation of most European eurreneies. The first 
eorreetive meehanism would have rejuvenated internat demandi and the 
seeond, exports. But none of these effeets was allowed into play. Instead, 
real interest rates eontinued to rise preeisely to prevent eurreney 
depreciation. 

There was only one eountry for wh ich this poliey mix was right -
namely, Germany: the boom in investment, private and publie, and the 
'real' inflationary pressure brought about by German reunifieation 
should have led the DM to appreciate vis-a-vis all other eurreneies. The 
German poliey mix was similar to that of the USA at the beginning of 
the 1980s, apart from two points: first, restrietive monetary poliey and 
expansionary budgetary poliey were truly simultaneous, whereas in the 
USA they had been sequentialj and second, this poliey mix was not a 
deliberate ehoiee, as there was no other way to deal with the needs of 
German unifieation and the rebuilding of the eastern part of the 
eountry. Henee the DM should have appreciated strongly vis-a-vis the 
other European countries. 

Instead, the non-German members of the EMS were eaught in a trap: 
private demand eould only fall in view of the greater restrietiveness of 
monetary poliey, and there was no hope of aboost in foreign demand 
beeause of the real appreciation of their eurrencies. The only means of 
softening the hardship of the reeession was fiseal poliey. So there is no 
mystery in the simultaneous inerease in deficits and unemployment 
throughout Europe. 

But onee again, this poliey mix proved unsustainable: it led to the exit 
of some countries from the EMS in 1992, to a change in the system's rules 
in 1993, and to the worst reeession Europe has known sinee the Seeond 
World War. That, in a year of eeonomic eontraetion, 1993, the real short­
term interest rate was as high as 4.6 per cent for the EIS will eertainly 
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remain a curiosity in economic history. Figures 7.12 and 7.13, summariz­
ing the evolution of inflation, real interest rates and growth from 1981 to 
1996, give an idea of the violence of the recessive shock on all European 
countries apart from Germany. 
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By 1994, it was obvious that what was needed was a complete 
turnaround in the policy mix for the whole of Europe. Obvious, but 
difficult to get through the paraphernalia of the discourses on economic 
policy. Another inversion was, in effect, taking place in the minds of 
governments and technocrats: interest rates were held to be so high 
because of the large public deficits. First cut deficits by increasing taxes 
and/or decreasing expenditure, one will then be rewarded by a decrease in 
short-term interest rates at which one was aiming. This attitude has, if 
anything, delayed a much-needed change in economic policy: it is hard to 
get fiscal deficits down when interest rates are still considered to be too 
high. In fact, it took alm ost two years to get interest rates down, two years 
and a transitory (one hopes) interruption of what was expected to be a 
period of recovery. 

2 The European unemployment problem in the 1990s: the 
anatomy of soft growth 

The preceding section emphasized the role of monetary policy in Europe 
in building the 'stock problem' - mass unemployment and mounting 
public debts - in wh ich Europe became trapped. That does not mean that 
the rise of unemployment in Europe since the early 1980s can be blamed 
on demand factors alone, or that it had no structural roots. For one thing, 
demand-management policies may have structural consequencesi and for 
another, one can hardly refute the argument that the equilibrium rate of 
unemployment - call it the 'natural' rate or 'NAIRU' - has risen during this 
period. Hence some theoretical notes are in order. 

2.1 The unemployment problem: theoretical notes 

The various theories that seek to explain the unemployment problem may 
be interpreted as different diagnoses of a single iIIness. Each provides its 
own analysis of the rise of unemployment, and offers remedies that are 
related to the assumed nature of the disease. 

2.1.1 General equilibrium analysis 

In the framework of a general equiIibrium model wh ich describes a set of 
interdependent markets, nothing authorizes us to look for the origin of 
any disequilibrium in the market. The price vector may differ from its 
equilibrium level for a number of reasons, of which only a few may have 
to do with the malfunctioning of the labour market. It remains true that 
the sheer existence of involuntary unemployment implies that some 
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prices are 'false' in the Hicksian sense, but this does not imply that the 
price of labour has to adjust, or that it is the only price that should adjust. 

More often, the search for efficiency will lead to reallocation in several 
markets (Malinvaud (1977». Consider, for example, inefficiencies arising 
from asymmetric information or market incompleteness. In this ca se, 
equilibrium prices will generally not be efficient. For example, this may 
lead to a situation where real wages are high and some agents are 
unemployed. But this does not mean that high real wages 'cause' 
unemployment, because both variables are endogenous (Solow (1986». 
If, for example, prices and wages both exhibit downward rigidities, 
unemployment and high real wages may result from restrictions in the 
money supply. Indeed, it may weIl be argued that such a situation was 
probably responsible for the recent deterioration of employment 
prospects in Europe (Atkinson et al. (1994». 

More generally, the very nature of problems associated with informa­
tion asymmetries suggests that it is precisely in the markets assigned to co­
ordinate intertemporal decisions that rigidities and inefficiencies are most 
common. Equilibrium interest rates might not coincide with full 
employment, since investment decisions (which in turn determine labour 
demand by firms) are made on the basis of signals sent by these typically 
inefficient markets, it is only too natural to expect that they lead to 
distortions. As a result, the burden of adjustment will fall upon other 
markets. For example, a high rate of interest, by generating a reduction in 
profitability, will in turn produce a contraction of real wages if full 
employment is required. 

The basic insight was spelt out in Fitoussi and Phelps (1988). The Fitoussi­
Phelps monograph traced the slump in Europe in the 1980s to the rise of 
long-term rates of interest that were at historic highs from 1982 onwards. 
This increase was itself assumed to be the consequence of the change in the 
policy regime in the USA - a change in both monetary and fiscal policy. 

The theoretical models developed to study the effects of this change 
carry the implication that a rise in the real rate of interest causes firms to 
raise the supply price of output at a given level of wages - as in the case of 
an adverse supply shock. Each of these models focuses on a different effect 
of the real rate of interest, but all go in the same direction. Hence the 
supply-shock mechanism operating through different kinds of invest­
ment may be considered emblematic of a polymorphous collection of real 
interest-rate effects on unemployment. 

In effect, the demand for labour is a function of real wages (as in 
traditional approaches) and of the rate of interest that determines the 
price of the asset that firms seek to accumulate. Intuitively, this 
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corresponds to the 'customer' asset. If a firm expects an increase in the 
value of its customers, it will seek to expand its customer base (or 'stock') 
by lowering the selling price of its product vis-a-vis its competitors. This 
will produce an increase in its production and in its demand for labour. 

The capital market is the essential transmission mechanism, since asset 
prices are an inverse function of interest rates. High interest rates lower 
asset prices and thus reduce the demand for labour. This produces an 
increase in the equilibrium rate of involuntary unemployment. 

The reasoning may be put in terms of straightforward profit maximiza­
tion in an imperfectly competitive environment. In such a setting there is 
a trade-off between present profits and market shares (or, equivalently, 
between present and future profits), controlled by the real rate of interest. 
Hence desired mark-ups of individual firms are positively related to real 
interest rates. For an increase in the real interest rate to generate 
unemployment, some degree of wage rigidity or stickiness is required, 
otherwise the increased mark-ups of firms would be accommodated by a 
cut in real wages at the existing level of employment. 

If we accept such a theory, the policy conclusion is straightforward: in 
the presence of unemployment, the policy mix should never involve too 
expansionary a fiscal policy, nor too restrictive a monetary policy. This 
finding is quite important, espedally in view of the polides adopted in 
Europe during the 1980s, where typically neutral fiscal polides and very 
restrictive monetary polides prevailed. The situation deteriorated further 
following German reunification, since when the policy mix in Europe has 
been exactly the opposite of what was required: short-term real interest 
rates have been historically high, as have budget defidts. As a result, 
potential growth prospects have deteriorated and income inequalities 
have widened. 

In a nutshell, the foregoing reasoning has underscored the point that, 
in Europe, passive macroeconomic policies vis-a-vis unemployment (hut 
very active ones for monetary stability) have shifted the burden 
disproportionately to the labour market, to budget defidts, and hence 
the sodal protection system. Or, to put things differently, the symptom of 
the European problem has changed, but not the illness that generated it: 
until the beginning of the 1980s it was double-digit inflation; now it is 
double-digit unemployment and abnormally slow growth. A rate of 
growth persistently lower than its potential leads as a result to the 'good'­
increased competitiveness through disinflation, slowdown of imports 
through weak internal demand - but also to the 'bad' - increased 
unemployment, and fiscal and sodal defidts. If restrictive monetary 
policy is pursued nevertheless - and despite the fact that the effective rate 
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of inflation is below its target level - the only way out is to cut public and 
social expenditure. This is the route now being taken - if not in fact, at 
least verbally - by most European governments. Apparently, the fact that, 
when conducted simultaneously by all countries, this policy is at least in 
part self-defeating, does not dissuade most governments and interna­
tional organizations from advocating it. 

2.1.2 Partial equilibrium analysis 

Hands-off policies are seen as the only way to enhance flexibility in the 
labour market: too high a level of social protection has weakened 
incentives to work and at the same time driven up taxes and the cost of 
labour. In terms of modern analysis of the labour market, both the 
demand and the 'surrogate supply' of labour have shifted adversely - that 
is, to the left. Hence unemployment is stmctural, and the only solution is 
deregulation through a decrease in social protection. The increases in 
numbers of jobless and in social deficits are part and parcel of the same 
problem, but now the direction of the causality is not, as was argued 
before, from the former to the latter, but the reverse: from the extent of 
so ci al protection to the extent of unemployment. When it is pointed out 
to the advocates of a hands-off poliey that significant deregulation has 
already taken place in most European labour markets without any boost to 
employment, they answer that what matters is not deregulation per se, but 
rather relative deregulation. In their view, globalization has changed the 
mIes of the game, and if flexibility is badly needed it is to enhance 
competitiveness in the mature industrial count ries to cope with increased 
competition from the emerging economies. 

To put things bluntly, their answer amounts to saying that inequalities in 
industrialized countries, and especially in continental Europe, have not 
inereased enough to cope with globalization. Yet there is a puzzle in this 
answer, beeause the data are not as eonsistent as it would seem at first sight. 
To clarify this point, a comparison between Europe and the USA is in order, 
as Ameriea is held up as being paradigmatic of a free labour market. Two 
striking, very well-known facts emerge from this eomparison: 

(i) an astonishing parallelism in the evolution of the rate of inflation in 
the two countries sinee the start of the 1960s; and 

(ii) a clear divergenee in the evolution of the rate of unemployment 
from about 1975, mueh of the inerease in European unemployment 
occurring between 1975 and 1985. At the time of writing the rate of 
unemployment is at its 1963 level in the USA, and five times higher 
in Europe. 
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La cause est entendue: much, if not aU, of the increase in European 
unemployment is because of an increase in the NAIRU - that is, to a 
malfunctioning of the labour market. Otherwise, if the unemployment 
rate in Europe was above its natural level, disinflation would have been 
much more severe, and the European inflation rate would have diverged 
from the US rate. 

Usually, an increase in the natural rate of unemployment, when the 
economy is subject to an adverse supply shock, can always be traced to 
some kind of real wage rigidity. There foUows a profit squeeze, a fall in the 
rate of investment, and thus an increase in the equilibrium rate of 
unemployment. A process of this kind seems to have characterized Europe 
between the first oil shock and the beginning of the 1980s, since during 
this period the share of wages in national income rose. But since 1982 the 
process has been more than reversed (as we have already noted), the share 
of wages has decreased strongly and continues to do so, and as early as 
1984-5, it was already below its pre-first-oil-shock value. This has not been 
the case in the USA, where the wage share stayed roughly constant during 
that period. Clearly, something else is needed to make this type of 
explanation convincing. 

There is even a kind of recent laboratory experiment that contradicts 
the hypothesis of an increase in natural rate of unemployment, namely 
the case of the depreciating countries in Europe since 1992. If the natural 
rate thesis were valid, these countries would have enjoyed, at best, a 
temporary gain in competitiveness, because of the inflationary effect of 
depreciation through real wage rigidity. Gordon (1996) shows that the 
contrary has been true. He compares the performances of the depreciating 
countries in Europe (Italy, Portugal, Spain, Sweden and the Uni ted 
Kingdom) to those of the appreciating countries (Austria, Belgium, France, 
the Netherlands and Switzerland). Germany is excluded because the 
strong surge of inflation there until 1992 - see above - would have 
exaggerated the extent of disinflation in the period 1992-5, which is 
precisely the period of the experiment. Gordon's conclusions are 
straightforward: 'both groups of countries enjoyed an acceleration of 
nominal GDP growth, a deceleration of inflation, and thus an even greater 
acceleration of GDP growth. But there the similarities stop. The 
acceleration of nominal GDP growth in the depreciating countries 
exceeded that in the appreciating countries by 1.3 percentage points. 
Yet none of this was absorbed by inflation; inflation actually decelerated more in 
the depreciating countries than the appreciating countries. And as a result the 
acceleration of real GDP growth in the depreciating countries exceeded 
that in the appreciating countries by 1.7 percentage points' (Gordon 
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(1996, p. 34». This is dear evidence that the actual rate of unemployment 
is above its natural level, and that another explanation has to be found. 

The Fitoussi-Phelps hypothesis on the unemployment effect of the rise 
in real interest rates has also been tested recently against more 
conventional explanations, of which the preceding is a good example 
(de la Croix and Lubrano (1996». The authors condude that, effectively 
for the European countries they have studied, real interest rates and 
unemployment are co-integrated, the former causing the latter, while 
they found traces of another variable with comparable impact on the 
unemployment rate, induding the real wage. 

2.2 Anatomy of soft growth 

'So what?', one might respond to the foregoing argument. There are good 
reasons why interest rates are so high, such as the increase in public debts 
since the beginning of the 1980s. Everybody knows that high real interest 
rates are a bad thing, but financial markets are sovereign and there is Httle 
governments can do to escape from their tutelage. Central banks all over 
the world are just doing what is necessary to avoid the increase in long­
term interest rates that would follow a surge in inflationary expectations. 

To understand wh at is true and wh at is dubious in the above argument, 
we have to analyse the dynamics of slow growth. 

2.2.1 The changing balance of power 

It would be misleading to speak of a market as if it were a person capable of 
making decisions and imposing his or her tute lage on governments. The 
market is a method for allocating scarce resources, and when it is perfect 
the allocation is optimal. Financial markets, in particular, are seen as being 
efficient; that is, as leading to an optimal allocation of saving to 
investment opportunities. But we have already emphasized that these 
markets are assigned a practically impossible task: co-ordinating the 
intertemporal plans of economic agents. This means that most of the time 
they are out of equilibrium. In such a situation the short side of the market 
will dominate, and the long side will be rationed. At the time of writing 
there is strong evidence that financial markets are dominated by 
'creditors' - a generic term for those who possess the capital, or those 
who act on their account. In effect, financial deregulation and globaliza­
tion have multiplied the investment opportunities without multiplying 
the amount of loanable funds. So there is so me truth in the contention 
that, at the world level, there is a potential insufficiency of saving. 

Besides, deregulation has increased the liquidity of the market and, 
together with exchange rate flexibility, it allows the operators to follow 
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short-term strategies with long-term financial assets. What has increased 
is not only the degree of spatial mobility of capital, but also time mobility 
throughout the spectrum of maturities of financial assets. In a market in a 
permanent state of flux it is difficult to say what is causing what: is the 
long-term interest rate causing the short-term one, or vice versal As there 
is some evidence that money illusion determines, at least partially, the 
behaviour of real rates at higher maturities (see Atkinson et al. (1993» and 
that short-term interest rates strongly influence the determination of 
exchange rates, it seems that the potency of monetary policy has 
increased strongly since the beginning of the 1980s, and that it bears 
some responsibility for the huge increase of real interest rates, and hence 
in the change of the balance of power in capital markets. 

But this change in the balance of power in the financial markets will 
spread to other markets. Mass unemployment, in particular, is the sign 
that labour markets are dominated by firms; that is, that the demand for 
labour constitutes the short side of the market. Hence the bargaining 
position of wage-earners is weak. 

Domination of the 'creditors' in financial markets and of firms in the 
labour market are the main characteristic features of this time. They 
structure the future and lead to the mechanics of soft growth. By soft 
growth, we mean a situation where the rate of actual growth is persistently 
lower than its potential, hence a situation exists where unemployment is 
above its natural rate and exhibits a tendency to increase. 

2.2.2 The dynamics of sott growth 
'Creditors' and firms do not in reality share the same interests. The 
business sector should normally be a net debtor, so these two groups are 
rather in conflicting positions. But in this conflict the 'creditors' are 
winners from the outset, thanks to globalization and the enormous 
investment needs throughout the world. 

Hence firms will seek, as anormal strategy, to gain autonomy vis-a-vis 
financial markets by increasing their profit margins to self-finance their 
operations. In a world where long-term real interest rates are high, and 
short-term interest rates high and also volatile, it is better not to be 
indebted. Moreover, high real interest rates amount to a depreciation of 
the future. Hence profit margins must be widened, not only to re-establish 
profitability, as in conventional equilibrium theory, but also to reflect the 
fact that the future is more heavily discounted. This may explain why, 
particularly since the beginning of the 1980s, self -financing has been very 
high in many countries of Europe, in fact above 100 per cent. In France, in 
particular since 1992, the business sector, for the first time since the 
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Second World War, has had a net creditor position! What could happen, 
when those in charge of building the future (that is, of investing) become 
net lenders? 

The business sector can proceed globally to such an adaptation, and 
increase its profit margins (cash flow) only by economizing on both 
investment and labour. This leads unavoidably to unemployment - wages 
cannot have the flexibility that is assumed in a perfectly competitive 
market - and, with the help of the dynamics of unemployment, to wage 
moderation - that is, a situation where wages lag behind productivity. In 
other words, downsizing is a constraint on the behaviour of firms. Hence 
the social game becomes deeply unbalanced, because one of its players -
the workers - is too weak. The constant threat of unemployment makes 
their situation too precarious. 

This precariousness is contagious. It hurts first, and most importantly, 
unskilled labour but then spreads to the middle classes and sm all firms. 
The problem of small firms is precisely that they are small and have 
limited possibilities of shedding labour. They thus cannot avoid calling on 
the 'creditors'. But the banking system has little confidence in their ability 
to reimburse. Those who have !ittle collateral will thus be credit-rationed. 
Moreover, in the constellation of soft growth, asset prices have to fall, 
because the rate of interest is too high. Hence the banking system will also 
eventually get into difficulties. This may constitute a revenge of sorts, but 
it is a cold comfort. The fact that the predator has lost weight is no relief 
for a prey who is starving to death. But the difficulties of the banking 
system will increase the intensity of credit rationing in the economy. 

As a consequence of mass unemployment, wage moderation and the 
increase in precariousness of a growing portion of society, consumption is 
structurally weak. The household saving rate will be higher than in a 
normal growth environment. But there is no growth without tensions -
and tensions are what 'creditors' fear above all. Tensions may lead to 
inflation, and for lenders inflation is the prime evil. All in all, the present 
balance of power is the most convenient for them. A very sharp increase in 
employment is good news for society as a whole, but, objectively, bad 
news for those who benefit from the present balance. It signifies that this 
balance is changing; so there is nothing astonishing if such news leads to a 
decline in financial markets. 

The forces governing the mechanics of soft growth cannot but lead to a 
weaker state. In an economy, all agents cannot be creditors at the same 
time. Some debtors are indispensable. Of course, one may imagine a 
situation theoretically where all agents are net lenders to the rest of the 
world. But this implies that the competitiveness of the economy is so great 
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that external demand more than compensates for the structural weakness 
of internal demand. Except for very special cases, such a configuration 
cannot be consistent with an overvalued currency. And if the process of 
soft growth is triggered by a high rate of interest (in absolute terms and 
relative to other countries), it norma11y also leads to an overvaluation of 
the currency. (This, in stylized terms, has been the case in Europe since at 
least the beginning of the 1990s.) 

So who are the debtors? Governments, of course. The process which 
leads to their indebtedness is straightforward. The weakness of economic 
activity reduces tax revenue at the very moment that it increases social 
expenditure through mounting unemployment. Moreover, the high 
interest rates and low growth ensure that debt service will be substantial, 
further widening deficits. Public deficits have to be large because, in a way, 
governments substitute for firms as normal debtors. And to avoid too fast 
an increase in the deficits, governments (like the business sector) try to 
decrease public investment. To describe the same phenomenon in a 
different way: the private sector is increasing its demand for safe financial 
assets and the public sector is constrained to supply them. Thus the 
process of soft growth leads alm ost unavoidably to an indebted state, and 
hence to the need to downsize the state itself. Whatever the causes, this 
occurs at a time when, apparently, there is no way out but to pursue 
hands-off policies - that is, to deregulate further the labour market and to 
downsize the welfare state. Structural reforms appear a11 the more 
necessary, in that macroeconomic policies are ill-designed and, through 
the supply side effects of the real rate of interest, have adverse structural 
consequences. 

The problem is the classical one of the dynamic inefficiency of 
capitalism: distorted income distribution may lead to over-accumulation 
or to under-accumulation - that is, to sub-optimal growth. Excessive 
income inequality, encapsulated in too great a positive differential 
between the real rate of interest and the growth rate leads to under­
investment, through under-consumption. The phenomenon is aggra­
vated by credit rationing, which is the normal consequence of an 
abnormally high level of interest rates, and by a lopsided balance of power 
on the labour market. If structural reforms increase income inequalities, 
this may perhaps lead to an increase in employment, but it will obviously 
strengthen the trend to under-investment and to the aggregate ineffi­
ciency of the system. 

What are the alternatives? 
We can identify at least two other possibilities. First, the government 

tries to escape the tute lage of the 'creditors' by trying (as do firms) to cut 
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expenditure and/or to increase taxes. Shrinking the deficit will reduce its 
net borrower position. For various reasons, however, this is not easy. First, 
public and social expenditures do not have the flexibility of private ones: 
cuts have to be explained and accepted, at least in a democracy. Second, 
they are the reflection of a social contract that cannot be changed as 
frequently as a private one. And third, it requires a very strong faith in the 
Ricardian-equivalence theorem to take the risk of a drastic reduction in 
the public deficit at a time of mass unemployment and slow growth. Of 
course, one may count on a more pedestrian effect: that the decrease in 
interest rate allowed by the abrupt fall in the deficit will lead to an increase 
in both private investment and consumption. But for that to happen, one 
has to be sure that the high level of interest rate is not mainly caused, 
originally, by a constraint on the exchange rate. Finally, the programme 
of restructuring public finances has to be designed in such a way that it 
will have at least neutral consequences on the degree of inequality. 

In the second scenario, one first gets monetary policy right by reducing 
short-term interest rates durably, in the hope that private-sector self­
financing will decrease, allowing for a reduction in public deficits. But, 
because part of the deficit is structural, the government will also take 
advantage of the expansionary monetary policy to proceed further with 
the restructuring of the public finances (in the case of Italy, for example). 

Superficially, these two scenarios seem to amount to the same thing, but 
in fact they are profoundly different. In the situation in Europe at the time 
of writing, timing is crucial. To begin with, restrictive fiscal policy may 
produce a smaller reduction in the budget deficit, since part of the ex ante 
reduction will not show up ex post because of the likely decline in public 
receipts. Now it will be arelief if interest rates fall mainly as a consequence 
of slower growth - and hence slack demand for money and credit. This is 
because such a slowdown could lead the government to reconsider its own 
budgetary policy. It is thus all the more crucial to begin by getting the rate 
of interest down, because it takes time for monetary policy to affect 
activity. 

The problem is to be clear about the threat of inflation that such a policy 
may entail. As we saw in the first part of this section, this threat was not 
truly present for most European countries at the end of the 1980s. But 
even now there are many reasons why inflation will be no threat again for 
many years to come. 

The most important reasons are structural. The factors that generated 
inflation in the 1970s and early 1980s have completely disappeared: the 
Vietnam War, the end of the Bretton-Woods system, and the oil shocks, 
though the price of oil may be constrained by the entry of Russia and 
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other oil-producing CIS members on to the international economic scene. 
An emerging structural factor will be increasingly important, namely the 
globalization of goods markets. The heightened competition to which 
this leads has a deflationary impact - firms believing that they may raise 
their prices in the future are becoming the exception; all over the world, 
the expectations and strategy of firms are, on the contrary, for price cuts -
and perhaps more importantly, on the price of labour. Unskilled labour 
has already been affected and in the future medium-skilled labour and 
even skilled labour will also be affected. 

Two other factors already referred to will also play a major role. Mass 
unemployment, with the new balance of power it has produced, has had a 
structural effect on the bargaining power of labour. To get a feel for the 
importance of this factor, just think of the answer we would give to the 
following question: what would happen to inflation if an oil shock of 
the same magnitude as the first one occurred? We have already observed 
that the share of wages in national income is now weIl below the level of 
the 1960s in Europe, and that it is likely to continue to decline; these facts 
will help in answering the preceding question. 

Finally, the structural deficits of European countries have been 
decreasing for several years - in common with all the OECD countries, 
in fact. 

For all these reasons, the battle against inflation must be terminated, 
because the phenomenon has disappeared, and there is indeed little to be 
won in a fight against a ghost. The country will be exhausted, with no 
energy left to confront real problems. As Lester Thurow (1996) has put it: 
'lt is weIl to remember that in 1931 and 1932 as the US was plunging into 
the Great Depression, economic advisers such as Andrew MeIlon, 
Secretary of the Treasury, were arguing that nothing could be done 
without risking an out-break of inflation - despite the fact that prices had 
fallen 23 per cent from 1929 to 1932 and would fall another 4 per cent in 
1933.' 
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Comment 
Erich W. Streissler 
University of Vienna, Austria 

1 Real interest rates in the long run 

I completely agree with Fitoussi that, at present, real interest rates are 
among the most important determinants of investment, of economic 
growth in general, and thus of employment. In fact, at low levels of 
growth, real interest rates seem to dominate investment decisions, while 
at high growth rates they are dominated rather by the rate and structure of 
the change in demand (an accelerator-type explanation). I also share with 
Fitoussi a belief in the central tenet of Keynes's General Theory, that 
nominal interest rates are, at least in the short run, primarily determined 
by a stock equilibrium on financial asset markets, and that therefore real 
interest rates need not also dear the labour market in a flow equilibrium. 

Where I differ from Fitoussi is in the answer to the question: what 
determines the level of real interest rates? I do not agree that, in the long 
run, monetary policy is their main determinant. A subsidiary, but dosely­
related point is lack of agreement between us as to the long-run effects of 
nominal exchange rate depreciationj and possibly even as to the point 
whether, in the long run, monetary policy can influence the real 
exchange rate at all. 

I greatly admire Fitoussi's wealth of insightful quantitative description. 
But disagreement is possibly because his descriptive exercises appear to me 
to be tull of prescriptive intent. And then the disagreement may be 
because we have different notions of 'the long run'. Because of the length 
of time that learning, and even expectation formation, seem to take with 
regard to many phenomena of macroeconomics and many of the ultimate 
consequences of economic policy, and in particular because convergence 
to the theoretical equilibria takes so long - as the exchange rate literature 
of the 1990s has shown - I understand by the long run a time span of 
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about ten years or more. But as Fitoussi intends to diseuss 'soft growth', 
and economic growth is a long-run coneept, I take it Fitoussi is also 
speaking about such a long run. 

Closely related to the questions of the long-run eonsequenees of 
monetary poliey and of the eonsequenees of the lung run, is the 
ambiguity of the term 'restrictive monetary poliey', as used by Fitoussi. 
Does he take restrictive monetary poliey to mean a poliey designed for an 
effeetive transition from an historically high inflation rate regime to a low 
inflation rate regime; in other words, a poliey of eonstantly lowering the 
rate of inflation? If so, there is no dis agreement: for at least with a large 
volume of nominally fixed eontraets and/or with stieky expeetations, 
such a poliey will, of course, eause high nominal interest rates, and on 
historical evidenee also high real interest rates. Furthermore, most 
probably a real exchange rate appreciation. Thus, it will possibly have 
strong real effeets in lowering growth and inereasing unemployment. But 
to my mind such a poliey of lowering inflation is, by its very nature, only 
temporary. Or does Fitoussi take restrietive monetary poliey to mean a 
poliey of permanently keeping inflation at a negligible level- for example, 
in the zero to 2 per cent range of measured inflation and around a mean of 
1 per cent, whieh the Bundesbank eonsiders as no inflation, beeause 
measured inflation tends to overestimate the loss in real purehasing power 
by about 1 per cent (Tödter and Ziebarth (1997, p. 47»? Then I see no 
inerease in real interest rates brought about by such a poliey. Thus our 
disagreement ean be pinpointed in the following way: if 'restrietive 
monetary poliey' means keeping the rate of inflation permanently at a 
negligible level, and keeping it steadily at such a level with very little 
variation, I see no long-run effeet of such a policy in raising real interest 
rates but, if anything, rather a slight real interest rate decreasing effeet. I 
therefore do not understand why such a 'restrietive monetary poliey' ean 
be said to be a eause of 'soft growth', that is eeonomie growth below its 
potential level and with substantial under-utilization of resourees, in 
particular with high unemployment. Thus I eompletely disagree that its 
opposite ean be the eorreetly understood policy aim of a majority of 
European countries; in fact, I do not understand how it could be the 
eorreetly understood long-run poliey aim of any single European eountry 
partieipating in the euro to have anything but such a stable negligible 
inflation rate poliey for the coming eommon European eurreney. The 
desire for an expansionary monetary poliey is adesire for short-run real 
benefits at long-run eost, arising in particular from a higher real interest 
rate and greater uneertainties in the long run. 



Streissler: Comment 247 

2 The experience of small countries dose to Gennany 

One tends constantly to be surprised to see how much economic thought 
is conditioned by historical experience and by momentary quantitative 
constellations. Possibly, humankind is even genetically preconditioned to 
over-generalize from present observations. 

In reading the - of course, extremely weH substantiated - data presented 
by Fitoussi for 'Europe as a whole', I feel as if I were coming from another 
planet, and not only from another European country, Austria. As is well 
known and quoted in the international literature as an interesting 
example (lsard (1995, pp. 27 ff.», Austria's currency has been closely 
linked to the Deutsche Mark (DM) since around the mid-1970s, and 
extremely closely so since 1980, with the Austrian Schilling fluctuating 
relative to the DM within only one-seventh of a percentage point (7.03 to 
7.04 Schilling to the Mark) in the 1990s. A similar policy has been 
followed by the Netherlands, only slightly less so by Denmark, and, 
relative to the Belgian franc, even more strictly so by Luxembourg. These 
small countries may be insignificant as such; but their experience has 
already come close to wh at most European countries will go through 
within a common European currency setting, and therefore it is of more 
than parochial importance. Having known no autonomous monetary 
policy since the mid-1970s (in other words, importing German policy 
whatever may happen), one is, of course, more likely to believe in the 
long-run insignificance of monetary policy. In other words, one tends to 
read the copious economic literature on the long-run neutrality of money 
with a much greater degree of belief. 

In fact, for these countries - Austria, the Netherlands, Denmark (given 
in the order of the closeness of their link to the DM) and, in another 
constellation - Luxembourg, monetary policy seems to have been not 
quite neutral in the long run, but has, if anything, deviated somewhat in 
the opposite direction from that suggested by Fitoussi: Luxembourg has 
the lowest unemployment rate in Europe, foHowed by Austria with, at the 
time of writing an unemployment rate of 4.5 per cent (but with less youth 
unemployment than even Luxembourg). The Netherlands and Denmark 
also show unemployment rates far below the European average. 
Luxembourg, Denmark, Belgium and Austria (in that order) show the 
highest purchasing power adjusted real per capita national income levels, 
achieved in the case of Austria since the late 1970s and in the 1980s. 
Calculated since the 1980s, Austria showed the lowest average real interest 
rate in Europe -lower than Germany. An important econometric exercise 
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(Handler (1989» has shown that Austria probably has a positively 
inclined Phillips-curve with respect to expected inflation. 

Of course, German policy has not in fact achieved a negligible average 
inflation rate within this period; nor was the margin small in which its 
rate of inflation fluctuated. Though not showing good monetary policy 
practice, it was, however, at least the best autonomous policy in Europe. 
And it should be noted - against Fitoussi - that as far as it was good policy 
for Germany (which may be seriously doubted for around 1990), it was 
good policy not only for Germany - it was, evidently, even better policy 
for Austria, the Netherlands and Denmark, because these countries 
suffered much less unemployment and also showed up better than 
Germany on other economic indicators. It seems to me a very important 
European experience that those countries that merely adapted to the 
monetary policy of another country showed the best economic 
performance, but, of course, only if they stuck to it for a very long time. 

Finally, the whole mystique of Austrian policy since the mid-1970s was 
centred around the idea that real economie success could be achieved by 
having, on average, a currency-appreciating poliey - that is, linking the 
Schilling to the gene rally appreciating DM. To demonstrate credibility of 
its so-ealled 'hard eurrency poliey', Austria even appreciated by 4.5 per 
cent relative to the DM in 1979-80, causing a credibility recession in 1981 
(that is, zero growth in that year). Appreciating the Schilling with the DM 
was even quaintly termed by Seidel (1979), 'Austro-Keynesianism' 
though, as Haberler (1982, pp. 67 ff.) rightly remarked, the name 
'Austro-Monetarism' would, in fact, have been more appropriate. In any 
case, this policy showed no longer-term negative real effects, either on 
growth or on employment, whieh makes it easier for an Austrian to 
believe that nominal exchange rate changes are also neutral in the long 
run, if not that appreciation is once again slightly beneficial. It may have 
helped, however, that in the 1990s (and also before that) the Austrian 
manufacturing industry witnessed a strong real depreciation relative to 
Germany. From 1986 to 1996, hourly-paid labour productivity of Austrian 
manufacturing industry increased relative to Germany by 2.0 per cent a 
year, and industrial hourly-paid unit labour cost fell relative to Germany 
by 1.3 per cent a year- altogether an astounding 13 per cent (Guger (1997, 
pp. 480-1)). Against this background, it may be easier to understand that 
trade union politicians introduced the first steps towards the appreciation 
policyaround 1975 (see Frisch (1976) for an economic rationale), while 
industrialists opposed it. And taking into account the high degree of 
competitiveness of the Austrian economy, they may have been quite 
correct, as appreciation may have had short-run favourable effects on the 
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Austrian wage share without having negative effects on employment. At 
least in 1981, the year of the credibility recession after the appreciation 
relative to Germany, the Austrian wage share reached its highest level, of 
more than 7S per cent. The slight dedine from then on to some 70 per 
cent can be explained, partly - in another explanation than that given by 
Fitoussi - by the dying out of this short-run appreciation effect. 

3 Effeets of a stable monetary poliey 

Coming from this empirical background, I would therefore argue that, in 
the long run, a stable monetary policy achieving a negligible rate of 
inflation on average, with negligible variation at that, will not increase the 
real rate of interest, but rather achieve the lowest real interest rates 
possible, taking account of real factors. For the theoretical underpinnings 
of this statement, I would above aB rely on the strong empirical regularity 
that a lower average rate of inflation is highly correlated with a lower 
variability of inflation, and that therefore a low expected rate of inflation 
entails also a low expected value of its variance. I would then argue that a 
stable monetary policy aiming at a steady negligible rate of inflation (1 per 
cent within a zero to 2 per cent corridor) would eliminate a risk premium 
in the real rate of interest caused by price level uncertainty and individual 
nominal price uncertainty. I would argue that such a policy would 
minimize the real costs of nominal contracts, which are unavoidable 
because of the high transaction and control cost of writing real price 
(indexed) contractsi and it would furthermore minimize the real costs of 
learning new prices (Noussair et al. (1997)). 

As to the additional costs of correctly anticipated inflation, I would 
point to the increase in taxation of capital due to inflation in our usual 
nominal value tax systems. In order to equalize net real interest rates 
around the world, countries with higher average rates of inflation have to 
have higher gross real interest rates in order to compensate for the higher 
effective capital taxation. I am aware that minimum inflationary costs 
might be possibly bounded slightly away from zero inflation - and 
certainly weB away from zero nominal interest ratesi but I think an 
'optimum' average inflation rate will be very dose to zero. 

As to the exchange rate, I think that a nominal appreciation policy is, if 
anything, once again in the long run more likely to be on the beneficial 
side for growth and employment. It has been argued that appreciation 
stimulates productivity growthi and, for the case of Austria, some 
empirical verification of this has been found (Marin (1986)). This would 
imply something like an aspiration-level theory of innovation: innova-
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tion being more likely when competition, above all international 
competition, increases. Though admittedly of limited plausibility, such 
an argument is not wholly absurd. 

4 'Fundamentals' behind real interest rates 

In so far as there was an actual increase in real interest rates in the 1980s 
and 1990s in European countries I would also ask, much more than does 
Fitoussi, wh ether that was not caused more by basie real forces and not the 
temporary effects of monetary policy at all. Have the 1980s not seen the 
switch of increasing numbers of emerging nations to export-Ied growth, 
and thus to the opening up of new opportunities for investment the world 
over? Have not first the South East Asian countries (induding China), 
then South America and then, from 1989 onwards, Central and Eastern 
Europe, shown an increased investment demand at high rates of return? 
Would such additional investment opportunities at given or, in the case 
of the USA, even continuously falling saving rates, not push up real 
interest rates everywhere? Was it not the sign ofwell-functioning and not 
of badly-functioning 'capitalism' and well-functioning and not badly­
functioning investment markets, if capital was shifted out of the rieh, old 
European countries - and of Japan - by higher real interest rates to meet 
such a demand? To my mind, in parts of his argument, Fitoussi only 
makes dear that German reunification not only pushed up French real 
interest rates, but also French unemployment. In fact, it has, of course, 
long been realised that the whole of Europe was negatively hit via higher 
interest rates because of German reunification and the fall of the Iron 
Curtain, and the only countries emerging as net winners were those 
whose additional exports to Central and Eastern Europe had astronger 
positive impact than the negative impact of higher interest rates. 
Evidently, France was not one of the net winners. 

5 Questions of a political economy nature 

I now turn to aseries of wider implications only hin ted at by Fitoussi's 
chapter. My questions here are all of a political-economy nature. 

It is frequently stated that by having a common currency countries lose 
an important poliey instrument; and that they are then ill-suited to deal 
with external economie shocks. I am very sceptieal about the latter 
argument. Within a currency union you soon learn that most shocks are, 
in fact, endogenous; and by pure necessity you learn to adapt much better 
to those that are external: for example, oil priee movements. (In fact, the 
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currency appreciation policy was introduced in Austria in order to deal 
better with the first oil price shock in 1974-75, and with a smaller real 
loss). 

But I am also sceptical of the first statement too. The idea that there can 
never be enough policy instruments arises basically from the notion of the 
all-wise and benevolent economic dictator. In fact, in the real world, 
having many instruments can cause great uncertainty as to when to use 
which, and to what extent; it can cause political conflict and strife 
between various politicians and parties; and in consequence can cause 
much uncertainty among economic agents. In other words, the idea that 
the extension of the choice set cannot be anything but advantageous 
because it makes it more likely that a higher level of satisfaction can be 
achieved depends crucially on the assumption that the process of choice 
as such is without cost. If, however, a more complex choice set also 
increases the costs of making a choice, it may be better to have only a 
restricted choice. The decrease in the number of admissible policies may 
be more than compensated by the greater ease and clarity of making a 
choice, and by the economic agents' better understanding of what the 
policies are likely to be. 

So why not take monetary policy as an outside datum and no longer try 
to influence it? This is the idea of the 'nominal anchor' of a basic currency 
taken one step further: the advantage of having a whole sphere of policy 
(that is, monetary policy), as a given 'anchor' against wh ich other policies 
are adjusted. 

6 A poliey for depreciating the euro? 

Rightly or wrongly, French politicians are perceived above all in Germany 
and Austria as demanding a higher than negligible inflation and a 
currency depreciation policy for the euro. Merely asking for such a policy 
can be politically dangerous, and very costly in terms of financial market 
reactions. 

It is politically dangerous because it has already forced a plebiscite on 
Austria regarding the introduction of the euro which, unimportant as 
such on a European scale, might lead to a similar plebiscite in Germany. At 
the time of writing, the majority of the Austrian population seems to be 
against the euro because of inflationary fears, so it is very fortunate that 
the plebiscite is not likely to succeed, largely because it has been 
introduced by the wrong party, towards wh ich there is much opposition. 
In Germany, fortunately, a plebiscite would require a change in the 
constitution, wh ich is always a difficult matter. But there the real danger is 
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that the German Constitutional Court might declare it unconstitutional 
for Germany to take part in the euro, which would demolish the whole 
project. According to this Court it would be unconstitutional for Germany 
to take part if the euro were likely to become a more inflationary currency 
than the DM (a preliminary decision to this intent has already been 
made); because this would be an infringement of the inviolability of 
property rights guaranteed to the German people by their constitution. 
Financial market reactions to the likelihood of a more inflationary euro 
may easily lead to temporarily higher real interest rates, the very type of 
development that Fitoussi deplores. It probably contributed to the 
devaluation of the DM relative to the US dollar. Fitoussi pointedly asks 
questions such as: Who are 'the financial markets', after all? What is the 
political power behind a few financiers? And should governments take 
into account such nonentities? As long as there exists tull capital market 
integration and tull convertibility in Europe, capital market sentiment 
has, however, strong real effects, whatever the political power behind 
capital markets. 

Nor should one underestimate the political voting power and the 
impact of the value judgements of the economic agents behind the capital 
markets. Today capital markets are dominated by so-called institutional 
investors, but these are only pension funds under another name. Behind 
them is the vast number of 'old age' pensioners, frequently nowadays not 
at all very old and politically very active. Low inflation in many European 
countries meant that pensioners frequently have large real savings wh ich 
in turn means that, for them, keeping inflation low has become the 
paramount economic aim: here is the constituency for strict monetary 
austerity. In how many countries of Europe does there still exist a political 
majority for more employment creation and less 'softness' in growth? 

7 Is there a 'Europe as a whole'? 

This brings me to my final point. 'Europe as a whole' is a fine statistical 
concept, admirably used by Fitoussi. But how much reality has it in terms 
of political decision-taking or, if you will, in terms of a transitive, or even a 
definable, social welfare tunetion? The paramount economic value in 
Germany or Austria seems to be guarding the purchasing power of money. 
Austria, which expected to have, on average, an appreciating currency, 
has issued much foreign-denominated debt, particularly in yen and Swiss 
francs; it is therefore highly interested in euro appreciation (Fitoussi, to 
my mind, and from the standpoint of Austrian appreciation policy, 
greatly overestimates the size and stability of a political coalition in favour 
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of depreciation of the euro, in particular as the trade of EU-Europe outside 
its borders is less than 10 per cent of GDP, and many European exports are 
so high-tech that their price elasticity is low relative to moderate price or 
exchange rate changes.) Italy, with its high internally-financed govern­
ment debt is, above all, interested in low nominal interest rates, which by 
the Fisher relationship can once more very weIl mean low inflation rates. 
Higher employment may be paramount in France or Spaini and so on. It 
appears to me very likely that preferences as to economic aims are to a 
marked extent not single-peaked within European nations, and even less 
so between European nations. Furthermore, because of differing historical 
experiences, preferences are likely to be only partial orderings, better 
defined only relative to those possibilities that have in fact been 
experienced. This would be to argue that no social welfare function for 
'Europe as a whole' can be definedi and, furthermore, even as far as social 
welfare functions for each European nation can be assumed to exist, that 
politicians are unlikely to be able to judge what they are (this happens 
frequently al ready for their own country and even more so for other 
countries with wh ich they have to deal). 

It has been suggested to me that, in the future European common 
monetary policy, it would be, as always, better to playa co-operative game 
than to playa Nash equilibrium strategy. But, according to the above 
argument, neither of these would be feasible. For there would be no weIl­
defined payoff matrix of playersi and the beliefs about payoffs, as far as 
they can be defined, are not likely to be mutually consistent. Perhaps in 
time each would learn about the other's payoffs and beliefs, so that in 
future decades policy games might become possiblei but, I think, not at 
the time of the introduction of the common currency. 'Europe as a whole' 
does not exist in terms of policy formulation. 

Which only means that the European central bank is likely to be 
uncontrollable politically by a council of ministers, who will seldom 
agree. Thus, I expect a European central bank, which will follow strictly its 
statutory economic aim - namely, a negligible rate of inflation - and will 
follow this aim unimpeded by concerted political pressure. It is only to be 
hoped that not too much talk about the need of an expansionary 
monetary policy in order to fight 'soft growth' will force it to engineer too 
much of a credibility recession initially. 

Postscript (April 1999) 

This Comment was written in late 1997. Meanwhile, the euro has been 
introduced and the political activities against its introduction, discussed 
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in Section 7 above, which posed areal threat atthe time ofwriting, havecome to 
nothing. It was the German minister of finance, Oskar Lafontaine, rather than 
French politicians, who campaigned more actively for a 'looser' monetary 
policy. The euro has depreciated substantially against the US dollar, which may 
partly be caused by lingering fears, even after the demise of Lafontaine, that it 
would proveto be more inflationarythan the DM; butit seems more likelyto be 
related to the very low real as weIl as nominallong-term interest rates -lower 
than in the USA. Thus low, not high interest rates have become typical in 
Europe, contrary to Fitoussi's fears. The argument that inflation will have 
negative real effects because of the fiscal drag of taxation has recently been weIl 
restatedbyFeldstein(1997);andithasbeenshownempiricallybyShiller(1997) 
that in many countries there now is no winning constituency for higher 
inflation, even if it brings lower unemployment. 
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