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Forward 
 
Although best known as the creator of the Cognitive-

Theoretic Model of the Universe, Christopher Michael 

Langan has been publishing philosophical essays on a wide 

variety of topics for more than 20 years. While reflecting 

Christopher's diverse interests, these essays tend to gravitate 

toward a recurrent theme: the intimate, multifaceted 

connection between physical reality and human cognitive 

processes.  

This volume is a collection of some of Christopher's 

more recent essays, several of which speak to questions of 
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spirituality, humanity and ethics in our troubled times. 

Others are of a more entertaining nature and designed to 

inspire critical and creative thinking. Some of the topics 

contained herein will be expanded upon and related to a 

cohesive model of thought and being in Christopher's 

upcoming book, Design for a Universe.  

This electronic book represents the first effort in a 

planned series of works by friends and members of the 

Mega Foundation. The author has generously donated all 

proceeds from this electronic book to support the operation 

and growth of the Mega Foundation and Mega Press.  

 

Dr. Gina Lynne LoSasso 
February 2002 
Eastport, NY 
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~ Part I ~ 

 
 
 
So You Want to Be a Millionaire?  
All It Will Cost You Is Your Freedom       
 
Imagine that you snagged some tickets from a buddy at 

NBC and are now a lucky member of the studio audience on 

the celebrated Tonight Show. The Tonight Show Band fires up 

and Jay Leno emerges. “Thank you…thank you!” says Big 

Jay through the applause. “I’m proud to announce that we 

have some very interesting guests on the show tonight. In 

fact, one of them is known for seemingly inhuman powers of 

prediction…powers that he will demonstrate on a member 

of this very audience!” (Kevin Eubanks spookily simulates a 

theremin on his electric guitar.) “And thanks to the 
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cooperation of my friend Regis Philbin, that lucky audience 

member will have the chance to walk away with one million 

dollars!” (You and I both know that a Leno-Philbin 

collaboration would cross the Major Network Divide and is 

thus forbidden. So just consider it a suspension-of-disbelief 

thing.) 

Jay does his monologue, trots out his first couple of 

guests. Finally, the magic moment arrives. “And now the 

event you’ve all been waiting for,” crows Jay. “It is my 

pleasure to introduce a veritable modern-day Nostradamus, 

the most amazing mentalist in history, Sir Damon Nukem!” 

Nukem, tall of stature and angelic of countenance, emerges 

to thunderous applause. Everyone in the audience, including 

you, already knows exactly who he is; a regular in the 

National Enquirer, he’s reputed to be an alien, to wear contact 

lenses that conceal yellow irises with vertical pupils, and 

even to have a couple of goatish horns under his 

immaculately coiffed hair. (Fortunately, you’re not the kind 

of person who believes everything you read.) One thing you 

know for sure, however, is that he’s the world’s foremost 

mentalist, having correctly predicted the behavior of 
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thousands of people in hundreds of different contexts under 

a wide variety of conditions. He has never failed…not once.  

In Nukem’s most notorious routine, he offers a 

randomly chosen contestant a choice between one or both of 

two boxes, one of which (Box A) is transparent and contains 

a thousand dollars, and one of which (Box B) is opaque and 

contains either a million dollars or nothing at all. That is, the 

contestant is allowed two possible choices: (1) to take just the 

opaque box B, or (2) to take both boxes (A and B). Here’s the 

catch: a neutral referee, usually either professional debunker 

James Randi or an equally curmudgeonly associate of the 

Skeptical Enquirer, holds a single well-sealed envelope 

containing a single slip of paper on which Nukem has 

written a prediction regarding the contestant’s choice. If the 

slip says “B”, then Box B contains a million dollars; if the slip 

says “A and B”, then Box B contains nothing. In other words, 

if Nukem has predicted that the contestant will leave the 

thousand on the table, then there is $1,001,000 on the table; if 

Nukem has predicted that the contestant will grab the 

“extra” thousand, then what you see is exactly what you get, 

and there is nothing more on the table than the price of a 
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good office chair.  

Common sense tells you that since the prediction is 

already in the sealed envelope at the moment the contestant 

makes his or her choice, he or she can lose nothing by taking 

both boxes and grabbing the extra thousand. No disrespect 

to Nukem – he does, after all, seem to be on a world-class 

lucky streak when it comes to prognostication – but what’s 

done is done, and things will unfold according to the Grand 

Plan regardless of what anybody thinks. Even if Nukem 

somehow scans the brain or reads the mind of the contestant 

before making his prediction, and even if this causes a 

million dollars to be placed in Box B, there is obviously 

nothing stopping the contestant from changing his mind at 

the last minute and snagging that extra thousand. After all, 

that’s what free will is all about. And an extra grand could 

be the difference between banking that million at the auto-

teller in Hampton Bays, and personally depositing it in a 

special account in the Bahamas during a cut-rate Princess 

Cruise with the Significant Other!   

But the thing is, the prediction in the envelope always 

turns out to be correct, and no matter how hard Randi and 
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his buddies have tried to catch Nukem in a mistake or a 

deception, the mentalist always comes up squeaky clean. 

Somehow, Nukem knows exactly how much confidence the 

contestant has in his abilities. Those who believe that he has 

predicted correctly and choose accordingly are always 

rewarded with a seven-figure retirement fund; those who 

think they can “pull a fast one” at the eleventh hour and 

belie his prediction are doomed to kick their own cans 

forever after for throwing away a certified ticket to Easy 

Street, the additional $999,000 they’d have won had they 

merely given predictive credit where credit was due. 

Furthermore, Nukem never seems to force the issue; when 

questioned, all of the contestants report that their choices 

were made “freely”. 

Lost in your reverie, you realize that someone with a 

distinctive nasal tenor is speaking into your ear. Fearing the 

worst, you look up just in time to see a gigantic boulder 

crashing down on you from above! Then you see what it 

really is: The Chin. It positively blocks the sky. “Excuse 

me…are we boring you here?” “Er, not at all,” you quickly 

respond. Everybody laughs at you. “I’m very happy to hear 
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that,” says Leno. “Because we were just about to call 

security!” Everybody laughs at you again. You feel pathetic. 

“Anyway, I’m pleased to inform you that you’ve been 

chosen as the lucky contestant who will have a chance to 

win One Million Dollars!” He sticks the mike under your 

nose. “Uh, er…sure” you say, nodding. “OK then,” says 

Leno as he takes you by the elbow. “Let’s go!”  

Before you know it, you’re up on the Tonight Show 

stage. The lights are blinding. With a flourish, Nukem draws 

a curtain, and there they sit: two boxes on a table. As 

expected, one of them is transparent and contains ten crisp 

$100 bills; the other is larger and opaque. The audience falls 

silent as Newcomb begins to speak, his voice at once 

hypnotic and resonant. Your ears buzz as he recites a game 

description that sounds like a magician’s incantation. 

Finally, he finishes, gestures dramatically towards the table, 

and folds his arms across his chest. The fateful juncture has 

arrived: you must choose! Will it be the opaque box, or will 

it be both boxes? Will you embrace Nukem’s predictive 

infallibility and place all your faith in his ability to predict 

your behavior, or will you use this moment in the spotlight 
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to strike a blow for common sense, freedom of choice, and 

an extra G in your checking account?  

Well – what’ll it be? 

Alright, alright, let’s stop the clock and think about 

this for a minute. If the opaque box contains the million 

dollars, taking just that box will earn you a cool million. But 

why would you do that, when you could easily grab the 

transparent box as well and make an additional grand? After 

all, the contents of the opaque box won’t suddenly change 

simply because you decide to take the other one too. This 

whole setup has been checked out by Randi and his anti-

paranormal goon squad, and they’ve made sure that the 

contents of the boxes are as safe and unchanging as the laws 

of physics can make them. On the other hand, if the opaque 

box is empty, then that thousand dollars in the transparent 

box is your only chance to walk away with anything at all! 

When you think about it in these terms, it really looks as 

though the issue is cut and dried. You might as well cover 

all bets and take both boxes. 

But as long as we've already got a suspension of 

disbelief going, that's not the only way to look at it. Nukem 
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has quite a track record, and it hardly seems rational to 

ignore it. The fact that he has played this game a thousand 

times and been right a thousand times – well, the odds 

against that are 2 to the thousandth power to one, and thus 

way beyond astronomical. This alone would seem to suggest 

that the laws of physics may not be everything they’re 

cracked up to be. Doesn’t particle physics recognize time as 

flowing in both directions? Nukem is either passively 

reading the future without affecting it, or actively 

controlling the thought and behavior of his contestants in 

such a way that they cannot directly detect his influence. In 

any case, statistical induction would seem to indicate that 

the contestant’s chance of beating the renowned mentalist at 

his own game are around one half to the thousandth power, 

as close to nothing as one can get without falling through the 

zero. You might as well bet against death, taxes and 1+1=2!  

Then again, there are a couple of philosophical kinks 

in the wire. The first one, Goodman’s Grue, is about the 

limitations of induction. Suppose you have two hypotheses, 

namely “emeralds are green”, and “emeralds are green and 

will so remain until New Year’s Day 2050, at which point 
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they will all turn blue.” (This can also be expressed by 

saying that “emeralds are grue”, where “grue” is defined as 

“green until 2050 and blue thereafter”.) Statistically, both of 

these hypotheses are equally confirmed by current 

observations. This implies that Nukem’s past successes can 

also be regarded as confirming two hypotheses, namely 

“Nukem is able to predict the future” and “Nukem was able 

to predict the future up to the last contest, but not 

thereafter.” With loopholes like that, arguments from 

induction can be hard to trust.  

On the other hand, laws of physics are themselves 

discovered by induction. This suggests that all of the 

observations and experiments confirming the currently 

accepted laws of physics also support the following 

hypothesis: “The currently-known laws of physics hold 

perfectly well until Damon Nukem decides to predict the 

future, at which point they bend subtly to his will.” This, of 

course, raises an important question: in what kind of reality 

could a prognosticator like Nukem bend the laws of physics 

with the power of his will, yet remain undetected? Even if 

his powers are entirely passive, even if he only “watches” 
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the future without ever taking a hand in it, how can he 

transcend the flow of time? Where time is understood to 

progress steadily from past to future, how can his mind 

leapfrog into the future and back again? How can 

information go from future to past?    

Suddenly you remember a hit movie called “The 

Matrix”. What if the world is a kind of digital simulation 

running on a powerful computer and displayed on a vast 

quantum-pixelated 3D monitor? What if “people” are just 

software homunculi who consider themselves sentient, but 

cannot detect the higher level of reality containing the 

computer and its programmer? Perhaps the programmer of 

such a simulation could influence the behavior of these 

homunculi without being detected. In fact, maybe he could 

freeze the action, fast-forward the program, gather 

information on future events, back the program up to the 

“present moment” and resume the simulation precisely 

where it left off so that nobody inside would ever know. 

What if Nukem has a direct line to the Great Programmer in 

the sky, or maybe His competition down below? Where 

would the laws of physics, including the flow of time, be 
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then? 

Breaking surface from your deep concentration, you 

look around the studio. The audience is murmuring and 

shifting in their seats. Nukem, looking as much as possible 

like the Antichrist, is glaring at you with his arms still 

folded. Leno is looking conspicuously at his wristwatch and 

making silly faces in your direction. Obviously, your time is 

up. Your heart pounding in your chest, you make your 

choice and announce it. And when the opaque box is 

opened… 

Nukem the Magnificent is right again! 

Now, among the questions you’re probably asking 

are these: What is this story really about? Why is this guy 

writing about it? Where did it originally come from, and 

when? And how is anybody supposed to make sense of it, 

when it’s obviously crazy? The answers, in order: This story 

is about free will. I’m writing about free will because I find 

the topic very interesting (as should you). The basic story, 

minus a few stylistic and atmospheric touches of my own, 

originally came from a physicist named William Newcomb 

and was popularized by the Harvard philosopher Robert 



 

 
12

Nozick circa 1969. (As we will see, it is no accident that the 

story originally came from a physicist.) And if you think it’s 

crazy, it’s not because you can prove it’s crazy, but only 

because you assume it’s crazy. For all you really know, it 

could actually happen. 

In case you’re wondering why I say that you “should 

be” interested in free will, I’ll risk belaboring the obvious 

and point out that the free will question ranks right up there 

with “Is there a God?” and “What is the meaning of life?” 

among philosophical riddles. Moreover, although 

philosophers have long treated free will as an open question, 

more practical minds long ago jumped the gun on their lofty 

discourse and adopted free will as a foregone conclusion. 

Most of us mirror their position: because we feel as though 

we are exercising free will in order to make decisions and 

perform voluntary actions, we take its existence for granted. 

Our social, political and religious structures, as well as our 

ideas about human dignity, human rights, civil liberties, 

moral responsibility, crime and punishment, and good and 

evil are already heavily invested in the concept… heavily 

enough that if the existence of free will were ever disproved, 
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it would literally destroy everything we believe about 

ourselves and the world we inhabit. 

The above scenario, along with the question of how 

the contestant should choose, is found in the literature under 

the names “Newcomb’s Problem” and “Newcomb’s 

Paradox”. Although one might be tempted to assume that 

they mean the same thing, there is a subtle difference 

between the “problem” and the “paradox”. In order to solve 

Newcomb’s Problem, one must explain how the contestant 

should choose and why. Unfortunately, there are two 

possible ways to do this, and it is extremely difficult to say 

which one of them is right. In fact, it’s so difficult that they 

are regarded as having equal claim on correctness. And 

that’s where Newcomb’s Paradox enters the picture: two 

“equally correct solutions” that contradict each other add up 

to a paradox, plain and simple. To resolve the paradox, one 

must do one of three things: (1) decide the issue, showing 

why one solution is correct (and the other incorrect); (2) 

describe a framework into which both solutions fit under 

different circumstances; or (3) prove the scenario unreal and 

the question meaningless.  
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How might one achieve a resolution of Newcomb’s 

paradox? First, one would need to know more about the 

solutions of the problem on which it centers. The first, “take 

both boxes”, is called the dominance solution. The second, 

“take only the opaque box”, is called the expected utility 

solution. The dominance solution is supported by the idea 

that since time runs in only one direction, the player can lose 

nothing by taking the extra thousand dollars in the 

transparent box; the million is either in the opaque box or it 

is not, and this fact is not subject to last-minute change. The 

expected utility solution, on the other hand, is a 

straightforward calculation of mathematical expectation 

based on statistical induction from Nukem’s long and 

unbroken string of successful predictions. One simply 

constructs a payoff matrix for the game defined by the 

Newcomb scenario, computes the expected value of each 

possible move, and chooses the move with the highest value. 

So much for the current philosophical impasse 

regarding Newcomb’s paradox. In order to progress beyond 

this point, we need to avail ourselves of a branch of 

mathematical logic called model theory. According to model 
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theory, using a theory to correctly describe some part of the 

world is logically equivalent to specifying a valid 

interpretation of that theory, which means specifying a model 

of the theory. In this case, the theories are the rationales used 

to justify the solutions, and the models of those theories are 

their (superficially) valid interpretations in the real 

world…assuming, of course, that the Newcomb scenario is 

possible in the real world, which is a bit of a stretch (in this 

context, “valid” means only “not yet invalidated”). The key 

ingredient of the dominance model is a one-way arrow of 

time, while the key ingredient of the expected utility model 

is a natural induction principle. While neither of these 

ingredients is yet a well-understood feature of reality, 

neither has yet been disproved. But the fact remains that 

they have sharply conflicting implications in the Newcomb 

scenario, and therein resides the paradox. 

That Newcomb’s Paradox can be reduced to 

conflicting elements in a hypothetical configuration of 

physical reality suggests that its proper resolution requires a 

theory and model of reality in which the relationship 

between these elements can be meaningfully evaluated. In 
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other words, we need a theory of reality in which we can 

explore the nature of time in an inductive context. This is 

why, several paragraphs ago, I called it “no accident” that 

the paradox was originally cooked up by a physicist; 

physicists are among those most concerned with the nature 

of time and the inductive derivation of functional theories of 

reality. Insofar as weird or improbable scenarios have held 

the keys to new insight many times in the history of science, 

the far-out nature of the paradox is beside the point. Where 

the stakes include a better understanding of time, induction 

and free will, even a scenario as unlikely as Newcomb’s is 

worth a gander. 
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The Buck Starts Here:  
Another Disquisition on Free Will 
 
In the previous essay we talked about free will, and I asked 

you to pretend that you were playing an imaginary game 

taken from the hypothetical philosophical scenario called 

“Newcomb’s Paradox”. In this essay, we’re still talking 

about free will. But this time, I’m asking you to imagine that 

you’re part of a scientific experiment.  

You’re seated at a table with electrodes glued to your 

head. Across from you sits a man in a white lab coat with a 

clipboard and a stopwatch. There’s a camera on the ceiling; 

mounted on the wall in front of you is some kind of fancy 
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clock with a bright circle of light revolving rapidly around 

its face where a second hand should be. The man carefully 

explains what he wants you to do. “Over the next few 

minutes, you will be expected to make spontaneous, freely-

initiated movements of your right hand. The movements 

should consist of simple flexions of your right wrist. Any 

time you want to move your hand, you can and should do 

so of your own free will. All you have to do is keep your eye 

on the clock and report the position of the circle at the 

precise moment you decide to act.” You agree. “Then let’s 

begin,” says the man. 

Keeping your eye on the revolving circle, you 

mentally command your hand to move and note the position 

of the circle at the instant you make your decision. You 

report the circle’s position: halfway between 9 and 10 

o’clock. The man marks this down. You continue. Again and 

again you move your hand, each time reporting the position 

of the circle at the exact moment you decide to do so; each 

time, the man marks it down on his clipboard. Finally, he 

indicates that he is satisfied. “Very good,” he tells you. “That 

will suffice. In the name of science, we thank you.” 
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“My pleasure,” you say, getting up and 

unceremoniously unpeeling the electrodes from your scalp. 

“I hope this helps clarify what goes on in the human brain 

after a person decides to commit a voluntary act!” 

“I’m certain your data will be of great help,” says the 

man. “But since you’ve been so kind as to participate in the 

experiment, let me clarify one little detail for you. This 

experiment was not about what went on in your brain after 

you decided to act. Everything of interest, including the 

initial electrical brain potential precipitating each of your 

actions, occurred considerably before you consciously 

decided to act.” With a slight smirk, the scientist turns and 

walks out of the room.  

Wait a minute here. The initial electrical brain 

potential precipitating each of your actions occurred before 

you decided to act? But then how could you have been 

acting of your own free will? What was that white-smocked 

lab geek talking about? Who did he think he was, amusing 

himself at the expense of an experimental subject – Doctor 

Giggles? What were they pumping through those 

electrodes? And who cares about a far-fetched hypothetical 
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experiment like this one anyway?  

Well, maybe not so hypothetical. In 1983, an 

experiment just like this one was performed at the 

Neurological Institute at San Francisco’s Mount Zion 

Hospital and Medical Center, and reported in the journal 

Brain in a paper entitled Time of Conscious Intention to Act in 

Relation to Onset of Cerebral Activity (Readiness-Potential) by 

Libet, Gleason, Wright and Pearl. The paper reported that 

after subjects were invited to make freely-timed voluntary 

movements of their right hands, an electrical brain wave 

called the Bereitschaftspotential (“readiness-potential”) 

appeared over the motor areas of their left cerebral 

hemispheres some 500 to 800 milliseconds (0.5-0.8 seconds) 

before they were aware of intending to act, with muscular 

electrical activity not appearing until its near-completion 

another 0.2 seconds later. On the basis of these data, the 

experimenters concluded that voluntary neural activity 

appears to be preceded by physiological neural activity, and 

that even though awareness of intent comes almost a second 

after the onset of the neural activity in question, it is 

interpreted by the subject as having come “first”. In other 
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words, a voluntary act may begin well in advance of the 

conscious intent to perform it, but the subject interprets 

things the other way around. 

Where does this leave free will? Right about where 

causality would be if it were ever found that what we think 

are “causes” actually occur after their “effects”: in the OUT 

basket. Could we really be so clueless that what we call our 

“intentions” are just delusions that occur only after our 

actions are first initiated by our subconscious minds, 

perhaps under the rigid guidance of deterministic 

mechanisms in light of which we amount to little more than 

self-deluding automata? What could possibly be going on 

here? 

Let’s begin by taking a look at bodily movements in 

general. A reflex is an automatic muscular reaction that does 

not directly involve the brain. Because reflexes have a 

protective function, speed is of the essence, and the resulting 

movements are general enough that no conscious action is 

required. An example is the patellar reflex, the familiar 

medical “knee-jerk test” in which the tendon just below the 

kneecap is tapped with a rubber hammer. In a healthy 
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patient, this causes a quick, unintended outward jerk of the 

lower leg. Why? The tap of the hammer triggers sensory 

nerve cells that send a message to the spinal cord.  

Ordinarily, sensory stimuli travel up the spinal cord 

to the brain for conscious processing, but not in this case. 

Instead, the spinal cord responds directly to motor neurons 

in the muscle, causing the muscle to contract and the lower 

leg to kick out. Although the brain seems to exercise a 

general one-way “gating effect” influencing reflexes 

throughout the body, the sense-response loop or “reflex arc” 

never gets far enough up the spinal cord for brain-based 

conscious volition to specifically intervene. A particular 

reflex can be surprising to one experiencing it for the first 

time; the idea of being able to act (or react) without willing it 

can be as hard to absorb as the idea of acting before willing it.  

In contrast, a voluntary movement originates not with 

the sensation of heat on a fingertip or a hammer to the knee, 

but in the brain itself, the seat of consciousness. It has always 

been assumed that voluntary acts are just what they appear 

to be: actions resulting from, and therefore following, 

causative volition. The chain of events is supposed to be as 
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follows: (1) We think about something we desire, possibly on 

the basis of sensory input. (2) We form the goal of having it 

and formulate a plan to get it, even if that plan consists of 

only a simple body movement. (3) We execute the plan. (4) 

We obtain or fail to obtain the desired object or state. Step 1 

takes place in the cerebral cortex and hypothalamus (the 

source of drives). Step 2 involves higher-order reasoning and 

judgment occurring mainly in the frontal lobes. Step 3 

involves those parts of the cerebral cortex specialized for 

voluntary movement, including the primary motor cortex, 

its associated premotor areas, and other motion-specific 

neural aggregates. And step 4 feeds back into the limbic 

system, which registers the satisfaction or frustration of the 

original drive. 

Now let’s have a closer look at the distinction 

between a reflex and a voluntary act. A voluntary act is 

purposeful and directed towards the completion of a task; a 

reflex is merely a response to a stimulus. A voluntary act 

performed in response to a stimulus can vary according to 

the task being performed; a reflex obviously cannot (because 

no task is involved). A voluntary act is “endogenous” or 
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internally generated; a reflex is externally stimulated. A 

voluntary act can be adapted to various circumstances, and 

its speed and accuracy improved through practice; a reflex is 

relatively immutable. And because higher levels of the 

motor system can dissociate the informational content of a 

stimulus from its capacity to trigger a movement, the 

information can be voluntarily processed and the movement 

either permitted or interdicted. With a reflex, there is no 

such opportunity.   

However, the work of Libet et al introduces a new 

degree of similarity to voluntary and reflex actions: both are 

to some extent beneath awareness and therefore 

“subconscious” in that sense of the term, which we shall 

henceforth replace with “unconscious” to avoid Freudian 

connotations. In the type of voluntary act studied by Libet 

and his colleagues, conscious awareness is still technically in 

control; it precedes the act itself by 0.2 seconds and can in 

principle “veto” the movement even after the readiness-

potential has been initiated. But regarding this point of 

initiation, one kind of act is no more voluntary than the 

other. In neither case does the act begin with conscious 
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awareness of the intention to act. The main difference is that 

while something belatedly purporting to be conscious intent 

finally appears half a second or more after the beginning of 

the so-called “voluntary” act, it never appears at all with the 

reflex. Or if one prefers, the reflex lacks the volitive 

equivalent of esprit de l’escalier. 

How are these results to be interpreted? Libet himself 

feels that since the 200 ms separating conscious intent from 

muscular contraction is time enough to consciously veto or 

permit the movement precipitated by the readiness 

potential, free will remains intact. Thus, although we cannot 

be held accountable for our apparently unconscious 

impulses to act, we remain accountable for whether or not 

we yield to them. However, others have more extreme 

opinions. For example, C.M. Fisher (If There Were No Free 

Will, 2001) speaks for many when he suggests that Libet’s 

research points to a conclusion that “may be reached on the 

basis of rather elementary observation…the behavior of 

humans represents the electrochemical activity of the brain, 

involuntary, devoid of will and wish. We are automatons.” 

While Fisher admits that this bleak impression may 
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somehow turn out to be incorrect, he holds it sufficiently 

likely to be worth serious exploration. 

But as regards the question of free will, neither of 

these interpretations is entirely satisfactory. For while 

neither Libet nor Fisher holds that the data alone decide the 

issue, each nevertheless voices a bias regarding the existence 

of free will, Libet’s being affirmative and Fisher’s negative. 

Libet holds free will to be a matter of conscious clearance of 

prior impulse; Fisher holds free will to be less likely than 

servitude to deterministic brain chemistry, suggesting that 

we get used to the idea that we are “automatons”. Thus, 

each one (1) admits that the data are insufficient to decide 

the free will issue, and (2) unabashedly proceeds to weigh in 

on the issue anyway, trying to use the data to support his 

personal opinion on the matter. And in each case, the 

opinion posits a definite restriction on what most of the 

human race considers “free will” to be.  

In fact, there are other ways to explain the data. For 

example, the subject may unconsciously choose a target 

position for the circle and wait for the circle to reach this 

position before “deciding” to act. In this case, the readiness 
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potential could be merely anticipatory, following the 

unconscious choice of a target position.  

Along much the same lines, the subject may choose a 

task and formulate an appropriate general plan on a 

combination of conscious and unconscious levels, delegating 

certain parts of the execution of this plan, as well as details 

of scheduling, to the unconscious mind. The unconscious 

mind would then take responsibility for that which has been 

delegated to it, executing various subtasks when appropriate 

and “reminding” the conscious mind of its responsibility to 

“intend” those acts just before committing them. The 

conscious mind would automatically take these cues, 

thereby reserving the right of final authorization and 

selectively permitting or interdicting the associated 

unconscious impulses.   

The latter explanation incorporates several key 

concepts. One such concept is the mind’s supposed ability to 

delegate various responsibilities to conscious or unconscious 

levels of processing, implying that the unconscious mind can 

to some extent function autonomously, without benefit of 

direct, step-by-step conscious oversight. Another is the 
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distinction between tasks and subtasks in goal-related 

processing and behavior. This distinction permits the 

distinction of an overall task-related decision, e.g. deciding 

to perform a sequence of voluntary hand movements, from 

constituent subtask-related decisions, e.g. deciding to 

perform one of the hand movements in question.  

Yet another such concept is higher-order 

intentionality, or “intent to intend”. For example, intending 

to perform a sequence of voluntary hand movements 

amounts to intending to intend to perform each of the hand 

movements in the sequence, and where the latter (lower-

order) intentions are generated by the unconscious level of 

processing, they can in turn be regarded as a unconscious 

intentions to consciously intend to permit or veto the impulses 

associated with the unconscious intentions themselves. We 

thus have a kind of “volitional loop” involving two levels of 

processing, and two levels of intentionality, instead of the 

single level usually acknowledged…a multilevel control 

loop in which the “higher” (conscious) level of volitional 

processing is insulated from the noise and complexity 

generated by the “lower”, unconscious nuts-and-bolts level, 
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which thus functions to some extent autonomously. 

Does this new explanation of volition as a multilevel 

control loop have any weaknesses? One possible weakness is 

the fact that because we associate control with 

consciousness, the very idea of “unconscious volition” seems 

semantically inconsistent. Relegating any part of a volitional 

control function to a non-conscious level of mental 

processing seems to contradict the premise that we possess 

the freedom to control our actions.  

However, a little reflection should reveal that the 

horse of cognition is already long gone from the barn of 

consciousness anyway. If the conscious mind, which has an 

innate need to function within a well-defined conceptual 

system in order to ensure its informational integrity, were 

ever made responsible for the details of the complex, 

tentative, rapid-fire neural dialogue that microscopically 

relates one well-defined state of consciousness to its 

successor, cognition would immediately break down like a 

tired old jalopy. With a catastrophic “kapow!” from its 

exhaust pipe and a sad sigh of defeat from beneath its hood, 

it would forcibly retreat into the wakeless sleep of 
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unrealizability. One might as well demand that the output of 

a computer never be acknowledged until the user has 

accounted for each of the millions of logical operations by 

means of which it was generated. Such a demand cannot be 

met within the bounds of practicality. 

The moral of this story should now be obvious. 

Above, we cited an assumed chain of events comprising a 

voluntary act. We can now refine that chain as follows. (1) 

We think about something we desire, possibly on the basis 

of sensory input. This step amounts to consciously setting 

general parameters for a supertask or task sequence. (2) We 

form the goal of possessing the object of desire and 

formulate a plan to get it. This step amounts to consciously 

defining the supertask using the parameters of step 1, and 

automatically delegating as much of it as possible to the 

unconscious mind. (3) We execute the plan. This step, which 

may consist of numerous individual tasks or substeps, is 

executed on a tentative basis by the unconscious mind, 

which generates impulses that are subjected to conscious 

oversight as they become sufficiently well-defined to emerge 

into consciousness. (4) We obtain, or fail to obtain, the 
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desired object or state, at which point the limbic system 

registers satisfaction or frustration. 

Notice that at no point does anything come into being 

without the involvement of the conscious mind. The 

conscious mind chooses the overall task and clears or vetoes 

each subtask as it emerges from the unconscious 

background to which it was delegated under conscious 

oversight. In interpreting the Libet experiment, we need 

simply remember that when the subject consciously accepts 

the task of generating a sequence of voluntary actions 

(subtasks) over a given period of time, the entire future 

contribution of the unconscious mind is automatically 

requisitioned. At all times, the subject is doing just what he 

or she has consciously agreed and decided to do, nothing 

more and nothing less, but with the indispensable help of 

unconscious faculties without which the conscious mind 

could not function. 

So the real value of the Libet experiment is not that it 

answers the philosophical question of whether or not free 

will exists, but merely that it provides data that clarify the 

operation of free will on the assumption that it does exist by 
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elucidating the cerebral dynamics of volition. 

What if the brains of experimental subjects, including 

electrical potentials and conscious ideations, could be 

monitored without their knowledge by means of a remote 

scanning procedure, and the experiment were concealed to 

make them unaware of it? Then they would not be known 

by the experimenters to have agreed to a specific 

experimental task, and some of their actions might appear 

truly spontaneous. It would be interesting to see whether the 

Bereitschaftspotential still precedes conscious intent in all 

cases. But if so, could spontaneity be ascertained? It is hard 

to see how a voluntary act of any kind could be certified as 

“spontaneous” where responsibility for subtasks is 

automatically delegated to the unconscious mind. Any such 

act could be related to any purpose consciously adopted at 

any time in the past, and even the subject may be unable to 

identify the purpose in question. In principle, the 

unconscious mind could be involved in a complex, 

protracted, consciously-authorized sequence of sensorimotor 

transactions in which the role of a given “spontaneous” act 

may be quite inscrutable.  
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What would it take to decide the question of the 

existence of free will? Because the answer depends on 

whether the universe evolves in a deterministic or 

nondeterministic way, this is a metaphysical rather than a 

merely psychological question. Indeed, answering this 

question requires an understanding of not only psychology 

and reality at large, but their logical interface…the 

relationship of mind and reality. In other words, it requires a 

comprehensive theory of reality uniting the subjective and 

objective sides of existence. Within the overarching 

framework of such a theory, psychological and neurological 

phenomena could finally be interpreted in a way that 

clarifies their deeper philosophical significance. 
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A Free Will Cyber-Synthesis 
 

That’s right, folks…we’re back to free will again. In my 

defense, I’ll say only that if you already believe in free will, 

then you should want to know as much as possible about 

how it works, and if you don’t, then you have no choice but 

to resign yourself to your fate and read up on it anyway.  

At the start of this book, we discussed Newcomb’s 

Paradox, a controversial prediction paradox that highlights 

an apparent conflict between two basic principles: the 

macroscopically apparent linearity of time, whereby time 

always flows from past to future, and the principle of 
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induction, whereby we form conclusions about reality on the 

basis of what we observe. We concluded that the 

relationship between these principles depends on the model 

of reality in which we interpret them. This was really no 

surprise, since only certain models of reality support the 

possibility of the Newcomb scenario in the first place. The 

surprise, if one exists, is that science has thus far failed to 

decide which model is correct, and has thus failed to 

preclude the real existence of a Nukem-like predictor. 

Then, in the last chapter, we analyzed a controversial 

scientific experiment which appears to show that the 

supposedly voluntary acts of human beings precede any 

conscious intent to perform them. Although Benjamin Libet, 

the lead scientist in that experiment, opined that the free will 

hypothesis survives this finding intact, others believe that it 

proves mankind a race of automated puppets driven by laws 

and circumstances beyond our control. We leaned decidedly 

in favor of Libet in that debate, but again concluded that a 

final resolution of the issue would require a conceptual 

framework illuminating the interface between objective 

reality and the subjective source of volition, namely the 
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mind. 

As we saw, it is possible to explain the Libet 

experiment by positing discrete levels of intentionality, with 

broader and less immediate levels being relegated to the 

unconscious mind. Where this generalized unconscious level 

of self-determination is responsible for the integration of 

specific acts, it must initiate the preliminary stages of any 

voluntary act and leave only final clearance to the conscious 

mind; logically, this is the only way that meaningful volition 

can work. Indeed, the role of the unconscious is simply to 

remind the conscious mind of its chosen goals and notify it 

of an impending opportunity to act in such a way that some 

long-term goal will be wholly or partially achieved. 

Unfortunately, it is not easy to see how this applies to 

Newcomb’s paradox.  

The Newcomb scenario, in which a predictor 

(Nukem) unerringly forecasts the behavior of human 

subjects, and the Libet experiment, in which the subject’s 

own nervous system seems to play the role of “predictor” in 

beating consciousness to the punch, have more than a little 

in common: where it is assumed that a future decision 
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process is being passively read rather than actively caused 

by the predictive agency, they both require that the predictor 

make a counterintuitive leap through time. In Newcomb’s 

paradox, the predictor must leap into the future and back 

again with information about a future state or event, while 

in Libet et al, the subject’s unconscious mind must leap 

forward in time in order to “predict” an instance of 

conscious volition and its outcome (otherwise, it would have 

to usurp conscious volition entirely). 

While the Libet experiment was explained in terms of 

orders of intentionality arranged in a neural control 

hierarchy, with higher-order (inclusive) neural relationships 

controlling lower-order (included) neural relationships, 

Newcomb’s paradox seems to resist such an explanation. 

This is partially because it is not confined to the brain of a 

single subject, but deals with the interaction of two non-

cooperating subjects in a general environment containing 

both of them…an environment not so easily stratified. A 

major difference between the two scenarios is that in order 

to win the Newcomb game, Nukem must predict a specific 

act in advance, while ordinary volition requires merely that 
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reality at large provide alternative outcomes for all possible 

acts and their timing…provide “multiple alternative 

futures” in one of which a given act will automatically 

result. But to some extent, certain essential features apply to 

both scenarios.  For volition to work in either case, the body 

and environment must predictably mirror the neural 

dynamics of the brain. In other words, the picture of reality 

in our heads must accurately depict reality as it really is, and 

reality must in turn allow us to form reliable pictures of it. 

What “pictures of reality” are we required to have in 

our heads? First, we must have a picture that represents our 

bodies. At coarse resolution, this “picture” is a brain map 

called the motor homunculus. If the human body were a 

puppet and motor nerves its strings, the motor homunculus 

would be the internal wiring diagram that tells the brain 

which strings to “pull” to cause particular voluntary 

movements involving particular parts of the body. Second, 

we must have an immediate, real-time picture of the 

environment with which our bodies interact and in which 

our movements have meaning. Conveniently enough, we 

ordinarily get such a picture through our eyes and other 
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sense organs. And third, we must have at least a 

rudimentary understanding of how the world works so that 

we can predict the outcomes of our actions. This picture is 

gradually learned by experience and augmented by 

theoretical reasoning. 

Our success in negotiating the often-treacherous road 

of life depends largely on the accuracy of our pictures of 

reality and how closely our actions conform to them. To this 

extent, reality is like the Newcomb predictor. If it “predicts” 

that our mental pictures of it are faithful and that we will act 

in conformance with them, it rewards our volition, while if it 

predicts that our pictures are inadequate, it frustrates us 

instead. Newcomb’s paradox involves an appreciable time 

interval between prediction and outcome, in the middle of 

which resides the act that must be predicted. But in the Libet 

scenario, and in fact for volition in general, the “prediction” 

is actually exhaustive provision for a full range of outcomes. 

No matter what we do, the world must have our reward or 

frustration waiting for us in advance; it can make it up on 

the spot no more than we can choose our goal-oriented 

actions without advance planning. The burning question is 
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how the world makes this “exhaustive prediction” with such 

unerring accuracy.  

One might object that since it is possible to build a 

machine that rewards those who use it correctly and 

frustrates those who do not, and since the universe may be 

exactly this kind of machine, there is no need for prediction 

or exhaustive provision. After all, machines function 

automatically. But this simply begs the question, for the 

“automatic” operation of any machine depends on 

preexisting laws of mechanics. Were the laws of mechanics 

to suddenly break down, so would the machine. So as a first 

step, the laws of mechanics must be reified and maintained. 

Unfortunately, reifying and maintaining complete laws of 

mechanics is a cosmological issue very different from 

building a machine. When one builds a machine, there is a 

preexisting nomological framework of which one may take 

advantage; in building the nomological framework itself, 

there is not (if there were, then instead of being excused 

from delivering an explanation, we would simply have to 

explain the more basic nomological framework). 

So the world’s exhaustive real-time “prediction” of 
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our actions, and the way it rewards or frustrates us in 

response, is ultimately synonymous with the laws by which 

it enforces its own self-consistency. Prediction and control 

are passive and active sides of the same coin; the laws that 

allow the world to write itself, i.e. evolve, also allow it to 

read itself. Thus, the laws of physics double as the means by 

which the world detects, analyzes and evaluates our actions, 

and the means by which it “predicts” and readies the 

outcome. In providing general causal mechanisms by which 

the world can yield an appropriate result for every action, 

these laws also provide means by which the world can 

detect and distinguish one action from another. Without 

such means, the concept of “action” would have no 

meaning, and the results of particular actions would not 

even be regular, much less “appropriate”.  

In other words, maintaining a set of unbreakable 

laws, e.g. the laws of physics, amounts to predicting (or 

exhaustively “meta-predicting”) that anyone who tries to 

break those laws will definitely end up a loser, while 

predicting different outcomes for different actions entails a 

set of laws that allow actions and outcomes to be 
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distinguished. Our real-world faith in these laws is 

analogous to our faith in Nukem’s predictive infallibility, 

and our willing obedience to them is analogous to our 

acceptance of his predictive powers as a strategic criterion. 

Perhaps the main difference is that while there may be doubt 

about whether we can beat Nukem at his own game – his 

existence may, after all, be incompatible with necessary 

features of reality - there is very little hope that we can beat 

reality itself. For while we are physically separate from 

Nukem the Magnificent, reality contains all living beings 

and does not permit them to violate its laws.  

As we observed, Newcomb’s paradox pits the 

principle of induction against the idea that time flows 

exclusively from past to future. Either we can reason from 

local reality to global reality, or we can continue to think of 

time as nothing but an orderly past-to-future sequence, but 

not both (as we can see from the way these principles 

support conflicting decisions in the Newcomb scenario). 

Because the principle of induction permits us to attribute 

generality to laws active in our local vicinity, it has a “meta-

predictive” aspect; it lets us “predict” that observations 
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distant in space or time, regardless of specific content, will 

be similar to local observations (although this principle is 

troubled by the aptly-named “problem of induction”, we use 

it out of necessity anyway). But as we have just observed, 

prediction and control are passive and active sides of the 

same coin; in some respects, enforcing laws is equivalent to 

“proactively predicting” the outcomes of a set of possible 

actions. Thus, the predictive principle of induction is in 

some respects equivalent to a control function that 

distributes general laws over space and time. 

Do science and mathematics offer us any insight on 

matters of control? As it happens, all of this is right up the 

alley of a relatively young field of mathematics called 

cybernetics. Cybernetics, billed by its creator MIT 

wunderkind Norbert Wiener as “the science of control and 

communication in animal and machine”, pits freedom against 

constraint in biological and engineered systems consisting of 

multiple control strata, with higher strata dominating lower 

ones in overall self-regulatory relationships. The central 

dynamical concept is the feedback loop, whereby actions or 

instructions issued by a control object affect a controlled 
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object, which sends information on its new state back to the 

controller, which then updates its routine to further maintain 

or adjust the state of the controllee (and round and round 

they go in more or less complex flow diagrams). 

Cybernetics, the mathematical bedrock of the computer age, 

is about as close as mainstream science has yet come to 

forming a mechanical picture of purposive, goal-oriented 

behavior. 

However, cybernetics goes only so far in its 

explanations, confining itself to mechanical or biological 

systems more or less analogous to electronic computers. 

Regarding the pre-mechanical or metaphysical phase of 

control and communication, the phase concerned with 

selecting, enacting and distributing laws and forces that 

allow machines to be built, cybernetics yields only silence. 

Where a system is completely self-contained, cybernetics 

explains it intrinsically on a mechanical level through 

internal feedback; where a system is not self-contained, 

cybernetics pursues mechanical control and feedback past 

the systemic boundary into the environment. But beyond 

this, cybernetics makes the usual round of too-convenient 
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assumptions, e.g. that it is possible to regress from one 

control level to another ad infinitum, and that because 

explanatory regression through successive control strata 

never terminates, pre-mechanical or metaphysical 

considerations need never be addressed. The system of 

interest is simply placed within a nested series of mechanical 

systems-within-systems through which control and feedback 

can be plotted. 

But the universe is more than a mechanical system; as 

we have established, it is a nomological “predictor” of all 

that it contains. The universe is so powerful a predictor that 

unlike Nukem or one of his subjects, it does not even need to 

know what specific act a person will commit in advance; it 

can simply allow for all possible acts by providing a possible 

outcome for every one of them. As Newcomb’s paradox 

reminds us, we usually think of time as one-dimensional 

and one-directional, a linear dimension along which the 

present moves from past to future. Unfortunately, this kind 

of time is simply too limited to support nomological meta-

prediction, providing means and explanation for neither its 

own existence not that of volition. Such an explanation, 
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along with that which is to be explained, requires the 

existence of a control level above that of time itself…a level 

representing hidden temporal structure.  

What is the nature of this stratification? Cybernetics 

can offer some pointers. First, let’s try to get a cybernetic 

view of a generic competitive scenario. Consider a 1 or 2-

player game based on a computer simulation or virtual 

reality. There are two control levels in this game, one 

simulated and one simulative, to which correspond the roles 

of “subject” and “programmer”. The programmer, being in 

charge of a computer on whose monitor runs a simulation 

containing the subject, controls the subject and his fate. In 

fact, as far as the subject is concerned, the programmer is a 

veritable “master of time”, having the ability to fast-forward, 

reverse and replay the simulation at will. Therefore, the 

object of the game is to occupy the role of programmer. In 

addition, there is a third “role” to consider: that of the 

game’s Designer. Because the Designer makes the rules that 

the player(s) must obey, this is an important role indeed.  

There are four possible positions in the 2-player 

version of this game. (1) Player A and player B are both in 
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the role of subject. In this case, neither controls the game, 

and it’s a toss-up. (2) A is in the role of programmer and B is 

in the role of subject. In this case, A controls the game and 

therefore wins. (3) B is in the role of programmer and A is in 

the role of subject. In this case, B controls the game and 

therefore wins. (4) A and B are both in the role of 

programmer. In this case, both A and B control the game, 

and because neither controls the other, they are forced to 

cooperate. This leads to a draw (or a mutual win or loss, 

depending on how the game is structured).  

Now let’s see who or what we can cast in these roles. 

First, consider Newcomb’s paradox. Where Nukem is player 

A and his subject is player B, the Newcomb scenario 

corresponds to position 2 above. Nukem – who always wins 

- is definitely in the role of programmer, and because he 

determines the outcome whether or not the subject chooses 

to cooperate, he is always in a higher control stratum (this 

precludes position 4). What is it about Nukem that makes it 

possible for him to win this game 100% of the time? That, of 

course, is a question for science fiction authors. For present 

purposes, the important part is what cybernetics tells us 
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about where he must be sitting: somewhere above the 

subject in a control hierarchy. 

Now let’s consider the Libet experiment. In this 

scenario, there is only one player, the experimental subject. 

In the solitaire version of this game, a lone player must play 

both roles, and the only possible object of the game is 

therefore self-control. But what is self-control? It is precisely 

that which enables voluntary action. That is, the 

experimental subject, in attempting to commit a string of 

voluntary acts, is trying to simultaneously put himself in the 

roles of programmer and subject so that he can control and 

perform his own movements. According to our explanation 

for the peculiar timing of the neural events involved in this 

endeavor, the subject executes his duties as “programmer” 

in two phases relegated to his unconscious and conscious 

mind respectively.  

Notice what this says about the relationship between 

the Newcomb and Libet scenarios. In displacing the player 

from the role of programmer, Nukem is either usurping the 

player’s self-control and thus depriving him of free will, or 

making sure that whatever self-control the player insists on 
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retaining turns out to be disappointingly unprofitable. In the 

latter case, Nukem must do something more impressive than 

merely controlling the player; he must control the contents 

of a certain box to ensure that the player is robbed of success 

and thereby punished for his or her willfulness. In other 

words, in making his prediction, Nukem must control some 

part of the subject-environment complex in a way that 

violates our intuitive notions of time and causality. 

What about the Designer of the game? Because the 

Designer makes the rules, and because rules are analogous 

to laws, the Designer’s real-world analogue is the universal 

principle responsible for selecting, distributing and 

enforcing the laws of reality, and thereby setting the stage 

for volition. This represents a higher level of control than 

those occupied by programmer and subject; the programmer 

derives his “programmatic” ability to see into and/or control 

future states of reality, subjective and objective alike, wholly 

from the Designer. That this applies to volition in general 

should now be clear as a bell. 

(Of course, there still remains a problem: we have not 

yet decided whether or not free will really exists. But if the 
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set-up were all that easy, the free will question would have 

been definitively answered a long time before we ever got 

around to it.)  

Where does it all lead? To exciting new extensions of 

cybernetics and other fields of mathematics? To new inroads 

in physics and cosmology? To new insights regarding 

theological concepts like God, the human soul, and ethical 

refinements based on an enhanced understanding of good 

and evil? 

As a matter of fact, yes it does. But why not leave a 

little something for later? 
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Solutions for the Problems of Free Will, 
Good and Evil, Consciousness and God 
 
For three chapters now, I’ve subjected you to merciless 

philosophical, neurobiological and mathematically-oriented 

disquisitions on free will, even arranging your involuntary 

participation in a virtual game show and a scientific 

experiment. As a reward for your long suffering, we’ll now 

try to extract some momentous implications from the little 

thread we’ve got going. Specifically, we’re going to show 

that free will definitely exists. Then we’re going to explain 

that while this doesn’t necessarily mean that human beings 

possess it in any immediate sense, there are good reasons to 
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believe that they do. And then we’re going to discuss a few 

important philosophical corollaries. 

First, let’s review the virtual reality game described in 

the last chapter. The point of introducing this 1- or 2-player 

Game was to provide a standard analytical framework for 

Newcomb’s paradox and the Libet delayed-choice 

experiment. The Game has two control levels respectively 

inhabited by a “subject” and “programmer”. The subject 

inhabits a simulated world under the control of the 

programmer, who is able to fast-forward, reverse and replay 

the simulation at will. The first step toward winning the 

Game is to occupy the role of programmer and thereby gain 

control of the outcome (sadly, there are not yet any detailed 

instructions for doing this). The solitaire version requires that 

a lone player play both roles, making self-control, i.e. 

personal volition, the only possible object of the Game.  

In addition, we defined a third “role”, that of the 

Game Designer who makes the rules that the player(s) must 

obey. These rules include the laws of causality that operate 

on each level, and the laws governing the relationships 

among control levels. Because the Designer in effect occupies 
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a third control level, there are three control levels altogether. 

Control flows downward through these levels, from 

Designer to programmer to subject. Due to the quality and 

quantity of control associated with the role of Designer, the 

Designer has a clear theological analogue: God. In the 

context of the Game, denying the existence of the Designer 

would amount to asserting that despite the complex 

structural organization of the Game, it is random in origin.  

Let’s begin by reviewing a few historical viewpoints 

regarding the free will issue. First, we have the idea, dear to 

the hearts of most of us and especially to those who framed 

the U.S. Constitution and other rational codes of law and 

ethics, that human beings have free will. While we 

acknowledge that there are laws of causality that apply to 

everyone regardless of time or place – e.g. “for every action 

there is an equal and opposite reaction” – these are not 

sufficient to control our behavior, leaving us free to “make 

our own laws” when it comes to our personal preferences. 

This corresponds to the solitaire version of the Game, but 

with a tacit restriction on the fast-forward, reverse and 

replay options: they are usually considered to be exclusively 
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“mental”, i.e. confined to our respective thought processes. 

Then we have determinism, the idea that the laws of 

causality determine our every move. Determinism holds that 

we resemble billiard balls rolling around and colliding on a 

barroom pool table, bouncing off each other under the 

impulses imparted to us by environmental cue sticks. Like 

the cue sticks themselves, the internal impulses triggered in 

our minds and bodies by external stimuli are completely 

motivated by the laws of physics, reductively including the 

laws of genetics, biology and psychology. There is no causal 

gap in which free will can find a toehold. This corresponds 

to a version of the Game in which the Designer leaves no 

open controls for the programmer to use; the structure of the 

Game, as fixed by the Designer, absolutely controls the 

simulation and the subject. (While Laplace, widely 

considered the father of determinism, once remarked to 

Napoleon that a deterministic universe “has no need” of a 

Designer, he thereby left himself with no way to account for 

the mathematical laws of causality offered as a replacement.) 

Juxtaposed to determinism is indeterminism or 

randomism, the idea that causality is only an illusion and that 
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everything, including human behavior, is utterly random. 

This represents a bizarre mutation of the Game in which one 

or both of the following conditions hold.  

(1) The Designer is absent, dead, or out to lunch; 

the Game, and its rules of causality and interlevel control, 

exist solely by “chance”. An obvious drawback of this 

viewpoint is that it fails to account for the probabilistic laws 

of chance themselves.  

(2) The rules of causality do not exist at all; they 

are merely supposed to exist by the subject and break down 

where the subject’s powers of self-delusion end, beyond 

which point chance rules openly. In other words, when a 

subject fancies that he is “making a decision”, he is really 

rolling the dice, and somehow, his sequential delusions of 

intent, action and outcome perfectly match the dice roll. 

This, of course, seems to give a whole new meaning to the 

term “improbable”.   

In addition to free will, determinism and randomism, 

there is another doctrine worth considering: predestination. 

Predestination is the idea that God can look at a person, 

measure his or her tendencies towards goodness and/or 
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badness, predict how the person will decide to behave in his 

or her particular setting, and consign that person’s soul to 

heaven or hell on that basis. Where God’s insight relies on 

the existence of laws that transform information on a 

person’s innate tendencies and environmental conditions to 

information on behavior – these laws are ostensibly what He 

uses make His prediction - predestination amounts to 

determinism with a theological twist. Where God 

determines both the personality of the subject and the laws 

that determine his behavior, this boils down to the following 

scenario: God makes a person, sizes up His handiwork, says 

either (a) “Man, am I good!” or (b) “Screwed up again!”, and 

tosses His newest creation onto the pile marked “Heaven 

Bound” or “Born To Lose”. If you happen to be a Calvinist, 

this is your lot – or should that be lotto? - in life. 

However, there is another strain of predestination, 

favored by (e.g.) the Roman Catholic Church, that does not 

rely on determinism. According to this version of the 

doctrine, God might instead do one of the following.  

(1) Scan the subject for freely-formed higher-order 

intent. As we recall, persistent higher-order intent is what 
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the experimental subject generates in agreeing to participate 

in the Libet experiment and move his hand repeatedly at 

will. To capture the theological flavor of predestination, 

compare this to “what the subject generates in freely selling 

his soul to the devil and agreeing to commit a lifelong string 

of felonies and misdemeanors”. 

(2) Let the subject play out and determine his own 

simulation, then use the rewind control to back up to the 

subject’s moment of birth and invisibly stamp him 

“Accepted” or “Rejected”. In this case, God is simply 

jumping forward in time to observe the subject’s timeline, 

and then jumping back through time to affix the proper 

invisible label to its origin. This kind of predestination leaves 

room for free will.  

Notice that where free will is absent, the mind is 

reduced to a mere byproduct of deterministic material 

reality. Consciousness, including the psychological sensation 

of intentionality and self-awareness in general, becomes a 

kind of meaningless sideshow compulsively played by our 

irrelevant “minds”, as we are forced to call them, to interpret 

that which they cannot affect. The idea that the mind is just a 
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side effect of objective physical processes is called 

epiphenomenalism. One can, of course, split hairs over the 

question of whether the mind is truly intrinsic to our 

material brains and bodies, or just extra metaphysical 

baggage that is somehow tied to them by some kind of 

ethereal thread. But either way, if intentionality has nothing 

to do with the structure of reality, then matter and the laws 

of physics are all that really count. Our “minds” are just 

along for the ride. 

We’ve enumerated the above scenarios to show that 

the cybernetic paradigm, involving feedback among layers 

of control, clarifies the distinctions among traditional 

approaches to volition. This is a bit surprising; while 

cybernetics is a respected branch of modern science, the 

position of the scientific establishment as a whole is 

evidently nowhere near as sophisticated. It is based on a 

naive understanding of causality which holds that with 

respect to anything not locked into a determinative causal 

relationship, randomness prevails. For example, modern 

physics characterizes reality on three scales: the overall 

cosmic scale, the macroscopic scale of ordinary objects, and 
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the ultramicroscopic scale of atoms and subatomic particles, 

to which it applies the rules of relativity, classical mechanics 

and quantum mechanics respectively (where relativity is 

understood as a classical theory). Unfortunately, the 

dichotomy between “classical” and “quantum” reality is 

essentially the same as that between causality and 

randomness or determinacy and indeterminacy. It thus 

effectively excludes all of the above scenarios except 

determinism and randomism, leaving the existence of free 

will with no apparent possibility of scientific explanation. 

Determinacy and indeterminacy…at first glance, 

there seems to be no middle ground. Events are either 

causally connected or they are not, and if they are not, then 

the future would seem to be utterly independent of the past. 

Either we use causality to connect the dots and draw a 

coherent picture of time, or we settle for a random scattering 

of independent dots without spatial or temporal pattern and 

thus without meaning. But there is another possibility after 

all: self-determinacy. One can be the author of one’s own 

personal “causality”, setting up a volitional feedback loop 

between one’s will and one’s goals, where “goals” include 
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everything from spontaneous bodily movements to the fruits 

of long labor and well-laid, well-executed plans. 

Self-determinism is a rather subtle concept. It means 

that one determines one’s own path independently of general 

laws of causality, where “independence” describes a 

situation in which one is constrained by, but also free to 

exploit at will, the laws of physics and biology. It therefore 

implies that neither randomness nor the laws of causality 

have the final word in the determination of reality; there is 

enough room between them for human beings, who are 

themselves parts of reality, to “get a word in edgewise”. But 

how is this possible, given that the general laws of causality, 

linear and chaotic, are the only things short of “quantum 

randomness” that can possibly account for the structure of 

reality as a whole? It is possible only if there is more to the 

overall structure of reality than randomness or the laws of 

causality can fully determine, and only if human beings 

possess a means of shaping this extra structure at will.  

To expand further on the concept of volition, we must 

take a closer look at its meaning. When we do, we find that 

“meaning” is precisely what volition entails. Concisely, to 
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“have meaning” is to play a critical role, to make a crucial 

difference, in something of value, where value is reckoned in 

practical, emotional, intellectual or spiritual (edificative) 

terms. So to be meaningful, volition must enable one to 

advance, in a way transcending the laws of causality and 

imparting value beyond that of causality alone, toward 

freely-chosen goals which themselves possess meaning or 

value. But for goals to have meaning, the system in which they 

reside must have meaning. If reality were meaningless, there 

would be no basis on which to ascribe meaning to anything 

in it; “valueless value” is no value at all. So if meaningful 

volition exists, reality itself must have meaning, and there 

must be an objective, meaningful scale on which its value 

can be gauged. 

But now there arises a problem: in order to be 

“objective”, something must be real. On what real, objective 

scale can reality be measured? If we define “reality” in the 

most straightforward and tautological way, namely as “that 

which contains all and only that which is real”, no such 

thing as an external scale is possible. For by our definition, 

anything real enough to quantify reality from the outside is 
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already included in reality and therefore on the inside! Since 

this is a logical contradiction, the idea that reality can be 

externally evaluated is logically invalid. This implies that in 

order to possess meaningful existence and thus be capable of 

supporting meaningful volition, reality must be “self-

evaluating”. All of its value scales must be internal to it, and 

its meaning must be intrinsic. 

In fact, we can go somewhat farther. In the traditional 

view of science, that which is not random must be created or 

selected according to ambient (externally extended) 

principles of causality. But where external causality requires 

external scales against which to be defined, it can no more 

possess real existence than the external scales themselves. 

Again, anything real enough to affect reality from the 

outside is already included in reality and therefore on the 

inside, and since this is a logical contradiction, the idea of 

external causality is a priori invalid with respect to reality. 

This implies that in order to possess meaningful existence 

and therefore support meaningful volition, reality must be 

“self-caused”. But this comprehensive kind of self-causation 

entails an even deeper form of self-determination than that 
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usually associated with volition; reality must not only 

determine its own structure independently of external 

causality, but must do so starting with nothing but itself! In 

other words, the universe must possess a global analogue of 

free will that lets it internally define and calibrate the very 

scale on which its intrinsic value is internally measured. 

But wait a minute. Aren’t we ignoring the possibility 

that the universe is simply “random”, i.e. uncaused? Not 

really, for externally speaking, that’s exactly what it is! In 

deducing that the universe is unaffected by external 

causality, we find that it is externally acausal or “random” in 

that specific sense of the term. The operative distinction, of 

course, is that which holds between internal and external 

causality. And since our observations of a coherent, well-

regulated, profoundly ordered universe rule out the 

possibility of internal randomness from the start – there is no 

way that a system as coherent and complex as the real 

universe can be accurately described as “randomly 

disordered” - we’ve got the issue of cosmic randomness 

sufficiently well-covered for present purposes. 

So reality, being self-determinative but externally 
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unconstrained, possesses a global, self-enabling analogue of 

free will that generates its own means of realization. If these 

means can be utilized by human beings within reality, then 

human beings possess free will, and because they are 

included in reality, they can use it to contribute to the 

realization of the global Self-structuring imperative. On the 

other hand, even if human beings cannot avail themselves of 

free will, they can still be used by it for the same purpose. In 

either case, human beings are integral parts of reality that 

contribute to its structure, and must either be using the 

inherent freedom of reality to do so, or be freely used as 

tools by some higher level of realty to the same end. So 

while the using-versus-used question remains up in the air, 

one fact has nevertheless been rationally established: 

whether it belongs exclusively to the universe or to man as 

well, free will exists. (Q.E.D.) 

Now let’s look at some convincing cybernetic 

evidence that we participate in the self-creation of reality. 

Because intentional self-creation entails an internal stimulus-

response dynamic consisting of feedback, any self-

configuring system needs internal sensors (agents, internal 
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self-proxies) capable of not only recognizing and affecting its 

state from local internal vantages, but of responding to 

higher-level instructions tending to enforce global structural 

criteria. Moreover, the system must possess a stratified 

utility function allowing it and its agents to prefer one 

possible future over another. Human beings and other 

intelligent life forms are useful to reality on both of these 

counts. So the first criterion of reality is the possibility, and 

in fact the inevitability, of the existence of “sensors” just like 

us…sensors with an advanced capacity to recognize, 

evaluate and respond to internal states of the system. 

How, in general, would the universe self-configure? It 

would select itself from a set of internally-generated, 

internally-refined structural possibilities in order to 

maximize its self-defined value. In the (somewhat 

inadequate) terminology of quantum mechanics, this set of 

possibilities is called its quantum wave function or QWF, and 

the utility-maximizing self-selection principle is traditionally 

called teleology. In exploiting this self-actualization 

mechanism, human beings would select their specific goals 

from the global QWF according to their own specific self-
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selection principles or “teleses”. In the course of being 

realized, these individual teleses would interfere with 

teleology (and each other) in a constructive or destructive 

way, depending on whether they and their specific methods 

of implementation (modes of interference) are teleologically 

consistent or inconsistent. In this way, the “good”, or 

teleologically constructive, may be distinguished from the 

“bad”, or teleologically destructive. I.e., free will would give 

human beings a real choice between good and evil…a choice 

like that which we already seem to possess. 

For example, say that you choose great personal 

wealth as your goal. Whether this goal is inherently good, 

bad or indifferent depends on whether or not its realization 

would necessarily lead to a net increase or decrease in global 

utility or value, and thus interfere constructively or 

destructively with teleology (in which cases it is good or bad 

respectively). Suppose that it is not inherently bad. Then 

whether its specific realization is bad depends on whether 

your means of realizing it will be prohibitively costly to the 

aggregate consisting of you, those near you, mankind as a 

whole and the entire Planet Earth (if they are, then the ends 
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do not quantitatively justify the means). As we recall from 

the last two installments, any goal that can only be reached 

through a more or less complex sequence of actions is 

assigned to a higher, long-term level of intentionality that 

suggests and coordinates one’s actions in light of it, with the 

subject retaining “power of veto”. To qualify as “good” or at 

least “indifferent”, you must use your power of veto to 

ensure that your individual actions meet the same 

teleological consistency criterion that applies to your overall 

goal. 

But hold on there - doesn’t the question of good and 

evil automatically evoke the topic of theology? Of course it 

does. “God” is just the name we give to the protean creative 

principle that generates and enforces teleology, or 

equivalently, that Entity whose “Will” equals teleology. 

Since this is the same entity whose self-structuring 

operations are guided by teleology, namely reality, we have 

a measure of equivalence between reality and God. This 

makes sense for the following reason: reality can be 

mathematically modeled as a Self-Configuring Self-Processing 

Language (SCSPL), a dynamic system possessing not just a 
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global analogue of volition, i.e. teleology, but a global 

analogue of self-awareness as well, i.e. SCSPL self-

processing. So where “consciousness” is an attribute with 

active and passive dimensions amounting to volition and 

self-awareness, “God” and “reality” are equally good 

answers for the question “What entity possesses the global 

form of consciousness described by SCSPL?” In other words, 

it’s just as we might have expected: God is the ultimate 

reality. 

This, of course, brings us back to the notion that 

“God” is a real-world analogue of the Designer in our 

cybernetic Game. But now the game is reality, its object is 

the Designer’s own Self-creation, and any number of players 

occupying any number of lower control strata are just 

participants in the Self-configuration of the reality they 

inhabit (for now, we’ll ignore the long-running debate over 

whether God can inject Himself into the bottom-level 

simulation as a “messiah”, simply answering “yes” and 

leaving it at that). When we use the freedom we inherit from 

reality at large to properly choose our teleses and exercise 

our powers of veto, we favorably tilt the balance between 
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teleology and anti-teleology, good and evil, and thus inherit 

meaning in the bargain. This meaning enriches our lives and 

sustains the conscious identities with which reality has 

endowed us as its internal proxies. 

Notice that our answer for the question of free will 

has brought with it the answers for some bonus questions: 

“What are good and evil?”, “What is consciousness?” and 

“What is God?” (We’ve left out a few technical details, of 

course, but that’s only because we need to reserve a few 

surprises for future essays.) Given that you could spend 

your entire life’s salary on popular and academic literature 

and still not get a tentative logic-driven answer for even one 

of these questions, how’s that as a payoff for four straight 

chapters on the science and philosophy of volition? 

By any reasonable measure, you’ve done quite well 

for yourself. 
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~ Part II ~ 
 

 

On the Perils of Metaphysical 
Skysurfing Without a Parachute  
 (or “Je n’avais pas besoin de cette hypothèse-là.”)  

 
Although we often forget to act like it, human beings are 

indisputably the brightest bulbs on the evolutionary tree. So 

in describing where we stand in relation to the rest of the 

animal kingdom, we tend to stress our intellects, asserting 

that we are on top of the food chain, the clothes chain and 

the housing chain because virtually every other species that 

crawls, hops, swims or flies is a dim bulb by comparison. No 

matter how much stronger, faster, or keener of eye, ear and 

nose other species may be – and pound for pound, they are 

virtually all much stronger, faster or sharper-sensed than we 
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– we are the ones who climbed to the top of the evolutionary 

ladder…spectacularly outsmarted the biological 

competition…cleaned up in the All-Time Grey Matter 

Sweepstakes.   

So much for the creatures that preceded us on the 

timeline of creation. What of those which came after us…the 

creatures of metal, plastic and silicon that we birthed to aid 

us in our physical and mental labors? Here, the same applies 

a fortiori. Regardless of horsepower, clock rate or memory 

capacity, none of our machines can hold a candle to even the 

weakest among us. For machines merely obey the laws of 

physics, while we alone can study, formulate and 

manipulate those laws to our own advantage. Ours are the 

hands on switch and dial, on mouse and keyboard, on tiller 

and wheel, on gas hose and power plug. Without our 

protection and guidance, even our most durable machines 

would be naturally selected for fast extinction. We are 

human not just because of our intelligence, but because of 

our will to control…our will to supremacy. 

So far, so good. But then we collectively make a 

daring leap. Not satisfied with our quantitative superiority 
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on the scales of intelligence and control, we philosophically 

transform it into a qualitative difference setting us forever 

apart from other animate and inanimate entities. 

Historically, this difference was boldly expressed in 

statements like “human beings have souls; machines and the 

lower animals do not.” Because this is an age of science, and 

science pretends to have no use for that which cannot be 

empirically demonstrated, such statements are now heard a 

bit less frequently. But the assumed difference lingers on in 

our minds, implicit but ineffable, a tacit but unbreakable 

confidence in the unique nature of human consciousness and 

its sovereign place in the eternal hierarchy of being.  

This putative qualitative difference is central to our 

ethos. It justifies the lion’s share of earthly resources that we 

take, use and waste. It is our philosophical “license to 

kill”…to overpopulate the planet, to extinguish other forms 

of life, to pollute the environment. It is central to what we 

call the “meaning of life” and to our own meanings as 

individuals. And because it is absolutely essential to our 

collective self-importance, we like to think of it as anything 

but accidental. Indeed, if it has any real significance, it 
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cannot be a quirk of fate, a chance pattern of spots on the 

cosmic dice. Our claim to preeminence must be based not on 

mere physical dominion, but on metaphysical distinctiveness. 

We are what and who we are because this is how it was 

meant to be. Despite having disposed of pre-Copernican 

anthropocentric cosmology several centuries ago, we yet 

embrace a metaphysical analogue of it that refuses to die.   

Unfortunately, certain trends in science threaten to 

kill it nonetheless. Take, for example, our vaunted 

intelligence. Dolphins, porpoises and other cetaceans display 

playfulness, task learning ability and mental agility 

impressive even to humans. A strain of lab mice called 

“Doogie mice” - remember Doogie Hauser? - are bred for 

high densities of brain proteins called NR2B receptors that 

enhance their performance on task-based animal intelligence 

tests, narrowing the IQ gap between humans and rodents. 

Researchers on human intelligence are even now locating 

human genes associated with high IQ, thus accumulating the 

knowledge to genetically engineer super-smart children like 

the precocious Doogie himself. And pharmaceutical 

companies are already analyzing the effects of such genes to 



 

 
74

develop “smart drugs” expected to cause IQ spikes of up to 

50 extra points. This gives rise to a disturbing question: how 

special is intelligence when it can be dispensed from a bottle 

or syringe to humans and animals alike?   

But wait! Even if task performance has a biological 

basis, could there not be something special in our use of 

language? Well, not necessarily. Human linguistic ability has 

been localized to specific brain modules, like Broca’s and 

Wernicke’s areas, that seem to have counterparts in the 

brains of some animals. For example, a monkey's premotor 

cortex contains an area known as F5 that is considered 

analogous to Broca’s area and contains special cells, called 

“mirror neurons”, that appear to be present in human brains 

as well. Meanwhile, certain African grey parrots can 

seemingly hold rudimentary but meaningful conversations 

involving both quality and quantity. And great apes like 

gorillas and chimpanzees, with whom we share up to 98% of 

our DNA, regularly communicate using sign language 

vocabularies of thousands of words…if certain studies are 

correct, enough to rival the functional vocabularies of many 

humans.   



 

 
75

But does primate language use not differ from ours in 

its lack of empathy, and is empathy not a distinctively human 

“spiritual attribute”? Not by the look of certain recent 

findings. Having noted that the brain of a human observer 

generates excitatory patterns that mirror patterns in the 

brain of someone performing a task, a team of researchers 

has examined monkey brains and found a new class of brain 

cells in which such mirrored patterns reside. (Can you guess 

their location? That’s right…F5.) The sympathetic firing of 

these “mirror neurons” bids fair to be the neural equivalent 

of empathy. No longer is empathy a moral and spiritual 

attribute of personhood, a je ne sais quoi of human social 

interaction. Like the jerk of a tapped knee and the dilation of 

a pupil in sudden darkness, empathy appears to be just 

another biological phenomenon reducible to the ubiquitous 

pas de trois of proton, neutron and electron in random 

chunks of matter.   

So much for intelligence and empathy as evidence for 

human spiritual ascendancy. What of spirituality itself? As it 

happens, world literature affords several telling 

adumbrations of modern scientific research on this topic. In 
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his tragicomic novel The Idiot, Fyodor Dostoievsky described 

the expansive feeling of beatitude experienced by his 

protagonist Prince Myshkin just prior to the onset of 

epileptic seizures. Insofar as Dostoievsky himself suffered 

from epilepsy, these fictionalized accounts seem to have 

been taken directly from the author’s personal 

experience…and the great Russian novelist was far from 

alone. Many patients afflicted with temporal lobe epilepsy 

have reported that when a spell overtakes them, they “see 

God” or experience “enlightenment”. Searching for the 

explanation, neurologists were finally able to find a 

connection between temporal lobe epilepsy and spontaneous 

religious feelings: epileptic seizures can stimulate a structure 

called the “God module” (!) in the temporal-limbic region of 

the human brain.   

Inspired by such successes, science is now looking at 

the neurological correlates of religious experience in general. 

This emerging field already has a name, neuro-theology, and a 

central premise: that feelings of spirituality are due to the 

genetic wiring of the human nervous system. To illustrate, 

neuro-theological researchers recently conducted an unusual 
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experiment in which a Tibetan Buddhist tugged on a strand 

of twine as he entered a state of meditative transcendence. 

Upon this prearranged signal, a researcher injected a 

radioactive tracer into an IV line attached to the subject’s 

arm and scanned his brain with a sophisticated machine 

known as SPECT. SPECT’s circuits registered a dramatic 

reduction in neural activity within a specialized region at the 

top rear of his brain…an area known to be responsible for 

translating sensory data into comprehension of the 

boundary between self and environment. Having shut down 

his “self-delimiter module” by meditative sensory 

deprivation, the subject had destroyed the subjective 

distinction between internal and external reality and become 

“one with the universe”.   

The effect is nonsectarian. According to brain scans, 

praying makes Franciscan nuns feel “oneness with God” by 

suppressing the activity of their self-delimiter modules. And 

the neural aspects of religion are by no means confined to 

meditation and prayer. A 1997 Japanese study showed that 

the rhythmic repetition of ritual chanting and dancing 

causes a certain brain component, the hypothalamus, to 
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generate feelings of serenity or arousal. For example, while 

repeatedly chanting a mantra transports a yogi to a state of 

deep inner calm, Sufi mystics feverishly dance themselves to 

states of excitement in which they feel like “live wires” 

crackling with the infinite energy of the universe. But does 

this provide evidence for anything of an objectively 

transcendental nature? The response of neuro-theology to 

this question is just that of Laplace to Napoleon regarding 

the existence of God: “Je n’avais pas besoin de cette hypothèse-

là.” Given the physical nature of that which is to be 

explained, there is no need for such a hypothesis.   

The elevated status of human consciousness grows 

ever more precarious upon the swaying tightrope of 

metaphysical distinctiveness. First came evidence for the 

physical basis of consciousness in the various aphasias and 

apraxias associated with brain lesions; then came the frontal 

assault of operant conditioning on free will; now we have 

brain-scanned nuns and the possibility of genetically 

engineered intellectual and spiritual “geniuses”. Intelligence, 

language, empathy, spirituality…all of our claims to 

metaphysical distinctiveness seem to be falling beneath the 
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heartless scythe of physical reductionism. So where will we 

go now, at the dawn of the New Millennium, for renewed 

confirmation of our “specialness” in the scheme of things?   

Fortunately, we are not yet facing an ideological dead 

end. For it seems that just ahead on the intellectual horizon 

looms a new science of metaphysics…a logical framework in 

which the importance of humankind is unthreatened by 

reductionism, and in which the significance of human 

feelings and emotions is uncompromised by their correlation 

with lowly biological processes. Rather than declaring us the 

abject slaves of natural laws beyond our control, this 

framework yields a new understanding of space and time in 

which the very laws of physics can be viewed as an 

expression of our minds. Granted, this framework remains 

hidden despite its portentious approach. But if its ongoing 

delay contributes to our collective store of humility, perhaps 

this is not entirely a bad thing.   

For now, we may simply observe that science consists 

of building accurate conceptual models of the world, and 

that the theory of models has thus become a crucial 

ingredient of scientific reality. Perhaps the most distinctive 
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characteristic of model theory is its use of “metalanguages”, 

or languages that talk about languages, to analyze the 

mappings, or correspondences, between scientific theories 

and their universes of discourse. Logically, such 

metalanguages amount to relationships between theoretical 

cognition and perceptual reality…or with a slight frame 

shift, between the mind and the real world of scientific 

observations. Because these relationships do more than just 

describe reality – because they turn out to be primary 

conditions of its existence - they distribute over it on all 

scales, uniting the ubiquitous subjective and objective sides 

of its nature. The universal distribution of these relationships 

implies the existence of a homogeneous cognitive and 

perceptual medium embracing the real universe and 

propagating the influence of our minds throughout the 

cosmos.   

Examined within the distinctive logical structure of 

this medium, time and causality turn out not to be confined 

to the familiar past-to-future direction. Instead, the future-

to-past direction becomes important as well. The 

bidirectionality of time implies that the universe is in a state 
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of extended spatiotemporal self-superposition, each of its 

serial configurations, as defined at each successive moment 

of time, in contact with all others. At first glance, this seems 

to imply that the universe is completely determined…that as 

Laplace believed, every state of the universe is implicit in any 

state. But not only is such an assumption unnecessary, it 

would ultimately lead to intractable inconsistencies. In fact, 

the logical structure of spacetime provides the universe with 

the wherewithal of being, endowing it with self-creative 

freedom and permitting it to rise from a sea of 

undifferentiated ontological potential.   

What does this have to do with neurotheology? 

Insofar as God is generally defined as the Prime Mover or 

first principle of reality, God is by definition real, and thus a 

part of the real universe. And because this first principle is 

by definition primary – because there is by definition no 

preexisting reality to contain it – reality cannot properly 

include it. So the real universe must coincide with God; 

scientific knowledge is theological knowledge, and science a 

form of theology. It follows that our ability to use science to 

better the plight of our species - our capacity to know God 
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and to help others know God – is part of what makes us 

“special”. And where true science is a key ingredient of our 

claim to metaphysical distinctiveness, our place in the 

hierarchy of being cannot be threatened by science done 

thoroughly, correctly, and without a priori restrictions on our 

rôle in the scheme of things.   

But what is that rôle? Where does humanity fit into 

the scheme even now being revealed to us by science…we, 

who have lately found ourselves reduced to the wearing of 

metaphysical sackcloth? It turns out that in a certain precise 

sense, we are microsms, images of the universe within the 

universe. And because of the symmetric connection between 

source and image, cosmos and microcosm, we function as 

agents through whom the universe realizes its being. We are 

its children and heirs, poised on the threshold of adulthood 

and charged with shaping Destiny itself, with helping the 

living universe choose its form and content from a 

background of undifferentiated potential. Though eons 

removed from the moment of creation, we actively retrodict 

it, sending the power of our minds back through time to 

help the Prime Mover, our parent and provider, self-
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creatively embody the universe we inhabit.   

Let us do well our filial duty. For by the partial 

identity of parent and child, we serve ourselves and each 

other in the bargain.   
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A Very Brief History of Time  
 
I just had a chance encounter with a garden slug, and it got 

me thinking about time. 

In this ostensibly inanimate, impersonal universe, a 

garden is a miracle. All the more so is a garden slug, an 

animal that can extract sufficient energy from the garden’s 

vegetable matter to move from place to place under its own 

power. When one is in the right mood, watching the 

shimmering spotted slug slide over the mulch evokes the 

miracle of biology in all its splendor; the creature’s pulsating 

aliveness is hypnotic. But then one recovers his bearings and 
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realizes that this is only, after all, a garden slug, and that the 

ladder of biology goes much higher. The miracle of life has 

culminated in one’s own species, man. Unlike the slug, 

whose nervous system has barely enough complexity to let it 

interface with the environment, a man’s nervous system, 

nucleated by the adaptive and inventive human brain, can 

abstractly model its surroundings and project itself 

consciously and creatively through time. 

A slug can learn. The small neural network that 

serves as its brain can be modified by sensory input from its 

environment, and the slug’s behavior modified accordingly. 

To this extent, the slug "remembers" the input. But because 

its simple brain cannot form an internal model of its 

changing relationship with the garden, the slug cannot 

recognize its memories as "changes"; the state of its nervous 

system at any given moment can pass for all that it has ever 

known. Because the neural function by which the slug 

identifies self is instinctual and perceptual as opposed to 

cognitive – because the slug "defines itself" strictly by 

nonreflective instinctual processing of environmental stimuli 

- the dependent neural function time is limited to here-and-
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now. The slug recognizes no past self or future self on which 

to define an extended temporal relationship. 

As the slug’s primitive example shows, our 

awareness of time depends on the extent to which our 

mental models of reality reflect change. To see an object 

change, one must recall its former state for comparison to its 

present state, and to do that, one must recall one’s former 

perception of it. Because perception is an interaction 

between self and environment, this amounts to bringing 

one’s former self into conjunction with one’s present self. That 

past and present selves can be brought into conjunction 

across a temporal interval implies that momentary selves 

remain sufficiently alike to be conjoined; that they can 

intersect at any given moment to compare content means 

that the intersection is changeless. So when self is 

generalized as the intersection of all momentary selves, it 

acquires a property called time invariance. It is the rock of 

perception, the unchanging observation post from which the 

net of temporal connections is cast and to which it remains 

anchored. Indeed, it is the fabric from which the net is 

woven, its relationship with the environment serving as the 
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universal template for all temporal relationships. 

Through learning, mental models of time evolve in 

time. As the brain’s neural connections are modified and the 

strengths of existing connections are adjusted to account for 

new information regarding both self and environment – as it 

learns - its model of time changes as a function of time. In 

other words, the model changes with that which is modeled. 

If the brain is smart enough, then it can model itself in the 

process of being changed, and depict its own learning 

process as a higher level of time. But even as the self absorbs 

its educational history and deepens its reflexive 

understanding, it remains static at its core. Otherwise, it 

would lose temporal cohesion and fall apart. Since self is 

static, time too should possess a static description that does 

not change in the temporal flow it describes (if time were the 

water flowing in a river, then a static description of time 

would be analogous to the rocky banks that determine the 

river’s course). 

Such a description arises by abstraction. As cognitive 

models become more sophisticated, cognition becomes 

increasingly abstract; concepts become increasingly 
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independent of the particular objects they describe. Among 

the first things to be abstracted are space and time. The most 

general abstract system incorporating both is a language. 

Although the term "language" usually refers to a natural 

language like English, it is actually more general. 

Mathematically, a formal language consists of three 

ingredients: a set of elements to be combined as strings (e.g., 

symbols, memes), a set of structural rules governing their 

arrangement in space, and a set of grammatical rules 

governing their transformations in time. Together, the latter 

two ingredients form the syntax of the language. It follows 

that neural, cognitive-perceptual, and physical systems can 

be described as languages, and the laws which govern them 

as their syntaxes. On a subjective level, time itself can be 

abstractly characterized as the grammar of the joint language 

of cognition and perception. The rules of this grammar are 

the general ingredients of subjective time. 

Because time is defined in terms of transformations 

among spatial arrangements of objects, it is conceptually 

entwined with space. Thus, it is actually part of a linguistic 

complex called spacetime. Spatiotemporal relations exist on 
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many levels; if level one consists of simple relationships of 

objects in space and time, then level two consists of 

relationships of such relationships, and so on. Because logic 

is stratified in much the same way, one can say that time is 

stratified in a manner corresponding to predicate logic. This 

must be true in any case, since any meaningful description 

of time is logically formulated. Spatiotemporal stratification 

allows time to be viewed on various scales corresponding to 

ascending series of contexts: e.g., personal awareness, 

interpersonal relationships, social evolution, evolutionary 

biology, and so on. The histories of people, institutions, 

cultures, and species are nested like Chinese boxes, with the 

abstract principles of each history occupying a level of 

temporal grammar corresponding to an order of predicate 

logic. 

Because of the relation between self-awareness and 

temporal awareness, temporal stratification induces a 

stratification of self. What we have already described as the 

static intersect of momentary selves becomes a stratified 

relationship…a terrace of temporal vantages conducing to 

long-term self-integration. As the self becomes stratified, the 
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principles abstracted from higher orders of experience tend 

to be objectivized due to their generality, with science and 

philosophy among the results. Thus, the subjective and 

objective sides of reality – the self and the environment – 

tend to merge in a symmetric way. On one hand, the 

environment is absorbed by the self through experience, and 

the laws of nature are thereby abstracted; on the other hand, 

the self is projected onto the environment in such a way that 

it "selects" the laws of nature by analogy to its own internal 

laws. Either way, the core self tends to intersect with the 

environment as momentary selves are intersected within it. 

This brings the subjective and objective phases of reality - 

and time - into closer correspondence, blurring the 

distinction between them from an analytic standpoint. 

As time grows more abstract, ways are sought to 

measure it, diagram it and analyze it numerically. This 

requires a universal depiction of space and time against 

which arbitrary processes can be differentially graphed and 

metered. Such a depiction was introduced by the Frenchman 

René Descartes in the first half of the 17th century. It was 

called analytic geometry, and it depicted time and the 
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dimensions of space as straight, mutually perpendicular 

axes. In analytic geometry, any set of numerically-scaled 

space and time axes associated with any set of properties or 

attributes defines a coordinate system for assigning numbers 

to points, and simple processes appear as the graphs of 

algebraic functions. A few decades later, Newton and 

Leibniz independently discovered a new kind of 

mathematics, the infinitesimal calculus, by which to 

numerically quantify the rates of such processes. These 

innovations, which laid the foundations of modern science 

and engineering, suffice to this day in many practical 

contexts. Even though garden-variety analytic geometry was 

technically superseded by the Theory of Relativity – which 

was itself constructed on an analytic-geometric foundation - 

it gives a very close approximation of relativity in most 

situations. 

Unfortunately, the conveniences of analytic geometry 

came at the price of mind-body dualism. This was Descartes’ 

idea that the self, or "mind", was a nonphysical substance 

that could be left out of physical reasoning with impunity. 

For some purposes, this was true. But as we saw in the next-
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to-last paragraph, the relationship of mind to reality is not 

that simple. While the temporal grammar of physics 

determines the neural laws of cognition, cognitive grammar 

projects itself onto physical reality in such a way as to 

determine the form that physical grammar must assume. 

Because the form of physical grammar limits the content of 

physical grammar, this makes cognition a potential factor in 

determining the laws of nature. In principle, cognitive and 

physical grammars may influence each other symmetrically. 

The symmetric influence of cognitive and physical 

grammars implies a directional symmetry of time. Although 

time is usually seen as a one-way street, it need not be; the 

mere fact that a street is marked "one way" does not stop it 

from being easily traveled in the unauthorized direction. 

Indeed, two-way time shows up in both quantum physics 

and relativity theory, the primary mainstays of modern 

physics. Thus, it is not physically warranted to say that 

cognition cannot influence the laws of physics because the 

laws of physics "precede cognition in time". If we look at the 

situation from the other direction, we can as easily say that 

cognition "precedes" the laws of physics in reverse time…and 
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point to the strange bidirectional laws of particle physics to 

justify our position. These laws are of such a nature that they 

can as well be called laws of perception as laws of physics.  

Before we get to the final word on time, there is one 

more aspect of physical grammar that must be considered. 

Physical reasoning sometimes requires a distinction between 

two kinds of time: ordinary time and cosmic time. With 

respect to observations made at normal velocities, ordinary 

time behaves in a way described by Newtonian analytic 

geometry; at higher velocities, and in the presence of strong 

gravitational fields, it behaves according to Einstein’s Special 

and General Theories of Relativity. But not long after 

Einstein formulated his General Theory, it was discovered 

that the universe, AKA spacetime, was expanding. Because 

cosmic expansion seems to imply that the universe began as 

a dimensionless point, the universe must have been created, 

and the creation event must have occurred on a higher level 

of time: cosmic time. Whereas ordinary time accommodates 

changes occurring within the spacetime manifold, this is 

obviously not so for the kind of time in which the manifold 

itself changes. 
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Now for the fly in the cosmological ointment. As we 

have seen, it is the nature of the cognitive self to formulate 

models incorporating ever-higher levels of change (or time). 

Obviously, the highest level of change is that characterizing 

the creation of reality. Prior to the moment of creation, the 

universe was not there; afterwards, the universe was there. 

This represents a sizable change indeed! Unfortunately, it 

also constitutes a sizable paradox. If the creation of reality 

was a real event, and if this event occurred in cosmic time, 

then cosmic time itself is real. But then cosmic time is an 

aspect of reality and can only have been created with reality. 

This implies that cosmic time, and in fact reality, must have 

created themselves! 

The idea that the universe created itself brings a 

whole new meaning to bidirectional time, and thus to the 

idea that cognition may play a role in the creation of reality. 

As a self-creative mechanism for the universe is sought, it 

becomes apparent that cognition is the only process lending 

itself to plausible interpretation as a means of temporal 

feedback from present to past. Were cognition to play such a 

role, then in a literal sense, its most universal models of 



 

 
95

temporal reality would become identical to the reality being 

modeled. Time would become cognition, and space would 

become a system of geometric relations that evolves by 

distributed cognitive processing. 

Here comes the surprise: such a model exists. 

Appropriately enough, it is called the Cognition-Theoretic 

Model of the Universe, or CTMU for short. A cross between 

John Archibald Wheeler’s Participatory Universe and the 

Stephen Hawking-James Hartle "imaginary time" theory of 

cosmology proposed in Hawking’s phenomenal book A Brief 

History of Time, the CTMU resolves many of the most 

intractable paradoxes known to physical science while 

explaining recent data which indicate that the universe is 

expanding at an accelerating rate. Better yet, it bestows on 

human consciousness a level of meaning that was previously 

approached only by religion and mysticism. If it passes the 

test of time – and there are many good reasons to think that 

it will - then it will be the greatest step that humanity has yet 

taken towards a real understanding of its most (or least?) 

timeless mystery. 

And so the circle closes. Time becomes a cosmogonic 
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loop whereby the universe creates itself. The origin of our 

time concept, the self, becomes the origin of time itself. Our 

cognitive models of time become a model of time-as-

cognition. And the languages of cognition and physics 

become one self-configuring, self-processing language of 

which time is the unified grammar. Talk about "time out of 

mind"! 

And all this because of a little garden slug. 
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Which Came First...  
 
Some people believe that children should be allowed to use 

their minds as freely and imaginatively as possible, without 

attention to the tedious laws of rationality. Others think that 

a child is never too young to get his or her first dose of 

logical and scientific reasoning. But in any case, a child with 

the intellectual maturity to ask a question like “which came 

first, the chicken or the egg?” is probably ready for a 

valuable lesson in logic and biology…more of a lesson, 

perhaps, than many of us are ready to give. This little essay 

aims to change all that, and thereby protect you and your 
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pint-size inquisitors from the perils of ignorance (and 

specifically, being recognized as an incurable case thereof!).  

The question “which came first, the chicken or the 

egg?” looks at first glance like a matter of straightforward 

reproductive biology. But before we can even begin to 

answer this question, we must define our terms. So actually, 

it is a classic case of semantic ambiguity…a problem of 

meaning and interpretation. Specifically, while the term 

“chicken” is biologically unambiguous – we all know what a 

chicken looks, sounds and tastes like - the term “egg” is 

somewhat more general and is therefore a possible source of 

ambiguity. Do we mean (1) just any egg, or (2) a chicken egg? 

And if we’re talking about a chicken egg, then is a “chicken 

egg” (2a) an egg laid by a chicken, (2b) an egg containing a 

chicken, or (2c) both? Reformulating the question to reflect 

each possible meaning of “egg” leads to four distinct 

versions of the chicken-or-egg question.  

1.   Which came first, the chicken or (just any old) egg?  
2a. Which came first, the chicken or an egg laid by a chicken?  
2b. Which came first, the chicken or an egg containing a    
      chicken?  
2c. Which came first: the chicken, or an egg laid by  
      and containing a chicken?  
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Contrary to popular belief, there is indeed a definite 

answer to each of these questions. Specifically, the answers 

are: (1) The egg. (2a) The chicken. (2b) The egg. (2c) The 

chicken. Given some knowledge of logic and biology, these 

answers are not hard to verify. To get this show on - or 

should that be across? - the road, let’s go through them in 

order.  

First, consider question 1: which came first, the 

chicken or (just any old) egg? This question is answered “the 

egg” because species that lay eggs have been around a lot 

longer than modern chickens. For example, we have plenty 

of fossil evidence that dinosaurs laid eggs from which baby 

dinosaurs hatched, and dinosaurs predate chickens by 

millions of years. Indeed, a growing body of research 

indicates that dinosaurs were among the biological ancestors 

of chickens!  

Now let’s look at question 2a: which came first, the 

chicken or an egg laid by a chicken? The answer to this 

question is “the chicken” on semantic grounds alone. That is, 

if a chicken egg must be laid by a chicken, then before a 

chicken egg can exist, there must by definition be a chicken 
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around to lay it. And question 2c - which came first, the 

chicken or an egg laid by and containing a chicken? - is 

answered the same way on the same grounds; logically, the 

fact that a chicken egg must be laid by a chicken precedes 

and therefore “dominates” the (biologically subsequent) 

requirement that it contain a chicken. So whereas we needed 

paleozoological evidence to answer question 1, questions 2a 

and 2c require practically no biological knowledge at all!  

Having saved the best for last, let us finally consider 

the most interesting version, 2b: which came first, the 

chicken or an egg containing a chicken? This version is 

interesting because an egg containing a chicken might have 

been laid by a chicken or a non-chicken, which of course 

affects the answer. Thanks to modern genetic science, we can 

now be sure that the egg came first. This is because 

reproductive mutations separating a new species from its 

progenitor generally occur in reproductive rather than 

somatic DNA and are thus expressed in differences between 

successive generations, but not in the parent organisms 

themselves. While the somatic (body) cells of the parents – 

e.g. wing cells, drumstick cells and wishbone cells - usually 
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contain only the DNA with which they were conceived, germ 

(reproductive) cells like ova and spermatozoa contain non-

somatic DNA that may have been changed before or during 

mating by accidental deletion, insertion, substitution, 

duplication or translocation of nucleotide sequences. This is 

what causes the mutation that results in the new species.  

Where an animal qualifies as a member of a given 

species only if its somatic DNA (as opposed to its 

reproductive DNA) conforms to the genotype of the species, 

the parents of the first member of a new species are not 

members of that new species. At the same time, all the 

biological evidence says that the ancestors of modern 

chickens were already oviparous or egg-laying…that a male 

and a female member of the ancestral species of the modern 

chicken, call this species “protochicken”, mated with each 

other and created an egg. (Could the first chicken have 

evolved from a viviparous or live-bearing species, and after 

being born alive, have started laying eggs? All the biological 

evidence says “no”.) But because their act of mating 

involved a shuffling of reproductive genes that were not 

expressed in the body of either parent – if they had been 



 

 
102

expressed there, the parents would themselves have been 

members of the new species - the fetus inside the egg was 

not like them. Instead, it was a mutant…a modern chicken!  

Only two loose ends remain: the “gradual” and 

“sudden” extremes of the evolutionary spectrum. These 

extremes are evolutionary gradualism - Darwin’s original 

slow-paced timetable for natural selection - and punctuated 

evolution, as advocated more recently by evolutionary 

theorists including the controversial Stephen J. Gould.  

Gradualism says that mutations are biologically 

random, but subject to a selection process determined by 

environmental (external) conditions to which species must 

adapt over the course of many generations. Taken to the 

limit, it implies either that each minor mutation that occurs 

during the evolutionary change of one species into another is 

random and independent of any other mutation, in which 

case a useful combination of mutations is highly improbable, 

or that each individual mutation confers a selective 

advantage on the mutant…that every evolutionary 

advantage of a new species over its precursor decomposes 

into smaller advantages combined in a more or less linear 
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way. Unfortunately, this makes it almost impossible to 

explain complex biological structures that do not break 

down into smaller structures useful in their own 

right…structures like bacterial cilia and flagella, and even 

the human eye.  

The hypothetical gradualistic evolution of one species 

into another via mutations accumulated over many 

generations leads to the following question: when does the 

quality and quantity of mutations justify a distinction 

between “species”…when does a protochicken become a 

chicken? It’s a good question, but our chicken-or-egg 

answers remain valid no matter how we answer it.  

At the other extreme, evolution sometimes appears to 

progress by leaps and bounds, moving directly from the old 

to the new in “punctuated” fashion. And to complicate 

matters, this sometimes seems to happen across the board, 

affecting many species at once. The most oft-cited example 

of punctuated evolution is the Cambrian Explosion. Whereas 

sedimentary rocks that formed more than about 600 million 

years ago are poor in fossils of multicellular organisms, 

slightly younger rocks contain a profusion of such fossils 
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conforming to many different structural templates. The 

duration of the so-called “explosion”, a mere geological 

eyeblink of no more than 10 million years or so, is 

inconsistent with gradualism; new organs and appendages 

must have been popping out faster than the environment 

alone could have selected them from a field of random 

mutations. Clearly, the sudden appearance of a new 

appendage would leave little doubt about the evolutionary 

demarcation of ancestral and descendant species.  

But the kind of punctuated evolution that occurs 

between generations is not the end of the line in sheer 

biological acceleration. Sometimes, an evolutionary change 

seems to occur within the lifespan of a single organism! For 

example, in the spirit of “ontogeny recapitulates 

phylogeny”, insect metamorphosis almost seems to hint at 

an evolutionary process in which an ancient grub or 

caterpillar underwent a sudden transformation to something 

with wings and an exoskeleton…or alternatively, in which a 

hard-shelled flying bug suddenly gave birth to an egg 

containing a soft and wormy larva. While that’s not what 

really happened – as is so often the case, the truth lies 
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somewhere in the middle - what occurred was just as 

marvelous and just as punctuated.  

What seems to have happened was this. Due to a 

reproductive mutation, a whole sequence of evolutionary 

changes originally expressed in the fetal development of an 

ancestral arthropod, and originally recapitulated within the 

womb and egg it inhabited, were suddenly exposed to the 

environment, or at least to the hive, in a case of “ovum 

interruptus”. A fetal stage of morphogenesis that formerly 

occurred within womb and egg was interrupted when the 

egg hatched “prematurely”, making the soft fetus into an 

equally soft larva and giving it a valuable opportunity to 

seek crucial nourishment from external sources before being 

enclosed in a pupa, a second egg-like casing from which it 

later hatched again in its final exoskeletal form. So 

metamorphosis turns out to be a case of biological common 

sense, providing the fetus-cum-larva with an opportunity to 

acquire the nourishment required for the energy-consuming 

leap into adulthood.  

Does this affect our answer to the chicken-or-egg 

question? Not really. For even where the life cycle of an 
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organism includes distinct morphological stages, the DNA 

of egg-laying insects does not change after conception. And 

since it is reproductive and not somatic DNA modification 

that distinguishes one species from the next in line, our 

answers stand firm. (Of course, this says nothing of science 

fiction movies in which something bizarre and insidious 

causes runaway mutations in the somatic DNA of hapless 

humans, causing them to evolve into monsters before our 

very eyes! Such humans have either undergone a random or 

radiation-induced “meta-mutation” whereby their genetic 

code suddenly rearranged itself to incorporate a self-

modification routine that is executed somatically, within 

their own cells, or they are the victims of a space virus which 

inserted such a routine into their DNA for its own nefarious 

purposes.)  

OK…perhaps there’s yet another loose end. Asking 

which of two things came first implies that time flows in a 

straight line from past to future (those are the “loose ends”). 

But what if time were to flow in either direction, or even to 

loop around, flowing in what amounts to a circle? No more 

loose ends. In fact, loops have no ends at all! But in this case, 
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the answer depends on whether we’re on the forward or 

reverse side of the loop, heading towards the future or the 

past. Another way to formulate this question: does the cause 

lead to the effect, or is there a sense in which the effect leads 

to the cause? Suffice it to say that no matter which way we 

choose to go, the original answers to the four versions (1, 2a, 

2b and 2c) of the chicken-or-egg question are all affected the 

same way. They are either all unchanged or all reversed, 

with no additional ambiguity save that pertaining to the 

direction of time (not a problem for most non-physicists and 

non-cosmologists).  

Now that we’ve tied up every last loose end, what 

about the most important question of all, namely what to tell 

a curious child? The answer: take your pick of versions. 

Some kids will prefer the dinosaur angle of version 1; some 

kids will prefer the “birds and bees” reproductive biology 

lesson of version 2b. In my opinion, if we limit ourselves to 

one version only, the most valuable explanation is probably 

that of 2b; but due to its relative complexity, a younger child 

can probably derive greater benefit from a T. Rex-versus-

Triceratops embellishment of version 1. To exhaust the 
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golden opportunities for logical and scientific instruction, 

one should of course answer all four versions. But no matter 

which way you go, make sure the child knows exactly which 

version(s) of the question you’re answering. If you leave out 

the one he or she had in mind, you’ll no doubt be egged on 

until it gets answered! 
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Of Trees, Quads and God         
 
Ever hear this old Ronald Knox limerick about a lonely tree? 

 

There was a young man who said, "God 

Must think it exceedingly odd 

If he finds that this tree 

Continues to be 

When there's no one about in the Quad.” 

 

REPLY 

”Dear Sir: Your astonishment's odd: 

I am always about in the Quad. 

And that's why the tree 

Will continue to be, 

Since observed by 

Yours faithfully, 

GOD.”  



 

 
110

No? Then perhaps you’ve heard the old koan-like 

question that seems to be every schoolchild’s introduction to 

philosophy (it’s still about a lonely tree, but at least this one 

is doing something): “If a tree falls in the forest and no one is 

there to hear it, does it make a sound?”  

No, you say again? Then for the consolation prize, 

maybe you’d like to guess what the limerick and the 

question have in common.  

The answer is twofold. They’re both about the 

empirical philosophy of the celebrated 18th century 

philosopher Bishop George Berkeley. (That’s right – 

Berkeley was a bishop as well as a philosopher. How else 

could God have gotten into a philosopher’s limerick? Oh, 

yes…Knox was a cleric too!)  And they’re both about the 

relationship between reality and perception, or more 

generally, the relationship between reality and mind.  

As with most philosophers, the nature of reality was 

something that preoccupied Berkeley. The nature of 

reality…now, there’s a difficult topic. The first thing we 

notice about reality is that it’s everywhere. And the next 

thing we notice about it is that because it’s everywhere, 
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there’s nothing around to contrast it with or compare it to in 

order to define it. There are always dreams, fantasies and 

illusions, of course, but what are they? And if we don’t 

know what they are, then how can we use them to define 

reality?  

The problem gets worse. An understanding of reality 

as the medium of existence is necessary for understanding 

anything that exists. We’re parts of reality. So if we don’t 

know what reality is, how do we know what we are? And if 

we don’t know what we are, then how do we know what 

anything else is? Indeed, how do we know anything at all? 

(I’m sorry to say that this is not a joke, but a sad reality.)  

Science doesn’t help. When we use science, all we’re 

doing is using various parts of reality to define other parts, 

not defining reality with respect to its complement. We can’t 

just point to physical reality and say, “there it is…that’s 

what reality consists of!” while banging our knuckles or 

heads against a massive object, e.g. a table or wall, to drive 

home the sheer solidity of our conviction. For physical 

reality is not a stand-alone proposition; it requires universal 

rules in order to exist and maintain its consistency. And 
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from a logical standpoint, those rules are more than merely 

physical.  

Let’s go back to every schoolchild’s introduction to 

philosophy for a moment. “If a tree falls in the forest and no 

one is there to hear it, does it make a sound?” It is no 

accident that people have come to regard this as a western 

version of “what is the sound of one hand clapping?”, for 

both can be reduced to the notion of unrequited duality.   

In the case of one hand clapping, the duality is the 

concept of (two-handed) clapping, and the missing part of 

the duality is the other (non-clapping) hand, which is either 

absent or motionless depending on the point you want to 

make. In the case of the sound made by the tree falling in the 

forest, the duality is the concept of a sound, and the missing 

part is the listener. For in contrast to the objective physical 

disturbance called a “sound wave”, a sound is a perception 

that requires both an object to make it and a subject to hear 

it.  

The lesson is clear: when it comes to perception, it 

takes two to tango. Perception is a duality involving both 

object and subject; for every perception, there is something 
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perceived and someone who perceives it. But here the clarity 

ends, for the lesson has more than one possible 

interpretation. In fact, there are two, each one predicated on 

a distinct hypothetical relationship between perception and 

reality.  

The first of these relational hypotheses goes like this: 

perception and reality are separate. Perhaps the foremost 

exponent of this viewpoint was the French mercenary, 

philosopher and mathematician Rene Descartes (1596-1650). 

At this point, we need to know just two things about 

Descartes, the first being that he was a rationalist. Rationalists 

believe that the most basic concepts in terms of which we 

understand the world – e.g. self and causality - are known 

intuitively rather than through experience. Descartes held 

that we can deduce truths with absolute certainty from such 

“innate ideas” in the same way that theorems are deduced 

from axioms in geometry. In fact, rationalists see 

mathematical demonstration as the perfect means of 

establishing truth, and thus as a general model for the 

pursuit of knowledge.  

The second thing we need to know about Descartes is 
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that his philosophy was dualistic, positing an absolute 

separation between mind and matter…and specifically, the 

human mind and body. To put it another way, Descartes 

said that reality consists of two independent substances, 

mind and matter. Both are real, Descartes assured us, but 

never the twain shall meet except through the act of 

perception, which must itself have a dual nature in order to 

bridge the gap. (In contrast to dualism, which reduces reality 

to two essential, irreducible substances, pluralism reduces it 

to many and monism reduces it to just one. The problem with 

any -ism other than monism, however, is that one gets stuck 

trying to explain the composition of the medium in which 

the various essential substances are related to each other.)  

The second relational hypothesis is that perception 

and reality are intimately related. The first philosopher 

usually associated with this viewpoint was the Englishman 

John Locke (1632-1704). Locke argued against the rationalist 

belief in innate ideas, holding that the mind is a tabula rasa or 

“blank slate” on which all knowledge is imprinted by 

experience. He distinguished primary objective qualities like 

number, extension and solidity, which mechanically affect 
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the sense organs through perception, from secondary 

subjective qualities like color, smell and sound, which are 

produced by the direct impact of the world on the sense 

organs. Once past the sense organs, Locke theorized, these 

secondary experiential qualities combined to form ideas that 

mirror reality and constitute the basis of science.  

But what kind of science? Although Locke believed 

that we know the world only through experience, he also 

believed in the existence of a world apart from the mind, 

with perception and experience mediating between the mind 

and the world around it. It thus seems that Locke’s apple fell 

not too far from Descartes’ tree after all. For his theory of 

primary and secondary qualities, whereby the mind knows 

only secondhand experiences impressed upon it by 

perception, implies that scientific knowledge is itself a 

secondhand affair…that the true essences of physical objects 

cannot be scientifically known. So Locke agreed with 

Descartes not only about mind-body duality – that the 

conceptual, subjective world of the mind is forever separate 

from the concrete, objective world it perceives - but that 

mathematics is the only route to certainty.  
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So far, the only real difference between Descartes and 

Locke is…well, not much. Descartes says that the mind 

possesses innate knowledge; Locke says that the mind is a 

blank slate on which reality leaves its imprint. But in the 

final analysis, the intuition-versus-tabula rasa distinction 

turns out not to make a lot of difference. For Descartes and 

Locke are both dualists, and their respective solutions of the 

tree-in-the-quad problem are exactly the same: since the 

material existence of trees is independent of perception, they 

exist whether or not anyone is watching them. This 

agreement is quite strange in view of the fact that Descartes 

and Locke are respectively considered to be the founders of 

rationalism and empiricism, two opposing philosophies about 

the source of human knowledge. So where do these 

philosophies diverge?  

Enter George “What-you-see-is-what-you-get” 

Berkeley (1685-1753), an Anglo-Irish philosopher and 

clergyman who went Locke one better. Whereas Locke had 

allowed the independent existence of matter, Berkeley held 

that reality and perception are one and the same, and thus 

that matter cannot exist without perception. (In the 
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intellectual style of the day, he dressed his thesis up in Latin: 

esse est percipi, "to be is to be perceived.") Technically, this 

made him an adherent of idealism, a strain of philosophy 

which holds that nothing exists apart from minds and their 

contents. In contrast to the mind-body dualism of Descartes, 

Berkeley’s perceptual monism reduced reality to a single 

“substance”, perception.  

Whereas Locke had believed that real objects possess 

their own innate qualities along with mental qualities 

stimulated by perception, Berkeley held that all qualities are 

mental or ideal in nature. But he also acknowledged a key 

distinction: whereas ideas are mutable and evanescent, 

material objects are stable and persistent. From this, he 

reasoned that the mind on which material objects depend 

must be divine rather than human. That is, from the 

common-sense notion that physical objects exist even when 

no one perceives them, Berkeley inferred that the Official 

Perceiver of trees and other objects must be God Himself. 

Where Locke’s philosophy had opened the epistemological 

door to the demons of skepticism and atheism, Berkeley 

aimed to close it and thereby restore faith in God.  
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At this point, we should note that the God-in-the-

quad answer to the tree-in-the-quad question is in some 

ways an oversimplification. In fact, Berkeley would have 

said that the material quad does not exist at all except as an 

archetype in God's mind, God's own subjective description 

of the quad’s physical appearance. According to Berkeley, 

people who enter the quad will have the appropriate mental 

experiences, i.e. will “perceive” the quad, only because these 

experiences are produced by reference to God’s own 

archetype. Just as a musician produces music by reference to 

the composer’s musical score, we perceive quads by 

referring to the contents of the Mind of God; our perception 

follows God’s cognition. To this extent, Berkeley’s 

perceptual monism is cognitive monism.  

If Berkeley’s reality-equals-perception thesis seems 

radical, then watch out for the Scottish philosopher and 

historian David Hume (1711-76). Hume carried the 

empiricism of Locke and Berkeley to the logical extreme of 

radical skepticism, repudiating the possibility of certain 

knowledge.  According to Hume, the mind is nothing but a 

series of sensations, and causality is merely an illusion that 
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happens when one impression follows another. Even though 

cause precedes effect, says Hume, there is no proof that the 

cause is responsible for the effect's occurrence. 

Unfortunately, because Hume also disagreed with Berkeley 

on the subject of God and flatly rejected theology, he took 

the tree-in-the-quad problem out of God’s perceptual lap 

and put it back in man’s (not an entirely fortuitous move, 

given the increasing prevalence of attention deficit disorder). 

The vulnerability of Hume’s reality to ADD is not the 

only problem associated with his philosophy. Hume is also 

credited with another problem, the so-called problem of 

induction: how do human beings form beliefs about 

unobserved matters of fact, and are these beliefs justified? 

That is, do our powers of reasoning permit us to form valid 

conclusions about parts of nature we have not observed? 

The bearing of this problem on that of the tree-in-the-quad is 

obvious: in principle, a strong constructive solution for the 

problem of induction would let us determine the existence of 

any tree anywhere from our perception of any subset of 

trees. If human reasoning were sufficiently powerful, and 

human powers of generalization sufficiently strong, then to 
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perceive any subset of trees would be as good as perceiving 

them all. In effect, human cognition (and not divine) would 

suffice to relieve perception of much of its ontological 

responsibility.  

But that would be optimistic, and Hume was not an 

optimist. Indeed, his solution to the problem of induction 

was downright gloomy. First, he defined induction as the 

construction of a general theory from limited data by 

applying a principle asserting the uniformity of nature. That 

is, induction generalizes from the part to the whole on the 

assumption that nature is everywhere the same. From this it 

followed that all beliefs about unobserved facts are derived 

by induction from experience. But while Hume considered 

the inductive schema (pattern of reasoning) logically valid, 

he denied the validity of the uniformity premise. For while 

the validity of the premise can only be established by 

induction, every inductive argument necessarily employs it. 

Since the premise is “circular” or self-justifying, said Hume, 

it cannot be proven.  

After Hume did his bit, things looked bad indeed for 

any tree unlucky enough to be in an empty quad; neither 
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God nor induction could philosophically warrant its 

existence. But even as the gloom of radical skepticism cast its 

pall over much of Europe, all was not lost. For if Hume was 

the philosophical Little Engine That Could, he and his 

followers were about to learn the meaning of Kant.  

Immanuel Kant (1724-1804) was a German 

philosopher who complained of being awakened from his 

“dogmatic slumber” by the Little Engine’s whistle, a shock 

which prompted him to synthesize the skepticism of Hume 

with the rationalism of Descartes’ fellow rationalist Gottfried 

Wilhelm von Leibniz. Kant’s central thesis was this: we can 

know objective reality only insofar as it conforms to the 

structure of our minds. Beyond this point, Kant deemed 

reality unknowable. Kant called knowable objects of 

experience phenomena, and the unknowable objects 

underlying these phenomena noumena or “things-in-

themselves” (think “objects independent of perception”). By 

definition, noumena are immune to affirmation, denial or 

scientific confirmation.  

Unfortunately, there is a problem with the Kantian 

relationship between phenomena and noumena: it is 
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bedeviled by a particularly troublesome form of dualism 

that resists transformation into a unified (monic) explanation 

of reality. Whereas Descartes asserts that mind and matter 

occupy a divinely-mandated similarity relationship, Kant 

denies that the parallel relationship between phenomena 

and noumena can be known at all, even to the extent of 

calling it a “similarity relationship”. From this follows some 

bad news: noumenal trees are untouchable by phenomenal 

perception. But there is some good news as well: 

phenomenal trees must conform to the structure of our 

minds. In principle, this yields a solution to the problem of 

induction with respect to phenomenal reality.  

Although it may seem hard to believe, this brings us 

right up to the present in terms of “metaphysics”, or our 

knowledge of deep reality. Indeed, since Kant’s linkage 

between phenomenal reality and the structure of our minds 

invites further exploration, it propels us towards the future. 

Even now, science struggles in vain with the problem of 

induction, waiting for philosophy to tell it how to construct 

a general theory of reality from the limited data accessible to 

its instruments; floundering in a confusing welter of 
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dualism, rationalism and empiricism, it cries out for a 

metaphysical resolution. But analytic philosophy, long ago 

cowed by the brilliant successes of its scientific offspring, 

remains preoccupied with emulating the hard sciences, and 

thus finds little room for metaphysical thought. As each side 

looks vainly to the other for guidance, it sees only its own 

shadow.  

But the tree-in-the-quad saga is not yet over. Using 

ideas from each of the above philosophers along with some 

newer concepts, it is possible to synthesize a new mind-

matter, mind-body connection that leaves reality neither 

irrevocably split, nor hanging in the ontological limbo of a 

quad at once atheistic, noumenal and empty. Look to the 

future. For when science and philosophy remarry at last, 

their progeny will populate and enrich our intellectual 

world. 
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The Pros and Cons of  
“Machine Intelligence”              
 
If you want to be intelligent, you have to be smart about it. 

And the first thing you need to know about intelligence is 

that it comes in two varieties: natural and artificial. Let’s 

start with the shallow, artificial kind and save the deep stuff 

for later. (Then let’s show that the two cannot be objectively 

distinguished and pretend they’re the same.) 

AI, oh magical acronym! Artificial Intelligence, 

perhaps the hottest topic of the digital era, has captivated the 

imaginations of computer scientists and screenwriters since 

the days of vacuum tubes and punch cards. But as any star 



 

 
125

buzzword should know, it’s a long fall from the top, and 

being overhyped is little better than not being hyped at all. 

AI, having failed repeatedly to emerge on schedule, now 

finds itself with a bad record, a bad name, and increasingly 

bad credit at the Bank of Big Expectations (in fact, the 

alternate title for this piece was The Gurus of AI - Pros or 

Cons?).  

No big surprise, really. It was all right there in the 

name. “Artificial” and “intelligence” go together like jumbo 

and shrimp, communist and party, or educational and television. 

Indeed, insofar as artificial is nothing but an antonym of real, 

AI seems to have shot itself point-blank in the foot with 

Webster’s Collegiate Dictionary. No wonder, then, that it 

seems all but destined to go the way of genuine pleather, real 

imitation fur and bona fide faux pearls. As it now stands, AI 

is the stuff of late-night TV…of hardcore sci-fi and breathless 

blurbs for various direct-marketed techno-toys.  

However, there are a couple of new and disturbing 

trends on the horizon. In fact, they started at the horizon 

some time ago and have since gotten considerably closer. Do 

they involve startling breakthroughs in computer science? 
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Well, yes and no. They do involve computers. But the 

“science” has at least as much to do with biology – or as they 

say in the AI biz, “wetware” - as with hardware and 

software, and it opens up a number of disturbing 

possibilities reminiscent of movies like Colossus: The Forbin 

Project, Demon Seed, War Games, Terminator and The Matrix. 

Suffice it to say that if you still take solace from the trite 

belief that “computers can’t do anything we humans don’t 

program them to do!”, you need to… well, re-compute your 

position.  

But before we go there, let’s answer the obvious 

question: how did it all begin? That’s easy - it began with 

Alan Turing. The subject of a play called Breaking The Code – 

he was famous for cracking Germany’s “uncrackable” 

Enigma code in WW2 - Turing was a British mathematician 

whose ideas sowed the seeds of modern computer science. 

No sooner had scientists wishfully added electronic 

computers to the List of Neat Things We Want for 

Christmas, than their friends the mathematicians began to 

use abstract models to explore their capabilities. As the 

world waited for a real computer to be built, Turing’s 
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universal machine became the abstract model computer of 

choice. A harbinger of disappointments to come, Turing 

used it to show that there are problems that no computer 

will ever be able to solve (in effect, Turing mathematically 

fed a symbolic universal machine to itself and then stepped 

back to avoid the flying nuts-and-bolts symbols).  

Not one to give up, Turing nevertheless went on to 

become the world’s first AI theorist. First, he reasoned that a 

computer would some day become powerful enough to 

duplicate some of the functions of the human mind. Would 

this make the computer intelligent? To answer this question 

would require a test, but of what kind? Since subjective 

attributes like intelligence do not readily lend themselves to 

the scientific method, the test should measure the objective 

correlates of intelligence rather than intelligence itself. But 

against what scale? Since people introspectively know how 

it feels to be intelligent, and know intelligence when they 

encounter it in others, human judgment should serve as the 

scale. So the best test, reasoned Turing, would be to put a 

computer and a person on opposite sides of an opaque 

partition and let them interact, e.g. engage in a written 
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dialogue. If the person is fooled into thinking that another 

person is behind the partition, then the computer passes the 

Turing Test for artificial intelligence.  

Unfortunately, a machine that fools a human proves 

itself no more than a convincing fake. After all, the computer 

can do nothing but what it is programmed to do…or can it? 

Granted, a computer is mechanical. But human beings can 

themselves be described as biomechanical systems. Granted, 

a computer is deterministically programmed and therefore 

devoid of free will. But there remains a philosophical 

controversy over the possession of free will by humans, 

whose own “programming” involves a mixture of genetics 

and environmental exposure over which they arguably have 

little control. In fact, Turing even described abstract 

machines capable of making intelligent guesses, which 

amounts to a form of free will and obscures the distinction 

completely. So where is the functional difference between 

computers and people? The superficiality of the Turing Test 

– its failure to probe beneath surface appearances in search 

of the “true essence” of intelligence, human or otherwise - 

reflects the difficulty of pinning down this distinction, at 
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least for a mathematician. 

The bottom line: our best working definition of 

intelligence is “problem-solving ability”. But then the 

meaning of intelligence devolves to that of problem, and 

where a “problem” is whatever you want it to be, 

intelligence is whatever you want it to be as well. Which, of 

course, recreates the original problem, namely how to find a 

meaningful definition of intelligence. This takes us right 

back to the Turing Test, which – if we sensibly go along with 

Turing regarding the limitations of the scientific method 

with respect to subjective predicates like intelligence - is an 

optimal test of intelligence in man or machine. After all, 

when one person sits behind a partition and gives another 

person an IQ test, this is merely a quantitative refinement of 

the Turing Test involving no a priori distinction between a 

human being and a test-taking computer program. This 

means that when it comes to intelligence, we might as well 

talk about it in terms of machines as human beings. So let’s 

just pick up where Turing left off.  

Not too long after Turing invented his eponymous 

abstract model of a computer, real mechanical computers 
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had been built and were ready to be put to the Turing Test 

for machine intelligence. When programmers first 

considered ways of doing this, it occurred to them that there 

were a couple of obvious methods at their disposal. They 

could program a computer to play a game against a human 

and either beat the human or come close to it. Or they could 

program a computer to convincingly answer a series of 

questions ordinarily posed to a human expert like a doctor 

or a lawyer. Either way, they reasoned, a human participant 

behind a partition would have a hard time figuring out that 

he was being bamboozled by a bag of hot circuits. And thus 

originated two of the main currents in AI, gaming programs 

and expert systems.  

The most famous gaming program of all time is Deep 

Blue, the wood-pushing automaton that beat World Chess 

Champion Garry Kasparov in 3.5 out of 6 games in May, 

1997 (in a draw, each player gets ½ game). Billed by 

Newsweek as "The brain's last stand", it was ballyhooed as a 

huge victory for AI. Unfortunately, if there was ever a 

Turing-style partition between the players, it was anything 

but opaque. In response to each of Kasparov’s moves, the 
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machine was known to be rapidly executing thousands upon 

thousands of lines of code containing cumulative “if…then” 

statements, something of which a human mind would be 

incapable even if it seemed like a good idea. Partition or not, 

it was all too clear that the combination of heuristics and 

brute force employed by Deep Blue was not what most of us 

really mean by “intelligence”.   

What about expert systems? To build an expert 

system, a “knowledge engineer” interviews experts in a 

given field and tries to collect their knowledge in a computer 

program designed to answer questions or perform one or 

more domain-specific tasks. Unfortunately, because the 

operations that the computer is required to perform are not 

always feasible, this doesn’t always work. In recent times, 

expert systems designers have met with limited success. But 

there are two problems. First, the computer is clearly not 

“thinking”; it is merely storing, sorting and relaying the 

insights of human experts. Second, as soon as the program’s 

human interlocutor transgresses the bounds of its narrow 

range of borrowed “expertise”, it typically starts making 

stupid errors that give it away.   
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These problems apply not just to specific AI programs 

and the machines that execute them. They apply to the entire 

AI strategy including gaming programs, expert systems, 

mathematical theorem-proving programs, natural language 

parsers, so-called “intelligent agents” and other 

conventional automated procedures designed to mimic 

human intellectual processes. Once this became obvious, the 

search began for alternative approaches. Among the 

possibilities, two stood out. The first, now referred to as 

connectionism, was to directly simulate the human brain on 

the intercellular level. The second, called by suggestive 

names like genetic algorithms and evolutionary programming, 

was an idea that had long been talked about, but seemed so 

improbable and outrageous that few took it seriously: 

instead of mimicking the output of biological systems, 

programmers would attempt to electronically recreate them.  

Connectionism aims to duplicate human intellectual 

abilities using the brain’s simplified model of its own 

structure: the artificial neural network. Just as a brain 

consists of neurons connected by synapses, a neural network 

consists of artificial neurons called “neurodes” and their 
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“synaptic” interconnections. To each connection is assigned 

a strength or “weight”. The pattern of synaptic weights is 

the network’s “program”…the informational construct 

according to which input is converted to output. However, 

the weighting pattern is not the whole program. The neural 

net also incorporates a higher-level program called a learning 

function that adjusts synaptic weights according to input. 

The learning function tells the network how to do what the 

brain does effortlessly, but computers can do only badly if at 

all: learn from experience. Already, neural nets quickly but 

fallibly learn such tasks as facial recognition, rudimentary 

language processing and predicting the stock market.  

Notice what this does to the idea that “computers can 

only do what we program them to do”. The brainlike 

computer called a neural net is equipped with a higher-level 

program that lets it program itself. Feel things starting to get 

out of control yet? If so, then get ready for another eye-

opener. For according to the genetic programmers, it simply 

won’t do to build lifelike computers when you can do what 

Mother Nature did: get them to build themselves by the 

process of evolution.   
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First, the genetic programmers create a random 

population of computer programs to perform a given task or 

set of tasks. Each program is measured against a “fitness 

criterion” by which the degree of correctness of its output 

may be determined. A “selection principle” then rewards 

fitter programs with a survival advantage – that is, a higher 

probability of survival – and penalizes the less fit, making 

them more likely to die out. As in nature, survivors have the 

opportunity to “breed”, in the course of which they can 

mutate and combine to form new programs that inherit their 

traits. After many generations, evolution produces programs 

that have the highest possible level of fitness…programs that 

can perform the intended set of tasks (almost) perfectly, thus 

filling the available niche in their electronic ecosystem. (This 

seldom holds true when new tasks are added, but what did 

you expect?) Evolution triumphs again.   

It would be hard to overestimate the profundity of 

these trends. In adopting genetic and connectionist 

viewpoints, AI intersects with biology on multiple scales. It 

thus promises to outdo humanity itself, which – let’s face it - 

has put meaningful adaptative pressure, and thus evolution, 
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on hold by suspending the law of natural selection. As it 

stands, a human with low fitness can apply a series of 

temporary medical patches to whatever ails him or her and 

reproduce like a rabbit anyway, intelligence 

notwithstanding. Not so for genetic programs, which we 

subject to ruthless adaptative pressure to serve us.   

The bad news: connectionism and genetic 

programming still have a very long way to go. Both are 

resource-intensive, requiring huge parallel processors to 

work up to capacity, and their theories are still relatively 

primitive. Moreover, the opaque panel in the Turing Test is 

essentially the same divider used by Descartes, in his 

doctrine of Cartesian Dualism, to separate mind from matter 

and sever the mind-body connection in the name of science. 

Thus, like Cartesian dualism itself, the Turing Test offers no 

insight to the intrinsic nature of intelligence; in the current 

state of philosophy, all we can say is that “intelligence is as 

intelligence does”.   

The good news: there is a way out. But it involves a 

shift from Cartesian dualism to cognitive monism and the 

concept of an “intelligent universe”, according to which 



 

 
136

generalized intelligence becomes a universal property of 

which our minds are just localized examples (yes, that’s 

what it ultimately takes to restore the mind-body 

connection). One thing’s for sure: the future will be as 

interesting as the theories of AI and biology put together, 

and it is a future for which we must prepare. Because we 

desperately need to understand the machines we will be 

creating and how they relate to us, hiding behind our 

Cartesian panel is no longer a viable option. Philosophically, 

we need to step into the New Millennium, and fast.  

Meanwhile, no matter what happens – no matter 

what the danger that mankind will fall under the 

domination of a tyrannical AI monster like those in the 

movies mentioned above - we can take solace in one little 

fact: the way things are going in our public schools, it is 

virtually certain that no self-respecting machine will ever 

pass the Turing Test. You see, such a machine will 

immediately give itself away by its use of proper grammar.  
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In Ethics, Not Everything is Relative  
 
After the events of 9-11, destructive and heroic, it seems like 

a good time to discuss ethics and moral relativism. We all 

know the meaning of ethics; ethics are what tell human 

beings how to do the right thing by each other. 

Unfortunately, this can be a very complex calculation, and 

that's where moral relativism enters the picture. 

To understand moral relativism, consider asking 

many people the following question: "Was the World Trade 

Center disaster morally wrong?" In New York City and 

across the rest of the US, this question would be sure to 
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draw an overwhelming number of affirmative responses. 

But if one were to ask this question in the streets of an 

enemy nation of the US, the answers might be very different. 

One might instead hear a series of blame-the-victims tirades 

about how US meddling and/or non-meddling in the affairs 

of other sovereign nations entitles those nations to lash out 

violently against their "oppressors" (us). 

In other words, we have two points of view, one 

associated with the victims of the tragedy and the other with 

its actual or would-be perpetrators. Each of these viewpoints 

is clearly the opposite of the other, as reflected in "yes" and 

"no" answers to the same question. It would seem to follow 

that only one can be "moral" or "ethical"...that one side 

should be able to prove itself "right", and the other should 

have to admit being "wrong". 

However, we know from practical experience that 

such agreements can be very elusive. More often than not, 

each side in a dispute claims the moral high ground. This, of 

course, tends to rob of its meaning the concept of ethical or 

moral correctness. If it were simultaneously true that the 

lightest shade is white and the lightest shade is black, then 
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the "lightness" attribute would have no power to distinguish 

one shade from another, and this would correspond to 

ambiguity in the meanings of "white" and "black". The 

ethical analogue of this dilemma involves ambiguity in the 

meanings of "good" and "evil", and "right" and "wrong". 

How is this ethical dilemma to be solved? One way 

would be to provide an absolute definition of terms like 

good, evil, right and wrong, spelling out the good-evil / 

right-wrong distinction in such a way that it could be 

straightforwardly applied in any context to identify the best 

course of action. Attempts to define absolute good include 

the Ten Commandments, which consist of absolute 

instructions to be obeyed unconditionally by good people; 

the US Bill of Rights, a list of absolute freedoms to be 

unconditionally respected by good citizens and good 

governments; and the Golden Rule, a sophisticated rolling of 

many ethical principles into one.  

But ethical absolutism is not without its difficulties. 

To take a simple if unpleasant example, suppose that the 

child of a penniless man is suffering from a terrible but 

curable disease, that the man's every attempt to get money 
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to pay for the very expensive cure has failed, and that the 

manufacturer of the cure has ignored his every plea for 

mercy. Now suppose that the man knows where the cure is 

stored in quantity, and that he has a good chance of stealing 

a dose without detection. Should he be deterred from doing 

so by the fact that theft is wrong, given that it would also be 

wrong to let his innocent child die? 

If we examine this situation closely, we can discern 

the involvement of at least three distinct viewpoints or 

"ethical frames". The first is that of the man and his child, 

whose joint purpose is to save the child's life. The next is that 

of the manufacturer of the cure, whose purpose is to get a 

maximum (or perhaps just a fair) return on his investment in 

R&D and production. And the third frame, which contains 

the first two, is an overall context with respect to which the 

absolute morality of "thou shalt not steal" has putatively 

been determined, but which nevertheless lacks any absolute 

proscription against letting innocent children die for their 

poverty. 

Such examples seem to imply that no finite set of 

specific moral principles suffices to determine ethical 
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behavior in a real world characterized by endless 

complications. This has led to an even less productive way 

of approaching ethical dilemmas, namely moral relativism. 

A moral relativist takes the following position: it is useless to 

speculate about the moral laws of an overall context that can 

never be fully known. Because the right-wrong distinction 

thus depends on the specific viewpoints of those who apply 

it, we can do no better than consider each frame 

independently, reformulating the distinction when 

switching from one frame to the other. 

This putative independence of ethical frames tends to 

render them incommensurable, impeding the formation of 

common goals and cooperation to achieve them. This 

restricts the moral relativist to the default “common goal” of 

mutual tolerance. But where mere tolerance is sufficient, or 

where at least one viewpoint is defined precisely by its 

intolerance, this can be unproductive, and the relativist is 

powerless to fix the problem. For while fixing the problem 

would require either the imposition of a common ethic or a 

judgment against intolerance, moral relativism lacks an 

ethical basis for taking such measures or validating such 
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judgments. 

For example, consider the problem of constructing an 

extended context in which the Western and Islamic worlds 

can peacefully coexist. One side believes in freedom, 

capitalism and the separation of church and state; the other 

believes in various blends of feudalism, theocracy and 

plutocracy. One has given its citizens the world’s highest 

average quality of life; the other has concentrated its 

considerable wealth in the hands of an incredibly opulent 

ruling class that is perfectly happy to let the impoverished 

masses blame outsiders for their problems. One treats even 

its criminals with compassion; the other summarily plucks 

out eyes and lops off body parts from hands to heads. 

And the differences go on. One side regards women 

as full and equal citizens; the other regards them as 

something less. One allows itself to be criticized by its own 

citizens and shapes its policies according to their will; the 

other appoints external scapegoats for all of its problems and 

lashes out at them instead of cleaning up its own political 

domicile. One is a diverse family of immigrants that 

generously opens its doors to the world with a promise of 
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equal opportunity; the other belongs to a set of warring 

groups characterized by millennia of bloodshed and turmoil, 

unfair distribution of resources, and annihilative creeds 

encouraging preferred groups to subject other groups to 

physical, psychological and economic violence “in the name 

of God”. 

Such examples point to the main weakness of moral 

relativism: in failing to distinguish between absolute right 

and wrong, it renders itself unable to deal equitably with 

situations in which one side is more right than another. It 

balances the pain of the victim against the pleasure of the 

victimizer, the agony of a murdered child against the dark 

ecstasy of the fiend who murders her. Indeed, it places the 

very angels of Heaven and devils of Hell on an equal 

footing; confronted by angels pleading for brotherly love 

and devils bent on human pain and misery, the pure moral 

relativist would have to juggle the benefits of brotherly love 

with those of demonic torment. (After all, millions of 

sadistic, bloodthirsty demons are entitled to their viewpoint 

as well!) 

Lacking a clear logical basis for moral absolutism or a 
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pragmatic basis for pure moral relativism, most real-world 

ethicists (politicians and diplomats) go for an ad hoc blend 

of the two in which frames, e.g. nations, remain essentially 

independent but are expected to agree on the “absolute 

goodness” of mutual tolerance. The idea is to find a goal that 

both frames have in common - survival, for instance - and 

encourage each frame to modify whatever ingredients might 

interfere with conflicting ingredients of the other frame to 

jeopardize the attainment of this common goal. 

Unfortunately, this strategy tends to fail where the main 

source of trouble is the irrational hostility of religious 

fundamentalists adhering literally to “holy writ” in which 

tolerance is literally banned (as it is banned by Islamic 

scripture, which literally calls for the subjugation or 

eradication of non-Islamic “infidels”). 

What, then, is the solution? That’s a long story, so 

we’ll merely outline it here. First, we need to mention 

several advanced concepts. One is utility; this means “value” 

and may vary by frame for any given thing. The greater the 

utility of something to a specific person or group, the higher 

its value. A utility function is a rule that assigns a personal 
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or group value to something according to the values of its 

parameters. A rational utility function is one designed to 

maximize utility for those who apply it. Utilitarianism is a 

doctrine that prescribes “the greatest good for the greatest 

number” and provides us with a scale on which to measure 

an optimal solution involving multiple frames. And game 

(or decision) theory is a field of mathematics that tells 

players how to formulate winning, utility-maximizing 

strategies in various competitive scenarios or “games”.  

Game theory, which was initially formulated around 

the utility of individual players, was eventually found to 

give rise to paradoxes in which individual utility conflicts 

with the utility of one or more groups involved in the game. 

If enough players “cheat”, i.e. defect from the group strategy 

in order to employ individual strategies that let them profit 

at the group’s expense, the group infrastructure collapses, 

and where the wellbeing of the group is essential to that of 

its individual members, individual utility collapses as well. 

A player who cheats in such a game can thus end up 

cheating himself, coming away with far less than if he and 

others had played fair. Because a player’s “rational” attempt 
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to maximize his own personal gain can cause him to lose, the 

standard theory fails.  

The extended version of game theory designed to 

resolve such paradoxes is called “the theory of metagames”. 

Whereas standard game theory was designed to handle 

games analogous to chess and bridge, in which utility 

functions are assigned only to competing individuals, 

metagame theory is designed for games in which players 

belong to various groups, e.g. nations or religions, for which 

higher-level utility functions are also defined. In this case, 

utility is a combination of personal and group factors. 

Because the player’s true utility function, which accounts for 

his group status, differs from that obtained when he 

considers only himself, the self is effectively “stratified”. 

That is, a full definition of “self” must include all of the 

external relations tying the self to other selves at all levels of 

organization relevant to all possible games. This redefinition 

of “self” turns out to be of crucial importance across the 

entire ethical spectrum. 

The theory of metagames permits the computation of 

strategic optima for any real-world scenario to which it can 
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be properly applied (its proper application requires an 

accurate representation of the individual players and the 

groups to which they belong, the rules according to which 

they interact, and the overall context they share). This, of 

course, leads to a question: why has the theory not been 

used to solve all of the world’s social problems? The reason: 

abstractly applying the theory is easier than concretely 

applying its results, especially in problematic situations 

where the ethical frames of the players are incompatible. Too 

often, circumstances that pit person against person, class 

against class and nation against nation also pit ethic against 

ethic and creed against creed. A lopsided ethic can 

encourage players to defect rather than accept the globally 

optimal solution, using stealth, subterfuge or superior force 

to achieve an inequitable outcome. 

Because it leads to a stratification of self, the theory of 

metagames can be reduced to a single general self-based 

strategy: the Golden Rule. Because the Golden Rule 

distributes over all players in the global geopolitical 

metagame and is therefore absolute, those who defect from 

this strategy depart from absolute morality. In the case of the 
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WTC tragedy, the reason for defection is clear: the Golden 

Rule is contradicted by the teachings of Islam, which isolates 

the self and utility functions of terrorists from those of their 

victims. This suggests that to successfully apply rational 

decision theory to the current situation, influential and well-

meaning Moslems should appoint a council of Islamic 

scholars to revise Moslem scripture, excising specific 

passages that appear to mandate the slaughter of innocent 

people in the name of Islam. Only then can Moslems who 

prefer a literal, fundamentalist interpretation of holy writ 

earn a place in Paradise through prayer and good works 

rather than kamikaze terrorism. 
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Millennium Mouse -  
An Ecological Parable 

 
There is a tiny cabin in the northern woods. Because it is 

tiny, it is easy to heat during the long, cold mountain 

winters. But because it is so warm and cozy, it is also a good 

winter abode for the mice that live in the surrounding hills. 

Each winter, a pair of mice finds a way into the cabin and 

makes a home there. If they were able to exercise good 

judgment, these mice would remain as unobtrusive as 

possible, taking a few stray crumbs and tidying up after 

themselves so as not to arouse the suspicion and ire of their 

hosts. Life would be warm and comfortable atop a ceiling 
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beam over the potbelly stove, and enough crumbs would fall 

from the homeowners’ plates to sustain their tiny guests. In 

fact, these little guests could even take pride in helping to 

keep the floors clean! They would live modestly until spring 

approached, have a single litter of pups, and then exit with 

their new family into the wide world outside the cabin as 

soon as the weather permitted. That way, when the coast 

was clear six or seven months later, those who had survived 

could use their old entranceway under the eaves and get 

cozy for another winter.  

Unfortunately, this is simply not the nature of mice. 

First one pair comes in. Then another, and another. They 

begin to fight for territory, screaming at each other in the 

wee hours and sometimes even awakening their hosts. Soon, 

they are scrounging hungrily from table to stove to 

countertop, eliminating their bodily wastes even where the 

food that sustains them is prepared and served. Meanwhile, 

they breed copiously in nests made of materials torn from 

the private possessions of their hosts, wreaking havoc on 

bedding and furniture. Before long, the cabin undergoes a 

population explosion of filthy, destructive, combative little 
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beasts that boldly rob their hosts right under their 

incredulous noses, urinating and defecating in the food 

supply to boot. And their hosts, being left with no choice, 

retaliate by setting a lethal gauntlet of spring traps, glue 

strips and poison bait. Mouse Armageddon ensues, and a 

pile of tiny bodies accumulates under the window.  

In considering the self-destructive behavior of mice, 

human beings silently congratulate themselves on their 

superior judgment. “Mice are stupid to behave so 

injudiciously,” they think. “If these mice just went easier on 

us, we might be able to tolerate them. But since they lack the 

intelligence to see this, we’ll simply have to keep trapping 

and killing them.” On the basis of such thoughts, one might 

almost think that human beings were innately wiser than 

mice with regard to such matters. But in this, one would be 

profoundly mistaken. For the only thing that separates the 

planet earth from that tiny cabin in the woods is size, and 

the cumulative effect of mankind on the earth is every bit as 

disgusting, from an ecological viewpoint, as that of mice on 

a cabin.   

Being the evolutionary descendants of tiny mouselike 
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proto-mammals, human beings are every bit as capable as 

mice of overpopulating, befouling and fighting over their 

living space, and there is no sane reason to think that the 

ultimate outcome will be any less unpleasant. After all, a 

mouse can always scurry from one cabin to another in an 

emergency. But when the earth is fouled beyond 

habitability, there will be no scurrying away from it, at least 

for the vast majority of us. Like mice, we will be trapped 

here and exterminated. And when that day comes, we will 

obviously not have our “superior intelligence” as a species 

to thank for it.  
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