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Preface

Advances in Quantitative Analysis of Finance and Accounting is an annual
publication designed to disseminate developments in the quantitative analy-
sis of finance and accounting. The publication is a forum for statistical and
quantitative analyses of issues in finance and accounting as well as applica-
tions of quantitative methods to problems in financial management, financial
accounting, and business management.The objective is to promote interaction
between academic research in finance and accounting and applied research in
the financial community and the accounting profession.

The chapters in this volume cover a wide range of topics including security
analysis and mutual fund management, option pricing theory and application,
interest rate spread, and electricity pricing.

In this volume there are 15 chapters, 9 of them focus on security analysis
and mutual fund management: 1. Testing of Nonstationarities in the Unit Cir-
cle, Long Memory Processes and Day of the Week Effects in Financial Data;
2. Equity Restructuring Via Tracking Stocks: Is there any Value Added? 3.
Do Profit Warnings Convey Information About the Industry? 4. Are Whisper
Forecasts more Informative than Consensus Analysts’ Forecasts? 5. Earn-
ings Forecast-Based Returns Predictions: Risk Proxies in Disguise? 6. The
Long-Run Performance of Firms that Issue Tracking Stocks; 7. The September
Phenomenon of U.S. Equity Market; 8. Identifying Major Shocks in Market
Volatility and their Impact on Popular Trading Strategies; 9. Performance of
Canadian Mutual Funds and Investors.

Three of other six chapters are related to option pricing theory and applica-
tion: 1. The Least Cost Super Replicating Portfolio for Shot Puts and Calls in
the Boyle-Vorst Model with Transaction Costs; 2. Stock Option Exercises and
Discretionary Disclosure; 3. On Simple Binomial Approximations for Two
Variable Functions in Finance Applications. Two of other three chapters are
related to interest rate spread: 1. The Prime Rate-Deposit Rate Spread and
Macroeconomic Shocks; 2. Differences in Underpricing Returns Between Reit
Ipos and Industrial Company Ipos. The remaining one chapter is related to
electricity pricing: Fundamental Drivers of Electricity Prices in the Pacific
Northwest.

v
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Chapter 1

The Least Cost Superreplicating Portfolio for
Short Puts and Calls in The Boyle–Vorst Model with
Transaction Costs

Guan-Yu Chen
Cornell University, USA

Ken Palmer
National Taiwan University, Taiwan

Yuan-Chung Sheu∗
National Chiao Tung University, Taiwan

Since Black and Scholes (1973) introduced their option-pricing model in frictionless markets,
many authors have attempted to develop models incorporating transaction costs. The ground-
work of modeling the effects of transaction costs was done by Leland (1985). The Leland
model was put into a binomial setting by Boyle and Vorst (1992). Even when the market is
arbitrage-free and a given contingent claim has a unique replicating portfolio, there may exist
superreplicating portfolios of lower cost. However, it is known that there is no superreplicating
portfolio for long calls and puts of lower cost than the replicating portfolio. Nevertheless, this
is not true for short calls and puts. As the negative of the cost of the least cost superreplicating
portfolios for such a position is a lower bound for the call or put price, it is important to deter-
mine this least cost. In this paper, we consider two-period binomial models and show that, for
a special class of claims including short call and put options, there are just four possibilities so
that the least cost superreplicating portfolios can be easily calculated for such positions. Also
we show that, in general, the least cost superreplicating portfolio is path-dependent.

Keywords: Option pricing; transaction costs; binomial model; superreplicating.

1. Introduction

Since Black and Scholes (1973) introduced their option-pricing model in fric-
tionless markets, many authors have attempted to develop models incorporat-
ing transaction costs. The groundwork of modeling the effects of transaction
costs was done by Leland (1985). The Leland model was put into a binomial
setting by Boyle and Vorst (1992). They derived self-financing strategies that

∗Corresponding author.
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perfectly replicate the final payoffs to long and short positions in put and
call options, assuming proportional transaction costs on trades in the stocks
and no transaction costs on trades in the bonds. Recently, Palmer (2001a)
clarified the conditions under which there is a unique replicating strategy in
the Boyle–Vorst model for an arbitrary contingent claim. Actually, following
Stettner (1997) and Rutkowski (1998), Palmer worked in the framework of
asymmetric proportional transaction costs, which includes not only the model
of Boyle and Vorst, but also the slightly different model of Bensaid, Lesne,
Pages, and Scheinkman (1992). For other recent contributions to this subject,
see Perrakis and Lefoll (1997, 2000), Reiss (1999), and Chiang and Sheu
(2004). A survey of some related results is given in Whalley and Wilmott
(1997).

In arbitrage-free markets in the presence of transaction costs, even when
a contingent claim has a unique replicating portfolio, there may exist a lower
cost superreplicating portfolio. Nevertheless, Bensaid et al. (1992) gave con-
ditions under which the cost of the replicating portfolio does not exceed the
cost of any superreplicating portfolio. These results were generalized by Stet-
tner (1997) and Rutkowski (1998) to the case of asymmetric transaction costs.
Palmer (2001b) provided a further slight generalization. These results have
the consequence that there is no superreplicating portfolio for long calls and
puts of lower cost than the replicating portfolio. However, this is not true for
short calls and puts. As the negative of the cost of the least cost superreplicat-
ing portfolios for such a position is a lower bound for the call or put price, it
is important to determine this least cost. Recently, in Chen, Palmer, and Sheu
(2004), we determined the least cost superreplicating portfolios for general
contingent claims in one-period models and showed that there are only finitely
many possibilities for the least cost super replicating portfolios of a general
two-period contingent claims. Our result narrows down the search for a least
cost superreplicating portfolio to a finite number of possibilities. However,
the number of possibilities for the least cost superreplicating portfolios is still
large. In this paper, we consider a restricted class of claims for which the
number of possibilities can be reduced to a manageable number.

In Section 2, we review some basic results for general n-period models.We
also quote two results from Chen et al. (2006) about the number of replicating
portfolios and the least cost superreplicating portfolios for any contingent
claim in a one-period binomial model. In Section 3, we recall the results of
Chen et al. (2006) for the least cost superreplicating portfolios of a general
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two-period contingent claim. In Section 4, we show that for a special class of
claims including short call and put options there are just four possibilities so
that the least cost superreplicating portfolios can be easily calculated for such
positions. In Section 5, we show that, in general, the least cost superreplicating
portfolio is path-dependent.

2. Preliminaries

We consider an n-period binomial model of a financial market with two secu-
rities: a risky asset, referred to as a stock, and a risk-free investment, called
a bond. If the stock price now is S, then at the end of the next period it is
either Su or Sd , where 0 < d < u. The bond yields a constant rate of return
r over each time period meaning that a dollar now is worth R = 1 + r after
one period.

We assume that, on one hand, proportional transaction costs are incurred
when shares of the risky asset are traded but, on the other hand, that trading
in riskless bonds is cost-free. More precisely, we assume that when the stock
price is S, buying one share incurs a transaction cost of λS and that selling
one share incurs a transaction cost of µS, where

λ ≥ 0, 0 ≤ µ < 1.

As is usual, we assume throughout this paper that there are no transaction
costs when a portfolio is established at time 0. For no arbitrage consideration,
we also assume that

d < R < u.

Let us denote by φ = {(�i , Bi ), i = 0, 1, 2, . . . , n}, a (self-financing)
portfolio where �i stands for the number of shares and Bi the number of
bonds held at time i . Under our assumption, it is natural that the initial value
or cost of the portfolio φ is �0 S0 + B0.

A contingent claim is a two-dimensional random variable X = (g, h)

where g represents the number of shares and h the value of bonds held at
time n. We say that a portfolio φ = {(�i , Bi), i = 0, 1, 2, . . . , n} replicates
the claim X that is settled by delivery if it is self-financing and �n = g and
Bn = h. We say a self-financing portfolio φ is a superreplicating portfolio for
a contingent claim X = (g, h) settled by delivery at time n if at time n we have
�n ≥ g and Bn ≥ h. An upper arbitrage bound for the price at time 0 of a claim
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X = (g, h) is given by the cost of a least cost superreplicating portfolio for a
long position in the claim X . A lower arbitrage bound for the price of X at time
0 is given by the negative of the cost of a least cost superreplicating portfolio
for a short position in the claim X . As pointed out by several authors, in some
circumstances, it is possible to find a portfolio which ultimately dominates a
given contingent claim and costs less than a portfolio that replicates the claim.
Of course, there are circumstances in which no superreplicating portfolio costs
less than a replicating portfolio. Theorems 1 and 2 given in Palmer (2001a)
generalize results of Bensaid et al. (1992), Stettner (1997), and Rutkowski
(1998).

Theorem 1. Suppose that

d(1 + λ) ≤ R(1 − µ) ≤ R(1 + λ) ≤ u(1 − µ).

Then, for any contingent claim, there is a unique replicating portfolio and no
superreplicating portfolio costs less than the replicating portfolio.

Theorem 2. Consider a contingent claim in an n-period binomial model with
holdings (g j , h j ) when the terminal stock price is S0u j dn− j . If these terminal
holdings satisfy

g j+1 ≥ g j ,

(g j − g j+1)Su j+1dn− j−1(1 + λ) + h j − h j+1 ≤ 0,

and

(g j − g j+1)Su j dn− j (1 + µ) + h j − h j+1 ≥ 0,

for j = 0, 1, . . . , n − 1, then there is a unique replicating portfolio for such
a contingent claim and no superreplicating portfolio costs less than the repli-
cating portfolio.

Clearly long positions in calls and puts satisfy these conditions in Theorem 2.
However, short positions in calls and puts do not satisfy these conditions.
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Consider a contingent claim in a one-period model with holdings (�u, Bu)

in the up state and (�d, Bd) in the down state. Let

au =
{
(�d − �u)Su(1 + λ) + Bd − Bu if �u ≥ �d,

(�d − �u)Su(1 − µ) + Bd − Bu if �u < �d,

and

ad =
{

(�d − �u)Sd(1 − µ) + Bd − Bu if �u ≥ �d,

(�d − �u)Sd(1 + λ) + Bd − Bu if �u < �d.

Theorems 3 and 4 are quoted from Chen et al. (2004).

Theorem 3. Consider a contingent claim in a one-period model with holdings
(�u, Bu) in the up state and (�d, Bd) in the down state. Then the contingent
claim has a unique replicating portfolio if and only if it satisfies one of the
following conditions:
(a) �u ≥ �d,

(b) �u < �d, d(1 + λ) < u(1 − µ),

(c) �u < �d, d(1 + λ) ≥ u(1 − µ), auad > 0.

The following theorem determines the least cost superreplicating portfolios
for any contingent claims in a one-period binomial model.

Theorem 4. Consider a contingent claim in a one-period model with holdings
(�u, Bu) in the up state and (�d, Bd) in the down state.

(a) When the replicating portfolio is unique, it is a least cost superreplicating
portfolio unless R > u(1−µ), ad < 0 when (�u, Bu/R) are the holdings
in a least cost superreplicating portfolio, or if R < d(1+λ), au > 0 when
(�d, Bd/R) are the holdings in a least cost superreplicating portfolio.

(b) When the replicating portfolio is not unique, it is necessary that �u <

�d, d(1 + λ) ≥ u(1 − µ). Moreover, we have:
(i) If R ≥ d(1 + λ), there exists at least one replicating portfolio with

share holdings � satisfying � ≤ �u and all such replicating portfolios
are least cost superreplicating portfolios.

(ii) If d(1 + λ) ≥ R ≥ u(1 − µ), there exists at least one replicating
portfolio with share holdings � satisfying �u ≤ � ≤ �d and all such
replicating portfolios are least cost superreplicating portfolios.
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(iii) If R ≤ u(1 − µ), there exists at least one replicating portfolio with
share holdings � satisfying � ≥ �d and all such replicating portfolios
are least cost superreplicating portfolios.

Remark 1. As mentioned in the Remarks after Theorem 4.1 in Chen et al.
(2006), the cost C(�u, Bu,�d, Bd) of the least cost superreplicating portfolio
is a continuous function which is linear in any region in the (�u, Bu,�d, Bd)

space where �u − �d, au, and ad are one-signed. In Chen et al. (2006),

we proved Theorem 4 by considering the contingent claim according to the
following cases:

Case 1 : �u ≥ �d, ad ≥ au > 0
Case 2 : �u ≥ �d, ad ≥ 0 ≥ au

Case 3 : �u ≥ �d, au ≤ ad < 0
Case 4 : �u < �d, u(1 − µ) > d(1 + λ), au > ad > 0
Case 5 : �u < �d, u(1 − µ) > d(1 + λ), au ≥ 0 ≥ ad

Case 6 : �u < �d, u(1 − µ) > d(1 + λ), ad < au < 0
Case 7 : �u < �d, u(1 − µ) < d(1 + λ), ad > au > 0
Case 8 : �u < �d, u(1 − µ) < d(1 + λ), au < ad < 0
Case 9 : �u < �d, u(1 − µ) < d(1 + λ), au = 0 < ad

Case 10 : �u < �d, u(1 − µ) < d(1 + λ), ad = 0 > au

Case 11 : �u < �d, u(1 − µ) < d(1 + λ), ad > 0 > au

Case 12 : �u < �d, u(1 − µ) = d(1 + λ), au = ad > 0
Case 13 : �u < �d, u(1 − µ) = d(1 + λ), au = ad < 0
Case 14 : �u < �d, u(1 − µ) = d(1 + λ), au = ad = 0.

It follows from Theorem 3 that in Cases 1–8, 12, and 13, there is a unique
replicating portfolio (�, B) which, as in Chen et al. (2004), has cost given by

C = �S + B = p

R
[�u Su + Bu] + 1 − p

R
[�d Sd + Bd]

where

u =
{

u(1 + λ) if ad ≥ 0,

u(1 − µ) if ad < 0,
d =

{
d(1 + λ) if au ≥ 0,

d(1 − µ) if au < 0,
p = R − d

u − d
.

3. General Contingent Claims in the Two-Period Case

In this section, we recall some results of Chen et al. (2006) for a general
two-period contingent claim with terminal holdings {(�uu, Buu), (�ud, Bud),
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(�dd, Bdd)}. Write

bu(�u) = max{Buu + e(�u − �uu)Su2, Bud + e(�u − �ud)Sud}

and

bd(�d) = max{Bud + e(�d − �ud)Sud, Bdd + e(�d − �dd)Sd2},

where e(�) = −� + µ�+ + λ�−. The significance of these two quan-
tities is that (�u, Bu) is a superreplicating portfolio for the one-period
claim {(�uu, Buu), (�ud, Bud)} with initial stock price Su if and only if
Bu ≥ bu(�u)/R and (�d, Bd) is a superreplicating portfolio for the one-
period claim {(�ud, Bud), (�dd, Bdd)} with initial stock price Sd if and
only if Bd ≥ bd(�d)/R. Denote by C(�u,�d) the least cost of super-
replicating portfolios for the one-period contingent claim {(�u, bu(�u)/R),

(�d, bd(�d)/R)} with initial stock price S. Then it was proved in Chen et al.
(2004) that the infimum of the cost of a superreplicating portfolio for the two-
period contingent claim {(�uu, Buu), (�ud, Bud), (�dd, Bdd)} is equal to the
infimum over (�u,�d) of C(�u,�d). Theorem 5 shows that we need only
consider the function C(�u,�d) in a certain rectangle in the (�u,�d)-plane.

To do this, we consider functions

fu(�u) = Buu + e(�u − �uu)Su2 − Bud − e(�u − �ud)Sud (1)

and

fd(�d) = Bud + e(�d − �ud)Sud − Bdd − e(�d − �dd)Sd2. (2)

Note that the values of �u satisfying fu(�u) = 0 are exactly those for
which (�u, bu(�u)/R) is a replicating portfolio for the contingent claim
{(�uu, Buu), (�ud, Bud)} with initial stock price Su and the values of �d

satisfying fd(�d) = 0 are exactly those for which (�d, bd(�d)/R) is a repli-
cating portfolio for the contingent claim {(�ud, Bud), (�dd, Bdd)} with initial
stock price Sd .

Let [αu, βu] be the smallest closed interval containing all solutions of
fu(�u) = 0 and also �uu and �ud. Similarly, let [αd, βd] be the smallest
closed interval containing all solutions of fd(�d) = 0 and also �ud and �dd.
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Let � be the rectangle in the (�u,�d)-plane given by

� = {(�u,�d) : αu ≤ �u ≤ βu, αd ≤ �d ≤ βd}.
Theorem 5. For a general two-period contingent claim {(�uu, Buu),

(�ud, Bud), (�dd, Bdd)}, the function C(�u,�d) takes its minimum in the
rectangle � at some point (�u,�d) and a least cost superreplicating portfo-
lio for the one-period claim {(�u, bu(�u)/R), (�d, bd(�d)/R)} with initial
stock price S yields a least cost super replicating portfolio for the two-period
claim.

(It is worth noting that in the case (�uu, Buu) = (�ud, Bud), there is always
a least cost superreplicating portfolio with �u = �uu because in this case
αu = βu = �uu. We consider this special case in more detail in Section 4.)

Consider the two quantities au and ad,

au = au(�u,�d) = (�d − �u)Su + bd(�d) − bu(�u)

R
,

ad = ad(�u,�d) = (�d − �u)Sd + bd(�d) − bu(�u)

R
,

where

u =
{

u(1 + λ) if �u ≥ �d,

u(1 − µ) if �u < �d,
d =

{
d(1 − µ) if �u ≥ �d,

d(1 + λ) if �u < �d.

By using the fundamental theorem of linear programing, the following the-
orem shows that there are only finitely many possibilities for a least cost
superreplicating portfolio.

Theorem 6. For a general two-period contingent claim with terminal hold-
ings {(�uu, Buu), (�ud, Bud), (�dd, Bdd)}, there always exists a least cost
superreplicating portfolio with initial holdings (�, B) and holdings (�u, Bu),

(�d, Bd) at the end of the first period which represent a least cost superrepli-
cating portfolio for the one-period claim {(�u, bu(�u)/R), (�d, bd(�u)/R)}
and such that at least two distinct conditions from the following list are
satisfied:

�u = �uu, �u = �ud, �d = �ud, �d = �dd, �u = �d,

au(�u,�d) = 0, ad(�u,�d) = 0,

fu(�u) = 0, fd(�d) = 0.
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Note that the condition au(�u,�d) = 0 means that (�d, bd(�d)/R2)

is a replicating portfolio for the contingent claim {(�u, bu(�u)/R),

(�d, bd(�d)/R)} with initial stock price S. Likewise, the condition
ad(�u,�d) = 0 means that (�u, bu(�u)/R2) is a replicating portfo-
lio for the contingent claim {(�u, bu(�u)/R), (�d, bd(�d)/R)}. We note
again that the values of �u satisfying fu(�u) = 0 are exactly those for
which (�u, bu(�u)/R) is a replicating portfolio for the contingent claim
{(�uu, Buu), (�ud, Bud)} with initial stock price Su and the values of �d

satisfying fd(�d) = 0 are exactly those for which (�d, bd(�d)/R) is a repli-
cating portfolio for the contingent claim {(�ud, Bud), (�dd, Bdd)} with initial
stock price Sd .

Theorem 6 narrows down the search for a least cost superreplicating port-
folio to a finite number of possibilities. However, the number of possibilities
is still quite large. In the following section, we consider a restricted class of
claims for which the number of possibilities can be reduced to a manageable
number.

4. Least Cost Superreplicating Portfolios for Short Puts and
Calls in the Two-Period Case

In this section, we determine the initial holdings of the least cost superrepli-
cating portfolios for a claim in the two-period model with

�uu = �ud < �dd, Buu = Bud. (3)

This includes short calls and puts with the exercise price between Sud and Sd2.
Note that we could treat the case �uu < �ud = �dd, Bud = Bdd similarly.
This would include short calls and puts with the exercise price between Su2

and Sud .

Theorem 7. Consider a two-period binomial model incorporating transac-
tion costs with parameters S, u, d, R, µ, and λ. For every contingent claim
{(�uu, Buu), (�ud, Bud), (�dd, Bdd)} satisfying Equation (3), there always
exists a least cost superreplicating portfolio which belongs to one of the fol-
lowing four types (note that in all cases transactions are carried out at the
terminal nodes so that the final share holdings are �uu, �ud, �du, �dd in
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states uu, ud, du, and dd, respectively):

(I) the initial holdings are (�dd, Bdd/R2) and the only additional share
transaction is selling (�dd − �uu) shares in state u (this type arises
only if R < d(1 + λ) and Buu − Bdd − Sud(1 − µ)(�dd − �uu) < 0);

(II) the initial holdings are (δ, B), where δ ≤ �uu and (δ, B) is such that
B R − Buu/R is just enough to carry out the only additional share trans-
action of buying back (�uu − δ) shares of stocks in state u; there are
two possibilities:
(a) δ = �uu and the terminal holdings in the du state are (�uu, Buu)

(this case only arises if Buu − Bdd − Sd2(1 + λ)(�dd − �uu) ≥ 0);
(b) δ < �uu and the terminal holdings in the dd state are (�dd, Bdd)

(this case only arises if Buu − Bdd − Sd2(1 + λ)(�dd − �uu) < 0);
(III) the initial holdings are (α, B/R), where α > �uu and (α, B) are the

initial holdings in a replicating portfolio for the one-period portion
{d, du, dd}, and the only additional share transaction is selling (α −
�uu) shares in state u (this case only arises if R < d(1 + λ));

(IV) a replicating portfolio for the whole two-period model.

Proof. It follows from the remark after Theorem 5 that we need only deter-
mine the �d which yields the least cost for the one-period contingent claim
{(�uu, Buu/R), (�d, bd(�d)/R)} with initial stock price S and then deter-
mine a least cost superreplicating portfolio for this one-period claim. For this
claim, we have

au = au(�d) = au(�uu,�d) = (�d − �uu)Su + bd(�d) − Buu

R
,

ad = ad(�d) = ad(�uu,�d) = (�d − �uu)Sd + bd(�d) − Buu

R
,

where

u =
{

u(1 + λ) if�uu ≥ �d,

u(1 − µ) if�uu < �d,
d =

{
d(1 − µ) if�uu ≥ �d,

d(1 + λ) if�uu < �d,

and

bd(�d) = max{Buu + Sude(�d − �uu), Bdd + Sd2e(�d − �dd)}.
Also

fd(�d) = Buu + Sude(�d − �uu) − Bdd − Sd2e(�d − �dd).
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Note that (�d, Bd) is a replicating portfolio for the one-period portion
{d, du, dd} if and only if fd(�d) = 0 and Bd = bd(�d)/R. Further
observe that the continuous function fd(�d) is decreasing and linear for
�d ≤ �uu, �d ≥ �dd and linear and decreasing, constant, or increasing
for �uu < �d < �dd depending on the sign of u(1 − λ) − d(1 + µ). Note
also that

fd(�uu) = Buu − Bdd + Sd2(�uu − �dd)(1 + λ),

and that

au(�uu) = ad(�uu) = [ fd(�uu)]−
R

.

The signs of au and ad: We start by examining the signs of au and ad. First
we show that when �d < �uu, then ad > 0. This follows because

bd(�d) ≥ Buu − Sud(�d − �uu)(1 + λ),

and so

ad ≥ (�d − �uu)Sd(1 − µ) − Sud(�d − �uu)(1 + λ)

R

= Sd(�d − �uu)

R
[R(1 − µ) − u(1 + λ)] > 0.

Suppose now that �d > �uu and R(1 + λ) > u(1 − µ). Then as

bd(�d) ≥ Buu − Sud(�d − �uu)(1 − µ),

we have

ad ≥ (�d − �uu)Sd(1 + λ) − Sud(�d − �uu)(1 − µ)

R

= Sd(�d − �uu)

R
[R(1 + λ) − u(1 − µ)] > 0.

Assume next that �d > �uu, fd(�uu) ≤ 0, and R(1+λ) ≤ u(1−µ). The
latter implies that d(1 + λ) < u(1 − µ) and so fd(�d) is strictly decreasing.
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Then as fd(�uu) ≤ 0, we have fd(�d) < 0 for �d > �uu and so

bd(�d) = Bdd + Sd2e(�d − �dd),

and

ad = (�d − �uu)Sd(1 + λ) + Bdd − Buu + Sd2e(�d − �dd)

R
.

It follows that

ad(�uu) = Bdd − Buu − Sd2(1 + λ)(�uu − �dd)

R
≥ 0

and

a′
d(�d) = Sd

R

{
(R − d)(1 + λ) if �d < �dd

R(1 + λ) − d(1 − µ) if �d > �dd
> 0.

Hence, in this case, we still have

ad > 0

for �d > �uu.
Hence we are left with the case �d > �uu, fd(�uu) > 0, and R(1 +λ) ≤

u(1 − µ). In this case, there exists a unique γ > �uu such that

fd(�d)




> 0 if �d < γ,

= 0 if �d = γ,

< 0 if �d > γ.

Also note that ad(�uu) = 0. It follows as in the previous case that a′
d(�d) > 0

if �d > γ . However, if �uu < �d < γ , then

bd(�d) = Buu − Sud(1 − µ)(�d − �uu)

and

ad = (�d − �uu)Sd(1 + λ) − Sud(1 − µ)(�d − �uu)

R
,

so that

a′
d(�d) = Sd

R
[R(1 + λ) − u(1 − µ)] ≤ 0.
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Then there exists δ̃ ≥ γ such that

ad




≤ 0 if �uu < �d ≤ δ̃,

= 0 if �d = δ̃,

> 0 if �d > δ̃.

Now we examine the sign of au. First note that if �d > �uu, then

au(�d) = (�d − �uu)Su(1 − µ) + bd(�d) − Buu

R

≥ (�d − �uu)Su(1 − µ) − Sud(�d − �uu)(1 − µ)

R

= Su

R
(�d − �uu)(R − d)(1 − µ) > 0.

If fd(�uu) ≥ 0, then fd(�d) > 0 for �d < �uu and so for �d < �uu,

au = Su

R
(�d − �uu)(R − d)(1 + λ) < 0.

Also as fd(�uu) ≥ 0, au(�uu) = 0.
If fd(�uu) < 0, there exists a unique γ < �uu such that fd(γ ) = 0. We

show as in the case fd(�uu) ≥ 0 that au < 0 if �d ≤ γ . Now as fd(�uu) < 0,
au(�uu) > 0. Then as au is a linear function of �d in the interval [γ,�uu],
it follows that there exists a unique δ in (γ,�uu) such that au(δ) = 0. Note
also that fd(δ) < 0. Thus, if fd(�uu) < 0,

au




< 0 if �d < δ,

= 0 if �d = δ,

> 0 if δ < �d ≤ �uu.

We now consider four different cases.
1. Suppose first that fd(�uu) < 0. Then ad > 0 for all �d, au > 0 for

�d > δ, and au(δ) = 0 and au < 0 for �d < δ. Also fd(γ ) = 0 has at most
three solutions. As the function bd(�d) is linear in any interval not containing
�uu, �dd, or any of the γ ’s, we see from Remark 1 that the cost function
C(�uu,�d) = C(�d) is linear in any interval not containing δ, �uu, �dd, or
any of the γ ’s. So the minimum must be achieved at one of these points.

Suppose the minimum occurs at δ. At δ, ad > 0 and au = 0 and so the
one-period claim {(�uu, Buu/R), (δ, bd(δ)/R)} is in Case 2 of Remark 1 so
that the replicating portfolio is unique and by Theorem 4 is the least cost
superreplicating portfolio. However, the condition au(δ) = 0 implies that
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(δ, bd(δ)/R2) is a replicating portfolio for this one-period claim. So the initial
holdings are (δ, B) = (δ, bd(δ)/R2), where (B R − Buu/R) is just enough
to buy back (�uu − δ) shares of stocks in state u. Moreover, as fd(δ) < 0,
bd(δ) = Bdd + (�dd − δ)Sd2(1 + λ) and so

bd(δ) − (�dd − δ)Sd2(1 + λ) = Bdd,

that is, the final holdings in the dd state are (�dd, Bdd). This is type (II)(b) of
Theorem 7

We now show that in this case the minimum is either not attained at �uu or
if it is, then it is also attained at �dd or at one of the solutions of fd(�d) = 0.
Let γ be the least number greater than �uu such that fd(γ ) = 0 (take
γ = ∞ if no such γ exists). Set γ̃ = min{γ,�dd}. Then in the interval
(δ, γ̃ ], au and ad are positive and fd(�d) ≤ 0. So the one-period claim
{(�uu, Buu/R), (�d, bd(�d)/R)} is in one of Cases 4, 7, or 12 of Remark 1
for �d in (�uu, γ̃ ] and in Case 1 for �d in (δ,�uu].

If R ≥ d(1 + λ), it follows from Theorem 4 and Remark 1 that the cost
function C(�uu,�d) = C(�d) in these two intervals is given by

C(�d) = p

R
[�uu Su(1 + λ) + Buu] + 1 − p

R

[
�d Sd(1 + λ) + bd(�d)

R

]
,

where

bd(�d) = Bdd − Sd2(1 + λ)(�d − �dd), 0 < p = R − d(1 + λ)

(u − d)(1 + λ)
< 1.

We see that for δ < �d < γ̃ ,

C ′(�d) = (1 − p)Sd(R − d)(1 + λ)

R2 > 0.

Hence there is no minimum at �uu if R ≥ d(1 + λ).
On the other hand, if R < d(1 + λ), then it follows from Theorem 4 that

C(�d) = �d + bd(�d)

R2
,

which is linear in (δ, γ̃ ]. Hence if there is a minimum at �uu, there is also one
at γ̃ and hence at �dd or at a solution of fd(γ ) = 0.

So the conclusion in this case is that the minimum of C(�d) occurs at one
of the points δ, giving type (II)(b) of Theorem 7, or at �dd or at one of the
solutions of fd(�d) = 0.
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2. We consider next the case fd(�uu) = 0. Then ad > 0 for all �d �= �uu,
and au > 0 for �d > �uu, and au < 0 for �d < �uu and au(�uu) =
ad(�uu) = 0. If fd(�dd) = 0, then fd(�d) = 0 if and only if �uu ≤ �d ≤
�dd. As the function bd(�d ) is linear in any interval not containing �uu or
�dd, we see from Remark 1 that the cost function C(�uu,�d) = C(�d) is
linear in any such interval. So the minimum must be achieved at one of these
two points. If fd(�dd) �= 0, then fd(γ ) = 0 has at most one more solution
in addition to �uu. Again the cost function C(�uu,�d) = C(�d) is linear
in any interval not containing �uu, �dd, or any of the γ ’s. So the minimum
must be achieved at one of these points.

Suppose it is achieved at �d = �uu. Then the one-period claim

{(�uu, Buu/R), (�d, bd(�d)/R)} = {(�uu, Buu/R), (�uu, Buu/R)}
is in Case 2 of Remark 1 so that by Theorem 4 the unique replicating portfolio
(�uu, Buu/R2) is the least cost superreplicating portfolio. This is type (II)(a)
of Theorem 7.

3. We consider next the case fd(�uu) > 0 and R(1 + λ) > u(1 − µ) so
that fd is strictly decreasing. Then ad > 0 for all �d �= �uu, and au > 0 for
�d > �uu, and au < 0 for �d < �uu and au(�uu) = ad(�uu) = 0. Then
fd(γ ) = 0 has exactly one solution γ which is greater than �uu. Again we
see from Remark 1 that the cost function C(�uu,�d) = C(�d) is linear in
any interval not containing �uu, �dd, or γ . So the minimum must be achieved
at one of these points.

If the minimum is achieved at �uu, we show as in the previous case that it
is of type (II)(a) of Theorem 7.

4. We consider next the case fd(�uu) > 0 and R(1+λ) ≤ u(1−µ). Then
fd(γ ) = 0 has exactly one solution γ which is greater than �uu, and there
exists δ̃ ≥ γ (δ̃ = γ if and only if R(1 +λ) = u(1 −µ)) such that ad > 0 for
�d < �uu, ad ≤ 0 for �uu < �d < δ̃, ad(δ̃) = 0, ad > 0 for �d > δ̃. Also
au > 0 for �u > �uu, au < 0 for �u < �uu, and au(�uu) = ad(�uu) = 0.
Again we see from Remark 1 that the cost function C(�uu,�d) = C(�d) is
linear in any interval not containing �uu, �dd, δ̃, or γ . So the minimum must
be achieved at one of these points.

If the minimum is achieved at �uu, we show as in the previous case that it
is of type (II)(a).

Suppose a minimum occurs at δ̃. As d(1 + λ) < u(1 − µ)

and taking into account the signs of au and ad, the one-period claim
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{(�uu, Buu/R), (�d, bd(�d)/R)} is in Case 4 for �d in (δ̃,∞) and in Case 5
for �d in (c, δ̃], where we take c = γ if R(1 +λ) < u(1 −µ) and c = �uu if
R(1+λ) = u(1−µ). We also note that fd(�d) < 0 in (γ,∞) and fd(�d) > 0
in (�uu, γ ).

If R ≥ d(1 + λ), then the cost function C(�uu,�d) = C(�d) in the two
intervals (c, δ̃] and (δ̃,∞) is given by

C(�d) = p

R
[�uu Sū + Buu] + 1 − p

R

[
�d Sd(1 + λ) + bd(�d)

R

]
,

where

bd(�d) =
{

Bdd + e(�d − �dd)Sd2 if f (�d) < 0,

Buu − Sud(1 − µ)(�d − �uu) if f (�d) > 0,

0 < p = R − d(1 + λ)

u − d(1 + λ)
< 1, u =

{
u(1 − µ) if �d ∈ (c, δ̃],
u(1 + λ) if �d ∈ (δ̃,∞).

So if R(1 + λ) < u(1 − µ), there is no minimum at δ̃, because in (γ,∞)

C ′(�d) = (1 − p)Sd

R2

{
(R − d)(1 + λ) if �d < �dd

R(1 + λ) − d(1 − µ) if �d > �dd
> 0.

If R(1 + λ) = u(1 − µ),

C ′(�d) = (1 − p)Sd

R2 [R(1 + λ) − u(1 − µ)] = 0

in the interval (�uu, γ ] and so if there is a minimum at δ̃, there is also one at
γ or at �uu which is type (II)(a) of Theorem 7.

That leaves us with the case R < d(1 + λ). Then for �d > c we have the
cost function

C(�d) = �d S + bd(�d)

R2
,

which is linear in any interval in (c,∞) which does not contain �dd or γ .
Hence the minimum is also attained at γ or �dd or �uu. Thus, we conclude
that if the minimum is attained at δ̃, then it is also attained at γ or �dd or �uu,
the latter being of type (II)(a) of Theorem 7.

By considering the above four cases, we have shown that there is always
a minimum of type (II) or the minimum occurs at �dd or at a solution of
fd(γ ) = 0. We now consider the latter two possibilities in detail.
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1. Suppose the minimum is assumed at �d = �dd but fd(�dd) �= 0. If
fd(�dd) > 0, then, as f ′

d(�d) < 0 for �d > �dd, there exists a unique
γ > �dd such that fd(γ ) = 0. This implies that there is a positive number ε

such that �uu < �dd − ε and such that fd(�d) ≥ 0 in (�dd − ε, γ ]. Also in
this interval au > 0 and throughout the interval either ad > 0 or ad ≤ 0. So in
the interval we are in one of the Cases 4, 5, 7, or 12 of Remark 1 and as also
bd(�d) is linear in the interval, it follows also that C(�d) must be linear and
hence constant if the minimum is at �dd. Therefore, if fd(�dd) > 0 there is
also a minimum at γ for which fd(γ ) = 0, which is the other possibility to
be considered presently.

Suppose now that fd(�dd) < 0. Then there exists δ̃ ≥ �uu such that
ad ≤ 0 for �uu < �d ≤ δ̃ and ad > 0 for �d > δ̃. If δ̃ < �dd, we choose ε

so that δ̃ < �dd −ε. Also we choose ε so that �uu < �dd −ε and fd(�d) < 0
in (�dd − ε,�dd). So throughout the latter interval, ad > 0 when δ̃ < �dd

and ad ≤ 0 when δ̃ ≥ �dd. As we also know that au > 0 for �d > �uu, it
follows that in the interval (�dd −ε,�dd), we are in one of Cases 4, 7, or 12 if
ad > 0, and Case 5 if ad ≤ 0. Note also that R < u(1 −µ) if ad ≤ 0, because
we know that R(1 + λ) > u(1 − µ) implies that ad > 0 for �d > �uu.
Hence, reasoning as we did for the interval (c, δ̃] in Case 4 above, we find
that C ′(�d) > 0 in the interval (�dd − ε,�dd) if R > d(1 + λ). Then we
must have R ≤ d(1 + λ), in which case the initial holdings of the least cost
superreplicating portfolio are (�dd, Bdd/R2). This is of type (I).

2. The final possibility is that the cost function C(�d) has its minimum
at �d = γ for which (γ, bd(γ )/R) is a replicating portfolio for the one-
period contingent claim {(�uu, Buu), (�dd, Bdd)} with initial stock price Sd .
If γ < �uu, then fd(�uu) < 0 and so au(γ ) < 0. Also we know ad(γ ) > 0.
If γ = �uu, then fd(�uu) = 0 and so au(γ ) = ad(γ ) = 0. Hence, if
γ ≤ �uu, the one-period claim {(�uu, Buu/R), (γ, bd(γ )/R)} is in Case 2 of
Remark 1 and so the initial holdings in the least cost superreplicating portfolio
are those for the unique replicating portfolio for this one-period claim. This
is of type (IV).

In contrast, if γ > �uu, then au(γ ) > 0 and if ad(γ ) ≤ 0 then
R(1 + λ) ≤ u(1 − µ) so that R ≤ u(1 − µ). Thus the one-period claim
{(�uu, Buu/R), (γ, bd(γ )/R)} is in one of Cases 4, 7, or 12 of Remark 1
if ad > 0 and in Case 5 if ad ≤ 0 with R < u(1 − µ). Therefore if
R ≥ d(1 + λ), the initial holdings in the least cost superreplicating port-
folio are those for the unique replicating portfolio for this one-period claim.
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This is again of type (IV). On the other hand, if R < d(1 + λ), the initial
holdings are (γ, bd(γ )/R2). This is of type (III).

So the proof of the theorem is complete.

5. An Example with Path-Dependent Least Cost
Superreplicating Portfolios

In a two-period binomial model with parameters S, u, d , R, λ, and µ, we
consider a short position in a put option with exercise price K satisfying

Sd2 < K < Sud.

This is the contingent claim {(0, 0), (0, 0), (1,−K )}. It follows from Theo-
rem 7 that there is a least cost superreplicating portfolio and we need only
consider the following possibilities for such a portfolio:

(I) the initial holdings are (1,−K/R2) (only arises if R < d(1 + λ) and
K < Sud(1 − µ));

(II) the initial holdings are (δ, B), where δ ≤ 0 and there are two possibili-
ties: δ = 0 which only occurs if K ≥ Sd2(1 + λ) and then B = 0 also;
δ < 0 which only occurs if K < Sd2(1 + λ) and then δ and B satisfy
B R = −δSu(1 + λ) and B R2 − (1 − δ)Sd2(1 + λ) = −K ;

(III) the initial holdings are (α, B/R), where α > 0 and (α, B) are the initial
holdings in a replicating portfolio for the one-period portion {d, du, dd}
(only arises if R < d(1 + λ));

(IV) a replicating portfolio for the whole two-period model.

Example.
Consider a two-period model with u = 1.1, d = 0.95, R = 1.05,
λ = µ = 0.06, and S = 100. Consider the put with exercise price 93
which is between 90.25 and 104.50. A short position in this put is the claim
{(0, 0), (0, 0), (1,−93)}.

121 (0, 0)

110
100 104.50 (0, 0)

95
90.25 (1,−93)
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Note first that as R > d(1 + λ), we do not need to consider (I) or (III). We
consider (II) first. As K < Sd2(1 + λ), the only possibility is that there exist
δ < 0 and B such that

B R2 = −δSu R(1 + λ) = (1 − δ)Sd2(1 + λ) − K ,

that is,

1.052 B = −δ110 × 1.05 × 1.06 = (1 − δ) × 90.25 × 1.06 − 93.

We solve the last equation to get δ = −0.0996 and then B = 12.1940/1.052.
Then the initial holdings are (−0.0996, 12.1940/1.052), which has cost
1.1003.

The only other possibility is (IV), a replicating portfolio for the whole
model. We find that the one-period claim {(0, 0), (1,−93)} with initial
stock price 95 has the unique replicating portfolio (−0.1764, 18.1627). Next
we need to determine the replicating portfolio for the one-period claim
{(0, 0), (−0.1764, 18.1627)} with initial stock price 100. It turns out that
this has cost 1.16. Hence the least cost is 1.1003. Note that this least cost
superreplicating portfolio is path-dependent.

Now we show that the example just given is a special case of a situation
in which there is a unique least cost superreplicating portfolio and it is path-
dependent.

Theorem 8. Consider a two-period binomial model with parameters
S, u, d, R, µ, and λ satisfying

d(1 + λ) < u(1 − µ), R(1 − µ) < d(1 + λ) < R.

For every contingent claim with terminal holdings {(�uu, Buu), (�ud,

Bud), (�dd, Bdd)} satisfying �uu = �ud < �dd, Buu = Bud, and

Bdd − Buu − Sd2(1 + λ)(�uu − �dd) > 0, (4)

there exists a unique least cost superreplicating portfolio. Moreover, this port-
folio is path-dependent.

Proof. Let (�u, Bu) and (�d, Bd) be the holdings in a least cost superrepli-
cating portfolio at the end of the first period. Then we know that the initial
holdings (�, B) form a least cost superreplicating portfolio for the one-period
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claim {(�u, bu(�u)/R), (�d, bd(�d)/R)} with initial stock price S. We have
to show that there is just one possibility for {(�, B), (�u, Bu), (�d, Bd)}.

We first show it is necessary that

�u = �uu.

As d(1 + λ) < u(1 − µ), the one-period claim {(�u, bu(�u)/R),

(�d, bd(�d)/R)} is in one of Cases 1–6 of Remark 1. Denote by C(�u,�d)

the cost of its least cost superreplicating portfolio. As R > d(1 + λ), it fol-
lows from Theorem 4(a) that the least cost superreplicating portfolio for the
one-period claim is either the unique replicating portfolio with correspond-
ing p satisfying 0 < p < 1 or (�u, bu(�u)/R2). Hence, referring to the
proof of Theorem 5.1 of Chen et al. (2004), where here we observe that
αu = βu = �uu, we find that for fixed �d,

∂C

∂�u

{
< 0 if �u < �uu,

> 0 if �u > �uu,

and so we must have �u = �uu at a minimum. This also means that bu(�u) =
bu(�uu) = Buu.

Next we determine the zeros of the function fd. As d(1 + λ) < u(1 − µ),
fd(�d) is strictly decreasing and Equation (4) says that fd(�uu) < 0. Hence
there is a unique γ such that fd(γ ) = 0 and γ < �uu. So

bd(�d) =



Buu − Sud(1 + λ)(�d − �uu) if �d ≤ γ,

Bdd − Sd2(1 + λ)(�d − �dd) if γ ≤ �d ≤ �dd,

Bdd − Sd2(1 − µ)(�d − �dd) if �dd ≤ �d.

Next it follows from the proof of Theorem 7 that there is a δ with γ < δ <

�dd such that

au(�d) =


< 0 if �d < δ,

= 0 if �d = δ,

> 0 if δ < �d,

and ad(�d) > 0 for all �d.
Hence if �d ≤ δ, we have ad > 0 and au < 0 and the one-period claim

{(�uu, Buu/R), (�d, bd(�d)/R)} is in Case 2 of Remark 1. If δ < �d, we
have ad > 0 and au > 0 and the claim is in Case 1 or 4 of Remark 1. In all cases,
it follows from Theorem 4 and Remark 1 that the least cost superreplicating
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portfolio for the claim is the unique replicating portfolio so that the least cost
C is given by

C = p

R

[
�uuSu(1 + λ) + Buu

R

]
+ 1 − p

R

[
�d Sd̄ + bd(�d)

R

]
,

where

p = R − d̄

u(1 + λ) − d̄
, d̄ =

{
d(1 − µ) if �d ≤ δ,

d(1 + λ) if �d ≥ δ.

Hence

∂C

∂�d
= 1 − p

R2




SRd(1 − µ) − Sud(1 + λ) < 0 if �d < γ,

SRd(1 − µ) − Sd2(1 + λ) < 0 if γ < �d < δ,

SRd(1 + λ) − Sd2(1 + λ) > 0 if δ < �d < �dd,

SRd(1 + λ) − Sd2(1 − µ) > 0 if �d > �dd.

It follows that the unique minimum is achieved at δ.
Thus, we have shown that C(�u,�d) achieves its unique minimum at

(�uu, δ). This means that a least cost superreplicating portfolio for our two-
period claim has share holdings �uu and δ at the end of the first period and
initial holdings which constitute a least cost superreplicating portfolio for the
one-period claim {(�uu, Buu/R), (δ, bd(δ)/R)}. Morever, as seen above, the
least cost superreplicating portfolio for this one-period claim is the unique
replicating portfolio (δ, bd(δ)/R2).

Nowweshowthat thisportfolio,consistingof initialholdings (δ, bd(δ)/R2)

and end of first-period holdings (�uu, Buu/R) and (δ, bd(δ)/R), is path-
dependent. If it were path-independent, there would be terminal holdings
(�, B) in the ud state with � ≥ �uu, B ≥ Buu such that when the stock
price moves from Su to Sud we could rebalance the holdings (�uu, Buu/R)

in state u to get (�, B), and when the stock price moves from Sd to Sud we
could rebalance the holdings (δ, bd(δ)/R) in state d to get (�, B) also. Thus,
we would need

B = Buu − (� − �uu)Sud(1 + λ) = bd(δ) − (� − δ)Sud(1 + λ).

As � ≥ �uu and B ≥ Buu, the first equation implies that � = �uu, B = Buu

and so the second equation can be written as

Buu = bd(δ) − (�uu − δ)Sud(1 + λ).
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However, au(δ) = 0. Thus,

(δ − �uu)Su(1 + λ) + bd(δ) − Buu

R
= 0.

From the last two equations we find that R = d . This contradiction shows
that the least cost superreplicating portfolio is path-dependent.
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Chapter 2
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This paper examines a version of the tests of Robinson (1994) that enables one to test models
of the form (1 − Lk)d xt = ut , where k is an integer value, d may be any real number, and ut
is I(0). The most common cases are those with k = 1 (unit or fractional roots) and k = 4 and
12 (seasonal unit or fractional models). However, we extend the analysis to cover situations
such as (1–L5)d xt = ut , which might be relevant, for example, in the context of financial time
series data. We apply these techniques to the daily Eurodollar rate and Dow Jones index, and
find that for the former series the most adequate specifications are either a pure random walk
or a model of the form xt = xt−5 + εt , implying in both cases that the returns are completely
unpredictable. In the case of Dow Jones index, a model of the form (1 − L5)d xt = ut is
selected, with d constrained between 0.50 and 1, implying nonstationarity and mean-reverting
behavior.

Keywords: Fractional integration; seasonality; long memory; day of the week effects; Monte
Carlo simulations.

JEL Classifications: C22, C15.

1. Introduction

Nonstationarity is a characteristic of many economic and financial time series.
The unit root polynomial is the most natural way of modeling this behavior:
once a time series is first-differenced, it is assumed to be stationary, or, more
precisely, integrated of order 0 (denoted by I (0)). For the purpose of this
paper, we define an I (0) process in its most general form, i.e., as a covariance
stationary process with a spectral density function that is positive and finite
not only at zero, but also at any frequency on the spectrum.

∗Corresponding author.
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Following the work of Box and Jenkins (1970), the unit root model became
very popular, especially after the seminal paper of Nelson and Plosser (1982).
Using the tests of Fuller (1976) and Dickey and Fuller (1979), these authors
were unable to reject the presence of a unit root in 14 US macroeconomic
series. Such tests and others that have been proposed later (Phillips, 1987;
Phillips and Perron, 1988; Kwiatkowski et al., 1992)1 are based on autore-
gressive (AR) alternatives, in the sense that they are nested in a model of
the form

(1 − αL)xt = ut , t = 1, 2, . . . , (1)

where L is the lag operator (i.e., Lxt = xt−1) and the unit root corresponds
to the null α = 1. However, a problem with these procedures is that their
limit distributions are nonstandard and, therefore, the critical values have to
be obtained numerically by performing simulations. This is a consequence of
the abrupt change in the asymptotic behavior of the distributions around the
unit root. Note that xt in Equation (1) is stationary for |α| < 1, nonstationary
but nonexplosive for |α| = 1, and becomes explosive for |α| > 1. This has
motivated the use of other models for testing unit roots. In particular, fractional
processes have been considered as an alternative to AR models. In this context,
the unit root hypothesis is tested within the model:

(1 − L)d xt = ut , t = 1, 2, . . . , (2)

where d may be any real number and the unit root case corresponds to d = 1.
Here, the limit behavior is smooth around the unit root null, and d = 0.5
becomes the crucial parameter to distinguish between stationarity and non-
stationarity. Examples of testing procedures using the fractional model (2)
are, among others, Sowell (1992), Robinson (1994, 1995a,b), Tanaka (1999),
and Dolado et al. (2001).

Many series also contain seasonal fluctuations, and stochastic models
based on seasonal unit roots have been proposed in recent years. As in the pre-
vious case, most of the available procedures (Dickey et al., 1984; Hylleberg
et al., 1990; etc.) are based on AR alternatives and, therefore, face the same
problem concerning the limit behavior of the distribution. New approaches

1Note that, strictly speaking, KPSS is not a unit root test, because the null hypothesis is
stationarity (around either a level or a linear trend), whereas the alternative is a unit root.
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based on (seasonal) fractional integration have been proposed by Porter-
Hudak (1990) and Robinson (1994). They consider processes of the form

(1 − Lk)d xt = ut , t = 1, 2, . . . , (3)

where k is the number of time periods within the year and Lk the seasonal
lag operator (Lk xt = xt−k ). Note that the polynomial on the left-hand side of
Equation (3) can be expressed in terms of its binomial expansion, such that,
for all real d ,

(1 − Lk)d =
∞∑
j=0

(
d
j

)
(−1) j Lkj = 1 − d Lk + d(d − 1)

2
L2k − · · · .

Clearly, if d = 0 in Equation (3), xt = ut , and a weakly autocorrelated xt is
allowed for. If d > 0, the process is said to be a long memory one, so named
because of the strong association between observations far apart in time, and
the higher the value of d , the stronger will be the association.

The literature on seasonal processes has usually concentrated on the cases
of k = 4 (quarterly) or k = 12 (monthly observations). In this paper, we
examine different versions of the tests of Robinson (1994) that enable us to
test models like Equation (3) for any integer k and any real value d . Thus, we
consider unit (and fractional) orders of integration at the zero and the seasonal
frequencies, but also at other frequencies in the interval (0, π ]. Specifically,
we analyze the following processes:

(i) I (1) processes: when k = d = 1 (see Dickey and Fuller, 1979; Phillips
and Perron, 1988; Kwiatkowski et al. 1992).

(ii) I (d) processes: when k = 1 and d is a real value (see Diebold and
Rudebusch, 1989; Baillie, 1996; Gil-Alana and Robinson, 1997).

(iii) Seasonal unit roots: when k = 4 and d = 1 (see Dickey et al., 1984;
Hylleberg et al., 1992; Beaulieu and Miron, 1992, for k = 12).

(iv) Seasonal fractional models: when k = 4, 12 and d is a real value (see
Porter-Hudak, 1990; Ray, 1993; Sutcliffe, 1994),

but also processes of the form (1 − L3)d xt = ut , or (1 − L5)d xt = ut .
Let us focus on the last type of model. If d = 1, this implies that the

present value of the series (xt ) depends exclusively on its value five periods
before (xt−5), and if d is real, it will depend not only on xt−5 but on all
past observations which are backwards multiples of 5, i.e., xt−10, xt−15, . . ..
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This type of model is relevant, for example, in the context of daily financial
data, where the value of an asset on a given day of the week may be strongly
influenced by its value on the same day of the previous week. There is in fact
an extensive literature documenting the presence of calendar anomalies (such
as the weekend effect, the day of the week effect, and the January effect)
in financial series, both in the US and in other developed markets, dating
back to Osborne (1962). Negative Monday returns were found, inter alia,
by Cross (1973), French (1980), and Gibbons and Hess (1981), the former
two analyzing the S&P 500 index, the latter the Dow Jones Industrial Index.
Similar findings have been reported for other US financial markets, such as
the futures, bond and Treasury bill markets (Cornell, 1985; Dyl and Maberly,
1986), foreign exchange markets (Hsieh, 1988), and for Australian, Canadian,
Japanese, and UK financial markets (e.g., Jaffe and Westerfield, 1985; Jaffe,
Westerfield, and Ma, 1989; Agrawal and Tandon, 1994). Effects on stock
market volatility have also been documented (Kiymaz and Berument, 2003).

Various explanations have been offered for the observed patterns. Some
focus on delays between trading and settlement in stocks (Gibbons and Hess,
1981): buying on Fridays creates a 2-day interest-free loan until settlement;
hence, there are higher transaction volumes on Fridays, resulting in higher
prices, which decline over the weekend as this incentive disappears. Others
emphasize a shift in the broker–investor balance in buying–selling decisions
which occur on weekends, when investors have more time to study the market
themselves (rather than rely on brokers); this typically results in net sales on
Mondays, when liquidity is low in the absence of institutional trading (Miller,
1988). It has also been suggested that the Monday effect largely reflects the fact
that, when daily returns are calculated, the clustering of dividend payments
around Mondays is normally ignored; alternatively, it could be a consequence
of positive news typically being released during the week, and negative ones
over the weekend (Fortune, 1998). Additional factors which could be relevant
are serial correlation, with Monday prices being affected by Friday ones, and
a negative stock performance on Fridays being given more weight (Abraham
and Ikenberry, 1994), measurement errors (Keim and Stambaugh, 1984), size
(Fama and French, 1992), and volume (Lakonishok and Maberly, 1990).

Further empirical evidence on weekday effects is provided in this study
using fractional integration techniques. In particular, we use a methodology
that allows us to consider fractional processes where the dependence between
the observations is a function of a specific day of the week, not only Monday
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as in earlier studies, but any day of the week. Of particular interest is the order
of (fractional) integration of the series. If it is smaller than 1, shocks affecting
the weekly structure will be mean reverting, and their effects will disappear in
the long run. On the other hand, if it is 1 or higher, shocks will persist forever,
and strong measures will be required to bring the variable back to its original
level.

The outline of the paper is as follows: Section 2 describes the different
versions of the tests of Robinson (1994) we employ. Section 3 presents a
Monte Carlo simulation study, examining the size and power properties of
these tests in finite samples. Section 4 discusses two empirical applications
based on financial data and Section 5 offers some concluding remarks.

2. Testing of Nonstationarities in the Unit Circle

Following Bhargava (1986), Schmidt and Phillips (1992), and other studies in
the parameterization of unit roots, Robinson (1994) considers the regression
model

yt = β ′zt + xt , t = 1, 2, . . . , (4)

where yt is the time series we observe, β a (kx1) vector of unknown param-
eters, zt a (kx1) vector of regressors, and xt are the regression errors, taking
the form

ρ(L; θ)xt = ut , t = 1, 2, . . . , (5)

where ρ is a scalar function that depends on L and the unknown parameter
θ that will adopt different forms as below, and ut is I (0). The function ρ is
specified in such a way that all its roots should be on the unit circle in the
complex plane, and, therefore, it includes polynomials of the form (1−Lk)d+θ ,
where k is an integer and d may be a real value. Thus, in what follows, we
assume that

ρ(L; θ) = (1 − Lk)d+θ . (6)

Robinson (1994) proposed a Lagrange multiplier (LM) test of the null
hypothesis

Ho : θ = 0, (7)
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in a model given by Equations (4)–(6). Based on Ho (Equation (7)), the esti-
mated β and residuals are

ût = (1 − Lk)do yt − β̂ ′wt , wt = (1 − Lk)do zt ,

β̂ =
(

T∑
t=1

wtw
′
t

)−1 T∑
t=1

wt (1 − Lk)do yt .

The functional form of the test statistics is given by

r̂ = T 1/2

σ̂ 2 Â−1/2â, (8)

where T is the sample size and

Â = 2

T


 ∗∑

j=1

ψ(λ j )
2 −

∗∑
j=1

ψ(λ j )ε̂(λ j )
′ ×


 ∗∑

j=1

ε̂(λ j )ε̂(λ j )
′



−1

×
∗1∑
j=1

ε̂(λ j )ψ(λ j )


 ,

â = −2π

T

∗∑
j=1

ψ(λ j )g(λ j ; τ̂ )−1 I (λ j ), σ̂ 2 = σ 2(τ̂ ) (9)

= 2π

T

T −1∑
j=1

g(λ j; τ̂ )−1 I (λ j ),

ε̂(λ j ) = ∂

∂τ
log g(λ j ; τ̂ ), λ j = 2π j

T
, τ̂ = arg minτ∈T ∗σ 2(τ ),

and the sums over ∗ in the above expressions are over λ ∈ M where
M = {λ : −π < λ < π, λ /∈ (ρl − λ1, ρl + λ1), l = 1, 2, . . ., s} such
that ρl, l = 1, 2, . . . , s < ∞ are the distinct poles of ψ(λ) on (−π, π ]. Also,

ψ(λ j ) = Re

[
log

(
∂

∂θ
log ρ(eiλ j ; θ)

)]
θ = 0, (10)

and I (λ j ) is the periodogram of ut evaluated under the null. The function g
above is a known function coming from the spectral density of ut ,

f (λ; σ 2; τ ) = σ 2

2π
g(λ; τ ), −π < λ ≤ π.
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Note that these tests are purely parametric and, therefore, they require specific
modeling assumptions about the short memory specification of ut . Thus, if ut

is a white noise, then g ≡ 1 (and thus, ε̂(λ j ) = 0), and if it is an AR process
of the form φ(L)ut = εt , g = |φ(eiλ)|−2, with σ 2 = V (εt ), so that the AR
coefficients are a function of τ .

Based on Ho Equation (7), Robinson (1994) showed that under certain
very mild regularity conditions:2

r̂ →d N (0, 1) as T → ∞. (11)

Hence, we are in a classical large sample-testing situation: an approxi-
mate one-sided 100α% level test of Ho Equation (7) against the alterna-
tive: Ha: d > do(d < do) will be given by the rule: “Reject Ho if r̂ >

zα(r̂ < −zα),” where the probability that a standard normal variate exceeds
zα is α.

Note that given the functional form of ρ in Equation (6),

ψ(λ j ) = Re

[(
∂

∂θ
log ρ(eiλ j ; θ)

)]
θ = 0 = Re

[
∂

∂θ
(d + θ) log(1 − eiλ j k)

]

= Re
[
log(1 − eiλ j k)

]
= Re

[
log(1 − cos λ j k − i sin λ j k

]
= log

∣∣(1 − cos λ j k − i sin λ j
∣∣ = log

(
2 − 2 cos λ j k

)0.5
.

In some simple cases, the above formula simplifies. Thus, for example, if
k = 1,

ψ(λ j ) = log

∣∣∣∣2 sin
λ j

2

∣∣∣∣ .
If k = 2, and noting that (1 − ei2λ) = (1 − eiλ)(1 − e−iλ),

ψ(λ j ) = log

∣∣∣∣2 sin
λ j

2

∣∣∣∣+ log

(
2 cos

λ j

2

)
.

and similarly, if k = 4,

ψ(λ j ) = log

∣∣∣∣2 sin
λ j

2

∣∣∣∣+ log

(
2 cos

λ j

2

)
+ log

∣∣2 cos λ j
∣∣ .

2These conditions are technical and refer to the functional form of ψ(λ j ) in the specification
of the test statistics. They are satisfied by the model given by Equations (4)–(6).
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Figure 1. ψ(λ) functions for different values of k and T = 100.

A common feature of all these expressions is that they have a finite number
(k) of poles across the spectrum, but they are all squared integrable. Figure 1
displays plots of the ψ(λ) functions for k = 1, 2, 3, 4, 5, and 6. The poles are
clearly identified in the plots.
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Various forms of the test statistics described above have been applied
in empirical studies. For example, Gil-Alana and Robinson (1997) used a
version of the above tests with k = 1 and d being a real number, and Gil-
Alana (1999) and Gil-Alana and Robinson (2001) extended the analysis to the
case of k = 12 and 4, respectively. However, there are no previous empirical
studies considering, as in the present paper, the case of k = 5, which is
particularly relevant in the context of financial daily data for the reasons
outlined in Section 1.

3. A Monte Carlo Simulation Study

We start by examining the size of the above versions of the tests of Robinson
(1994). We consider six null models of the form:

(1 − Lk)xt = ut , t = 1, 2, . . . ,

with k = 1, 2, 3, 4, 5, and 6, with white noise ut . We generate Gaussian series
using the routines GASDEV and RAN3 of Press, Flannery, Teukolsky, and
Wetterling (1986), with 10,000 replications in each case. The sample size is
T = 50, 100, 300, 500, and 1000 observations, and the nominal size is 10%
in Table 1 and 5% in Table 2.

We can see from these two tables that if the sample size is small (e.g.,
T = 50), there is a significant positive bias, especially for the cases of k = 3, 4,
and 6. However, as the sample size increases, the empirical sizes approximate
the nominal ones. Thus, for example, if T = 1000, the sizes range between
10.6% and 11.8% in Table 1, and between 5.3% and 6.8% in Table 2.

Table 1. Sizes of the different versions of the tests with a
nominal size of 10%.

k/T 50 100 300 500 1000

1 0.153 0.132 0.110 0.104 0.106
2 0.299 0.214 0.143 0.128 0.113
3 0.377 0.233 0.191 0.168 0.116
4 0.367 0.261 0.152 0.156 0.114
5 0.251 0.204 0.139 0.132 0.110
6 0.328 0.230 0.143 0.124 0.118

Note: The nominal size is 10%, and 10,000 replications were
used in each case.
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Table 2. Sizes of the different versions of the
tests with a nominal size of 5%.

k/T 50 100 300 500 1000

1 0.073 0.063 0.056 0.053 0.053
2 0.102 0.097 0.074 0.065 0.057
3 0.145 0.111 0.069 0.094 0.066
4 0.135 0.105 0.098 0.094 0.068
5 0.131 0.111 0.091 0.077 0.056
6 0.161 0.112 0.089 0.078 0.055

Note: The nominal size is 5%, and 10,000 replica-
tions were used in each case.

Table 3. Rejection frequencies of the different versions of the tests of Robinson
(1994), with T = 100.

k/θ −1.00 −0.75 −0.50 −0.25 0.25 0.50 0.75 1.00

1 1.000 1.000 0.997 0.795 0.898 0.999 1.000 1.000
2 0.995 0.994 0.979 0.619 0.943 0.999 1.000 1.000
3 1.000 1.000 0.991 0.726 0.515 0.816 0.932 0.998
4 0.917 0.893 0.741 0.649 0.950 0.999 1.000 1.000
5 0.982 0.973 0.903 0.526 0.541 0.878 0.959 0.998
6 0.828 0.731 0.511 0.443 0.992 1.000 1.000 1.000

Note: 10,000 replications were used in each case.

Tables 3–5 display the rejection probabilities of the above versions of the
tests when looking at alternatives of the form given in Equation (6) with d = 1
and θ = −1,−0.75,−0.50,−025, 0.25, 0.50, 0.75,and 1, assuming that k is
correctly specified, that is, it is the same under both the null and the alternative
hypotheses.

Table 3 reports the results for T = 100, whereas Tables 4 and 5 refer to
T = 300 and 500, respectively. We observe that even for the smallest sample
size (T = 100, in Table 3), the rejection probabilities are high even for small
departures from the null. The lowest values are obtained for the cases of
k = 3 and 5 (with θ > 0) and k = 6 (with θ < 0). However, if θ ≤ −0.50 or
θ ≥ 0.50, the values are higher than 0.90 in all cases. If T = 300 (Table 4),
the rejection probabilities exceed 0.90 even for θ = ±0.25, and they are all 1
with |θ | > 0.50. Finally, if T = 500 (Table 5), the values are equal to 1 in all
cases.
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Table 4. Rejection frequencies of the different versions of the tests of Robinson
(1994), with T = 300.

k/θ −1.00 −0.75 −0.50 −0.25 0.25 0.50 0.75 1.00

1 1.000 1.000 1.000 0.998 0.999 1.000 1.000 1.000
2 1.000 1.000 1.000 0.997 0.999 1.000 1.000 1.000
3 1.000 1.000 1.000 0.996 0.994 1.000 1.000 1.000
4 1.000 1.000 1.000 0.962 0.998 1.000 1.000 1.000
5 1.000 1.000 1.000 0.999 1.000 1.000 1.000 1.000
6 1.000 1.000 1.000 0.998 1.000 1.000 1.000 1.000

Note: 10,000 replications were used in each case.

Table 5. Rejection frequencies of the different versions of the tests of Robinson
(1994), with T = 500.

k/θ −1.00 −0.75 −0.50 −0.25 0.25 0.50 0.75 1.00

1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
6 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Note: 10,000 replications were used in each case.

In brief, the versions of the tests of Robinson (1994) considered in this
paper appear to perform well in finite samples, especially if the sample size
is relatively large (i.e., T ≥ 300).

4. Two Empirical Applications

Two financial time series are analyzed in this section. The first is the Eurodol-
lar rate, daily (from Monday to Friday), for the time period January 9, 1995 to
April 23, 2004.3 The second is the Dow Jones stock price index, daily from Jan-
uary 7th, 2002 to May 7th, 2004. In both cases, if there is no value for a given
day, the arithmetic mean using the previous and the following observation was
computed. We have chosen to analyze these two series because their statistical
properties are those typically found in most daily financial time series. Other
financial series with similar features could also have been employed.

3The week corresponding to the September 11 attacks in 2001 was removed from the analysis.
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The analysis is carried out with the original data, although identical results
were obtained when using the log transformations. Note, however, that these
are of interest only in the case of integer differentiation, which gives a return
series. Deterministic components such as an intercept or an intercept and a
linear time trend were also included in the models specified below, but these
coefficients were found to be insignificantly different from zero in all cases.
Thus, the analysis was carried out on the basis of Equation (5) for different ρ

functions and different types of I (0) disturbances.

4.1. The Eurodollar rate

The Eurodollar rate is the bid side of the Eurodollar quote in London. It is
collected between 7 and 9 a.m. Eastern time (approximately late morning
London time), and it has been obtained from the Federal Reserve Bank of
St. Louis database.

Figure 2 contains plots of the original series, its first and 5-period differ-
ences along with their corresponding correlograms and periodograms. We see
that the original series seems to be stationary for the first part of the sample,
up to approximately December 2000. Then, it starts decreasing sharply and
becomes relatively stable towards the end of 2003 and the beginning of 2004.
Both the correlogram and the periodogram indicate nonstationarity, with the
autocorrelation values decaying very slowly and with a large peak in the peri-
odogram at the smallest frequency. The plots corresponding to the first dif-
ferences suggest that the differenced series may be stationary, although there
are significant values in the correlogram at some lags far away from zero, and
the same happens with the 5-period differences. Finally, the periodogram of
the 5-period differences has values close to 0 at some frequencies, indicating
that the series may be overdifferenced with respect to them.

Denoting the series by xt , we start by estimating the model given by Equa-
tions (5) and (6) with k = 5, i.e., under Ho (Equation (7)), we test

(1 − L5)d xt = ut , t = 1, 2, . . . ,

with d = 0, (0.10), 2, and modeling ut first as a white noise process, and
then allowing for I (0) autocorrelation. In the latter case, we first assumed
AR(1) and AR(2) processes, and the null hypothesis was rejected in all cases
except when d = 0, thus implying short memory. However, in these cases
the coefficients corresponding to the AR parameters were extremely close
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Figure 2. Eurodollar rate and its differences with their corresponding correlograms and peri-
odograms. The large sample standard errors under the null hypothesis of no autocorrelation is
1/

√
T or roughly 0.02.

to the unit root circle, suggesting that these parameters are competing with
the fractional differencing one in describing the nonstationarity of the series.
Thus, we tried other less conventional forms for the I (0) disturbances, which
are very convenient in the context of the present tests. In particular, we used a
model due to Bloomfield (1973), where the short-run components are defined
exclusively in terms of the spectral density function, which is given by

f (λ; τ ) = σ 2

2π
exp

(
2

m∑
r=1

τr cos(λr)

)
, (12)
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where m indicates the number of parameters required to describe the short-run
dynamics. The intuition behind this model is the following. Suppose that ut

is an ARMA process of the form

ut =
p∑

r=1

φrut−r + εt −
q∑

r=1

θrεt−r ,

where εt is a white noise process and all zeros of φ(L) = (1 − φ1L
− · · · − φp L p) lie outside the unit circle and all zeros of θ(L) = (1 − θ1L −
· · · − θq Lq) lie outside or on the unit circle. Clearly, the spectral density
function of this process is then

f (λ; τ ) = σ 2

2π

∣∣∣∣∣∣∣∣∣
1 −

q∑
r=1

θr eirλ

1 −
p∑

r=1
φreirλ

∣∣∣∣∣∣∣∣∣

2

, (13)

where τ now corresponds to all the AR and MA coefficients and σ 2 is the
variance of εt . Bloomfield (1973) showed that the logarithm of an estimated
spectral density function is often a fairly well-behaved function and, there-
fore, can be approximated by a truncated Fourier series. He showed that Equa-
tion (12) approximates Equation (13) well, with p and q being small values,
which usually happens in economics. Like the stationary AR(p) model, the
Bloomfield (1973) model has exponentially decaying autocorrelations, and
thus can be used for ut in Equation (5). It is a member of a large family of
spectral density functions of which the most famous example is the Fourier
transformation providing a spectral density for a given process (see Wong,
1971), and, while there exist alternative spectral density representations, we
have chosen to use the Bloomfield (1973) specification in this paper because
it is particularly suited to the functional form of the test statistics we employ.
The formulae for Newton-type iterations for estimating the τr are very simple
(involving no matrix inversion), updating formulae when m is increased are
also simple, and we can replace Â in Equation (9) by the population quantity

∞∑
l=m+1

l−2 = π2

6
−

m∑
l=1

l−2,

which indeed is constant with respect to the τr (in contrast to the AR case). The
Bloomfield (1973) model, combined with fractional integration, has not been
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Table 6. Testing the order of integration in (1 − L5)d xt = ut , in the Eurodollar rate.

d White noise Bloomfield (m = 1) Bloomfield (m = 2)

0.00 154.26 65.04 41.09
0.10 146.90 64.23 38.37
0.20 138.16 63.91 34.56
0.30 126.42 61.05 34.63
0.40 110.07 53.70 33.05
0.50 88.65 43.72 29.39
0.60 64.27 32.66 23.63
0.70 41.14 23.48 22.48
0.80 22.68 15.70 14.23
0.90 9.59 8.35 9.09
1.00 0.79∗ 0.91∗ 1.02∗
1.10 −5.10 −4.67 −3.35
1.20 −9.17 −8.63 −6.78
1.30 −12.07 −11.49 −9.04
1.40 −14.23 −13.66 −11.22
1.50 −15.88 −15.32 −13.42
1.60 −17.18 −16.67 −14.98
1.70 −18.22 −17.26 −16.67
1.80 −19.09 −18.65 −16.98
1.90 −19.81 −19.41 −17.09
2.00 −20.42 −20.07 −17.99

∗ Nonrejection values at the 5% significance level.

used very much in previous econometric models (although the model itself is
well known in other disciplines — see, e.g., Beran, 1993). Our analysis shows
that it is a credible alternative to the fractional ARIMA specifications, which
have become conventional in the parametric modeling of long memory.4

The test statistics reported in Table 6 is the one-sided statistics given by
r̂ in Equation (8) for the three types of disturbances. A noteworthy feature
emerging from this table is that it decreases monotonically with d . This is to
be expected given the fact that it is a one-sided statistic. Thus, for example,
it is desirable that if Ho (Equation (7)) is rejected with d = 0.75 in favor
of alternatives of form d > 0.75, an even more significant rejection should
occur when d = 0.50 or 0.25 are tested. It can be seen that the only value of d
for which the null hypothesis cannot be rejected corresponds to d = 1, in all
three cases of white noise and Bloomfield (with m = 1 and 2) disturbances.

4Empirical applications using the model of Bloomfield (1973) with I (d) processes can be
found in Velasco and Robinson (2000) and Gil-Alana (2001b).
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Table 7. 95% confidence intervals in the
Eurodollar rate.

Disturbances Confidence intervals

White noise [0.99 (1.01) 1.03]
Bloomfield (m = 1) [0.99 (1.01) 1.04]
Bloomfield (m = 2) [0.97 (1.00) 1.03]

Table 7 displays the 95% confidence intervals of the values of d for which
Ho cannot be rejected. These intervals were constructed as follows: We recom-
puted the tests sequentially for do values = 0, (0.01), 2, choosing the values
of do for which Ho cannot be rejected at the 5% significance level. Thus,
the value corresponding to the lowest statistics in absolute value (which is
reported in the table in parentheses within the square brackets) will be an
approximation to the maximum likelihood estimator. We see that the intervals
are very narrow, and the lowest statistics in absolute value corresponds to
d = 1 or 1.01.

Next, we performed the test assuming that the process contains only one
root at the long run or zero frequency. In other words, we tested for the presence
of unit (or fractional) roots in a model given by

(1 − L)d yt = ut , t = 1, 2, . . . ,

for the same values of d and the same type of disturbances as in the previous
case. The results are reported in Tables 8 and 9. Starting with the case of a
white noise ut , we see that the unit root cannot be rejected, implying that a
simple random walk model may be a plausible alternative for this series, and
similar results are obtained when autocorrelated disturbances are employed.
Again, the values here are centered around the unit root, and the coefficients
for the autocorrelation case were significantly close to 0 in all cases.

The results presented so far suggest that the daily Eurodollar rate can be
described either as a pure random walk process, i.e.,

yt = yt−1 + εt , t = 1, 2, . . . , (14)

or as 5-period differences, such that

yt = yt−5 + εt , t = 1, 2, . . . , (15)
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Table 8. Testing the order of integration in (1 − L)d xt = ut , in the Eurodollar
rate.

d White noise Bloomfield (m = 1) Bloomfield (m = 2)

0.00 211.50 135.90 101.62
0.10 203.87 128.47 94.80
0.20 193.97 116.85 79.30
0.30 178.86 103.78 68.84
0.40 154.69 87.18 58.28
0.50 119.71 65.13 50.96
0.60 79.70 45.06 31.30
0.70 45.58 27.32 19.78
0.80 22.52 14.72 10.73
0.90 8.53 5.97 5.07
1.00 0.05∗ 0.74∗ 0.12∗
1.10 −5.35 −3.22 −2.50
1.20 −9.04 −5.63 −3.81
1.30 −11.69 −7.15 −5.59
1.40 −13.69 −8.54 −8.19
1.50 −15.24 −9.91 −8.34
1.60 −16.48 −10.58 −9.05
1.70 −17.44 −11.41 −12.12
1.80 −18.33 −12.05 −13.37
1.90 −19.04 −12.56 −13.87
2.00 −19.64 −13.27 −15.03

∗ Nonrejection values at the 5% significance level.

Table 9. 95% confidence intervals in the
Eurodollar rate.

Disturbances Confidence intervals

White noise [0.98 (1.00) 1.02]
Bloomfield (m = 1) [0.99 (1.02) 1.06]
Bloomfield (m = 2) [0.96 (1.00) 1.04]

both models implying that the data are completely unpredictable.5 Note that
the similarities for the cases of white noise and autocorrelated (Bloomfield)
disturbances may be explained by the fact that the short-run dynamics are not
important when modeling this series. In fact, the coefficients corresponding to

5Similar conclusions were obtained with the log-transformed data implying that the returns
are also unpredictable.
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the Bloomfield model (for the unit root case—not reported) were very close
to 0, indicating that ut can be specified as a white noise process. Finally, the
plot of the series in Figure 2 also indicates the possible presence of a structural
break in the data. An appealing feature of Robinson’s (1994) testing procedure
described in Section 2 is that it allows one to include deterministic components
to take into account the break with no effect on its standard limit distribution.
In contrast, a drawback of this procedure is that the type and the time of
the break have to be specified. Visual inspection of Figure 2 suggests that
the break is likely to have occurred in December 2000, and we choose as the
breakpoint November 29, 2000, which corresponds to the highest value of the
series, which then decreases sharply.6 We experimented with different types
of break, including slope and shift breaks. In all cases, the results were very
similar to those reported, providing evidence of unit roots of the form given
in Equation (14) or (15).

Therefore, it appears that the daily structure of the Eurodollar rate is com-
pletely unpredictable, supporting the efficiency market hypothesis, according
to which, because of arbitrage, it should not be possible, using publicly avail-
able information, to make systematic profits over and above transaction costs
and risk premia. Thus, evidence of mean reversion would be inconsistent
with equilibrium asset pricing models. The fact that both a random walk and a
5-period difference model appear to be equally suitable to capture the stochas-
tic behavior of the series can be interpreted as indicating that weekday effects
do not play a crucial role in this series.7

To determine which of the two specifications better describe the data,
we carry out a bootstrap simulation. Instead of standard normal increments,
we consider the changes in the Eurodollar rate. For both the random walk
(Equation (14)) and the 5-period random walk (Equation (15)), we simulate
500 times the future paths for t = 250 − 2425, drawing each time uniformly
from the original changes. In Figure 3, we can see the Eurodollar rate and the
averages of the simulated paths.

One can see that approximately up to observation 1645, the Eurodollar
rate can be better modeled as a 5-period random walk, whereas for the whole

6Other breakpoints were also considered, obtaining very similar results.
7We also investigated the possible presence of day of the week effects by applying both versions
of the tests to the data according to the day of the week. In all cases, we found evidence of unit
roots and hence of no weekday effects.
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Figure 3. Eurodollar rate and the averages of its simulated paths for t = 251 − 2425. The
upper line represents the average of 500 5-period random walks and the bottom line is the
average of 500 random walks.

sample a random walk specification seems preferable. It also appears that
there is a structural break around t = 1645 (a big drop on 19 April, 2001 from
4.97 to 4.44).

4.2. The Dow Jones index

The second empirical application is based on the Dow Jones (Equation (5))
index. This is a market index constructed as a subset of the Dow Jones Indus-
trial Average. Of the 30 stocks in the Industrial Average, the five with the
highest dividend yield during the 12-month period ending in December are
selected as the Dow Jones (Equation (5)). The source of the data is http://
www.djindexes.com.

Figure 4 is similar to Figure 2 but refers to the new series. This is also clearly
nonstationary. Its first differences may be stationary, whereas the 5-period
differences suggest overdifferencing with respect to some of the frequencies.

We proceed as in the previous case. Thus, we start by performing the tests
for the case of Equations (5) and (6) with k = 5, with the same values of d as
in the other cases (see Table 10). An interesting result we find is that the unit
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Figure 4. Dow Jones index and its differences with their corresponding correlograms and
periodograms. The large sample standard errors under the null hypothesis of no autocorrelation
is 1/

√
T or roughly 0.04.

root null (i.e., d = 1) is rejected for the three types of disturbances in favor
of smaller orders of integration. If ut is white noise, Ho cannot be rejected
at d = 0.9, and, assuming autocorrelation in the case of Bloomfield (1973)
disturbances, the nonrejection values occur at d = 0.60 with m = 1 and at
d = 0.50 with m = 2. Thus, in the three cases, we find evidence of mean
reversion. Table 11 displays the 95% confidence intervals. If ut is white noise,
the values of d where Ho cannot be rejected range between 0.89 and 0.98, and
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Table 10. Testing the order of integration in (1 − L5)d xt = ut , in
the Dow Jones index.

d White noise Bloomfield (m = 1) Bloomfield (m = 2)

0.00 55.54 24.51 8.30
0.10 49.74 19.00 6.94
0.20 41.38 13.89 5.01
0.30 34.55 10.13 3.24
0.40 28.13 6.89 1.90
0.50 21.73 3.74 0.20∗
0.60 15.51 0.73∗ −1.57
0.70 9.80 −1.98 −2.83
0.80 4.90 −4.27 −4.09
0.90 0.96∗ −6.13 −4.60
1.00 −2.07 −7.51 −4.78
1.10 −4.36 −8.60 −4.83
1.20 −6.06 −9.41 −5.06
1.30 −7.35 −10.07 −5.76
1.40 −8.34 −10.58 −6.04
1.50 −9.12 −10.99 −7.11
1.60 −9.74 −11.33 −8.06
1.70 −10.25 −11.62 −8.87
1.80 −10.76 −11.86 −9.21
1.90 −11.03 −12.08 −9.56
2.00 −11.33 −12.26 −10.04

∗ Nonrejection values at the 5% significance level.

Table 11. 95% confidence intervals in the
Dow Jones index.

Disturbances Confidence intervals

White noise [0.89 (0.93) 0.98]
Bloomfield (m = 1) [0.57 (0.62) 0.68]
Bloomfield (m = 2) [0.44 (0.50) 0.56]

in the case of Bloomfield (1973) disturbances, they range between 0.57 and
0.68 (with m = 1) and between 0.44 and 0.56 (with m = 2).

In Table 12, we assume that the correct model is given by Equations (5) and
(6) with k = 1, and the nonrejection values now occur at d = 1 (white noise
ut ) along with d = 0.9 with autocorrelated disturbances. Thus, assuming a
single pole (or singularity) at the zero frequency, the values of d for which the
null cannot be rejected are much higher than in the previous case. The 95%
confidence intervals are reported in Table 13. However, these values may
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Table 12. Testing the order of integration in (1− L)d xt = ut , in the
Dow Jones index.

d White noise Bloomfield (m = 1) Bloomfield (m = 2)

0.00 82.73 49.67 32.69
0.10 75.28 42.02 28.12
0.20 64.63 33.77 22.14
0.30 54.84 28.46 16.80
0.40 44.50 21.99 16.30
0.50 33.59 17.16 9.63
0.60 23.08 11.85 9.51
0.70 14.12 7.32 4.83
0.80 7.28 3.75 2.51
0.90 2.42 1.06∗ 1.55∗
1.00 −0.95∗ −0.63∗ 0.002∗
1.10 −3.30 −2.22 −2.89
1.20 −4.99 −3.25 −3.27
1.30 −6.25 −4.16 −3.36
1.40 −7.21 −4.79 −3.80
1.50 −7.96 −5.44 −5.20
1.60 −8.57 −5.75 −5.87
1.70 −9.07 −5.13 −6.34
1.80 −9.48 −5.43 −7.09
1.90 −9.83 −6.82 −7.88
2.00 −10.13 −6.99 −9.11

∗ Nonrejection values at the 5% significance level.

be biased. Several studies conducted in a hydrological context (Montanari,
Rosso, and Taqqu, 1995, 1996, 1997) showed that the presence of periodicities
might influence the reliability of the estimators of the long-memory parameter.
Analyzing the series of the monthly flows of the Nile River at Aswan, these
authors found that many heuristic estimators gave a positive value for d ,
indicating long memory where none was present.8

As a final step, we investigated whether the day of the week has any
influence on the order of integration of the series. Therefore, we separated
the data according to the day of the week, and performed again the tests of
Robinson (1994) based on the model given by Equations (5) and (6) with

8In another recent paper, Montanari et al. (1999) performed an extensive Monte Carlo inves-
tigation in order to find out how reliable the estimators of long memory are in the presence of
periodicities, and they concluded that the best results are those obtained using likelihood-type
methods.
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Table 13. 95% confidence intervals in the
Dow Jones index.

Disturbances Confidence intervals

White noise [0.92 (0.97) 1.02]
Bloomfield (m = 1) [0.88 (0.96) 1.04]
Bloomfield (m = 2) [0.90 (1.00) 1.04]

Table 14. 95% confidence intervals for the values of d , at the zero frequency,
for each day of the week.

White noise Bloomfield (m = 1) Bloomfield (m = 2)

Monday [0.82 (0.92) 1.05] [0.74 (0.90) 1.15] [0.71 (0.92) 1.16]
Tuesday [0.83 (0.92) 1.06] [0.74 (0.92) 1.17] [0.72 (0.92) 1.16]
Wednesday [0.84 (0.93) 1.06] [0.77 (0.96) 1.20] [0.76 (0.95) 1.22]
Thursday [0.84 (0.93) 1.07] [0.78 (0.95) 1.22] [0.77 (0.97) 1.24]
Friday [0.84 (0.94) 1.07] [0.77 (0.96) 1.21] [0.77 (0.97) 1.24]

k = 1, testing the degree of dependence at the long run or zero frequency. We
find that the unit root null hypothesis cannot be rejected for any series and
any type of disturbances, although the lowest statistics are in all cases smaller
than 1 (Table 14). Another interesting feature emerging from Table 14 is that
the degree of dependence increases with the day of the week. On Mondays,
d is around 0.92. It is slightly higher on Tuesdays and Wednesdays, and a
bit higher on Thursdays and Fridays. These differences, although small, give
further support to the model given in Equations (5) and (6) with k = 5 as an
adequate specification for this series, and, given the fact that d is smaller than
1, future values of the series are predictable to some extent.

In the case of the Dow Jones index, therefore, we find evidence of nonsta-
tionarity, but also of shocks dying away in the long run, which would imply
a degree of predictability apparently inconsistent with market efficiency. We
also show that this is a function of the day of the week being considered:
it appears that there are significant weekday effects, resulting in predictable
values throughout the past history of the series.

5. Conclusions

This paper has considered a version of the tests of Robinson (1994) that
enables one to test models of the form (1− Lk)d xt = ut , where k is an integer
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value, d can be any real number, and ut is I (0). The most common cases are
those with k = 1 (unit or fractional roots) and k = 4 and 12 (seasonal unit or
fractional models). However, we extend the analysis to cover situations such
as (1 − L5)d xt = ut , which might be relevant, for example, in the context
of daily financial data. Our Monte Carlo experiments show that these tests
perform well against fractional alternatives if the sample size is relatively
large (e.g., T ≥ 300).

Two empirical applications were carried out to shed light on day of the
week effects in financial series. This is an important issue, as the existence of
such predictable patterns might enable investors to devise trading strategies
which result in excess returns, thereby violating market efficiency.9 First, we
examined the Eurodollar rate, and found no evidence of fractional integration
either at the long run or zero frequency, or in the more elaborated version
based on (1 − L5)d . In fact, the most adequate specifications for this series
were a pure random walk model (xt = xt−1 + εt ) or its 5-period difference
(xt = xt−5 + εt ), implying that the series is unpredictable.

The second application focused on the Dow Jones (Equation (5)) daily
index. Here, using a model with a single pole at the zero frequency, the unit
root cannot be rejected. However, using the version based on (1 − L5)d , the
hypothesis of a unit root (i.e., d = 1) was decisively rejected in favor of
smaller degrees of integration, implying mean-reverting behavior. The value
of d is found to range between 0.50 and 1, indicating nonstationarity but with
shocks disappearing in the long run. Finally, it was also found that the degree
of dependence between the observations is higher at the end of the week. In
the presence of such mean-reverting behavior, i.e., if asset prices over time
move back to some “fundamental” value, their changes are highly predictable,
implying that there are unexploited profit opportunities, which might indicate
that investors are not fully rational, and the market is not efficient.

For further research, it may be of interest to apply the same type of model
as the one employed here to other financial daily time series data. Also, it
would be interesting to develop procedures to estimate the fractional differ-
encing parameter in the context of the models presented here. In the seasonal
case (k = 4 or 12) some attempts have been made by some authors. Ooms

9Note, however, that, because of transaction costs, profits might still not be gained. Furthermore,
in addition to returns, stock price volatility and the risk profile of investors will also determine
their buying–selling decisions.
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(1995) proposes Wald tests based on the same model as in Robinson (1994),
but requiring efficient estimates of the fractional differencing parameters (he
uses a modified periodogram regression estimation procedure due to Hassler,
1994). Also, Hosoya (1997) establishes the limit theory for long-memory
processes with the singularities not restricted at the zero frequency and pro-
poses a set of quasi-log-likelihood statistics to be applied in raw time series.
Arteche and Robinson (2000) and Arteche (2002) propose a model for the
cyclical component in raw time series. Specifically, they estimate d at any
frequency in the spectrum, thereby including seasonal or cyclical structures.
Unlike previous methods, Robinson’s (1994) tests do not require estimation
of the long-memory parameter, as the differenced series have short memory
under the null. More recently, Giraitis et al. (2001) extend the estimation to
the frequency parameter, i.e., assuming that the pole occurs at an unknown
frequency. The robustness of our results to using such methods will be the
object of future research.
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Equity Restructuring via Tracking Stocks: Is
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In a tracking stock restructuring, the parent company issues a stock that tracks the earning
performance of one of its divisions or subsidiaries. We study the effect of such an equity
restructuring on the parent stock value. Parent stock response is insignificant in the short and
long run. Thus, unlike equity carve-outs and spin-offs, issuing tracking stock does not create
value, on average. This explains the complete cessation of tracking stock issuing since 2000.
Our evidence also suggests that parent firms may have exploited tracking stock shareholders,
which further explains the disappearance of tracking stocks.

Keywords: Tracking stocks; long-term returns; exploiting shareholders.

1. Introduction

Tracking stocks, also called targeted stocks, are a class of the parent com-
pany stock that tracks the earning performance of a division or a subsidiary
of the parent company. Although the first tracking stock was issued back
in 1984 by General Motors, tracking stocks have not been popular until the
booming stock market of the 1990s. From 1984 to 1993, there were only
seven tracking stock announcements, and since then there were 47 more,
the peak year being 1999 with 19 tracking stock announcements. At the
end of 1999, the total market value of outstanding tracking stocks exceeded
$100 billions.

Tracking stocks are different from other forms of equity restructuring such
as carve-outs and spin-offs (see Chemmanur and Paeglis, 2001). In both carve-
outs and spin-offs, a new corporation is created with a new and separate board

∗Corresponding author.
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of directors, and the division (or subsidiary) assets are transferred to the new
corporation. In a carve-out, the parent corporation uses an IPO to sell a stake
in the division or subsidiary, yet keeps a majority interest in the issued firm.
In a spin-off, the parent corporation distributes all subsidiary/division shares
to shareholders as dividends.

In contrast, the issuance of tracking stock does not create a new corpora-
tion. The tracked subsidiary or division does not have a separate board—it is
controlled and managed by the parent company. In addition, the tracking stock
assets remain an integral part of the parent company, as there is no physical
separation between the parent company and the targeted division. Tracking
stock shareholders receive dividends from the earnings of the tracked divi-
sion, which are reported separately from the earnings of the parent corporation.
Tracking stock shareholders also receive voting rights in the parent corpora-
tion. Thus, tracking stocks are the mildest form of equity restructuring, with
minimal business and operational changes.

Tracking stocks have not fared well after their issuance. Billett and
Vijh (2004) show that tracking stocks underperform various benchmarks by
15–20% (20–40%) in the 2 (3) years after their issuance. This evidence con-
trasts with the postissue excess returns of spin-offs, which are known to be
positive, and of carve-outs, which are known to be insignificant. Billett and
Vijh (2004) also find, in a rather small sample, that parent stocks have insignif-
icant excess returns after the tracking stock issuance.

We focus on the parent stock performance, trying to understand what (if
at all) they gained from the tracking stock restructuring. First, we extend the
sample period till the end of 2000, which increases the parent stock samples
from 19 in Billett and Vijh (2004) to 32. It is possible that our larger and most
updated samples would facilitate more reliable inferences on the short- and
long-run excess returns of parent stocks.

Second, we extend the sample in the direction of firms that announced but
did not eventually issue tracking stocks. These 22 firms are a natural control
group for our 32 firms that issued tracking stocks. We find that firms that
cancelled a planned tracking stock issue severely underperform in the 2 years
after the tracking stock announcement. In contrast, parent firms that issued
tracking stocks achieve a “normal” stock performance in the 2 years after.
Thus, firms that issued tracking stocks might have avoided severe performance
shortfalls in the subsequent years.
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2. Why Issue Tracking Stocks?

The finance literature has suggested several possible answers to the ques-
tion of: how can tracking stock issuance generate value for parent-stock
shareholders?

2.1. Information explanations

Tracking stock issuance can alleviate the problems generated by the asym-
metric information between the firm and its shareholders. After the issuance,
investors receive information on both the parent firm and its tracked divi-
sion. Hence, they know more on what happens inside the firm and can more
accurately assess firm value.

Empirical tests examine the asymmetric information argument by look-
ing at analyst coverage and earning forecast accuracy. Zuta (2000), Gilson
et al., (1998), and Chemmanur and Paeglis (2001) find that the number
of analysts following the firm increased after the tracking stock issue,
but D’ Souza and Jacob (2000) show that the change in number of ana-
lysts is statistically insignificant. An increase in number of analysts could
improve public available information about the firm. For example, it could
increase the accuracy of future earning forecasts. Unfortunately, direct tests
such as Chemmanur and Paeglis (2001) and Billett and Vijh (2004) do
not find any improvement in earning forecast accuracy after the tracking
stock issuance. Thus, it is unclear how much of the information asymme-
try can be solved by tracking stock issuance, and this motivation appears
weak.

A second information-based motive is that the tracking stock issue unveils
the firm’s true value. Many corporations argue that they are undervalued, and
issue tracking stocks to show the market their undervalued asset. By doing so,
these firms hope to gain by unlocking their “hidden value.” Evidence on the
hidden value proposition is mixed. In support of the hidden value proposition,
it is found that parent stocks respond positively to an announcement of a
tracking stock issue. The positive announcement excess return is about 2–3%
(see Logue et al., 1996; Billett and Mauer, 2000; Elder and Westra, 2000;
and Harper and Madura, 2002). Moreover, Clayton and Qian (2004) also
find a significantly positive ex-date excess return. However, the longer-term
perspective is gloomy, as the postissue performance of tracking stocks is
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negative, and the postissue performance of parent stocks is neutral. Hence, it
is unclear whether or not there was any hidden value that was unlocked.

2.2. The diversification discount motive

Berger and Ofek (1995) document a diversification discount of about 15% for
US conglomerates. Zuta (2000) argues that issuing tracking stocks can solve
some of the diversification-induced problems. Thus, tracking stock issues may
create value by reducing the diversification discount. Billett and Mauer (2000)
examine the diversification motive, and conclude that it cannot explain the
positive revaluation (positive excess return) on tracking stock announcement.
Hence, the diversification-discount motivation remains unsupported.

2.3. Investor clientele

The tracked division is sometimes from a different industry than the parent
company. For example, the tracked division might be a growth company,
whereas the parent firm is a more traditional (slowly growing) “value” com-
pany. In such a case, the tracked stock may attract some new investors, who
value it most, leading to an increase in the conglomerate overall market value.

There is evidence that the tracking stock attracted new investors. For exam-
ple, a year after US West issued its Media Group tracking stock, new investors
owned more than 86% of the Media Group stock. Thus, the new clientele
argument is pertinent. The clientele effect is also consistent with the positive
response to tracking stock announcements. However, it cannot explain the
negative postissue performance of tracking stocks.

2.4. Agency perspectives

The tracking stock discloses the division performance, affording incentive
(pay for performance) plans for the division executives. This should improve
managerial input in the division and increase division value. In contrast, Hass
(1996) and Harper and Madura (2002) argue that the tracking stock may be a
source of friction because the parent’s Board of Directors, which also controls
the tracked division, may sacrifice some of the division’s value for the sake
of maximizing the parent’s value. Billett and Vijh (2004) present newspaper
reports on severe conflicts between tracking and parent stock shareholders,
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which led the authors to conclude that in some cases tracking stocks create
more problems than they solve.

The agency approach is consistent with the accumulated evidence. The
positive announcement response may be due to the initial hopes for improved
managerial input, whereas the later negative excess returns may reflect the
new agency problem that emerged—conflicts of interest between parent and
tracking stock shareholders.

Harper and Madura (2002) test the agency explanation. They find that
the announcement response is more positive when the parent company is
larger, less leveraged, and underperforming. All these firm characteristics are
indicators for relatively heavy agency problems. Hence, firms that are more
prone to agency problems appear to benefit more upon announcing a tracking
stock issue, which leads Harper and Madura (2002) to conclude that the agency
explanation is supported.

Interesting recent evidence is reported in Elder et al. (2005). They find
that: (1) relative to similar (control) stocks, parent stock liquidity fell after
the tracking stock issuance, (2) the adverse-selection component of parent
stock bid-ask spread increased after the issuing, and (3) tracking stocks have
lower liquidity than comparable firm stocks. All these findings suggest that
investors concluded that firms issuing tracking stocks are more prone to agency
misbehavior (such as insider trading). Another possible interpretation of Elder
et al. (2005) evidence is that information asymmetry increased. However,
previous research (reviewed above) finds an increase in number of analysts
and information accuracy following tracking stock issuing. Thus, we maintain
that the issuing has stained investor perception of the decency of parent firms.

2.5. Other motivations

Tracking stocks were also issued as a “currency” for acquisitions. In some
cases, acquisitions were accomplished only after target shareholders were
offered the choice between the acquirer’s stock and a cash payment plus a
tracking stock that follows the target’s performance.

Finally, some tracking stocks were probably issued because of parent
firms’ “fad-following” behavior. Some parent firms simply joined the tracking
stock bandwagon. Issuing tracking stocks during the hot market of the late
1990s (i.e., at peak prices) was definitely a clever strategy that served well
parent-stock shareholders.
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In this context, we realize that the negative postissue performance of track-
ing stocks can also be explained as a consequence of their “peak price” issue,
after which came the inevitable rough landing. Postissuance negative excess
returns are observed in other equity issues as well. If the postissue underper-
formance of tracking stocks is a typical equity issue phenomenon, then some
of our previous explanations (the investor clientele effect, and the unlocking
of hidden value argument) regain credibility, and remain plausible alongside
the agency explanation.

3. Market Response to Tracking Stock Announcements

Tracking stock announcements are collected from the Wall Street Journal
Index and the Dow Jones Newswire. Daily and monthly stock returns are
downloaded from the CRSP database, and accounting information is from the
Disclosure CD-ROM, the National Automated Accounting Research System
(available on Lexis/Nexis), and 10k reports. The final sample comprises 54
tracking stock announcements from 1984 in 2000.

Table 1 presents the parent-stock response on announcement of a tracking
stock issue. Like several previous studies (e.g., Harper and Madura, 2002), we
observe statistically significant excess returns on days −1, 0, and 1 relative to
the announcement. Thus, we use days −1 to 1 to estimate the announcement
response.

The average raw return in days −1 to 1 is 1.6% in the overall sample, 2.0%
in the sample of firms that had no confounding news (in the week before and
after the announcement), and 1.6% in the sample of firms that eventually
issued tracking stocks.

Excess returns are estimated in three ways: (1) net of market method, i.e.,
as Ri − RM, where Ri is the return on the stock and RM the return on the value-
weighted index of NYSE-AMEX-NASDAQ stocks; (2) market model method,
using the standard event study methodology, with the value-weighted market
index and a parameter estimation period from day −315 to day −61 relative
to the announcement; (3) net of matched-firm method, i.e., as Ri − RMatch,
where Ri is the return on the stock and RMatch is the return on the firm in the
same industry (4-digit SIC code) that is closest in total equity capitalization
to the announcing firm.

The announcement excess returns in Table 1 are statistically signifi-
cant. The net of market and market model methodology estimate a positive
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Table 1. Stock response to tracking stock announcements, 1984–2000.

All
announcements

(N = 54)

Announcements
without

confounding
news (N = 31)

Announcements
of firms that
eventually

issued tracking
stocks (N = 32)

Days −1 to 1 around the announcement
Average raw return 1.6% (1.4) 2.0% (1.5) 1.6% (1.1)
Average net of market return 1.2% [3.0] 1.6% [3.2] 1.0% [2.5]
Average market model excess return 1.3% [3.2] 1.7% [3.6] 1.2% [2.9]
Average net of matched-firm return 2.8% (1.7) 5.1% (3.1) 4.2% (1.9)

Days −5 to 5 around the announcement
Average raw return 0.5% (0.4) −0.6% (−0.3) 0.4% (0.2)
Average net of market return −0.7% [−0.2] −1.3% [−0.2] −0.9% [−0.2]
Average market model excess return −0.2% [0.6] −0.6% [0.5] −0.1% [0.7]
Average net of matched-firm return 1.6% (0.9) 2.4% (1.3) 3.0% (1.1)

Notes: t-statistics in parentheses and Z-statistics in brackets. The net of market return is
computed by subtracting from the return on the stock, the return on the value-weighted index
of NYSE-AMEX-NASDAQ stocks. The market model excess return methodology uses the
value-weighted index and a parameter estimation period from day −315 to day −61 relative
to the announcement. Net of matched-firm return is calculated as the announcing firm stock
return minus the return on the stock of the firm in the same industry (4-digit SIC code) that is
closest in size (total capitalization of equity) to the announcing firm.

revaluation of 1–1.7%, whereas the net of matched firm method assessed a pos-
itive response of 3–5%. These findings are consistent with previous evidence
on the announcement response. Also noteworthy that the positive revaluation
result is robust to the exclusion of firms that did not eventually issue tracking
stocks (see the last column in Table 1), and to the exclusion of firms that had
confounding news in the week before or after the tracking stock announcement
(see the middle column in Table 1).

Table 1 also presents stock returns and excess returns in days −5 to 5
relative to the tracking stock announcement. This window is chosen because
we note some short-term stock price drifts before and after the announcement.
The net of market and market model methodology assess a slightly negative,
yet statistically insignificant, response in days −5 to 5, whereas the matched-
firm methodology estimates an insignificant positive response in that interval.
In any case, the (−5, 5) window results serve as a caution. It is possible that the
announcement response is close to zero and insignificant. Given our doubts
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about the “true” announcement response and given the small magnitude of
the days (−1, 1) response (about 1–2% only), we conclude that the parent
stocks’ “true” announcement response is (economically) negligible.

4. The Long-Term Response of Parent Stocks

Table 2 summarizes the long-term performance of parent stocks. First, we
will examine the overall (all announcements) results reported in column 2 of
the table. In the 2 years before the announcement, parent stocks performed
poorly. The average market model excess return in the 2 years before the
announcement is about −27%, with a t-statistics of −3.5. However, net of
market and net of matched-firm preannouncement excess returns are about
−9% and statistically insignificant.

After the announcement, our overall sample parent-stock performance
continues to be dismal (see column 2 in the middle third of Table 2). The
average 2-year postannouncement excess return is about −29% (t-statistics
=−2.3) according to the market model,−16% (t-statistics = −1.7) according
to the net of market methodology, and −8% (t-statistics = −0.6) according
to the net of matched-firm technique. The difference between the pre- and
postannouncement periods, reported in the lower third of Table 2, is statis-
tically insignificant in the “all announcements” sample. Thus, based on the
overall sample, the tracking stock announcement appears like an insignificant
event in the long run because, on average, parent stocks continue to underper-
form at the same rate before and after the tracking stock announcement.

If tracking stock announcements do not help the parent firms, then tracking
stock issuance may be redundant. That is, if parent-firm shareholders do not
gain in the short or long run, why issue tracking stocks? The situation is even
more complex because Billett and Vijh (2004) report that the issued tracking
stocks severely underperform in the years after their issuance. (Clayton and
Qian (2004) claim that the underperformance of tracking stocks is statistically
insignificant.) It appears that equity restructuring via tracking stock may be a
value-decreasing endeavor.

It is possible to offer some defense for tracking stock issuance. Table 2
also compares the 32 firms that went on to issue tracking stocks with the
22 firms that cancelled (indefinitely postponed) the planned issue. In the pre-
announcement period, there is no statistically significant difference between
“cancelled” and “issued” parent stocks (see the last column of Table 2), as all
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Table 2. Long-term stock performance around tracking stock announcements, 1984–2000.

All announcements
(N = 54)

Announcements by
firms that cancelled
the planned issue

(N = 22)

Announcements of
firms that issued
tracking stocks

(N = 32)

t-of difference
between issued and

cancelled

Months −24 to −1 before the announcement
Average net of market return −8.3% (−1.5) −5.9% (−0.7) −9.9% (−1.4) −0.4
Average market model excess return −26.9% (−3.5) −37.5% (−2.8) −19.9% (−2.2) 1.1
Average net of matched-firm returns −9.1% (−1.0) 3.4% (0.2) −17.9% (−2.0) −1.1

Months 1 to 24 after the announcement
Average net of market return −15.7% (−1.7) −41.6% (−2.5) 1.6% (0.2) 2.4
Average market-model excess return −28.7% (−2.3) −71.5% (−2.8) −0.1% (−0.0) 2.6
Average net of matched-firm returns −7.5% (−0.6) −27.0% (−2.3) 6.1% (0.3) 1.5

Return improvement between pre- and postannouncement periods
Average difference in net of market return −7.4% (−0.7) −35.7% (−1.8) 11.5% (0.9) 2.1
Average difference in market model excess return −1.8% (−0.2) −34.0% (−1.8) 19.8% (1.5) 2.3
Average difference in net of matched-firm returns 1.6% (0.1) −30.4% (−1.3) 24.0% (1.0) 1.6

Notes: t-statistics in parentheses. The net of market return is computed by subtracting from the return on the stock, the return on the value-weighted
index of NYSE-AMEX-NASDAQ stocks. The market model excess return methodology uses the value-weighted index and a parameter estimation
period from month −84 to month −25 relative to the announcement. Net of matched-firm return is calculated as the announcing firm stock return
minus the return on the stock of the firm in the same industry (4-digit SIC code) that is closest in size (total capitalization of equity) to the
announcing firm.
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stocks perform poorly. However, in the postannouncement period, these two
groups differ substantially. The 2-year postannouncement stock performance
of firms that issued tracking stocks is neutral (slightly positive, yet statisti-
cally insignificant), whereas the 2-year postannouncement stock performance
of firms that cancelled the tracking stock issue is significantly negative.

To complement the picture, Table 2 also presents “return improvement”
statistics. Stocks of firms that cancelled the planned issue worsened their
performance, in fact accelerated their downhill slide, in the 2 years after
the announcement. In contrast, stocks of firms that issued tracking stocks
improved their performance relative to the 2-year preannouncement period.
The difference in “return improvement” between firms that issued track-
ing stocks and firms that did not (i.e., cancelled) is statistically signifi-
cant at the 10% level at least (see the last column of Table 2). It appears
that firms that issued tracking stocks managed to recover (regain normal
performance), whereas firms that cancelled the planned issue continued to
deteriorate.

The evidence in Table 2 suggests that parent firms that issued tracking
stocks have benefited from it. Without issuing the tracking stocks, their fortune
might have been similar to that of the firms that cancelled the planned issue.
Issuing tracking stocks helped parent firms to stop their decay, possibly via
some exploitation of tracking stock shareholders.

5. Summary and Conclusions

Equity restructuring via tracking stock issuance does not generate any sig-
nificant excess return opportunities for the parent-firm stocks in the short or
long run. This contrasts with the evidence on spin-offs and carve-outs. In
spin-off and carve-out restructuring, parent stocks gain in the short run and
have neutral performances in the long run (see Desai and Jain, 1999; Vijh,
1999).

Despite the insignificant excess returns, parent firms benefited from the
tracking stock issuance. Before the issuance, parent stocks manifested poor
performance, and after the issuance their performance turned into “average”
or “normal.” This recovery or stabilization may be attributed to the tracking
stock issuance, also because of our finding that firms that announced but
did not eventually issue tracking stocks demonstrate poor stock performance
before and after the tracking stock announcement.
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The likely source of parent-stock recovery is some exploitation of poor
tracking stock investors. Tracking stocks severely underperformed in the years
following their issuance (see Billett and Vijh, 2004).

For the sake of clarity, we do not claim that tracking stock issuance is
necessarily a scheme to transfer wealth from poor tracking stock investors to
parent firms. Nevertheless, the complete cessation of tracking stock issuance
since year 2000 (see Krantz, 2004) appears consistent with the view that
investors have realized the “true” nature of tracking stocks, thus refusing to
participate in any more tracking stock offerings.

Krantz (2004) also reports that most (all but five) of the tracking stock
issues were reabsorbed by their parent companies by the end of 2004. This
quick move of the firms to wipe out these failing securities reinforces our
impression that tracking stock issuance is an inferior (and perhaps even a
value-destroying) equity restructuring solution.
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In this paper, we empirically examine recent claims by politicians and business journalists
that stock option exercises give managers incentives to adopt certain disclosure policies. We
predict that when firms have bad news, large stock option exercises will have a negative effect
on discretionary disclosures. Using Association for Investment Management and Research
ratings to measure discretionary disclosures, for a sample of 359 firm-year observations from
18 industries, we find evidence supporting our prediction after we control for stock option
grants. Although we confirm previous findings that option awards create incentives for more
disclosures, our results also suggest that stock option exercises could have an adverse effect
on accounting disclosures when firms are experiencing a period of negative returns in stock
markets.

Keywords: Discretionary disclosure; stock options; option exercises; managerial incentives.

1. Introduction

Recent accounting scandals, e.g., at Enron, WorldCom, Xerox, and Global
Crossing, have brought unprecedented attention to accounting reports and
the auditing profession, and have led to corporate reform in the US (i.e., the
Sarbanes-Oxley Act of 2002).1 In this paper, we focus on two elements of the
ongoing debate regarding corporate accountability, i.e., the level of account-
ing disclosures and the incentives created by stock options. Specifically, we

∗Corresponding author.
1The Sarbanes-Oxley Act of 2002 was passed in July 2002. Several of its provisions affect
auditors, e.g., it bans nine types of nonaudit services, requires mandatory rotation of audit
partners every 5 years, and requires the auditor to report “critical” accounting policies to the
audit committee. Other provisions are directed at corporate management, e.g., the CEO and
CFO must certify the appropriateness and accuracy of the financial statements.
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consider whether the level of disclosure and managers’ decision to exercise
stock options are related.

Accounting researchers have been interested in disclosures at both the-
oretical (e.g., Diamond and Verrecchia, 1991) and empirical levels (e.g.,
Botosan and Plumlee, 2002). However, the recent accounting scandals have
brought the issue of transparency and full disclosure into the public’s eye. For
example, The Economist (Clambering back up, 2002, p. 55) wrote “share-
holders are demanding more ‘honest’ numbers, designed to illuminate, rather
than disguise, the profitability of businesses.” Also, the Sarbanes-Oxley Act
of 2002 has numerous provisions related to disclosures. For instance, section
401(a) requires disclosures on off-balance sheet transactions and unconsoli-
dated entities.

Likewise, although stock-based compensation has long been an issue of
academic interest (see Core et al., 2003, for a review), only recently have
politicians and the business press begun to take a more critical look at stock
options. For example, some criticize stock options for creating incentives
for risk-taking and for short-term decision-making (e.g., Clambering back
up, 2002).2 Regarding the possible influence of stock options on account-
ing, The Economist (Clambering back up, 2002, p. 55) suggests that by “fid-
dling with their accounts, company bosses could hope to drive up the share
price, cash in their options, and set sail in their yachts.”3 Critics in poli-
tics and in the business press claim that accounting may be used to increase
profits from option exercises (e.g., Use and abuse, 2002). However, whether
stock option exercises are related to lower disclosure levels is an empirical
question.

2Core et al. (2003) note that there has been a huge increase in the amount of stock-based
compensation in use. For example, in 1980, Hall and Liebman (1998) note that 57% of CEO
had stock options, whereas this was 90% in 1994. Not surprisingly, Core and Guay (2001) find
cross-industry differences in use of options. More specifically, Ittner, Lambert, and Larcker
(2003) find that stock options are used more frequently in high-technology firms than in “old
economy” manufacturing firms.
3Also, section 305 of the Sarbanes-Oxley Act requires managers to reimburse the firm for
any equity-based compensation received within 12 months of issuing statements that require
restatement due to “material noncompliance.” However, in this study, we do not specifically
examine fraudulent reporting. Rather, we concentrate on variations in disclosure levels within
the parameters of generally accepted accounting principles.
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Recently, Nagar et al. (2003) find a positive association between account-
ing disclosures and stock option grants. Our research differs from theirs
because we focus on option exercises rather than option grants. We focus
on option exercises because of the long-term nature of stock options. Specifi-
cally, there is a vesting period (usually a number of years) before options can
be exercised, and the realized value of options will depend on the share price
at the time of the exercise. As a result, the manager’s incentives may also be
affected by stock options around the time of their exercise.

In fact, Bartov and Mohanram (2004) provide empirical evidence that
managers manage earnings using more positive discretionary accruals in years
when option exercises are abnormally large. Their findings are consistent with
the argument that top-level managers inflate earnings to increase the cash
payout from options exercises. Thus, even though stock options can be long-
term efficient (as they align the interests of managers and owners), Bartov
and Mohanram’s (2004) results suggest that the exercise of stock options
can induce short-term opportunism.4 In this study, we complement Bartov
and Mohanram (2004) by examining the effect of stock option exercises on
accounting disclosures (rather than on earnings), and we complement Nagar
et al. (2003) by examining disclosures around the time of the exercise (rather
than the time of the grant).

Penman (1982) and others propose that managers exploit their informa-
tional monopolies in their stock trading. To retain or enhance the benefits asso-
ciated with private information, the manager may rationally choose to provide
disclosures that are unclear, incomplete, or even misleading. We hypothesize
that there is a negative association between option exercises and the level of
disclosure if the firm is having bad news. If the firm has good news, managers
will maintain or expand disclosures to deliver the good news to investors and
to boost the share price before the options are exercised. However, if the firm
has bad news that negatively affects the market’s perception, the manager has
incentives to withhold information. In this way, the manager may be able to
prevent a decrease in the share value and, consequently, a decrease in the value
of the firm’s options. As a result, in periods when there are abnormally large

4Bartov and Mohanram’s (2004) results are consistent with earlier positive accounting research
that finds that although debt contacts and accounting-based bonus plans are efficient contracting
mechanisms in the long run, they can still induce opportunistic behavior ex post.
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option exercises, we expect a negative relationship between option exercises
and disclosure levels for the firms with bad news.

Since Nagar et al. (2003) find that equity-based compensation can improve
disclosures in the long-run, we control for the level of stock option grants using
the ratio of stock option grants to total compensation as an important control
variable. Thus, our tests examine whether option exercises have an incremental
effect on disclosures over and above that of option grants. We define abnor-
mally large option exercises the same way as Bartov and Mohanram (2004),
where the ratio of stock option exercises to total compensation increases by
more than 50% over the average for prior 2 years. Using a sample of 359
firm-year observations from 18 industries, we find a negative and significant
relationship between stock option exercises and disclosure levels when there
is bad news. When there is good news, we do not find such a relation.

We contribute to the literature by extending Nagar et al. (2003) and Bartov
and Mohanram (2004). Our results shed light on the relationship between stock
option exercises and accounting disclosures. Specifically, although we confirm
the allegations of some observers that managers will reduce disclosures to
make their options more valuable (e.g., Clambering back up, 2002), we show
that this only holds where the firm has bad news. Further, we show that, for
bad news firms, this effect is incremental to any disclosure effects created by
the equity grants. Thus, even though stock options can be an efficient incentive
mechanism for firms, our evidence suggests that they can still induce ex post
opportunism in some settings.

The remainder of this paper is divided as follows. Section 2 reviews the
relevant literature. Section 3 develops the hypothesis. Section 4 describes the
research method and data. Section 5 provides the results and Section 6 is a
conclusion.

2. Prior Literature

2.1. Disclosure

As Healy and Palepu (2001) point out, in capital market economies corporate
disclosure is needed to ensure efficient allocation of resources. In particular,
disclosure helps to address problems associated with information asymmetry
and problems arising from agency relationships within the firm. Diamond and
Verrecchia (1991) show that disclosures can increase firm value by reducing
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the information asymmetry, resulting in increased liquidity (Welker, 1995)
and a lowering of the cost of capital (Botosan, 1997) and the cost of debt
(Sengupta, 1998).

Disclosures can also reduce agency costs by improving monitoring by
shareholders and debtholders (Watts and Zimmerman, 1986). For example,
disclosures can help identify shirking and perquisite consumption. Leftwich
et al. (1981) find that firms with high agency costs were more likely to provide
interim reports before they were legally required. Managers may also increase
disclosures to reduce the likelihood of being the target of a takeover bid
(Brennan, 1999) and to provide signals to the market about their managerial
talent (Trueman, 1986).

Coincidentally, there are costs associated with increased disclosures. For
example, there are proprietary costs, e.g., disclosures can reveal information
to competitors (Verrecchia, 1983; Darrough and Stoughton, 1990; Hayes and
Lundholm, 1996; Piotroski, 1999). Information production costs can also be
significant (Watts and Zimmerman, 1978), and litigation costs may discourage
disclosures of certain types of information (Francis et al., 1994; Skinner, 1994,
1997; Miller and Piotroski, 2000).

2.2. Disclosure and option grants

Prior research examining the association between stock options and disclo-
sures has developed along two lines, one focusing on option grants and the
other on option exercises. Studies on the relationship between option grants
and accounting disclosures include (but are not limited to) Yermack (1997),
Aboody and Kasznik (2000), and Nagar et al. (2003).

Yermack (1997) examines whether stock option grants are issued prior to
announcements that increase the firm’s share price. He notes that managers
play an active role in structuring their own compensation packages in many
companies, and also hypothesizes that managers will use their influence to
manipulate the timing of their option awards to maximize the compensation
they receive. Consistent with this view, Yermack (1997) finds significant and
positive abnormal stock returns after the option grant date.

Aboody and Kasznik (2000) focus on the manipulation of disclosures
rather than manipulation of the grant date as in Yermack (1997). They hypothe-
size that managers would accelerate announcing bad news and delay announc-
ing good news to make the options more valuable. Using a sample of 2039
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CEO options that were awarded on a fixed schedule, they find that the analyst
earnings forecast error is more negative in award months relative to non-
award months. They also find that abnormal returns are insignificant and
negative prior to the award date but are significant and positive after the
award date.

Because it is difficult to write contracts that specify both the quantity
and quality of disclosures, Nagar et al. (2003) hypothesize that stock-based
compensation should help align the incentives of the manager and the share-
holders, leading to more and better disclosures. Nagar et al. (2003) calculate
the ratio of stock-based compensation (the sum of total value of stock option
grants plus the value of restricted stock grants) to total direct compensation.
Their results indicate that this ratio is positively related to both the frequency
of earnings forecasts provided by management and to the firm’s Association
for Investment Management and Research (AIMR) rating.

The aforementioned studies focus on the effect of option grants on man-
agerial behavior. However, the realized value of the options will also depend
on the stock price at the time of the exercise.5 Will managers behave oppor-
tunistically and adjust overall disclosures to increase the share price in
the exercise period? Bartov and Mohanram (2004) examine the question,
but their study concentrates on how earnings and discretionary accruals
are related to option exercises. In our study, we investigate the relation-
ship between overall accounting disclosures and option exercises, and we
take a more detailed look at how this relationship may vary under different
circumstances.

2.3. Disclosures, option exercises, and privation information

Carpenter and Remmers (2001) examine whether managers use private infor-
mation in timing the exercise of stock options.6 They expect to find negative

5As many including Huddart and Lang (1996) point out, the Black–Scholes valuation model
ignores exercise decisions of the option holder. Although the Black–Scholes model assumes that
exercise will occur at the expiration date, Huddart (1994) shows that risk-adverse employees
will generally be better off if they exercise the options before the expiration date.
6We focus just on Carpenter and Remmers’ (2001) theory and results for stock option exercises
after May 1991 when managers were able to sell the shares from call option exercises imme-
diately. They also examine stock option exercises prior to May 1991 when managers faced an
SEC-required 6-month holding period before they could sell their shares. However, as our data
are from 1994 and 1995, we do not review their pre-May 1991 findings.
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postexercise abnormal returns if the managers exercise options based on pri-
vate information, whereas they expect to find no postexercise abnormal returns
if the managers exercise for noninformation-related reasons such as liquid-
ity or diversification. Carpenter and Remmers’ (2001) empirical results are
more consistent with the argument that managers exercise options mainly to
diversify risks or to increase liquidity.

Limiting option exercises to abnormally large ones, Bartov and Mohanram
(2004) document a significant decline in stock prices in the postexercise
period. Thus, different from Carpenter and Remmers (2001), Bartov and
Mohanram (2004) find that top management uses private information to time
large option exercises. Bartov and Mohanram (2004) also find that managers
inflate earnings by recording higher discretionary accruals in the period of
large option exercises. These discretionary accruals reverse subsequently,
causing disappointing earnings in the postexercise period. Examining a pro-
prietary data set covering stock option exercises of over 50,000 employees
at seven corporations, Huddart and Lang (2003) are also able to document
employees’ option exercises predict subsequent returns. These findings sug-
gest that employees base their option exercise decisions, in part, on private
information.

Research on managers’ exercise of stock options fits into the strand
of research on insider trading. There are studies that look at disclosures
and insider trading more generally.7 For example, Penman (1982) examines
whether insider trading and the release of insiders’ forecasts are related. He
expects that insider sales should precede bad news forecasts, whereas insider
purchases should precede good news forecasts. His results are consistent with
his expectations, and later studies such as Hirschey and Zaima (1989), Seyhun
(1990), Karpoff and Lee (1991), and John and Lang (1991) provide similar
findings.

In contrast, other studies find that managers do not seem to utilize insider
information to their benefit. Sivakumar and Waymire’s (1994) results sug-
gest that managers concentrate their insider transactions after material news
events when information asymmetry is low. Noe (1999) looks at insider trading
around management earnings forecasts and finds that there are fewer insider

7See Beny (2004) for a comprehensive review of the insider trading literature.
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transactions before the forecasts than after the forecasts. He suggests that
insiders may not exploit their short-term information monopolies.

Thus, although the research is not conclusive, there is evidence that some
managers behave opportunistically when buying or selling their firm’s shares.
Given that managers may take advantage of undisclosed nonpublic informa-
tion with regard to insider trades, a related question is whether managers adapt
their disclosure policies to increase the value of options that they exercise.

3. Hypothesis

Before formally stating our hypothesis, we note that although managers can
sell their shares on exercise or hold them, Huddart and Lang (1996) report
that most employees in their sample sold the shares immediately.8 This makes
exercises of call options equivalent to insider sales.9 To sell their shares at a
higher price, if there is bad news, managers may refrain from more disclosures
to avoid price declines; but if there is good news, managers may want to
maintain the original disclosure level or even expand disclosure to further drive
up the share price. Thus, the extent to which the disclosure level is decreased
to facilitate option exercises may not be identical across firms with good news
and bad news. As managers will have incentives to decrease disclosure levels
when the news is bad, our hypothesis is formally stated as follows:

H1:Stock option exercises are negatively related to disclosure levels when
there is bad news.
Of course, insider trading rules impose penalties for nondisclosures, but

whether managers who exercise stock options reduce disclosures to increase
the value of their shares in the bad news setting is an empirical question.
Additionally, different from Bartov and Mohanram (2004) who report that
managers record more positive discretionary accruals in the year of large

8In some cases, firms may have share ownership targets that require managers to maintain a
certain share holding. Core and Larcker (2002) examine performance changes in response to
target ownership plans.
9The SEC regulation pertaining to stock options underwent a major change in May 1991 when
the SEC eliminated the requirement that the shares acquired through option exercises be held
for 6 months before they could be resold. After the new regulation, managers can sell the
shares immediately after acquiring them, making the exercise of call options equivalent to
insider sales.
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option exercises to inflate earnings, our study focuses on the overall accounting
disclosure.

4. Method

4.1. Measurements of main variables

The empirical proxy for disclosure levels is taken from the Corporate Infor-
mation Committee Report (CICR) prepared by the Financial Analysts Feder-
ation, a branch of the Association for Investment Management and Research
(AIMR). When preparing the report, analysts for a specific industry form a
subcommittee to evaluate the adequacy of a firm’s disclosures along three
dimensions: annual and required published information, quarterly and other
nonrequired published information, and investor relations. For each firm, the
industry committee assigns a score to each dimension and, based on a list of
important industry-specific factors, aggregates the three component scores to
assign a composite score. Following Bushee and Noe (2000) and Bens and
Monahan (2004), this study uses composite disclosure scores, and we label
this as DISCLEV.

Several studies have investigated the validity and neutrality of this
database.10 Compared with the information on a firm’s particular disclosure
choices, the AIMR ratings represent a more comprehensive measure “that
includes both quantifiable and nonquantifiable aspects of disclosures” (Lang
and Lundholm, 1993, p. 247). Thus, the AIMR data facilitate investigations
of a firm’s overall disclosure choices. In addition, the AIMR data are free
from the editorial bias that may confound the findings obtained from using
press announcements because “certain types of firms or announcements may
be more likely to be covered in the financial press” (Lang and Lundholm,
1993, p. 247). Disadvantages of the AIMR data are that they may be biased
by analysts’ perceptions, the firms covered by the ratings may not be repre-
sentative, and analysts doing the ratings might not take the ratings seriously
(Healy and Palepu, 2001).

10For a complete list of criteria analysts use to evaluate a firm’s disclosure practice and the
procedures analysts follow to ensure a fair evaluation, see Lang and Lundholm (1993, 1996),
Welker (1995), and Sengupta (1998). More recent research has also used the AIMR disclosure
scores as a proxy for disclosure levels (Bushee and Noe 2000; Botosan and Plumlee 2002).
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The option exercise variable is calculated in the same manner as Bartov and
Mohanram (2004). Specifically, we obtain the ratio of stock option exercises to
total compensation11 for each of the five most highly compensated executives,
average this ratio across the executives, and compare the ratio with the average
from the past 2 years.12 If the current year’s ratio is up by more than 50%,
then there are abnormally large option exercises during the year. We code an
indicator variable, OPEX, as one if there are abnormally large option exercises.

To test H1, we need to define good news firms and bad news firms. Like
Nagar et al. (2003), bad news firms are those experiencing a negative annual
return, computed as the market-adjusted compounded monthly return. If a
firm experiences a positive annual return, then the firm is in the good news
category. Further, because we are interested in the incremental effects on
disclosures above and beyond that caused by the granting of stock options,
we control the level of option grants. We compute the weight of option grants
in total compensation as the ratio of stock options’ Black–Scholes values to
total compensation, which is then averaged across the five most highly paid
executives. We label the variable as GRANT.

4.2. Model specification

We use the following primary regression model to test the effect of the option
exercises on the disclosure level:

DISCLEVit = α0 + α1 OPEXit + α2 GRANTit + α3 SIZEit + α4 CORRit

+α5 STDEVit + α6 PERFit + α7 ANAit + ε, (1)

11Total compensation is calculated as the sum of salary, bonus, other annual pay, values of
restricted stock granted, values of stock options granted, long-term incentive pay, and all other
payouts. The final year for which AIMR scores are available is 1995. Thus, we are unable to
expand the sample period beyond 1995.
12Bartov and Mohanram (2004) use a 3-year average as the benchmark. However, as we can
only use the compensation data from 1992 to 1995 (see footnote 11), comparison with a 3-year
benchmark will only enable us to examine 1995 disclosures in relation to 1995 option exercises.
To examine the relation in a multiyear setting, we use the option exercises during the previous
2 years as a comparison basis. We also calculated the correlation between the large option
exercise variable obtained from using the 2-year benchmark and that from using the 3-year
benchmark. The Pearson correlation is 0.645 (p < 0.0001).
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where as discussed above DISCLEV is the AIMR rating, OPEX the indicator
variable for abnormally large option exercises, and GRANT the weight of
stock options in total compensation.13

Lang and Lundholm (1993) find that analysts’ ratings of corporate disclo-
sure practices are positively related to firm size and firm performance and also
positively related to the level of information asymmetry (which is measured
as the correlation between earnings and returns and the standard deviation of
market-adjusted returns). Nagar et al. (2003) further find that disclosure level
is positively related to the number of analysts following the firm.

Therefore, we include the following variables as control variables in Equa-
tion (1): the log of the market value (price times number of common shares
outstanding) at the beginning of the fiscal year (SIZE), market-adjusted annual
returns (PERF), the correlation (CORR) between market-adjusted annual
returns and annual EPS (before extraordinary items and discontinued oper-
ations), and the standard deviation of the market-adjusted annual returns
(STDEV). Both CORR and STDEV are computed over the 10-year period
t − 10 to t − 1, where t is the current AIMR rating year. Like Nagar et al.
(2003), the variable for analyst following (ANA) is obtained by taking the log
form of (1 + number of analysts).

When conducting the regression analysis, we rank the original AIMR
scores within each industry-year and convert the ranks into percentiles through
the transformation: (rank − 1) / (number of firms − 1) (Lang and Lundholm,
1993). Botosan and Plumlee (2002) argue that, although it is appropriate to
use the ranks of ordinal measures (such as analyst ratings) in a regression
model, using the ranks of cardinal measures reduces the informativeness of
the variables and makes it difficult to interpret the magnitude of the coeffi-
cients. Therefore, we include all independent variables (which are all cardi-
nals) with their original values. Additionally, to correct for time-series and
cross-sectional correlation, we report the Newey–West t-statistics in square
brackets.

13Bartov and Mohanram (2004) document that discretionary accruals are significantly higher
in the year of abnormally high exercise of stock options. In the preceding years, however, the
discretionary accruals are not significantly different from those of a control sample. This sug-
gests that option exercises may provide managers incentives to decrease the level of disclosure
for the current period. Consequently, we hypothesize and test for a concurrent relationship
between option exercises and disclosures.
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5. Results

5.1. Sample and descriptive statistics

The sample firms are drawn from the following sources: (1) 1994 and 1995
AIMR reports for disclosure level measures, (2) the ExecuComp database
for compensation data from 1992 to 1995,14 and (3) COMPUSTAT, CRSP,
and IBES databases for all other variables. All variables are measured on
the fiscal year basis. Table 1 summarizes the sample selection procedures,
the application of which yields a total of 359 firm-year observations spanning
over 18 industries. The largest reduction of the sample occurs when we require
that firms covered by the AIMR reports also be covered by the ExecuComp
database; 148 observations are eliminated as a result of the requirement.

Table 2 classifies firm-year observations based on industries defined by
the AIMR reports. The observations are mostly from the food, beverage, and
tobacco industry, insurance industry, paper and forest industry, and retail trade
industry; the combined observations account for 45.68% (164 out of 359)
of the sample. Observations from industries such as airline, environmental
control, homebuilding, and natural gas-distribution are relatively scant.

Table 1. Sample screening process.

Firm-years appearing in the 1994 and 1995 AIMR reports 541

Less: Observations for which compensation data are not available in the
ExecuComp database from 1992 to 1995 148

Less: Observations for which the abnormal option exercise variable can-
not be computed for 1994 or 1995 from the ExecuComp database 16

Less: Observations for which there is inadequate information in the
COMPUSTAT, CRSP, or IBES data sets for computing control
variables 18

Final sample 359

Notes: The abnormal option exercise variable is calculated in the same manner as Bartov
and Mohanram (2004). Specifically, we obtain the ratio of stock option exercises to total
compensation for each of the five most highly compensated executives, average this ratio
across the executives, and compare the ratio with the average from the past 2 years. If the
current year’s ratio is up by more than 50%, then there are abnormally large option exercises
during the year.

14Executive compensation data for 1992 and 1993 are necessary to calculate the option exercise
measure (OPEX).
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Table 2. Sample composition based on industry-years.

Industry 1994 1995

Airline 6 6
Automotive and related products — 10
Chemical 8 —
Electrical equipment 11 10
Environmental control 5 4
Food, beverage, and tobacco 23 26
Health care 14 13
Homebuilding — 6
Insurance 19 19
Machinery 12 —
Media 14 12
Natural Gas—distribution 5 7
Natural Gas—pipeline 7 —
Paper and forest products 18 16
Petroleum—domestic 9 9
Precious metals mining 7 7
Railroad 7 6
Retail trade 21 22
Total 186 173

Table 3A reports descriptive statistics for the sample. The disclosure scores
are in percentages,15 averaging at 73.2% with a median of 74.2%. For the firm-
year observations in our sample, the proportion of executive compensation
derived from option exercises is 9.7%. The abnormal option exercise variable
averages at 0.382, indicating that 38.2% of the firm-year observations saw a
50% jump in the ratio of option exercise benefits to total compensation. In
general, the Black–Scholes values of stock option grants account for 24.0%
of top executives’ compensation.

The sample has a mean market value of $7087 million. In comparison, the
average market value of a larger group of firms, covered by the ExecuComp
database and having the stock option exercise variable and other variables
available in 1994 and 1995, is $2645 million (untabulated). These statistics
point to the large firm bias of the AIMR coverage. The average correlation
between earnings and firms’ market performance computed over the preceding
10 years is 0.038. The sampled observations also experienced a negative return

15When nonpercentage scores are reported, the scores are converted into percentages by divid-
ing the firm’s actual score by the total available score.
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Table 3A. Sample summary statistics (N = 359).

Standard
Measures Mean Deviation Minimum Median Maximum

AIMR ratings (%) 73.224 13.752 36.5 74.2 95.7
Exercise ratios 0.097 0.121 0 0.051 0.491
Abnormally large option

exercises (a 0/1 variable) 0.382 0.486 0 0 1
Equity grant ratios 0.240 0.169 0 0.215 0.717
Market value

(in billions) 7.087 11.414 0.188 3.347 60.911
Correlation between

earnings and returns 0.038 0.373 −0.711 −0.004 0.872
Standard deviation

of the returns 0.270 0.197 0.087 0.218 0.820
Market-adjusted returns −0.025 0.266 −0.678 −0.025 0.744
Number of analysts following 8.969 6.720 0 9 25

Notes: AIMR ratings are in percentages. When nonpercentage scores are reported, the scores
are converted into percentages by dividing the firm’s actual score by the total available score.

Exercise ratios are the portion of compensation derived from stock option exercises,
averaged across the five most highly compensated executives.

Abnormally large option exercises are as defined in Table 1. The variable is coded as 1 if
the observation has abnormally large option exercises during the year.

Equity grant ratios are the ratio of values of stock options (based on the Black–Scholes
formula) to total compensation, averaged across the five most highly paid executives.

Market value is the price multiplied by number of common shares outstanding at the
beginning of the fiscal year.

Correlation between earnings and returns is computed between the firm’s annual returns
(adjusted for value-weighted market returns) and annual EPS (before extraordinary items and
discontinued operations) over the previous 10 years.

Standard deviation of the returns is the standard deviation of the firm’s annual returns
(adjusted for value-weighted market returns), computed over the previous 10 years.

Market-adjusted returns are compounded monthly returns, adjusted for value-weighted
market returns.

Number of analysts following is obtained from the IBES data.

(after adjusting for market returns), −2.5%, which is significantly below zero.
This is probably caused by the sample’s large firm bias (as large firms tend to
earn lower returns). Finally, on average, the number of analysts following the
firms has a mean of 8.9 and a median of 9.

Table 3B tabulates the correlation matrix for the variables appearing in the
primary regression. There is a significant negative correlation between disclo-
sure scores DISCLEV and large stock option exercises OPEX (r = −0.097),
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Table 3B. Pearson correlations for variables appearing in the regression model (N = 359).

OPEX GRANT SIZE CORR STDEV PERF ANA

DISCLEV −0.097∗ 0.074 0.297∗∗∗ −0.026 −0.095∗ −0.016 0.032
OPEX −0.027 −0.139∗∗∗ 0.027 0.015 0.171∗∗∗ −0.024
GRANT 0.175∗∗∗ −0.105∗∗ 0.115∗∗ 0.025 −0.008
SIZE −0.311∗∗∗ −0.282∗∗∗ −0.004 0.198∗∗∗
CORR 0.040 −0.061 −0.117∗∗
STDEV 0.038 −0.039
PERF −0.068

Notes: DISCLEV is the disclosure scores. The reported scores are transformed to industry-year
percentiles through the following: (rank−1) / (number of firms−1).

OPEX is coded as 1 if the observation has abnormally large option exercises during the
year. See Table 1 for the definition of abnormally large option exercises.

GRANT is the ratio of the Black–Scholes values of stock option grants to total compen-
sation, averaged across the five most highly paid executives.

SIZE is the log of firms’ market value (price multiplied by number of common shares
outstanding) at the beginning of the fiscal year.

CORR is the correlation between earnings and returns, computed between firms’ annual
returns (adjusted for value-weighted market returns) and annual EPS (before extraordinary
items and discontinued operations) over the previous 10 years.

STDEV is the standard deviation of firms’ annual returns (adjusted for value-weighted
market returns) over the previous 10 years.

PERF is the market-adjusted returns, obtained by compounding monthly returns and then
adjusting for value-weighted market returns.

ANA is the log form of (1 + number of analysts).
∗Significant at the 0.10 level (two-tailed).
∗∗Significant at the 0.05 level (two-tailed).
∗∗∗Significant at the 0.01 level (two-tailed).

consistent with our hypothesis for the bad news subsample. Consistent with
previous research, DISCLEV is positively associated with the size variable
SIZE (r = 0.297) and negatively associated with one of the information asym-
metry variables STDEV (r = −0.095). The option grant variable GRANT is
positively correlated with SIZE (r = 0.175), suggesting that larger firms are
more likely to use options as a form of compensation. Furthermore, GRANT
and CORR have a negative correlation (r = −0.105) but GRANT and STDEV
have a positive correlation (r = 0.115). As lower CORR and higher STDEV
imply higher information asymmetry, these two correlation coefficients sug-
gest that the use of stock option grants is related with greater information
asymmetry. The correlation with the highest absolute value is between CORR
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and SIZE (r = −0.311). We believe that this poses no serious multicollinear-
ity problem for the model.16

5.2. Regression results from partitioned samples

We divide the sample based on news type. This process yields a bad news sub-
sample containing 166 firm-years and a good news subsample containing 193
firm-years. Table 4 contains results of model estimations for this subdivision.
The first column is for the good news subsample, whereas the second col-
umn for the bad news. Both models are significant with adjusted R2 of 6.10%
and 15.18%, respectively. The variable of interest is OPEX. The results show
that it is significantly negative (Newey–West t-statistics = −2.246) in the
bad news regression yet is insignificant in the good news regression. GRANT
is significant and positive in the bad news regression (t-statistics = 1.719),

Table 4. Regression models for the sample partitioned by good and bad news.

Good news Bad news

Constant −0.330 [−1.095] −0.935∗∗∗ [−3.306]
OPEX 0.046 [0.893] −0.094∗∗ [−2.246]
GRANT −0.885 [−0.670] 0.238∗ [1.719]
SIZE 0.141∗∗∗ [3.159] 0.219∗∗∗ [4.852]
CORR 0.057 [0.870] 0.077 [1.452]
STDEV 0.007 [0.053] −0.041 [−0.260]
PERF −0.259∗∗∗ [−2.831] 0.212∗ [1.749]
ANA −0.055 [−1.147] 0.045 [1.066]
N 166 193
F-statistics 2.53 (p < 0.05) 5.91 (p < 0.00)
Adjusted R2 6.10% 15.18%

Notes: Bad news firms are those experiencing a negative annual return, com-
puted as the market-adjusted compounded monthly return. If a firm experi-
ences a positive annual return, then the firm is in the good news category. All
variables are as defined in Table 3B. Newey–West t-statistics are reported in
square brackets.
∗Significant at the 0.10 level (two-tailed).
∗∗Significant at the 0.05 level (two-tailed).
∗∗∗Significant at the 0.01 level (two-tailed).

16We tested the model’s sensitivity to the correlation between SIZE and other independent
variables by dropping the variable SIZE from the regression. The results pertaining to OPEX
remained unchanged.
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confirming Nagar et al.’s (2003) finding that stock-based compensation miti-
gates the managerial disclosure agency problem by providing positive incen-
tives for disclosures. Thus, after we control the positive disclosure incentives
brought about by the grants of stock options, we obtain evidence supporting
our hypothesis that when there is bad news, executives’ decision to exercise
options will decrease the disclosure level but this may not be the case when
there is good news.

As for other control variables, SIZE is highly significant in both regres-
sions. In the bad news regression, there is evidence that PERF is posi-
tively associated with DISCLEV (t-statistics = 1.749); but in the good news
regression, the performance variable is unexpectedly negative (t-statistics =
−2.831).17

5.3. Results from regressions with interactions

We also form the interaction between option exercises and news type, and
estimate the following equation for the entire sample:

DISCLEVit = α0 + α1 OPEXit + α2 OPEXit × GOODNEWSit

+α3 GRANTit + α4 SIZEit + α5 CORRit + α6 STDEVit

+α7 PERFit + α8 ANAit + η, (2)

where the variable GOODNEWS (a 0/1 variable) is as previously defined.
We expect that the coefficient on OPEX×GOODNEWS to be positive. The
reason is that, relative to bad news firms, managers in good news firms will
have weaker incentives to conceal or distort real information when exercising
their options. Table 5 contains the results.

In the first column where the interaction term is absent from the model,
OPEX is not significant. In the second column, after adding the interaction
OPEX×GOODNEWS, OPEX becomes significantly negative with a Newey–
West t-statistics −2.024 (p < 0.05, two-tailed). Also, consistent with our
expectation, OPEX×GOODNEWS has a significantly positive coefficient (t-
statistics = 1.748). Thus, the impact of option exercises on disclosure levels is
conditioned on the news type because OPEX becomes significantly negative
only after we control the news type by adding the interaction term. Of the

17The difference in the findings between our paper and prior research (e.g., Lang and Lundholm,
1993; Nagar et al., 2003) could be due to different sample size and sample period examined.
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Table 5. Regression model including the interaction term as independent variable.

Without interaction With interaction

Constant −0.646∗∗∗ [−3.165] −0.665∗∗∗ [−3.280]
OPEX −0.036 [−1.070] −0.088∗∗ [−2.024]
OPEX×GOODNEWS 0.113∗ [1.748]
GRANT 0.051 [0.534] 0.040 [0.424]
SIZE 0.178∗∗∗ [5.717] 0.181∗∗∗ [5.843]
CORR 0.061 [1.448] 0.054 [1.299]
STDEV −0.023 [−0.186] −0.021 [−0.185]
PERF −0.003 [−0.052] −0.074 [−1.192]
ANA −0.014 [−0.425] −0.014 [−0.437]
N 359 359
F-statistics 5.42 (p < 0.01) 5.20 (p < 0.01)
Adjusted R2 7.95% 8.57%

Notes: Variable GOODNEWS (having positive market-adjusted annual returns; a 0/1
variable) is as defined in Table 4. All other variables are as defined in Table 3B. Newey–
West t-statistics are reported in square brackets.
∗Significant at the 0.10 level (two-tailed).
∗∗Significant at the 0.05 level (two-tailed).
∗∗∗Significant at the 0.01 level (two-tailed).

control variables, SIZE is significant with a positive sign in both models at
the 0.01 level. This indicates that larger firms tend to have higher AIMR
ratings, consistent with Lang and Lundholm (1993).

In summary, we find consistent evidence supporting H1. For bad news
subsample, the coefficient on OPEX is negative and significant; for good news
subsample, the negative relationship between option exercises and disclosures
is absent. We obtain similar results by analyzing the interaction term using
the whole sample. Thus, our finding suggests that it is important that we take
different settings into consideration when we attempt to assess the impact of
option exercises on disclosures.

6. Discussion and Conclusion

The purpose of this paper is to examine whether stock option exercises and
discretionary disclosures are related. In doing so, we also test the assertions
of some business commentators (e.g., Clambering back up, 2002) that stock
option exercises create incentives for managers to manipulate disclosures
opportunistically. Our evidence shows that option exercises are negatively
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related to the disclosure level for a subset of firms that are experiencing neg-
ative market-adjusted returns. Thus, our study finds limited support for the
observation made by certain politicians and by members of the business press
(e.g., Use and abuse, 2002).

We contribute to the literature by extending two recent studies that exam-
ine the managerial incentives created by stock options. We extend Nagar et al.
(2003) by showing that stock options not only can affect disclosures when the
options are granted, but also can affect disclosures in the period when they are
exercised if the amount of options exercised is large and if the firm has bad
news. Thus, we show that stock options can induce ex post opportunism in cer-
tain settings, and this effect is incremental to the effect documented by Nagar
et al. (2003). Further, we extend Bartov and Mohanram (2004) by showing
that the opportunistic effect that they find in periods of abnormally high option
exercises can be generalized beyond discretionary accruals. Specifically, we
show that managers in bad news firms can also behave opportunistically with
respect to other types of accounting disclosures.

Like all research, our study has certain limitations. Our study does not
pair the compensation received by an executive with the option exercising
activities carried out by that same individual. Instead, the compensation and
option exercise information is aggregated across individual executives to form
firm-level measurements. Measuring option exercises and compensation at the
firm level corresponds to the level of disclosure measured at the firm level.
However, in doing so, we implicitly assume that the same group of managers
both make disclosure decisions and exercise options. To the extent that this
assumption does not hold in practice, measuring variables at the firm level
introduces noise into our empirical tests.

Also, we note that managers’ opportunistic behavior in the context of
executive compensation and private information might not be suboptimal. For
example, allowing managers to exploit inside information may allow firms to
adjust compensation levels when recontracting costs are nonzero (Manne,
1966; Carlton and Fischel, 1983).

We suggest several areas for future research. First, a new proxy for disclo-
sure levels is necessary to overcome the large firm bias in AIMR ratings and to
extend the time period beyond what is examined by this study. Second, other
possible research venues (e.g., survey or experimental economics research)
could be explored to investigate the impact of stock option exercises on the
level of disclosure in a more controlled setting. Finally, the endogeneity of
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option exercises and the simultaneity between option exercises and disclosure
levels should be addressed. For this purpose, the determinants of option exer-
cises should be identified at both theoretical and empirical levels. We leave
this task for future research.
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We find that profit warnings result in negative industry effects, which indicate that profit warn-
ings convey negative industry information rather than favorable information for industry rivals
about the competition. Multivariate analyses show that profit warnings carry stronger industry
signals when the warning firm has a greater stock price adjustment, are larger, and have more
analyst coverage. The adverse industry effects in response to profit warnings are attenuated
since the inception of Regulation Fair Disclosure (RFD). However, the sensitivity of industry
effects to the warning firm’s stock price adjustment and size has increased since RFD. Adverse
industry effects are also attenuated when market sentiment is more favorable.

Keywords: Profit warnings; industry effects; regulation; fair disclosure.

1. Introduction

The market response to earning information is well documented. Earning
announcement effects have been detected in numerous studies, such as Brown
(1978), Watts (1978), and Rendleman et al. (1982). More recently, researchers
have studied the market reaction to profit warnings issued by firms, which
indicate lowered profit expectations on the part of management. Profit warning
announcement effects have been found by studies such as Libby and Tan
(1999), Heflin et al. (2003), and Jackson and Madura (2003). Less is known
about whether the market perceives a profit warning to be firm-specific or
to have industry-wide implications. If a firm’s profit warning results from
underlying conditions that are industry-wide, the impact should spread beyond

∗Corresponding author.
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the individual firm to other industry firms as the market revalues nonwarning
firms in response to the information.

Our first objective is to determine whether profit warnings convey informa-
tion only about the warning firms or whether they also carry implications for
the corresponding industries. Second, we analyze the conditions under which
warnings carry information about the corresponding industries. As part of
this analysis, we examine the effect of Regulation Fair Disclosure (RFD) on
the industry response to profit warnings. If firms increase the frequency with
which they release information, the information content of each announce-
ment could be reduced. Similarly, if more firms within an industry release
information, the industry prices will more quickly adjust to include industry-
wide information, and the information content of an individual announcement
for industry firms could be reduced.

Overall, we find evidence of significant negative industry effects in
response to profit warnings. In addition, our multivariate analyses indicate
that industry effects are significantly related to firm, industry, and market
characteristics.

2. Related Literature and Hypotheses

2.1. Related literature

There is substantial evidence that a firm’s profit warning announcements con-
tain valuable information about the firm. Evidence also shows that some firm-
specific announcements convey industry-wide information. Akhigbe et al.
(1997) find evidence that a bond rating downgrade inflicts damage on the
corresponding industry of the downgraded firm. Lang and Stulz (1992) detect
negative industry effects due to bankruptcy announcements. Other studies
show that more subtle forms of information can alter the valuations of firms
in the same industry. Foster (1981) and Clinch and Sinclair (1987) find industry
effects in response to earning announcements, whereas Firth (1996), and Laux
et al. (1998) detect industry effects in response to dividend announcements.
However, Hertzel (1991) finds that although firm-initiated announcements
of stock repurchases affect the values of the repurchasing firms, they have
negligible effects on other firms in the same industry.

Our research focuses on profit warnings, not actual earning announce-
ments or earning forecasts by analysts. Profit warnings are unique in that they
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disclose the firm’s perspectives that the market expectations of its profits are
too high. Although a warning does not represent a report of recent quarterly
earnings, it could be seen as indicative of negative future performance that the
management has voluntarily disclosed. As profit warnings may result from
the firm’s inside information, they should contain more reliable information
than bond rating downgrades issued by independent agencies.1

The underlying cause for the warning could be firm-specific or the result of
conditions that affect the corresponding industry. If the underlying conditions
that precipitate a firm’s profit warnings are unique to the firm, a profit warn-
ing may affect only the firm. However, if the underlying conditions reflect
industry-wide factors, the effects of the warning may spill over to industry
rivals. Even though this information is firm-specific, it could be attributed to
industry-wide weakness, and should be a cause for industry concern.

Alternatively, bad news about the firm may create opportunities for rival
firms. Such competitive effects have been tested and detected for specific
types of bankruptcy events by Lang and Stulz (1992) and for specific types
of dividend reductions by Laux et al. (1998).

2.2. Factors that could influence industry effects

The impact of a firm’s profit warnings on other firms could be attributed to
the following factors.

Regulation fair disclosure. RFD requires that all material information dis-
closed by a firm is simultaneously released to all investors, not only to analysts,
institutional investors, or any other special-interest group. The SEC imple-
mented this rule because of widespread evidence of selective disclosure to
analysts. Heflin et al. (2001) assess stock price volatility surrounding earning
announcements before and after RFD and conclude that RFD does not reduce
the amount of information to the public before an earning announcement.
Similarly, Bailey et al. (2003) find no increase in volatility around earning
announcements following RFD. Jackson and Madura (2006) find that the
negative valuation effects of profit warnings are reduced following the intro-
duction of RFD, and that the information leakage is reduced. These results

1A small proportion of profit warnings are issued because the expected earnings are more
favorable than market expectations. This type of profit warning is not considered in this study.
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suggest that the market is more informed about firm-specific information that
could shock the share price.

Bailey et al. (2003) find that firms more frequently provide voluntary
disclosures following RFD. To the extent that the public has access to more
information following RFD, industry conditions could already be reflected in
stock prices before a firm issues a profit warning. Investors should not need to
rely as heavily on profit warning information about a firm to derive valuations
of other firms in the industry. Thus, industry effects from profit warnings
should be reduced since the inception of RFD.

It is also possible that the contrasting market conditions of the two time
periods affect the industry response. From an ex post perspective, a bull market
existed during the pre-RFD period, whereas a bear market existed during the
post-RFD sample. However, the market participants would not necessarily
have recognized these differences on an ex ante basis. We control market
sentiment at the time of each profit warning with a market sentiment variable.
To the extent that investors consider macroenvironment when assessing the
market, they may punish related industry stocks to a smaller degree when
market sentiment is more favorable.

Size of the surprise contained in the profit warning. A larger surprise
(revised estimate of earnings relative to expected earnings) represented by
the profit warning should emit a larger signal and cause more pronounced
industry effects.

Revaluation of the warning firm. If a firm experiences no stock price
adjustment from issuing a profit warning, the market must have already pro-
cessed the information or does not view the information to be relevant. In
this case, the effect on the industry should be negligible. Conversely, if the
profit warning contains new information, as evidenced by the size of the reval-
uation of the firm that issues the warning, and the warning contains indus-
try information, then we expect the market to inflict more damage on the
industry.

Size of the warning firm. The profits of larger firms are more likely to reflect
industry conditions, whereas the profits of smaller firms could be attributed to
situations regarding a single supplier, a single customer, or other firm-specific
conditions. Hong et al. (2000) suggest that bad news of a well-known firm
that has a greater presence in the market is expected to emit a stronger signal
about industry conditions. As large firms control a larger market share, their
financial conditions are more likely to indicate information about the industry.
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We, therefore, hypothesize that the profit warnings of larger firms will emit
more pronounced industry signals.

Analyst coverage of the warning firm. Ivkovic and Jegadeesh (2004) assess
the information content of analyst forecasts and note that market participants
clearly value analysts’ forecasts. To the extent that analysts rely on profit
warnings as an indicator of the industry, profit warnings by firms with a greater
degree of analyst coverage may convey more information. In addition, those
firms that receive more coverage tend to receive more media attention, and
their profit warnings may reach a wider set of investors, who could act on
the signal emitted. The relatively larger collective action will result in more
pronounced industry effects. Bhushan (1989) points out that analyst coverage
is strongly correlated with firm size. Thus, we also expect warnings by firms
with larger numbers of analysts to have greater industry effects.

Sequence of the profit warnings. A profit warning that is the first in the
industry within a given quarter could be expected to signal more valuable
information about the industry than subsequent profit warnings in the same
industry in that same quarter. The subsequent warnings may have been par-
tially anticipated, and the market response attenuated, if the market detected
the industry signal from the first warning in the quarter for the correspond-
ing industry. However, a counterargument is that subsequent announcements
could signal underlying industry problems, as more than one firm in the indus-
try has issued a warning.

3. Sample Selection

We obtain our sample of profit warnings from First Call. The First Call
database is a comprehensive record of profit forecasts by firms along with
the concurrent analyst consensus forecasts for each firm. The CRSP database
is our source of stock price information and firm market values. Compustat is
our source for SIC codes used for industry matching and for sales data used
in construction of the Herfindahl index.2

First Call surveys analysts and compiles a consensus forecast, which is
made available to the public via the electronic media. The individual analyst
forecasts are not made public by First Call, but in some cases are publicized

2The Herfindahl index is a measure of the degree of industry concentration (see, e.g., Lang and
Stultz, 1992).
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by the analysts themselves. There is no set timing of a profit warning by a firm
in relation to First Call’s consensus estimate. In some cases, the firm responds
to First Call’s estimate with a public profit warning and in other cases the
timing of the firm’s profit warning is based on other factors. In the event that
both the firm and First Call provide profit estimates, the data are presented
in First Call on a similar basis (i.e., extraordinary income is indicated where
relevant).

Our initial data set includes all profit forecasts made by firms between
October 1, 1998 and September 30, 2001 as recorded in the First Call database.
After applying several screens that are described next, our final sample con-
sists of 1421 profit warnings. Table 1 summarizes the sample determination
process. During our sample time period, First Call has information on 7766
announcements by firms regarding profit expectations.First Call uses a coding
system to classify announcements based on the nature of the information. We
drop 2860 announcements that confirm analysts’ forecasts (First Call code

Table 1. Sample determination.

Number of
announcements

Total announcements in First Call during sample period 7766
Confirm analyst forecasts (First Call code M) 2860
Remaining 4906
Warning within the prior 2 weeks 99
Remaining 4807
Missing data (CRSP or Compustat) 1004
Remaining 3803
REITs 58
Remaining 3745
Convey positive news (First Call code E) 646
Remaining 3099
Missing analyst forecasts or company guidelines 1203
Number of analysts not available 365
Remaining 1531
Misclassified by First Call 93
Remaining 1438
No industry firms with same 4-digit SIC code 17
Final sample 1421

Notes: This table reports the process by which the sample is determined. The
final sample consists of 1421 profit warnings issued by firms between October
1, 1998 and September 30, 2001.
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M), leaving 4906 announcements that provide new information to investors.
As firms often make multiple forecasts in a single announcement, these 4906
announcements include forecasts for 6204 quarters or years. We limit our anal-
ysis to one forecast per announcement and keep the forecast for the period
end that is closest to the announcement date. If a firm warns about annual and
quarterly profits with the same period end, we use the annual warning. Of
these 4906 forecasts, we eliminate 99 forecasts by firms that warned within
the prior 2 weeks.

The requirement that returns are available in CRSP and that SIC codes
and sales data are available from Compustat eliminates 1004 announcements.
As the inclusion of REITs and mutual funds has been shown to distort the
results for other types of firms (see, e.g., Ling and Ryngaert, 1997), we also
drop 58 forecasts by REITS or mutual funds, reducing our sample to 3745
announcements. A small portion of these announcements conveys favorable
information about future profits (First Call code E). As our focus is on profit
warnings, we drop the 646 announcements with positive news.

We are left with the announcements that First Call defines as profit warn-
ings (First Call code D): announcements that indicate that the firm will fall
short of the analyst consensus estimates, or announcements indicating that
the firm’s performance will be at the lower end of a range of analysts’ fore-
casts. In the absence of consensus estimates, First Call classifies firm fore-
casts as warnings if the new forecast indicates erosion in profits relative to
the previously announced projections. We drop 1203 announcements that are
missing either analyst forecasts or company-issued guidelines in the First Call
data. This requirement reduces our sample to 1896 profit warnings. Requir-
ing data on the number of analysts eliminates 365 firms, reducing the sample
to 1531 warnings. We delete an additional 93 announcements that are clas-
sified as profit warnings (First Call code D), but have analyst forecasts that
are lower than the company guidelines. We also drop 17 firms for which
no industry firms (using 4-digit SIC codes) are available. Our final sample
consists of 1421 announcements by firms that profits will fall short of prior
estimates.

4. Descriptive Statistics

Descriptive statistics for the sample are displayed in Table 2 for the whole
sample and also partitioned for periods before and after RFD. Results are also
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Table 2. Descriptive statistics for a sample of firms that issue profit warnings.

Whole sample Surprise %

Mean Median ≤10% −10% −5% −1%
to −5% to −1% to 0%

Analysts forecast ($)
Whole sample 0.461 0.295 0.115 0.085 0.264 0.543
Pre-RFD 0.470 0.310 0.053 0.074 0.278 0.555
Post-RFD 0.454 0.280 0.171 0.095 0.254 0.534

Profit warnings ($)
Whole sample 0.458 0.295 0.098 0.078 0.258 0.543
Pre-RFD 0.468 0.310 0.045 0.067 0.271 0.555
Post-RFD 0.451 0.280 0.146 0.089 0.248 0.533

Surprise ($)
Whole sample −0.002 0.000 −0.017 −0.007 −0.006 −0.001
Pre-RFD −0.002 0.000 −0.008 −0.007 −0.006 −0.001
Post-RFD −0.003 0.000 −0.025 −0.007 −0.006 −0.001

Surprise
Whole sample −0.013 0.000 −0.253 −0.066 −0.022 −0.001
Pre-RFD −0.013 0.000 −0.219 −0.066 −0.020 −0.001
Post-RFD −0.014 0.000 −0.283 −0.066 −0.023 −0.001

Number of analysts
Whole sample 8.4 7.0 7.2 6.7 8.2 8.6
Pre-RFD 7.7 6.0 6.5 7.4 7.3 7.9
Post-RFD 9.0 8.0 7.8 6.0 8.9 9.2

Firm market value ($ millions)
Whole sample 6599.9 1055.7 1426.8 1907.3 7594.2 6599.9
Pre-RFD 5319.6 845.6 724.9 1522.0 6901.6 5319.6
Post-RFD 7560.2 1217.9 2050.7 2292.6 8066.5 7560.2

Number of observations
Whole sample 1421 1421 34 44 296 1047
Pre-RFD 609 609 16 22 120 451
Post-RFD 812 812 18 22 176 596

Percent of observations
Whole sample (%) 100.0 100.0 2.4 3.1 20.8 73.7
Pre-RFD (%) 100.0 100.0 2.6 3.6 19.7 74.1
Post-RFD (%) 100.0 100.0 2.2 2.7 21.7 73.4

Note: The descriptive statistics are for a sample of 1421 profit warnings issued by firms between
October 1, 1998 and September 30, 2001. Statistics are also reported separately for the 609
warnings during the time prior to October 23, 2000, when RFD became effective and for the
812 warnings following the implementation of RFD. Analyst forecasts and profit warnings are
obtained from First Call. Surprise ($) is calculated as (profit warning–analyst forecast). Surprise
is calculated as (surprise ($)/absolute value of analyst forecast). Firm market value is determined
1 month (20 trading days) prior to the announcement.
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broken out by the size of the surprise, where the surprise is the percentage
deviation of the firm’s warning from the absolute value of the mean analyst
forecast. Table 2 shows that the mean (median) analyst forecast for the whole
sample is $0.461 ($0.295), whereas the mean (median) firms’ profit warning
is $0.458 ($0.290). For firms with the worst surprises (−10% or lower), the
mean analyst forecast is $0.115. The mean analyst forecasts for the surprise
ranges from −10% to −5%, from −5% to −1%, and from −1% to 0% are,
respectively, $0.085, $0.264, and $0.543. The corresponding profit warnings
for the four surprise ranges are $0.098, $0.078, $0.258, and $0.543.

During the pre- (post-) RFD period, the mean analyst’s forecast is $0.470
($0.454). The mean profit warning is $0.468 ($0.451). The mean analyst
forecasts for the surprise ranges of −10% or lower, from −10% to −5%,
from −5% to −1%, and from −1% to 0% during the pre- (post-) RFD period
are, respectively, $0.053, $0.074, $0.278, and $0.555 ($0.171, $0.095, $0.254,
and $0.534). The corresponding profit warnings for the four surprise ranges
during the pre- (post-) RFD period are $0.045, $0.067, $0.271, and $0.555
($0.146, $0.089, $0.248, and $0.533).

The surprise in dollars is calculated as the difference between the analyst
forecast and the firm’s profit warning. The surprise is relatively small in dollar
terms. For the whole sample, the mean percentage surprise is −1.3%, and
for the pre- (post-) RFD period, it is −1.3% (−1.4%). These descriptive
statistics demonstrate that profit warnings are frequently issued even if the
firm’s expectations differ only slightly from the consensus forecast, as a small
adjustment in earning expectations can have a large effect on future cash flow
expectations and therefore on stock valuations.

Sample firms have, on average, 8.4 analysts following them. During the
pre- (post-) RFD period, the average number of analysts is 7.7 (9.0). For the
four surprise ranges, the mean numbers of analysts following the firms during
the pre- (post-) RFD period are 6.5, 7.4, 7.3, and 7.9 (7.8, 6.0, 8.9, and 9.2).
On average, the market value of sample firms in millions is $6,599.9, with
an average pre- (post-) RFD market value of $5319.6 ($7560.2). The mean
market values in millions by surprise range for the pre- (post-) RFD peri-
ods are $724.9, $1522.0, $6901.6, and $5319.6 ($2050.7, $2292.6, $8066.5,
and $7560.2). Our sample period spans the time from October 1, 1998 to
September 30, 2001, with roughly 2 years falling prior to the October 23,
2000 effective date of RFD and 1 year after that date. Less than half (609)
of our profit warnings occur during the time prior to effective date for RFD,
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whereas the remainder (812) occur during the time following the effective
date of RFD.

5. Industry Effects

Panel A of Table 3 reports announcement returns for sample firms and their
corresponding industry effects for days −5 to +5 relative to the announcement
date. Because we expect larger firms to better reflect industry conditions, we
calculate return averages as value-weighted averages. Sample firm market
values as of 20 days prior to the profit warnings serve as the weights. Industry
effects are determined using portfolios of other firms with the same 4-digit SIC
code. The industry portfolio return is calculated as the value-weighted3 return
for industry firms. Daily abnormal returns are derived using the market model
based on a 200-day estimation period for sample firms and their corresponding
industries. The CAR for days −20 to −1 measures the leakage prior to the
announcements.

Examination of the sample firm returns shows that market participants
clearly consider the profit warnings to be informative, which is consistent with
the findings of Jackson and Madura (2003). Sample firm returns are negative
and significant on several days near the announcement, with a −6.69% mean
(−5.38% median) CAR for days 0 to +1. In addition, industry effects are
negative and significant on several days around the announcement for the
sample as a whole, with a −1.23% mean (−0.25% median) CAR for days
0 to +1. Figure 1 provides a comparison of abnormal returns of the firms
issuing profit warnings to those of their corresponding industry portfolios.

5.1. Industry effects partitioned by pre- and post-RFD

The implementation of RFD requires major changes in the manner in which
firms release information. Consequently, Panels B and C of Table 3 examine
the impact of those changes on the industry information contained in profit
warnings. Specifically, we examine industry effects partitioned by pre- and
post-RFD. The industry effects are negative and significant on days 0 and +1

3Industry portfolio returns are computed by weighting each firm’s return by its market capi-
talization.



June 8, 2007 2:40 spi-b483 Advances in Quantitative Analysis of Finance and Accounting: Vol.5 ch05

Profit Warnings 95

Table 3. Industry effects in response to profit warning announcements.

Day Sample firms Industry portfolios

Mean Median Mean Median

Panel A. Whole sample
−5 0.357∗∗∗ −0.205∗∗ 0.058 −0.101
−4 −0.360∗∗∗ −0.321∗∗∗ 0.324∗∗∗ −0.025
−3 −0.029 −0.194∗∗∗ 0.112∗ −0.108
−2 −0.548∗∗∗ −0.315∗∗∗ −0.461∗∗∗ −0.107∗
−1 −1.295∗∗∗ −0.440∗∗∗ −0.438∗∗∗ −0.084∗

0 −3.190∗∗∗ −1.794∗∗∗ −0.943∗∗∗ −0.074∗
+1 −3.502∗∗∗ −1.599∗∗∗ −0.287∗∗∗ −0.227∗∗∗
+2 −0.404∗∗∗ −0.266∗ −0.083 −0.097
+3 −0.283∗∗∗ −0.158 −0.288∗∗∗ 0.134∗∗∗
+4 0.282∗∗∗ −0.182∗ 0.172∗∗∗ −0.118
+5 0.562∗∗∗ −0.062 0.085 −0.045

0 to +1 −6.692∗∗∗ −5.383∗∗∗ −1.230∗∗∗ −0.251∗∗∗
−20 to −1 −4.337∗∗∗ −3.162∗∗∗ −1.410∗∗∗ −0.147

Panel B. Pre-RFD
−5 0.105 −0.342∗∗ 0.162∗∗∗ −0.031
−4 −0.744∗∗∗ −0.448∗∗∗ 0.085 −0.002
−3 −0.148 −0.436∗∗∗ 0.069 −0.177∗
−2 −0.622∗∗∗ −0.370∗∗∗ 0.008 −0.113
−1 −0.950∗∗∗ −0.421∗∗∗ −0.375∗∗∗ −0.161∗∗∗

0 −7.608∗∗∗ −3.123∗∗∗ −1.054∗∗∗ −0.098
+1 −3.567∗∗∗ −2.559∗∗∗ −0.226∗∗∗ −0.178∗∗∗
+2 0.299 −0.301 −0.333∗∗∗ −0.134
+3 −0.779∗∗∗ −0.182 −0.488∗∗∗ 0.134∗∗∗
+4 0.226 −0.208 0.424∗∗∗ −0.153∗
+5 −0.035 −0.214 −0.057 −0.155

0 to +1 −11.175∗∗∗ −9.447∗∗∗ −1.280∗∗∗ −0.255∗∗
−20 to −1 −5.649∗∗∗ −5.123∗∗∗ −1.024∗∗∗ −1.171∗∗
Panel C. Post-RFD

−5 0.490∗∗∗ −0.134 0.003 −0.123
−4 −0.157 −0.199∗∗ 0.450∗∗∗ −0.026
−3 0.033 −0.115∗∗ 0.135 −0.030
−2 −0.509∗∗∗ −0.233∗∗∗ −0.709∗∗∗ −0.106∗
−1 −1.478∗∗∗ −0.481∗∗∗ −0.471∗∗∗ 0.013
0 −0.858∗∗∗ −1.158∗∗∗ −0.884∗∗∗ −0.050

+1 −3.468∗∗∗ −1.203∗∗∗ −0.319∗∗∗ −0.252∗∗∗
+2 −0.776∗∗∗ −0.232 0.049 −0.034
+3 −0.022 −0.128 −0.182∗∗ 0.135∗∗∗

(Continued)
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Table 3. (Continued)

Day Sample firms Industry portfolios

Mean Median Mean Median

+4 0.311∗∗∗ −0.150 0.040 −0.051
+5 0.877∗∗∗ 0.036 0.160∗∗ 0.002

0 to +1 −4.326∗∗∗ −3.165∗∗∗ −1.203∗∗∗ −0.247∗∗∗
−20 to −1 −3.644∗∗∗ −1.914∗∗∗ −1.614∗∗∗ 0.498

Notes: This table reports abnormal returns around the announcements of 1421 profit warnings.
Mean returns are value-weighted, using sample firm market values as of 20 days prior to
the announcements as weights. Industry portfolio returns are the value-weighted returns of
portfolios of other firms with the same 4-digit SIC codes as sample firms. The CAR for days
0 to +1 (−20 to −1) is the sum of the returns for days 0 and +1 (days −20 to −1).
∗Statistically significant at 10% level.
∗∗Statistically significant at 5% level.
∗∗∗Statistically significant at 1% level.

during both the pre- and post-RFD periods, but are more pronounced in the
pre-RFD period.

5.2. Industry effects partitioned by SIC classification

Table 4 shows the breakdown by SIC classification for the whole sample and
for the pre- and post-RFD periods. Manufacturing firms dominate the sample,
comprising 60% of all profit warnings. During the pre- (post-) RFD period,
manufacturing firms account for 56.96% (62.19%) of firm warnings. Retail
trade and the service sector follow manufacturing in the number of warnings
with retail sector accounting for 12.10% of the whole sample, and 13.58% and
10.96% for the pre- and post-RFD periods, respectively, whereas the service
sector accounts for 11.33% (whole sample), 11.95% (pre-RFD), and 10.84%
(post-RFD).

The announcement returns for sample firms for nearly all the SIC
classifications are negative and significantly different from zero. Agricul-
ture, wholesale trade, finance, insurance, and real estate, services, and public
administration are SIC classifications in which the industry effects for the
whole sample are not significantly different from zero. Two of those indus-
tries (agriculture and public administration) have less than 10 profit warn-
ing announcements in the whole sample. Overall, the results suggest that the
industry effects detected in our analysis are not confined to a particular industry
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Figure 1. Comparison of abnormal returns of sample firms and industry portfolios. This
figure shows value-weighted mean abnormal returns around the announcements of 1421 profit
warnings between October 1, 1998 and September 30, 2001.

or sector.4 The following cross-sectional analyses offer some insight on the
impact of certain firm, industry, and market characteristics on the industry
effects.

5.3. Industry effects partitioned by size of the surprise

Table 5 examines returns partitioned by the size of the surprise. Results show
that for sample firms, the mean CARs for days 0 to +1 are generally more
pronounced for larger negative surprises within the whole sample, and both
the pre- and post-RFD periods. However, the mean returns do not decrease
monotonically with the size of the surprise. The industry effects appear to
be unrelated to the size of the surprise, and are significantly different from
zero primarily for smaller surprises. Similarly, sample firm leakage does not
decrease monotonically with the size of the surprise, and the industry response

4Although analysis of variance tests find significant differences among the industry effects
of the various industry classifications, Tukey pairwise tests find few significant differences.
Tukey results show that the only classification that differs somewhat consistently from other
classifications is public administration, which has only two observations.
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Table 4. Industry effects by SIC Industry Classification.

Standard industrial classification SIC code Sample firm CAR Industry port CAR # of Obs. % of Obs.

Mean Median Mean Median

Panel A: Whole sample
Agriculture, forestry, and fishing 0000–0999 −4.465 −0.009 0.515 0.009 8 0.56
Mining 1000–1499 −6.501∗∗∗ −0.035∗∗∗ −1.403∗ −0.010 36 2.53
Construction 1500–1999 −16.989∗∗∗ −0.134∗∗∗ −3.507∗∗ −0.032 8 0.56
Manufacturing 2000–3999 −7.061∗∗∗ −0.051∗∗∗ −0.856∗∗∗ −0.003∗∗ 853 60.03
Trans., commun., elec, gas, 4000–4999 −6.975∗∗∗ −0.038∗∗∗ −1.053∗∗∗ −0.003∗∗ 84 5.91

and san. svcs.
Wholesale trade 5000–5199 −8.057∗∗∗ −0.067∗∗∗ −0.553 0.005 54 3.80
Retail trade 5200–5999 −9.834∗∗∗ −0.067∗∗∗ −2.063∗∗∗ −0.004 172 12.10
Finance, insurance, and real estate 6000–6999 −7.245∗∗∗ −0.041∗∗∗ −0.472 −0.001 43 3.03
Services 7000–8999 −7.218∗∗∗ −0.077∗∗∗ −0.019 −0.003∗ 161 11.33
Public administration 9000–9999 −0.749 −0.011 −5.100 −0.049 2 0.14

Panel B: Pre-RFD
Agriculture, forestry, and fishing 0000–0999 −3.161 −0.009 0.422 0.007 6 0.98
Mining 1000–1499 −10.312∗∗∗ −0.035∗∗∗ −3.725∗∗∗ −0.012 17 2.78
Construction 1500–1999 −8.347 −0.057 0.823 0.000 2 0.33
Manufacturing 2000–3999 −9.978∗∗∗ −0.100∗∗∗ −1.028∗∗∗ −0.003 348 56.96
Trans., commun., elec, gas, 4000–4999 −12.130∗∗∗ −0.059∗∗∗ −1.509∗∗∗ −0.006∗∗ 34 5.56

and san. svcs.
Wholesale trade 5000–5199 −10.273∗∗∗ −0.081∗∗∗ 1.832∗∗∗ 0.005 18 2.95
Retail trade 5200–5999 −16.029∗∗∗ −0.108∗∗∗ −2.676∗∗∗ −0.002 83 13.58
Finance, insurance, and real estate 6000–6999 −9.845∗∗∗ −0.072∗∗∗ −1.215∗∗∗ −0.002 28 4.58
Services 7000–8999 −15.823∗∗∗ −0.130∗∗∗ −1.182∗∗∗ −0.005∗ 73 11.95
Public administration 9000-9999 — — — — 0 0.00

(Continued)
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Table 4. (Continued)

Standard industrial classification SIC code Sample firm CAR Industry port CAR # of Obs. % of Obs.

Mean Median Mean Median

Panel C: Post-RFD
Agriculture, forestry, and fishing 0000–0999 −15.908 −0.069 1.324∗∗ 0.014 2 0.25
Mining 1000–1499 −2.207∗ −0.029∗∗∗ 1.213 −0.001 19 2.34
Construction 1500–1999 −18.198∗∗ −0.166∗∗ −4.112∗∗ −0.044∗ 6 0.74
Manufacturing 2000–3999 −4.914∗∗∗ −0.031∗∗∗ −0.729∗∗∗ −0.003∗∗ 505 62.19
Trans., commun., elec, gas, 4000–4999 −4.752∗∗∗ −0.019∗∗∗ −0.856∗∗ 0.000 50 6.16

and san. svcs.
Wholesale trade 5000–5199 −6.815∗∗∗ −0.053∗∗∗ −1.890∗∗ 0.005 36 4.43
Retail trade 5200–5999 −3.713∗∗∗ −0.036∗∗∗ −1.457∗∗∗ −0.004 89 10.96
Finance, insurance, and real estate 6000–6999 −5.519∗∗ −0.022 0.021 0.002 15 1.85
Services 7000–8999 −5.333∗∗∗ −0.058∗∗∗ 0.236 0.000 88 10.84
Public administration 9000–9999 −0.749 −0.011 −5.100 −0.049 2 0.25

Notes:This table reports announcement CARs for days 0 to +1 for sample firms and industry effects by SIC code for a sample of 1421 profit
warnings between October 1, 1998 and September 30, 2001. Mean returns are value-weighted, using sample firm market values as of 20 days
prior to the announcements as weights. Abnormal returns are calculated using the market model. Industry portfolio returns are the value-weighted
returns of portfolios of other firms with the same 4-digit SIC codes as sample firms. Results are reported for the whole sample and partitioned by
pre- and post-RFD. p-Values for t-tests of the differences of the returns from zero are reported in parentheses.
∗Statistically significant at the 10% level.
∗∗Statistically singnificant at the 5% level.
∗∗∗Statistically singnificant at the 1% level.
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Table 5. Industry effects partitioned by size of the surprises.

Whole sample Surprise %

Mean Median ≤−10% −10% to −5% −5% to −1% −1% to 0%

Sample firm CAR (days 0 to +1)
Whole sample −6.69∗∗∗ −5.38∗∗∗ −8.85∗∗∗ −8.35∗∗∗ −6.40∗∗∗ −6.75∗∗∗
Pre-RFD −11.18∗∗∗ −9.45∗∗∗ −20.06∗∗∗ −22.18∗∗∗ −9.52∗∗∗ −11.56∗∗∗
Post-RFD −4.33∗∗∗ −3.17∗∗∗ −5.33∗∗ 0.84 −4.58∗∗∗ −4.30∗∗∗
Industry portfolio CAR (days 0 to +1)
Whole sample −1.23∗∗∗ −0.25∗∗∗ −0.96 0.83 −0.45∗∗ −1.51∗∗∗
Pre-RFD −1.28∗∗∗ −0.26∗∗ 0.08 −1.22 −0.64∗∗∗ −1.51∗∗∗
Post-RFD −1.20∗∗∗ −0.25∗∗∗ −1.29 2.19∗∗ −0.34 −1.50∗∗∗
Sample firm leakage (days −20 to −1)
Whole sample −4.34∗∗∗ −3.16∗∗∗ −1.89 −8.89∗∗∗ −3.86∗∗∗ −4.45∗∗∗
Pre-RFD −5.65∗∗∗ −5.12∗∗∗ −6.40∗∗ −10.22∗ −5.00∗∗∗ −5.81∗∗∗
Post-RFD −3.64∗∗∗ −1.91∗∗∗ −0.47 −8.01∗∗∗ −3.20∗∗∗ −3.76∗∗∗
Industry portfolio response to sample firm leakage (days −20 to −1)
Whole sample −1.41∗∗∗ −0.15 1.20 −4.14∗ −2.31∗∗∗ −1.11∗∗∗
Pre-RFD −1.02∗∗∗ −1.17∗∗ −3.48∗∗∗ 2.24 −1.36∗∗ −0.94∗∗
Post-RFD −1.61∗∗∗ 0.50 2.67 −8.38∗∗ −2.86∗∗∗ −1.19∗∗∗

(Continued)
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Table 5. (Continued)

Whole sample Surprise %

Mean Median ≤ −10% −10% to −5% −5% to −1% −1% to 0%

Number of observations
Whole sample 1421 1421 34 44 296 1047
Pre-RFD 609 609 16 22 120 451
Post-RFD 812 812 18 22 176 596

Note: This table reports abnormal announcement CARs for days 0 to +1 and leakage for a sample of 1421 profit warnings between October 1, 1998
and September 30, 2001. Leakage and industry response are measured as the CAR for days −20 to −1. Results are reported for the whole sample,
partitioned by pre- and post-RFD, and by percentage surprise ranges. Industry portfolio returns are the value-weighted returns of portfolios of other
firms with the same 4-digit SIC codes as sample firms. Abnormal returns are calculated using the market model. Mean returns are value-weighted,
with sample firm market values 20 days prior to the announcements as the weights. Asterisks indicate results of tests of differences from zero
(mean: t-test; median: signed rank test).
∗Statistically significant at the 10% level.
∗∗Statistically significant at the 5% level.
∗∗∗Statistically significant at the 1% level.
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to sample firm leakage is significantly different from zero primarily for smaller
surprises.

5.4. Industry effects partitioned by the revaluation of the
warning firm

Table 6 shows industry effects partitioned by various characteristics. Panel
A shows that industry effects are more pronounced when the firm’s stock
price response is more pronounced. That is, a profit warning that elicits a
larger drop in a firm’s stock price signals more negative information about the
corresponding industry. Results of tests of differences in the value-weighted
means and the medians, reported in the last row, show significant differences
between the industry effects of quartiles 1 and 4.

5.5. Industry effects partitioned by size of the warning firm

The relation between the sample firm size and industry effects is provided in
panel B of Table 6. In general, the industry effects are more pronounced for
large firms (quartile 4). Tests of differences show that the median returns, but
not the value-weighted means, differ significantly between quartiles 1 and 4.

5.6. Industry effects partitioned by analyst coverage of the
warning firm

The industry effects are assessed according to the number of analysts following
the firm that issued the profit warning in Panel C of Table 6. The effects are
more pronounced when the firms that issue the profit warnings are covered
by a large number of analysts (quartile 4).

Overall, our univariate results suggest that industry effects are more pro-
nounced when the firm issuing the profit warning is larger, has more analyst
coverage, and experiences a larger revaluation at the time of the warning.
To more comprehensively assess the conditions under which profit warnings
contain industry information, we turn now to multivariate analysis.

6. Multivariate Analysis

We employ cross-sectional regressions of the whole sample and of the sample
partitioned by pre- and post-RFD periods to more comprehensively examine
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Table 6. Industry effects partitioned by various characteristics.

Quartile Sample firm CARs (%) Industry effects (%)

Mean Median Mean Median

Panel A: Industry effects partitioned by revaluation of warning firms
Sample firm CAR
Quartile 1 −25.28∗∗∗ −21.94∗∗∗ −2.87∗∗∗ −0.62∗∗∗
Quartile 2 −9.45∗∗∗ −9.17∗∗∗ −1.02∗∗∗ −0.53∗∗∗
Quartile 3 −2.68∗∗∗ −2.61∗∗∗ −0.78∗∗∗ −0.33∗∗
Quartile 4 5.04∗∗∗ 2.91∗∗∗ −0.83∗∗∗ 0.53∗∗∗
p-value (quartile 1–quartile 4) 0.00 0.00

Panel B: industry effects partitioned by size of the warning firms
Sample
firm size
($ MM)

Quartile 1 182.90 −9.90∗∗∗ −7.99∗∗∗ 0.51∗∗∗ 0.30∗∗∗
Quartile 2 656.02 −8.77∗∗∗ −6.17∗∗∗ −0.38∗ −0.37∗∗
Quartile 3 2103.74 −6.18∗∗∗ −4.19∗∗∗ −0.54∗∗∗ −0.26∗∗
Quartile 4 23475.09 −6.66∗∗∗ −3.68∗∗∗ −1.33∗∗∗ −0.59∗∗∗
p-value (quartile 1–quartile 4) 0.27 0.00

Panel C: industry effects partitioned by analyst coverage of the warning firms
Analyst coverage Number

of analysts
Quartile 1 1.63 −10.29∗∗∗ −9.97∗∗∗ 0.11 0.14
Quartile 2 5.21 −7.05∗∗∗ −4.80∗∗∗ −0.46∗∗∗ −0.30
Quartile 3 9.63 −9.49∗∗∗ −5.49∗∗∗ −0.73∗∗∗ −0.39∗∗∗
Quartile 4 17.99 −5.89∗∗∗ −3.50∗∗∗ −1.44∗∗∗ −0.45∗∗∗
p-value (quartile 1–quartile 4)

0.09 0.00

Note: Abnormal returns are calculated using the market model. Mean returns are value-
weighted, using firm market values 20 days prior to announcement as the weights. p-Values
are for tests of differences in value-weighted means (t-test) and medians (Wilcoxon rank sum
test) between quartiles 1 and 4. Asterisks indicate results of tests of differences from zero
(mean: t-test; median: signed rank test).
∗ Statistically significant at the 10% level.
∗∗ Statistically significant at the 5% level.
∗∗∗ Statistically significant at the 1% level.

the variables that influence the industry effects of profit warnings. In addition
to the characteristics described earlier, we control other characteristics that
could affect the industry effects in response to profit warnings. Since Jackson
and Madura (2003) find statistically significant leakage for firms that issue
profit warnings, a leakage variable is included to capture the effect of any
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leakage prior to the profit warning. We control a firm’s growth prospects, as
a profit warning may reflect a more severe signal to a high-growth industry.
We include an industry concentration variable as Kohers (1999) shows that
dividend cuts carry stronger industry signals for less concentrated (more com-
petitive) industries. Thus, adverse industry effects may be attenuated for firms
in highly concentrated industries. We also control stock market sentiment, as
the industry effects could be influenced by market sentiment at the time of the
profit warning.

As discussed earlier, industry effects could be influenced by whether the
warning is the first quarterly warning or a subsequent warning for an industry.
We also expect adverse industry effects to be more pronounced in an indus-
try characterized as having a low degree of concentration, and for warnings
issued before the implementation of RFD. Thus, we include these variables
in our regressions to assess their influence on industry effects. We use an
RFD dummy variable to test the hypothesis of differences in industry effects
between the pre- and post-RFD periods. In addition, we test whether the effects
of some variables differ between the pre- and post-RFD periods through the
use of interactive variables.

We also examine the influence of firm size and analyst coverage on industry
effects. Small firms are more susceptible to firm-specific problems such as
those associated with a single supplier or customer. Thus, a profit warning of
a large firm is more likely to reflect industry information. Industry effects may
also be conditioned on analyst coverage, because firms with greater analyst
coverage have greater information flow to the market.

6.1. Multivariate model

To investigate the determinants of industry effects, we estimate the following
cross-sectional model:

IND = β0 + β1 RFD + β2 SURPRISE + β3 CAR + β4 FSIZE

+β5 ANALYSTS + β6 FIRST + β7 LEAKAGE

+β8 EARN/PRICE + β9 HINDEX + β10 SENTIMENT

+β11 RFD × CAR + β12 RFD × LEAKAGE

+β13 RFD × FSIZE + ε (1)

where IND is the 2-day (days 0 to +1) announcement cumulative abnormal
value-weighted return for a portfolio of industry rivals (constructed using
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4-digit SIC codes) of firms making profit warnings; RFD a dummy variable
assigned a value of 1 for profit warnings issued after the implementation
of RFD and 0 otherwise; SURPRISE the difference between the company’s
profit warning and the consensus estimate, scaled by the absolute value of the
consensus estimate; CAR the 2-day (days 0 to +1) announcement cumulative
abnormal return for the firm issuing the profit warning; FSIZE the size (natural
log of market capitalization) of the firm issuing the profit warning on day −20
relative to the profit warning; ANALYSTS the number of analysts covering
the firm issuing the profit warning; FIRST a dummy variable set equal to 1
for profit warnings that are the first for an industry within the quarter and
0 otherwise; LEAKAGE the firm’s CAR for the month (days −20 to −1)
before the profit warning;5 EARN-PRICE the earnings–price ratio of the firm
that issued the profit warning, and serves as an indicator of growth (higher
earnings–price ratio implies lower growth prospects); HINDEX the natural log
of one plus the Herfindahl index value for the respective industry. Following
Lang and Stulz (1992), we use the Herfindahl index as a proxy for the degree of
industry concentration. The Herfindahl index for each industry is computed as:

HI =
N∑

i=1


 Salesi

N∑
i=1

Salesi




2

(2)

where N is the number of firms in the industry.
Industries with relatively high (low) values of the Herfindahl index are

characterized as having a high degree of concentration (being more com-
petitive). SENTIMENT is an indicator of market sentiment according to the
recent runup in the market during the 20-day period prior to the profit warning,
measured by the holding period return on the CRSP value-weighted index.

In addition, three interaction terms are considered when assessing the
whole sample in order to capture the potential change in the sensitivity of
industry effects to characteristics of the firm that issued the profit warning.

RFD×CAR is an interaction term used to test for a change in the sensitivity
of industry effects to announcement CARs for warning firms since RFD.

5To mitigate the effects of outliers and improve the distributional properties of IND, CAR,
LEAKAGE, SURPRISE, RFD×CAR, and RFD×LEAKAGE, we winsorize the distributions
at the 5th and 95th percentiles.
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RFD × LEAKAGE is an interaction term used to test for a change in the
sensitivity of industry effects to the LEAKAGE for warning firms since RFD.

RFD × FSIZE is an interaction term used to test for a change in the sen-
sitivity of industry effects to the size of the firm that issued a profit warning
since RFD.

We provide results for three different models; as firm size and the number
of analysts exhibit a high degree of colinearity, they are not included in the
same model. Consequently, we include a variable for firm size in Model 1 and
exclude the analyst coverage variable. In Model 2, the firm size variable is
dropped and the analyst coverage variable is included. Model 3 deletes both
variables and includes a variable to indicate if the event occurred in the pre-
or post-RFD period, as well as several RFD interaction variables.

6.2. Results of multivariate analysis

Results from applying a multivariate cross-sectional analysis are provided in
Table 7. All the three models show that industry effects are positively and
significantly related to the announcement abnormal return (CAR) of the firm
that issued the profit warning. Thus, the adverse industry signal of a profit
warning is more pronounced when the market punishes the issuing firm more
severely. In Model 1, the firm size variable is negative and significant, which
is consistent with our earlier finding of a more pronounced industry effect in
response to profit warnings by larger firms.

In Model 2, the analyst variable replaces the firm size variable. The coeffi-
cient is negative and significant, which supports our earlier finding of a more
pronounced industry effect in response to profit warnings by firms with a
greater analyst following. The negative coefficient of HINDEX indicates that
industry effects are attenuated for more competitive industries. As the indus-
try portfolio returns are value-weighted, this unexpected result could be due
to a competitive advantage that accrues to larger industry rivals when a firm
issues a profit warning. The positive coefficient of the SENTIMENT variable
shows that when recent market returns have been positive, profit warnings
elicit less pronounced industry effects.

Model 3 contains variables that isolate the impact of RFD on industry
effects. The RFD variable is positive and significant, confirming that industry
effects are less pronounced in the post-RFD period even after controlling
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Table 7. Multivariate analysis of industry effects.

Dependent variable: IND Model 1 Model 2 Model 3

Intercept 0.038∗∗∗ 0.008∗∗∗ 0.002
RFD 0.030∗∗∗
SURPRISE −0.030 −0.045 −0.042
CAR 0.051∗∗∗ 0.049∗∗∗ 0.034∗∗∗
FSIZE −0.003∗∗∗
ANALYSTS ×10−2 −0.048∗∗∗
FIRST ×10−2 0.192 0.207 0.193
LEAKAGE −0.003 −0.001 0.007
EARN-PRICE −0.016 −0.015 −0.007
HINDEX −0.006 −0.011∗ −0.009
SENTIMENT 0.021 0.023∗ 0.018
RFD × CAR 0.040∗∗
RFD × LEAKAGE −0.016
RFD × FSIZE −0.002∗∗∗
Adjusted R2 0.054 0.044 0.042
F-statistics 11.11∗∗∗ 9.14∗∗∗ 6.70∗∗∗

Note: This table shows OLS regression results for industry effects on sample firm announce-
ment returns and other explanatory variables. IND is the value-weighted return for days 0 to
+1 of industry portfolios, which are comprised other firms with the same 4-digit SIC codes
as warning firms. RFD is a dummy variable assigned a value of 1 for profit warnings issued
after the implementation of RFD and 0 otherwise. SURPRISE is the difference between the
company’s profit warning and the consensus estimate, scaled by the absolute value of the con-
sensus estimate. CAR is the announcement CAR for days 0 to +1 for the warning firm. FSIZE
is the natural log of market capitalization of the warning firm on day −20 relative to the profit
warning. ANALYSTS is the number of analysts covering the warning firm. FIRST is a dummy
variable set equal to 1 for profit warnings that are the first for an industry within the quarter,
0 otherwise. LEAKAGE is the warning firm’s CAR for the month (days −20 to −1) before
the profit warning. EARN-PRICE is the earnings–price ratio of the firm that issued the profit
warning. HINDEX is the natural log of one plus the Herfindahl index. SENTIMENT is an indi-
cator of market sentiment, measured as the holding period return on the CRSP value-weighted
index during the 20-day period prior to the profit warning. The sample consists of 1421 profit
warnings issued between October 1, 1998 and September 30, 2001. The following variables are
winsorized at the 5th and 95th percentiles to mitigate the effect of outliers: sample and industry
portfolio CARS, LEAKAGE, SURPRISE, RFD×CAR, and RFD×LEAKAGE. p-Values are
calculated using White-corrected standard errors.
∗Statistically significant at the 10% level.
∗∗Statistically significant at the 5% level.
∗∗∗Statistically significant at the 1% level.
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other factors. The coefficient of the interaction term RFD×CAR is positive
and significant, suggesting that the positive relation between the sample firm
CAR and industry effects is more pronounced since the inception of RFD. In
addition, the coefficient of the interaction term RFD×SIZE is negative and
significant, suggesting that the inverse relation between firm size and industry
effects is more pronounced since the inception of RFD. The other variables
are not significant determinants of industry effects.

6.3. Results of the multivariate analysis applied to pre- and
post-RFD periods

Multivariate models are also applied separately to subsamples of profit warn-
ings in the pre- and post-RFD periods. One obvious difference in the models
is that the RFD dummy variable and interaction terms are no longer applica-
ble, because each subsample represents either the pre- or post-RFD period.
Results are disclosed in Table 8. Again, multiple models are used to examine
effects of variables that exhibit a high degree of colinearity.

As shown in Table 8, the sample firm CAR variable remains positive and
significant, and the firm size variable remains negative and significant for each
subsample. The variable representing number of analysts remains negative
and significant for each subsample. The dummy variable representing the
first quarterly profit warning is positive and significant for the post-RFD in all
the three models, which is consistent with earlier findings of less pronounced
industry effects in response to the first profit warning for a particular industry
in a given quarter.

Although the market sentiment variable is not significant when applied
to the pre-RFD period, it is positive and significant within the post-RFD
period. The general market conditions are weak in this period, but the market
sentiment variable captures the recent market movements over the previous
20-day period. The results suggest that the industry effects are attenuated
when the market has recently experienced a runup. That is, the market punishes
related industry stocks to a smaller degree when market sentiment is relatively
favorable in the post-RFD period. The coefficient of the industry concentration
variable, HINDEX, is negative and significant in one of the three models,
suggesting attenuated industry effects for more competitive industries in the
post-RFD period.
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Table 8. Multivariate analysis of industry effects in the pre- and post-RFD periods.

Dependent variable: IND Model 1 Model 2 Model 3

Panel A: Pre-RFD
Intercept 0.051∗∗∗ 0.012∗∗∗ 0.004
SURPRISE 0.030 0.007 −0.008
CAR 0.037∗∗∗ 0.035∗∗∗ 0.034∗∗∗
FSIZE −0.003∗∗∗
ANALYSTS ×10−2 −0.075∗∗∗
FIRST×10−2 −0.079 −0.067 −0.029
LEAKAGE 0.007 0.012 0.010
EARN-PRICE −0.035 −0.037 −0.012
HINDEX 0.003 −0.006 −0.004
SENTIMENT −0.036 −0.032 −0.033
Adjusted R2 0.054 0.040 0.013
F-statistic 5.37∗∗∗ 4.19∗∗∗ 2.15∗∗
Panel B: Post-RFD
Intercept 0.031∗∗∗ 0.006∗∗ 0.001
SURPRISE −0.067 −0.079 −0.094
CAR 0.066∗∗∗ 0.064∗∗∗ 0.061∗∗∗
FSIZE −0.002∗∗∗
ANALYSTS ×10−2 −0.032∗∗
FIRST ×10−2 0.395∗ 0.408∗ 0.451∗∗
LEAKAGE −0.009 −0.008 −0.008
EARN-PRICE −0.003 −0.001 0.011
HINDEX −0.013 −0.015∗ −0.012
SENTIMENT 0.039∗∗ 0.040∗∗∗ 0.040∗∗∗
Adjusted R2 0.069 0.061 0.057
F-statistic 8.45∗∗∗ 7.62∗∗∗ 7.97∗∗∗

Note: This table shows OLS regression results for industry effects on sample firm announce-
ment returns and other explanatory variables, which are defined in the previous table. p-Values
are calculated using White-corrected standard errors.
∗Statistically significant at the 10% level.
∗∗Statistically significant at the 5% level.
∗∗∗Statistically significant at the 1% level.

7. Conclusion

Research shows that profit warnings have a substantial impact on firm valua-
tions, but has not examined whether there is a corresponding impact on the rest
of the industry. We investigate this issue, because profit warnings could signal
problems that extend beyond warning firms and have industry-wide impli-
cations. Our objective in this research is to determine the conditions under
which profit warnings convey information about the corresponding industries.
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We find that profit warnings result in negative industry effects. This evidence
confirms that the negative information contained in a firm’s profit warning
conveys negative information about both the firm and its industry, rather than
favorable information for industry rivals about the competition.

Multivariate analysis reveals that profit warnings emit stronger industry
signals when the warning firm CARs are more pronounced. In addition, the
adverse industry effects are worse when the firm that issues the warning is
larger and has more analyst coverage. The adverse industry effects are attenu-
ated since the inception of RFD, which we attribute to increased information
flow. However, the sensitivity of the industry effects to the warning firm’s
stock price adjustment and size has increased since RFD. In addition, the
first profit warning within a given quarter has a less pronounced effect on the
industry than subsequent warnings in the same quarter since RFD. Further-
more, the industry effects in response to a profit warning are less pronounced
when the recent market sentiment is more favorable.
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Chapter 6

Are Whisper Forecasts More Informative
than Consensus Analysts’ Forecasts?
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In this paper, we compare whisper forecasts with consensus forecasts of quarterly earnings.
Analysts’ private whisper forecasts are optimistic, whereas their public consensus forecasts are
pessimistic. We find that whispers are more accurate for high-tech and high-growth firms. The
introduction of Regulation FD does not alter these findings. In a multivariate setting, we find
that the whisper and consensus forecast errors are related to the abnormal returns around the
earnings announcement, suggesting that whisper and consensus forecasts are value-relevant.

Keywords: Whisper forecasts; analyst forecasts; earnings per share.

1. Introduction

In the 1990s, the investment community witnessed the birth of whisper fore-
casts of earnings. These forecasts, privately released by analysts, have since
become an important focus of investors. Associated Press recently reported
that “… It didn’t matter that earnings from companies like Yahoo and Intel sur-
passed analysts’ expectations earlier this month. Their stocks still fell, partly
because their results missed the so-called ‘whisper numbers’…” (Lexis-Nexis
Newswires, 01/26/2004). This suggests that whispers indeed provide informa-
tion to the market and investors use whisper forecasts as the basis for trading.
Whether whisper forecasts provide information over what is already publicly
known is a question that has been sparsely addressed in the academic litera-
ture. A notable exception is the work of Bagnoli et al. (1999), who look at a
small relatively small sample of mainly high-tech firms in the mid-1990s and
suggest that whispers are informative.

∗Corresponding author.
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The sparseness of research on whisper forecasts is surprising, given the
fact that the academic literature has extensively documented that public infor-
mation of analysts in the form of analysts’ reports (Asquith, Mikhail, and Au,
2005), recommendations (Womack, 1996), forecasts, and revisions (Francis
and Soffer, 1997) is valuable to investors. In this paper, we investigate the
value of whisper forecasts, by comparing them to public consensus forecasts,
using a large sample of whisper forecasts in the period 1999–2001. By using
a sample of 9,764 whisper forecasts that includes a large number of high-tech
and non high-tech firms, we are able to test whether the earlier findings of
Bagnoli et al. (1999) are sample and/or time specific. Their paper is confined
to a sample of 943 whisper forecasts for 127 firms and consists of about 90% of
high-tech firms, all collected in the mid-1990s. In addition, our sample period
spans a time frame that is characterized by heavy internet use by investors,
and spans the introduction of Regulation FD, all of which could affect the
accuracy and usefulness of whisper forecasts.

Private whisper forecasts are provided anonymously by analysts, which
implies that if they turn out to be inaccurate the analysts providing them would
not lose a significant amount of reputation. The lack of loss in reputation and
the nature/source of the whisper may lead whispers to be open to manipulation
and possible inaccuracy. Conversely, consensus forecasts are not anonymous
and therefore analysts providing them have an incentive to be accurate, in
order to maintain their reputation. Prior evidence, e.g., Mikhail et al. (1999),
suggests that analysts who are less accurate are more likely to lose their jobs,
whereas Stickel (1992) finds that in order to be included in the All-American
Research Team an analyst needs to be more accurate than his peers. In addition,
inaccurate forecasting could lead to litigation by investors.

In contrast, there are several potential explanations why whispers could
be more accurate then consensus forecasts. First, reputational concerns of
analysts and investment banks may not be sufficient to force analysts to dis-
close all their information publicly, as evidenced by the settlement between
10 large investment banks and the SEC in 2003. This settlement resolves the
claim that the analysts knowingly issued inaccurate recommendations. Sec-
ond, analysts may not want to disclose all their available information through
public consensus forecasts because they do not want to increase market earn-
ings expectations and therefore the likelihood of a negative earnings surprise.

A third reason could be avoidance of disclosing negative information and
therefore alienating management. This could also explain the scarcity of sell
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recommendations as found by Womack (1996). Analysts could choose to pro-
vide more accurate information through private whisper forecasts. A fourth
phenomenon that could lead whisper forecasts to be more accurate than con-
sensus forecasts is the likelihood that analysts may wish to protect their valu-
able information and disclose it only to their preferred customers through
whisper forecasts. This would be the case especially for information (and
forecasts) pertaining to fast-growing, innovative firms. For these firms, reg-
ular financial reports are less informative (Lev and Zarowin, 1999), and, as
Amir et al. (1999) report for this type of firm, financial analyst forecasts are
most valuable. Hence, we expect whisper forecasts to be more accurate for
these firms.

We investigate these claims by comparing whisper and consensus fore-
casts. Our main findings shed light on the importance of whisper forecasts
relative to consensus forecasts and the way investors react to them. We find
that the majority of whisper forecasts are optimistic, whereas a majority of
consensus forecasts are pessimistic. In only 49.1% of cases do we find that
whisper forecasts are more accurate than consensus forecasts. We do find that
whisper forecasts are more accurate for high-tech firms and for firms with
high book-to-market equity ratios. However, whisper forecasts are only better
in these subsamples for those firms reporting positive earnings (profit firms).

We also investigate whether regulation FD had any effect on the relative
accuracy of whisper and consensus forecasts. We do not find any evidence
that our observed patterns change pre- and post-introduction. Hence, whis-
pers remain useful even after regulation FD was introduced. This suggests
that the relative superiority of whisper forecasts is not due to selective dis-
closure. Finally, in univariate and multivariate tests, we find that whisper and
consensus forecast errors are associated with abnormal stock returns around
earnings announcements. This suggests that whisper forecasts have incremen-
tal information content over and above what is available from public consensus
forecasts.

The results in our paper confirm that the main finding of Bagnoli et al.
(1999) is robust. When analysts face pressures from management to bias their
public forecasts or when information is especially valuable (i.e., when finan-
cial statements are less informative), analysts provide private whisper fore-
casts that are more informative than public consensus forecasts. An important
implication of our findings is that for high-tech and high-growth firms the con-
sensus forecast may not be the best measure of market earnings expectations.
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The rest of this paper is organized as follows: Section 2 contains our
hypotheses. Section 3 describes the sample collection process and the data. In
Section 4, we present our main results containing the whisper and consensus
forecasts. Section 5 documents the relationship between abnormal returns
around the earnings announcements and the whisper and consensus forecast
errors. Section 6 concludes the paper.

2. Hypotheses

As mentioned in the previous section, Bagnoli et al. (1999) find that whisper
forecasts are more accurate than public, First Call forecasts. They also docu-
ment that a portfolio strategy based on whisper forecast errors yields positive
returns, suggesting that whisper forecasts are informative and that public fore-
casts may not accurately represent the market’s earnings expectations. In this
section, we form the four main hypotheses that we test in this paper.

2.1. Accuracy of whisper forecasts

Because analysts provide whisper forecasts anonymously, they do not lose
reputation in case they are inaccurate. This may leave whisper forecasts open
for manipulation and/or inaccuracy. On the other hand, consensus forecasts are
provided publicly, which may make inaccuracy very costly. See, for example,
Mikhail et al. (1999) who show that inaccurate analysts are more likely to
loose their jobs. Also, accuracy is an important element to be included in the
All-American Research team (Stickel, 1992), and inaccurate analysts could
be subject to litigation. This would suggest that whisper forecasts are not more
accurate than consensus forecasts. The main findings of Bagnoli et al. (1999)
provide evidence that is inconsistent with this hypothesis.

However, there are several reasons that do suggest that whispers are supe-
rior. First, reputation may not be sufficient to force analysts to disclose all their
information in public forecasts. This claim can be supported by the settlement
of between 10 large investment banks and the SEC in 2003. This settlement
resolves the claim that the analysts knowingly issued inaccurate recommenda-
tions. Second, analysts may not want to disclose all their available information
through public consensus forecasts because they do not want to increase mar-
ket earnings expectations and therefore the likelihood of a negative earnings
surprise. Third, the fear of alienating management could prevent analysts from
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disclosing negative information publicly. Womack (1996) finds a paucity of
sell recommendation, which may be caused by the same fear.

In these cases, analysts could choose to provide more accurate information
through private whisper forecasts. A final reason why whisper forecasts could
be more accurate than consensus forecasts is the likelihood that analysts may
wish to protect their valuable information and disclose it only to their preferred
customers through whisper forecasts. Specifically, this could be the case for
high-growth and high-tech firms, as we will hypothesize next.

2.2. Accuracy of whisper forecasts for high-growth firms

Lev and Zarowin (1999) suggest that for rapidly growing firms in innovative
industries, audited financial reports and other public financial information
are less informative. These firms have relatively large amounts of intangible
assets that are not represented in financial reports (e.g., human capital) and
are characterized by high investment in R&D and relatively quick product
obsolescence. The results in Amir et al. (1999) suggest that the incremental
contribution of financial analysts is largest in such firms. Additionally, they
show that the analysts’ contribution to valuation in firms with substantial
capital invested in R&D is larger than in firms with low R&D investment.

Das et al. (1998) show that the bias in analysts’ forecasts is more pro-
nounced for firms whose earnings are less predictable. As many of these
firms are in emerging industries whose potential for growth is unknown, we
expect the market to be less severe in punishing analysts who provide impre-
cise public forecasts. Besides, investors are more likely to highly value any
private information for such firms. In such cases, analysts may protect their
private information by disseminating their information via whisper forecasts.
Hence, we expect whisper forecasts to be more accurate than public consen-
sus analysts’ forecasts for rapidly growing firms in innovative industries. In
our empirical tests, such firms are those that we classify as either high-tech
or high-growth firms.

2.3. Accuracy of whisper forecasts for high-tech firms

The superiority of whisper forecasts could also be due to other reasons. For
example, stocks where a large fraction of the value is due to future growth
are likely to exhibit a larger negative response to negative earnings surprises
(e.g., Skinner and Sloan, 2002). Managers of these firms may exert pressure
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on analysts to bias their public earnings forecasts downwards and reduce the
likelihood of the firm announcing a negative earnings surprise (Matsumoto,
2002). Managers may selectively reward compliant analysts with improved
access to their private information that analysts could then reveal through
whisper forecasts.

If the earnings for these firms are less predictable when based upon publicly
available information, analysts may also have an incentive to bias their public
forecasts and gain access to managers’ private information as an additional,
accurate source of information. Analysts not wanting to alienate management
may respond to such managerial persuasion and report lower public forecasts
to avoid negative earnings surprises. Public forecasts for these firms may
thus be inaccurate relative to whisper forecasts. In our empirical analysis, we
expect these issues to be more relevant for high-tech and high-growth firms.

2.4. Effects of regulation FD on whisper forecast accuracy

Our analysis also provides an opportunity to investigate whether the greater
accuracy of whisper forecasts is due to selective disclosure. The U.S. SEC
was concerned about the impact of selective disclosure on the efficiency of
U.S. capital markets. In a written statement about the impact of Reg. FD
filed before a U.S. House of Representatives subcommittee on May 17, 2001
(http://www.sec.gov/news/testimony/051701wssec.htm), the SEC stated,

The primary issue is the basic unfairness of providing a select
few with a significant informational advantage over the rest
of the market. This unfairness damages investor confidence in
the integrity of our capital markets … Further, if selective dis-
closure is permitted, corporate management can treat material
information as a commodity to be used to gain or maintain
favor with particular analysts or investors. This practice could
undermine analyst objectivity, in that analysts will feel pres-
sured to report favorably about a company or slant their anal-
ysis to maintain access to selectively disclosed information.
Thus, selective disclosure may tend to reduce serious, inde-
pendent analysis.

The introduction of Reg. FD allows us to test whether this hypothesis
explains the relative superiority of whisper forecasts. Reg. FD, which took
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effect on October 23, 2000, prohibits managers from releasing material infor-
mation privately to analysts. If whisper forecasts are the outcome of selective
disclosure of information by managers, we would expect the usefulness of
whisper forecasts to decline after the introduction of Reg. FD.

3. Data

3.1. Sample

We collect whisper forecasts from the internet site earningswhispers.com. The
initial sample consists of all firms that had whisper forecasts of quarterly earn-
ings per share that were reported from October 14, 1999 through September
12, 2001. We employ several screens to ensure the integrity of our data. First,
we minimize the possibility of back filling by ensuring that the whisper fore-
casts are collected before the actual earnings are released. We also verify the
accuracy of the data by comparing a random sample of whisper forecasts from
our source with whisper forecasts reported in the financial press (such as the
Wall Street Journal) and in a competing source www.whispernumbers.com.
Overall, we find little evidence of systematic differences between the whisper
forecasts that we use and those available from these other sources. Finally,
during our data collection, we verified from the earningswhispers.com web-
site that they use inputs from analysts as well as from other sources to compile
the whisper forecasts.

Data on returns are from the Center for Research in Security Prices (CRSP),
and financial data are from Compustat. The analysts’ consensus forecasts are
from the Institutional Brokers Estimate System (IBES). We also collect the
announcement dates and reported earnings data from IBES.1

The initial sample of whisper forecasts consists of 17,360 distinct firm-
quarters. Information from IBES is missing for 2,707 firm-quarters. We delete
observations that we could not match on Compustat and retain firms only if
they are based in the U.S. (excluding observations if the share code from CRSP
is not equal to 10 or 11). This eliminates an additional 811 firm-quarters.
We exclude 229 observations where the share price at the beginning of the
quarter is not available, or if either the whisper/consensus forecast or actual

1In order to prevent errors associated with using the split-adjusted IBES files we use the
unadjusted files, as suggested by Payne and Thomas (2003).
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earnings are missing. We further exclude 327 firm-quarters where the whis-
per/consensus forecast or the actual earnings are zero. As our primary tests
involve a comparison of whisper and consensus analysts’ forecasts, we elim-
inate 2,225 observations where the whisper and consensus forecasts are the
same. To minimize the effect of possible data errors, we eliminate 1,297 firm-
quarters where the absolute value of the whisper forecast error or the consensus
analyst forecast error (scaled by the absolute value of reported EPS) is greater
than 1.

The final sample consists of 9,764 whisper forecasts of quarterly earnings
per share made during a two-year period (October 1999 to September 2001)
that spans the introduction of Reg. FD. This is significantly larger than the
sample size in Bagnoli et al. (1999), who study 943 whisper forecasts.

3.2. Descriptive statistics

In Table 1 (panel A), we present the summary statistics for our sample. The
mean (median) market capitalization of the sample firms is $5.2 billion ($672
million). The book-to-market equity ratio is computed as the ratio of equity
book value (data item # 60 from Compustat) divided by equity market value
(#24 * #25) at the beginning of the calendar year of the forecast. The average
(median) book-to-market equity ratio is 0.57 (0.43). The average (median)
number of analysts following a firm is 6.58 (5.00). The inter-quartile range
suggests that there is wide variation in these variables in our sample.

Table 1 (Panel B) presents the distribution across industries (as defined
by the two-digit SIC code) for the sample firms. Firm in the business ser-
vices industry (SIC 73, 14% of the sample) and depository institutions (SIC
60, 11% of the sample) are present in large numbers. Chemicals (SIC 28),
industrial machinery (SIC 35), and the electronic equipment (SIC 36) firms
each represent about 5–8% of the sample. A majority of the sample (55%)
is in the “others” category, which includes industries with less than 5% rep-
resentation. We classify firms in the following SIC codes as high-tech firms:
2834–36, 3570–79, 3660–69, 3670–79, 3690, 3694–95, 3820–29, 3840–49,
3861, and 7370–79.2 About 70% of our sample are non-high-tech firms. In
contrast, Bagnoli et al. (1999) note that over 90% of the firms in their sample
are high-tech firms, which may limit the generality of their results.

2Chandra et al. (1999) and Amir et al. (1999) use a similar classification.
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Table 1. Summary statistics and industry distribution of the sample.

Median Mean Q1 Q3 # Obs.

Panel A: Summary statistics
Market value of equity ($ millions) 671.92 5, 206.12 202.26 2, 274.50 9,764
Equity book-to-market ratio 0.43 0.57 0.21 0.72 9,764
Number of analysts’ following 5.00 6.58 2.00 9.00 9,764

Panel B: Industry (two digit SIC code) Number (%)

Chemicals (28) 635 (6.50%)
Industrial machinery (35) 556 (5.69%)
Electronic equipment (36) 749 (7.67%)
Depository institutions (60) 1,079 (11.05%)
Business services (73) 1,366 (13.99%)
Others 5,379 (55.09%)
High-tech industries 2,880 (29.50%)
Non-high-tech industries 6,884 (70.50%)

Notes: The sample consists of 9,764 firm-quarters that had available whisper and consensus
forecasts of current quarter earnings from October 14, 1999 to September 12, 2001. The market
value of equity and the book-to-market ratio of equity are computed from Compustat at the
calendar year-end prior to the earnings announcement. The number of analysts’ following is
prior to the earnings announcement date and comes from I/B/E/S. Panel A lists the mean, median
and the first and third quartile for these variables. Panel B lists the industry concentration for
the major industries represented in the sample (those with at least 5% of the sample) and the
actual number of firm-quarters from that industry. High-tech firms are firms in industries with
the following four-digit SIC codes: 2834–36, 3570–79, 3660–69, 3670–79, 3690, 3694–95,
3820–29, 3840–49, 3861, and 7370–79.

4. Accuracy of Whisper and Consensus Forecasts

We begin our empirical analysis by comparing the accuracy of whisper and
consensus analyst forecasts. The whisper forecast error (consensus analyst
forecast error) is defined as the difference between the actual quarterly earn-
ings per share and the whisper forecast (consensus analysts’ forecast). We
normalize the forecast error by either the absolute value of the actual quar-
terly earnings per share or by the share price at the beginning of the quarter
of the earnings announcement (from CRSP). We compare forecast errors for
firms with positive earnings versus those for firms incurring losses, as pre-
vious research, such as Dowen (1996), shows significant differences in the
optimistic bias of analysts for the two groups. Further, we report the percentage
of instances where whisper forecasts represent an improvement in accuracy
over the consensus analysts’ forecasts (i.e., smaller absolute forecast error).
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4.1. Full sample results

We present the results for the full sample in Table 2. For all firms, the median
whisper forecast error (WFE) is 0.00% for both the absolute EPS and the share
price.3 Only 37.8% of whisper forecast errors are positive, i.e., they are pes-
simistic and underestimate earnings.Thus, about 62% of whisper forecasts are
optimistic. There is wide dispersion in whisper forecast errors, as evidenced
by the inter-quartile range (Q3–Q1) of 17% (as a percentage of the absolute
value of the EPS).4 In contrast, the median consensus analyst forecast error
(CFE) is 2.47% of the reported EPS and 0.03% of the share price, and 56.1%
are positive. Thus, consensus analyst forecasts are pessimistic, as opposed to
whisper forecasts which are optimistic.

We illustrate the relative accuracy of whisper forecasts and consensus
forecasts by dividing the sample into five categories. Category 1 represents
a whisper forecast that is between the consensus and the actual EPS without
overshooting the earnings (see Figure 1). Category 2 represents the case in
which the whisper overshoots the actual EPS but the magnitude of the forecast
error is less than that for the consensus forecast. Category 3 represents cases
in which the whisper overshoots the actual EPS and the forecast error is
not better than the consensus forecast error. Category 4 represents cases in
which the whisper forecast is in the opposite direction of the actual EPS and
the consensus forecast, and category 5 represents cases where the consensus
forecast error is zero while the whisper forecast is non-zero. Thus, categories
1 and 2 represent a better whisper forecast than consensus forecast while the
other categories represent cases in which the whisper forecast is worse than
the consensus forecast.

Only in 49.1% of the cases does the whisper forecast represent an improve-
ment over the consensus forecast. This proportion is statistically significantly
different from 50% with a p-value of 0.04. When we analyze the forecast
errors separately for the profit firms, we find that the median whisper forecast
error is 0%. The median consensus forecast error is 2.70% of the absolute
value of EPS. The median whisper forecast error is significantly negative for
loss firms (−2.86%), and the median consensus forecast error is zero. Whisper
forecasts improve the consensus forecast in 49.4% of the cases (p-value 0.59).

3The Wilcoxon rank sum test is used throughout for the medians.
4Since our results when we deflate using the absolute value of the EPS or share price are similar,
we only briefly discuss the latter results.
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Table 2. Whisper forecast error and consensus forecast error.

All firms (− = 9,764) Profit firms (− = 7,779) Loss firms (− = 1,985)

WFE (% > 0) CFE (% > 0) WFE (% > 0) CFE (% > 0) WFE (% > 0) CFE (% > 0)

Forecast error as % 0.00∗∗∗ 2.47∗∗∗ 0.00∗∗∗ 2.70∗∗∗ −2.86∗∗∗ 0.00∗∗
of abs (EPS) (37.8) (56.1) (37.2) (58.3) (40.3) (47.4)

Forecast error as 0.00∗∗∗ 0.03∗∗∗ 0.00∗∗∗ 0.03∗∗∗ −0.05∗∗∗ 0.00∗∗∗
% of price (37.8) (56.1) (37.2) (58.3) (40.3) (47.4)

% Whispers improve 49.1∗∗ 49.0∗∗ 49.4
consensus (p-value) (0.04) (0.04) (0.59)

Notes: WFE (CFE) is the whisper (consensus) forecast error, computed as actual earnings per share minus whisper (consensus) forecast per
share, deflated by either the absolute value of the reported earnings per share or the share price. The table reports the median forecast errors
and the percentage positive (in parentheses). The significance levels are from the Wilcoxon rank sum test for the median. The third row
lists the percentage of observations where the whisper forecasts are more accurate than the consensus and the associated p-value (testing
for difference from 50%, excluding instances where whisper and consensus are of equal accuracy). *, **, and *** denote significance at
the 10%, 5%, and 1% levels.
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Case 1: Consensus Forecast > Actual EPS

Category 3 Category 2 Category 1 Category 4 

Actual EPS Consensus 

Case 2: Consensus Forecast < Actual EPS

Category 4 Category 1 Category 2 Category 3 

Consensus    Actual EPS 

Case 3: Consensus Forecast = Actual EPS

Category 5       Category 5 

     Consensus = Actual EPS

Figure 1. Relative accuracy of whisper and consensus forecasts.

Thus, unlike Bagnoli et al. (1999), our results show that whisper forecasts are
not more accurate for all firms than consensus analysts’ forecasts.

4.2. Accuracy of whisper and consensus forecast in different
types of firms

While our overall sample results differ from Bagnoli et al. (1999), it is likely
that the differences are due to differences in the sample composition in the two
studies. About 30% of our sample is composed of high-tech firms, whereas
about 90% of their sample is from high-tech firms. Also, as discussed in Sec-
tion 1, analysts may not be able to (or may not wish to) provide accurate public
forecasts for rapidly evolving, high-tech, high-growth firms. We now exam-
ine whether the accuracy of private and public forecasts is indeed different in
these cases.
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4.2.1. High-tech versus non-nigh-tech firms

We divide our sample into two broad categories: high-tech firms and non-
high-tech firms. In Table 3 (panel A), we report the results for high-tech
firms. Consistent with our hypothesis, the median whisper forecast error for
high-tech firms is 0%, when normalized by the absolute value of EPS. About
40% of the whisper forecast errors are positive, i.e., the whisper forecast
underestimates the reported EPS. In contrast, the median consensus forecast
error is 4.76%, and 59.3% of the forecasts are pessimistic. Further, whis-
pers improve the consensus forecast 53.5% of the time, and this propor-
tion is statistically significantly different from 50% at the 1% significance
level.

When the high-tech firms are further split into profit and loss firms, we
find that the results hold only for profitable firms. Though the median whisper
forecast error is zero both for profit and loss firms, the median consensus
forecast (5.56%) is significantly positive only for the profit firms. The median
consensus forecast error is not significantly different from zero for the loss
firms. Moreover, for the profit group, whispers improve the consensus forecast
54.8% of the time (p-value 0.01), whereas for the loss firms whispers improve
the consensus only 51.4% of the time (p-value 0.38). Thus, for high-tech firms
that make profits, our results are consistent with the findings in Bagnoli et al.
(1999). However, whisper forecasts are not better than consensus forecasts
for high-tech firms that report losses.

The results for non-high-tech firms presented in panel B are different from
those for the high-tech firms. The median whisper forecast error is −1.21%
and is significantly different from zero at the 1% level. Whisper forecast errors
are pessimistic in 37% of the observations. However, the median consensus
forecast error is 1.96% and 54.8% of the forecasts are pessimistic. More-
over, whispers represent an improvement over the consensus in only 47.2%
(p-value 0.01) of the cases. The results are similar both for profit and loss
firms.

These results indicate that whisper forecasts are more accurate than con-
sensus analysts’ forecasts for profitable high-tech firms, but not for non-
high-tech firms. Thus, analysts may want to retain their private information
when it is more valuable. However, consensus forecasts may be as good as
or better than whisper forecasts for other firms with lower uncertainty of
earnings.



June
8,2007

2:42
spi-b483

A
dvances

in
Q

uantitative
A

nalysis
of

Finance
and

A
ccounting:

V
ol.5

ch06

126
E

rik
D

evos
&

Yium
an

T
se

Table 3. Whisper forecast error and consensus forecast error across industry categories.

All firms Profit firms Loss firms

WFE CFE N WFE CFE N WFE CFE N
(% > 0) (% > 0) (% > 0) (% > 0) (% > 0) (% > 0)

Panel A: High-tech firms
Forecast error as % 0.00∗∗∗ 4.76∗∗∗ 2,880 0.00∗∗ 5.56∗∗∗ 1,724 0.00∗∗∗ 0.68 1,156

of abs (EPS) (39.7) (59.3) (38.2) (65.5) (41.9) (50.0)

Forecast error as % 0.00∗∗∗ 0.03∗∗∗ 2,880 0.00∗∗ 0.03∗∗∗ 1,724 0.00∗∗∗ 0.01 1,156
of price (39.7) (59.3) (38.2) (65.5) (41.9) (50.0)

% Whispers improve 53.5∗∗∗ 54.8∗∗∗ 51.4
consensus (p-value) (0.01) (0.01) (0.38)

Panel B: Non-high-tech firms
Forecast error as % −1.21∗∗∗ 1.96∗∗∗ 6,884 −0.94∗∗∗ 2.17∗∗∗ 6,055 −4.55∗∗∗ 0.00∗∗∗ 829

of abs (EPS) (37.0) (54.8) (36.8) (56.3) (38.1) (43.8)

Forecast error as % −0.02∗∗∗ 0.03∗∗∗ 6,884 −0.02∗∗∗ 0.04∗∗∗ 6,055 −0.10∗∗∗ 0.00∗∗∗ 829
of price (37.0) (54.8) (36.8) (56.3) (38.1) (43.8)

% Whispers improve 47.2∗∗∗ 47.3∗∗∗ 46.6∗
consensus (p-value) (0.01) (0.01) (0.06)

Notes: WFE (CFE) is the whisper (consensus) forecast error, computed as actual earnings per share minus whisper (consensus)
forecast per share, deflated by either the absolute value of the reported earnings per share or the share price. Firms are classified as
“high-tech” (Panel A) and “non-high tech” (Panel B), based on Compustat two-digit SIC code. Each panel in the table reports the
median forecast errors and the percentage positive (in parentheses). The significance levels are from the Wilcoxon rank sum test
for the median. The third row in each panel lists the percentage of observations where the whisper forecasts are more accurate than
the consensus and the associated p-value (testing for difference from 50%, excluding instances where whisper and consensus are
of equal accuracy). *, **, and *** denote significance at the 10%, 5%, and 1% levels.
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4.2.2. Whisper and analyst forecast errors by book to market ratio quartiles

We now turn our attention to the pattern of forecast errors for firms classified by
the book-to-market ratio (BM). We examine whether whisper and consensus
forecast errors differ across quartiles based on the equity BM, as predicted.
In Table 4 (panel A), we document that the results for firms in the lowest
BM quartile (high-growth stocks) are similar to those for high-tech firms.
The median whisper forecast error is zero, whereas the median consensus
forecast error is significantly positive. The whisper (consensus) forecast error
is pessimistic in 37% (62.9%) of the cases. The whisper forecast improves
the consensus forecast in 54% of the observations (p-value 0.01).

The consensus forecast pessimism declines as we move from the low BM to
the high BM quartiles. Only 50.9% of the consensus forecasts are pessimistic
in the highest BM quartile, compared with 62.9% in the lowest BM quartile.
In contrast, there is little change by quartile in the whisper forecasts. The
frequency of pessimistic forecasts remains between 36% and 39% in all four
BM quartiles. A similar pattern emerges for the profit firms, but not for the
loss firms. However, for firms in the three highest BM quartiles, whisper
forecasts are more accurate than consensus forecasts only about 47% of the
time. Overall, this evidence suggests that consistent with our expectations,
whisper forecasts are more accurate than consensus forecasts only for high-
tech and high-growth firms. This is not so for other firms where the earnings
are more likely to be predictable. Our findings suggest that the conclusions of
Bagnoli et al. (1999) continue to hold during this later time period.

The classification of firms on the basis of BM ratio could be correlated
with our classification based on industry groups. We find that the BM is
negatively correlated to our high-tech dummy (−0.147 with a p-value of
0.01). Specifically, high-tech firms may consist primarily of low-BM growth
stocks. Further, we find that for both high-tech and high-growth firms, whisper
forecasts are better than consensus forecasts only for profit firms.

In order to verify whether the consensus forecast pessimism and the
improved accuracy of whisper forecasts are limited to high-tech firms or
whether they are characteristics of growth stocks in general, we proceed as
follows. We divide the non-high-tech firms into quartiles based upon the BM.
For the firms in the lowest book-to-market quartile (non-high-tech, growth
firms), the median consensus forecast error is 2.67% of EPS or 0.03% of the
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Table 4. Whisper forecast error and consensus forecast error across book-to-market categories.

All firms Profit firms Loss firms

WFE CFE N WFE CFE N WFE CFE N
(% > 0) (% > 0) (% > 0) (% > 0) (% > 0) (% > 0)

Panel A: BM quartile 1(low)
Forecast error as % of 0.00∗∗∗ 4.26∗∗∗ 2,441 0.00∗∗∗ 4.55∗∗∗ 1,717 0.00∗ 3.01 724

abs (EPS) (37.0) (62.9) (34.1) (66.9) (43.6) (53.5)
Forecast error as % 0.00∗∗∗ 0.03∗∗∗ 2,441 0.00∗∗∗ 0.03∗∗∗ 1,717 0.00∗∗∗ 0.03 724

of price (37.0) (62.9) (34.1) (66.9) (43.6) (53.5)
% Whispers improve 54.0∗∗∗ 54.9∗∗∗ 51.9

consensus (p-value) (0.01) (0.01) (0.38)

Panel B: BM quartile 2
Forecast error as % of 0.00∗∗∗ 2.50∗∗∗ 2,443 0.00∗∗∗ 2.63∗∗∗ 2,031 −2.58∗∗ 0.54 412

abs (EPS) (38.5) (58.1) (38.1) (59.7) (40.3) (50.0)
Forecast error as % 0.00∗∗∗ 0.04∗∗∗ 2,443 0.00∗∗∗ 0.04∗∗∗ 2,031 −0.04∗∗ 0.00 412

of price (38.5) (58.1) (38.1) (59.7) (40.3) (50.0)
% Whispers improve 48.0∗∗ 47.7∗∗ 49.4

consensus (p-value) (0.05) (0.04) (0.85)

Panel C: BM quartile 3
Forecast error as % of −1.38∗∗∗ 1.45∗∗∗ 2,438 −1.07∗∗∗ 1.56∗∗∗ 2,166 −5.56∗∗∗ 0.00∗∗∗ 272

abs (EPS) (36.7) (52.5) (36.7) (53.8) (37.1) (41.9)
Forecast error as % −0.03∗∗∗ 0.03∗∗∗ 2,438 −0.02∗∗∗ 0.03∗∗∗ 2,166 −0.10∗∗∗ 0.00∗∗∗ 272

of price (36.7) (52.5) (36.7) (53.8) (37.1) (41.9)
% Whispers improve 47.4∗∗∗ 47.5∗∗ 46.3

consensus (p-value) (0.01) (0.02) (0.25)

(Continued)
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Table 4. (Continued).

All firms Profit firms Loss firms

WFE CFE N WFE CFE N WFE CFE N
(% > 0) (% > 0) (% > 0) (% > 0) (% > 0) (% > 0)

Panel D: BM quartile 4 (high)
Forecast error as % of −1.72∗∗∗ 1.55∗∗ 2,442 −1.06∗∗∗ 2.50∗∗∗ 1,865 −5.66∗∗∗ −0.55∗∗∗ 577

abs (EPS) (39.0) (50.9) (39.5) (54.1) (37.6) (40.6)
Forecast error as % −0.04∗∗∗ 0.04∗∗∗ 2,442 −0.03∗∗ 0.06∗∗∗ 1,865 −0.22∗∗∗ −0.04∗∗∗ 577

of price (39.0) (50.9) (39.5) (54.1) (37.6) (40.6)
% Whispers improve 46.8∗∗∗ 46.5∗∗∗ 47.8

consensus (p-value) (0.01) (0.01) (0.32)

Note: WFE (CFE) is the whisper (consensus) forecast error, computed as actual earnings per share minus whisper (consensus) forecast per share,
deflated by either the absolute value of the reported earnings per share or the share price. Firms are classified into quartiles based on the equity
book-to-market ratio. Each panel in the table reports the median forecast errors and the percentage positive (in parentheses). The significance
levels are from the Wilcoxon rank sum test for the median. The third row in each panel lists the percentage of observations where the whisper
forecasts are more accurate than the consensus and the associated p-value (testing for difference from 50%, excluding instances where whisper
and consensus are of equal accuracy). *, **, and ∗∗∗ denote significance at the 10%, 5%, and 1% levels.
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share price.5 These are statistically different from zero at the 1% level. The
consensus forecast is pessimistic in 60.5% of the cases. The median whisper
forecast error is 0.00% of EPS and 0.00% of the share price (significant at
the 1% level). For value stocks in the fourth quartile, the median consensus
forecast error is 1.54% of EPS and 0.04% of the share price (both significant
at 5% or better). The median whisper forecast error is −1.92% of EPS and
–0.06% of the share price (both significant at the 1% level).

However, the whisper forecasts are not better than the consensus forecast
in any category. In fact, for the high-growth loss firms, the whisper forecasts
are better than the consensus in 49.9% of the cases. This evidence suggests
that the results we find for growth firms in general are driven mainly by the
high-tech firms. Whisper forecasts are not better than consensus forecasts for
non-high-tech, high-growth firms.

4.3. The impact of regulation FD on whisper and consensus
forecasts

We now investigate whether the superiority of whisper forecasts documented
here arises as a result of selective disclosure by management. Specifically,
the results in Skinner and Sloan (2002) and Matsumoto (2002) suggest that
managers of high-tech and high-growth firms may be more willing to exert
pressure on analysts and guide their public forecasts downward. They could
also reward compliant analysts with information that the analysts could dis-
close privately. Reg. FD prohibits firms from disclosing information to a few,
selected analysts. If the source of whisper forecasts is selective disclosure
by management, we expect that whisper forecasts would no longer be more
accurate than consensus forecasts after introduction of Reg. FD. On the other
hand, if whisper forecasts are the result of analysts disseminating their own
information privately while making pessimistic, public forecasts, we would
not expect to see any change after Reg. FD.

Since the introduction of Regulation FD, extant research has studied
the effects of Reg. FD on analyst forecasts. Heflin et al. (2003), and
Bailey et al. (2003) do not find any change in forecast errors. Agrawal and
Chadha (2004) find that analyst forecasts become less accurate. While these

5These results are not reported in a table, but are available from the authors upon request.
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studies analyze public analyst forecasts, our focus is on private, whisper
forecasts.

Table 5 shows that the results we document in Table 2 for the full sample
continue to hold both before (panel A) and after (panel B) the introduction
of Reg. FD. Whisper forecasts do not improve upon consensus forecasts for
the full sample. Consistent with the assertion that in the pre-Reg.-FD period,
analysts publicly issued pessimistic forecasts to curry favor with management,
we find that the median consensus forecast error declines from 3.51% in
the pre-FD period to 1.85% after Reg. FD was introduced. Furthermore, the
proportion of pessimistic forecasts drops from 61.7% to 53%. Thus, after
Reg. FD made it difficult for managers to use selective disclosure to reward
compliant analysts, forecast pessimism declined.

In Table 6, we compare the forecast errors for high-tech and non-high
tech firms (panel A) and firms in the lowest and highest BM quartile (panel
B). We find that our earlier results are unchanged. Specifically, for high-
tech firms, we find that whisper forecasts continue to be more accurate than
consensus forecasts in about 53% of the cases, both before and after Reg. FD.
A similar result is obtained for the low BM quartile firms. Also, for non-high-
tech and high-BM firms, consensus forecasts continue to be more accurate than
whisper forecasts both before and after Reg. FD. Hence, even though Reg. FD
has reduced consensus forecast pessimism, whisper forecasts continue to be
more accurate than consensus forecasts for high-tech and high-growth firms.
The hypothesis that whisper forecasts are the outcome of selective disclosure
is not supported by our results.

To further investigate whether Regulation FD has affected the information
environment in which analysts work, and thus may have had an effect on
the accuracy of whisper and consensus forecasts, we use a set of measures
introduced by Barron et al. (1998). Their framework allows for measuring
the quality (or precision) of private and common information by analysts.
Although our earlier findings suggest that the continued superiority of the
whisper forecast is not the outcome of selective disclosure, we want to inves-
tigate whether the information environment has changed as was the goal of
Regulation FD (i.e., analysts no longer are allowed to get information pri-
vately from firms and use this information in their forecasts). Because we find
that after the introduction of regulation FD whisper forecasts are still more
accurate for certain groups of firms (high-tech and high-growth), we want
to ensure that regulation FD did indeed have an effect on the environment
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Table 5. Comparison of whisper and consensus forecast error around the introduction of Reg. FD.

All firms Profit firms Loss firms

WFE CFE N WFE CFE N WFE CFE N
(% > 0) (% > 0) (% > 0) (% > 0) (% > 0) (% > 0)

Panel A: Pre-FD
Forecast error as % of −1.02∗∗∗ 3.51∗∗∗ 3,471 0.00∗∗∗ 3.70∗∗∗ 2,948 −5.00∗∗∗ 0.00 523

abs (EPS) (37.4) (61.7) (36.9) (63.8) (40.0) (49.9)
Forecast error as % −0.01∗∗∗ 0.05∗∗∗ 3,471 0.00∗∗∗ 0.05∗∗∗ 2,948 −0.07∗∗∗ 0.00∗ 523

of Price (37.4) (61.7) (36.9) (63.8) (40.0) (49.9)
% Whispers improve 49.3 49.8 45.9∗

consensus (p-value) (0.31) (0.74) (0.08)

Panel B: Post-FD
Forecast error as % of 0.00∗∗∗ 1.85∗∗∗ 6,293 0.00∗∗∗ 2.13∗∗∗ 4,831 −2.24∗∗∗ 0.00∗∗ 1,462

abs (EPS) (38.0) (53.0) (37.3) (55.0) (40.4) (46.5)
Forecast error as % 0.00∗∗∗ 0.02∗∗∗ 6,293 0.00∗∗∗ 0.03∗∗∗ 4,831 −0.04∗∗∗ 0.00∗∗∗ 1,462

of price (38.0) (53.0) (37.3) (55.0) (40.4) (46.5)
% Whispers improve 48.9∗ 48.4∗∗ 50.7

consensus (p-value) (0.07) (0.02) (0.68)

WFE (CFE) is the whisper (consensus) forecast error, computed as actual earnings per share minus whisper (consensus) forecast per share,
deflated by either the absolute value of the reported earnings per share or the share price. The table lists the median forecast errors and the
percentage positive (in parentheses) for forecasts made before Reg. FD (before October 2000, panel A) and after Reg. FD (panel B). The
significance levels are from the Wilcoxon rank sum test for the median. The third row in each panel lists the percentage of observations
where the whisper forecasts are more accurate than the consensus and the associated p-value (testing for difference from 50%, excluding
instances where whisper and consensus are of equal accuracy). *, **, and ∗∗∗ denote significance at the 10%, 5%, and 1% levels.
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Table 6. Whisper and consensus forecast error around Reg. FD across industry and book-to market categories.

High-tech Non-high-tech

Pre-FD (– = 1,003) Post-FD (– = 1,877) Pre-FD (– = 2,468) Post-FD (– = 4,416)

WFE CFE WFE CFE WFE CFE WFE CFE
(% > 0) (% > 0) (% > 0) (% > 0) (% > 0) (% > 0) (% > 0) (% > 0)

Panel A: High-tech versus non-high-tech firms
Forecast error as % of 0.00∗∗∗ 7.02∗∗∗ 0.00∗∗∗ 3.33∗∗∗ −1.21∗∗∗ 2.63∗∗∗ −1.20∗∗∗ 1.52∗∗∗

abs (EPS) (39.2) (67.7) (40.0) (54.8) (36.6) (59.2) (37.2) (52.3)
Forecast error as % 0.00∗∗∗ 0.04∗∗∗ 0.00∗∗∗ 0.02∗∗∗ −0.02∗∗∗ 0.05∗∗∗ −0.02∗∗∗ 0.02∗∗∗

of price (39.2) (67.7) (40.0) (54.8) (36.6) (59.2) (37.2) (52.3)
% Whispers improve 53.45∗ 53.46∗∗∗ 47.55∗∗ 46.99∗∗∗

consensus (p-value) (0.06) (0.01) (0.02) (0.01)

BM quartile 1 (low) BM quartile 4 (high)

Pre-FD (– = 980) Post-FD (– = 1,466) Pre-FD (– = 769) Post-FD (– = 1,673)

Panel B: Low versus high BM quartile firms
Forecast error as % of 0.00∗∗∗ 6.02∗∗∗ 0.00∗∗∗ 3.10∗∗∗ −1.79∗∗∗ 2.76∗∗∗ −1.44∗∗∗ 0.00∗∗∗

abs (EPS) (36.6) (71.3) (37.7) (57.6) (38.0) (56.2) (40.0) (49.1)
Forecast error as % 0.00∗∗∗ 0.04∗∗∗ 0.00∗∗∗ 0.02∗∗∗ −0.04∗∗∗ 0.07∗∗∗ −0.04∗∗∗ 0.00∗∗∗

of price (36.6) (71.3) (37.7) (57.6) (38.0) (56.2) (40.0) (49.1)
% Whispers improve 54.44∗∗ 53.57∗∗∗ 46.18∗∗ 47.41∗∗

consensus (p-value) (0.03) (0.01) (0.03) (0.04)

Notes: WFE (CFE) is the whisper (consensus) forecast error, computed as actual earnings per share minus whisper (consensus) forecast per share,
deflated by either the absolute value of the reported earnings per share or the share price. The table lists the median forecast errors and the percentage
positive (in parentheses) for forecasts made before and after Reg. FD for high-tech firms versus others (panel A) and for low BM versus high
BM firms (panel B). The significance levels are from the Wilcoxon rank sum test for the median. The third row in each panel lists the percentage
of observations where the whisper forecasts are more accurate than the consensus and the associated p-value (testing for difference from 50%,
excluding instances where whisper and consensus are of equal accuracy). *, **, and ∗∗∗ denote significance at the 10%, 5%, and 1% levels.
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to which an analyst is subjected when generating forecasts. The method of
Barron et al. (1998) allows for such a test (for examples of others who have
used this method see Venkataraman 2001; Barron et al., 2002; and Botosan
et al., 2004).

Precision of public information is measured by h and is defined as:

h = SE − D/N

((1 − 2/N )D + SE)2
(1)

where SE is the squared error of the consensus mean forecast, D is the disper-
sion among forecasts, and N is the number of analysts. Private information is
measured as s and is defined as follows:

s = D

((1 − 1/N)D + SE)2 (2)

The extent to which public information is used in analysts’ forecasts is mea-
sured by h, whereas s measures the amount of idiosyncratic information in
analysts’ forecasts. When we calculate h and s for all the available forecasts
we find that there is no significant difference in the amount of private infor-
mation in the consensus forecasts. The median is 57.34 in the pre-period and
is 58.57 in the post-period. At the same time, we do find that the median h
decreased from 65.39 to 48.22. (Results are not reported but are available
upon request.) These findings lend credence to our finding that the private
information environment has changed as a result of reg. FD.

4.4. What determines relative accuracy?

In the previous sections we found that whisper forecasts were more accurate
for profitable high-tech firms and profitable firms with a low book-to-market.
We did not find that these patterns changed after the introduction of Reg. FD. In
Table 7 we perform a simple logistic regression to see whether these findings
hold in a multivariate setting. The dependent variable takes a value of 1 if the
whisper forecast represents an improvement over the consensus forecast. In all
four models we find that being in the high-tech sector is significantly positively
related to the dependent variable. Also consistent with our univariate findings
we find that having a low book-to-market is significantly positively related to
the whispers being more accurate.

There is no evidence that Reg. FD has any material effect on the chances
of whispers being more accurate as indicated by the Pre-FD dummy (equals
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Table 7. Determinants of relative forecast accuracy.

Model 1 Model 2 Model 3 Model 4

Intercept 0.001 0.026 0.063 0.078
High-tech 0.229∗∗∗ 0.218∗∗∗ 0.226∗∗∗ 0.210∗∗∗
BM −0.074∗∗ −0.074∗∗ −0.103∗∗∗ −0.102∗∗∗
Pre-FD −0.004 −0.010 −0.010 −0.011
Pos. EPS −0.001 0.057∗ 0.036
Pos. EPS∗ High-tech 0.050 0.035
Pos. EPS∗ BM −0.057∗ −0.054∗
Log(MVE) 0.017 −0.021∗ −0.027∗∗ −0.027∗∗
N 9,764 9,764 9,764 9,764

Notes: The dependent variable is a dummy equal to 1 if the whisper forecast is more accurate
then the consensus forecast. The market value of equity (MVE) and the book-to-market ratio
of equity (BM) are computed from Compustat at the calendar year-end prior to the earnings
announcement. High-tech is a dummy equal to 1 if firms are firms in industries with the
following four-digit SIC codes: 2834–36, 3570–79, 3660–69, 3670–79, 3690, 3694–95, 3820–
29, 3840–49, 3861, and 7370–79. Pre-FD is a dummy equal to 1 if forecasts are made before
the introduction of Reg. FD. Pos. EPS is dummy equal to 1 if the actual earnings are positive.
The table lists the logistic regression coefficients and the number of observations. *, **, and
∗∗∗ denote significance at the 10%, 5%, and 1% levels.

1 if the forecast is before the introduction of Reg. FD). We do not find that
the dummy for positive actual earnings per share (equal to 1 if actual EPS
> 0) is significant. When we interact this dummy with book-to-market we
do find significant negative coefficients, suggesting that low book-to-market
firms with positive earnings are more likely to have more accurate whispers.
In three of our four models we find the log of market-value-of-equity to
be significantly negatively related to our dependent variable. Overall these
findings confirm that high-tech firms and low book-to-market firms are more
likely to have whispers that are more accurate than consensus forecasts.

5. Abnormal Returns Around Earnings Announcements

While the results documented so far indicate that whisper forecasts may be
more accurate than consensus forecasts for high-tech and high-growth firms,
we have not investigated whether they are related to returns around earn-
ings announcements. If, as at least some market participants claim, whisper
forecasts represent the market’s true earnings expectations, then we should
observe that abnormal returns around earnings announcements should be
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closely related to the whisper forecast error. On the other hand, if the cred-
ibility of whisper forecasts is poor because of their anonymity, or if market
participants adjust the consensus expectations for any predictable bias, then
whisper forecast errors would not be related to abnormal returns. We com-
pute abnormal returns (CAR) as market-adjusted returns over days (−1 to
+1), where day 0 is the earnings announcement day. We use the returns from
the CRSP equally weighted index as our proxy for the market return. The
results of this analysis are presented in Table 8.

We find that the price reaction to the whisper forecast relates to the signs of
the whisper forecast errors and consensus forecast errors (Table 8, panel A).
When the actual earnings are less than the whisper forecast, the median CAR is
−1.76%, −0.61%, and −0.04% for negative consensus forecasts, consensus
forecasts of zero, and positive consensus forecast errors, respectively (the first
two significantly different from zero at 1%, and the latter not significantly
different from zero).

When the whisper forecast equals the actual EPS, the abnormal return
is −0.86% for those cases where the actual is smaller than the consensus
forecast, which is significantly different from zero at the 5% level, and 0.63%
(significant at the 1% level as well) for those instances where the actual is
larger than the consensus forecast.

For firms where the whisper forecast underestimates actual EPS, the abnor-
mal return again depends on the sign of the consensus forecast error. When
the consensus forecast is larger than the actual the abnormal return is –0.43%
and not significant. When the consensus forecast error is zero the abnormal
return is not significantly different from zero at –0.36%. If the actual is larger
than the consensus forecast error the abnormal return is 1.59% (significant at
1%). Most striking is that when the actual is lower or equal to the consen-
sus forecast the abnormal return is negative (and significantly different from
zero). This may arise if the market expects the analysts to provide conservative
forecasts and hence the market’s true expectations would be higher. In this
case, earnings that just meet the consensus forecast may be a negative signal.
Our results do not materially change when we divide the sample into profit
and loss firms (panels B and C).

Regression analysis shows that the earnings response coefficients for the
whisper forecast error and consensus forecast error are similar. Also, the
adjusted R-squares are similar. This suggests that, for the entire sample,
whisper forecasts do not convey information beyond what is conveyed by
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Table 8. Forecast errors and abnormal returns around earnings announcements.

Actual < Consensus Actual = Consensus Actual > Consensus

Median CAR #Obs Median CAR # Obs Median CAR # Obs

Panel A: All firms
Actual < Whisper forecast −1.76∗∗∗ 2,101 −0.61∗∗∗ 1,087 −0.04 1,670
Actual = Whisper forecast −0.86∗∗ 299 n.a. 0.63∗∗∗ 910
Actual > Whisper forecast −0.43 429 −0.36 366 1.59∗∗∗ 2,893

Panel B: Profit firms
Actual < Whisper forecast −1.40∗∗∗ 1,413 −0.56∗∗∗ 987 0.14∗∗∗ 1,430
Actual = Whisper forecast −0.83∗ 249 n.a. 0.78∗∗∗ 808
Actual > Whisper forecast −0.65 294 −0.06 299 1.66∗∗∗ 2,297

Panel C: Loss firms
Actual < Whisper forecast −3.03∗∗∗ 688 −1.86 100 −1.73∗∗∗ 240
Actual = Whisper forecast −1.62 50 n.a. −1.87 102
Actual > Whisper forecast 0.41 135 −2.68∗∗∗ 67 1.08* 596

Notes: We compute the market-adjusted returns around the earnings announcements using the return on the CRSP
equally weighted index as our proxy for the market return. Daily abnormal returns (percent) are cumulated over days
−1 to 1 (CAR (−1, 1). The earnings announcement date is day zero. We report the median percentage CAR (−1, 1)
separately for cases where the actual earnings is less than, equal to or greater than the whisper forecast or the consensus
analysts’ forecast. We report the results for the entire sample in panel A, for firms reporting profits (losses) in panel B
(panel C). *, **, and *** denote significance at the 10%, 5%, and 1% levels.
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consensus forecasts. When we compare earnings response coefficients for
the sample of forecasts that are likely to have biased consensus forecasts
our results do not change. Hence, we conclude that even if whisper forecasts
improve the consensus forecasts, the market may recognize any predictable
bias on the part of analysts and react accordingly. If so, trading strategies
based on analysts’ whisper forecasts may not earn returns over and above
those based on the consensus forecasts. This evidence is contrary to the find-
ings of Bagnoli et al. (1999).

6. Conclusions

In this paper, we investigate private whisper and public consensus forecasts
along two dimensions: relative accuracy and value-relevance. We find that
whisper forecasts tend to be optimistic, whereas consensus forecasts tend to
be pessimistic in nature. Only in cases where analysts may have a tendency to
bias their public forecasts (high-tech firms) or when analysts want to protect
their private information (high growth firms) do we find that whisper forecasts
are more accurate than consensus forecasts. For other firms, we find that the
consensus tends to be more accurate. This can be explained by the fact that
for these other firms earnings will be more predictable and hence there will be
a larger reputational penalty for providing imprecise public forecasts. Also,
we find that both whisper and consensus forecast errors are related to stock
returns around earnings announcements, suggesting that both forecasts convey
valuable information.

Finally, we find that after the introduction of regulation FD the existing
accuracy patterns do not materially change. Both pre-and post-regulation FD
whisper forecasts remain more accurate than consensus forecasts. This sug-
gests that selective disclosure is not the reason for the relative accuracy of
whisper forecasts.

In a more general context, our results suggest that for high-tech and high-
growth firms, published consensus forecasts may not be the best estimate of
the market’s earnings expectations. For other firms, consensus forecasts may
well serve as a proxy for market earnings expectations.
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Chapter 7

Earning Forecast-Based Return Predictions:
Risk Proxies in Disguise?

Le (Emily) Xu
University of New Hampshire, USA

This paper explores a new approach to evaluate the likelihood that omitted risk factors or mar-
ket mispricing underlies the anomalous security returns to price-scaled analysts’ forecasts of
earnings investigated by Elgers, Lo, and Pfeiffer (2001). This approach is to reduce measure-
ment errors by incorporating predictable errors in analysts’ earnings forecasts and used the
adjusted forecasts to evaluate the underlying phenomenon. Under the explanation of market
mispricing, the price-scaled adjusted analysts’ forecasts are expected to generate greater hedge
portfolio returns as the adjusted forecasts with less measure errors reduce the noise embedded
in the relation of price-scaled analyst forecasts of earnings to subsequent abnormal returns. The
results show that the adjusted forecasts do not enable improvements in the abnormal security
returns resulting from the trading strategy. The inability to show improvements is inconsistent
with the interpretation of market mispricing. Therefore, it provides indirect support for the
interpretation of omitted risk factors.

Keywords: Analysts’ forecasts of earnings; market mispricing; omitted risk proxies; pre-
dictable error pattern.

1. Introduction

A recent study (Elgers et al., 2001, hereafter ELP) shows that subsequent
abnormal security returns are associated with the ratio of early-in-the-year
analysts’ forecasts of earnings to market value of common equity. Given the
results, the authors infer that the delayed security returns are due to investors’
misunderstanding of the value-relevant information in publicly available ana-
lysts’ estimates. However, a salient feature of the study is the use of market
values as the method of scaling the forecast variable. Market value scaling
introduces the possibility that a given firm-specific attribute, scaled by market
value, serves as a “yield surrogate,” i.e., a proxy for some pertinent risk factors
that have not been controlled in the researcher’s measures of abnormal secu-
rity returns. Therefore, the market-value-scaled attributes would also generate
significant subsequent abnormal security returns. Those apparent abnormal
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returns would actually represent equilibrium returns to the omitted risk factor,
instead of biases in investors’ interpretation of analysts’ expected earnings.

The possibility that omitted risk factors may account for observed “abnor-
mal” security returns has been widely acknowledged in the extant literature.
Numerous studies have recognized omitted risk proxies as alternative expla-
nations for market anomalies documented in the literature, e.g., earnings yield
(Basu, 1977), accounting accruals (Sloan, 1996), analysts’ forecasts (ELP),
fundamental accounting ratios (Abarbanell and Bushee, 1997), and a firm’s
fundamental value (Frankel and Lee, 1998).

ELP have used conventional approaches to mitigate the problem. First, they
use the mean returns for all the sample firms in the same market capitalization
decile as the specification for expected market returns. In addition, an exhaus-
tive list of previously documented proxies that may potentially be risk fac-
tors is included in the analyses. Unfortunately, however, both the approaches
require the ad hoc intuition by the researcher in specifying the alternative
security return metrics and/or in identifying a suitable (and sufficient) set of
control variables. For this reason, a misspecified measure of equilibrium secu-
rity returns continues to be a potential underlying explanation for the delayed
security price adjustment documented by ELP.

This study provides a new approach to evaluating the likelihood that omit-
ted risk factors or market mispricing underlies the anomalous security returns
reported in ELP. My approach is motivated by a body of prior research that
demonstrates predictable errors in analysts’ earnings forecasts and shows how
the predictable errors in the analysts’ forecasts of earnings may be employed
to address the ambiguity in the literature.

Recent literature offers the evidence that a variety of firm-specific vari-
ables are related to errors in early-in-the-year analysts’ earning forecasts. Prior
studies show that analysts fail to fully appreciate earning-relevant informa-
tion imbedded in a variety of attributes: prior-year analysts’ forecast errors,
size-adjusted returns, actual earning changes, accruals, analysts’ long-term
growth rate forecasts, and other firm-specific characteristics (Abarbanell,
1991; Abarbanell and Bushee, 1997; Ali et al., 1992; Bradshaw et al., 2001;
Elgers and Lo, 1994; Elgers and Murray, 1992; Frankel and Lee, 1998; Klein,
1990; La Porta, 1996; Lobo and Nair, 1990).

To the extent that analysts’ earning forecasts reflect these predictable
errors, those forecasts may add systematic classification “noise” to the rela-
tions tested in ELP. Given that the adjusted analyst earning forecasts are likely
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to be more accurate earnings predictors, it may expectted even greater returns
to forecast-based hedge portfolios under the hypothesis of market mispricing.
This argument is based on an assumption that the more accurate forecasts
contain less measurement errors for the value-relevant component of fore-
casts. This approach aims to reduce measurement errors and reinvestigate the
market anomaly using the attributes with less measurement errors.

2. Literature Review

2.1. Discussion of ELP

ELP report a profitable trading strategy based on price-scaled early-in-the-
year analysts’ forecasts of earnings. That is a positive significant association
between price-scaled analysts’ forecasts and subsequent securities returns. In
addition, the authors partition their sample into two groups according to the
analyst coverage. The analyst coverage is assumed a proxy for the quality
of an information environment (Barth and Hutton, 2004; Barth et al., 2001;
Bhushan, 1994; Hong et al. 2000; Walther, 1997). Analysts are perceived as
information intermediaries and to increase information flow to the security
market. They document that the hedge portfolio strategy based on price-scaled
analysts’ forecasts is more profitable for firms with lower analyst coverage
than for those with higher analyst coverage. As such, their interpretation of
the results is that analysts can predict value-relevant earnings more accu-
rately than investors can. In this case, analysts are viewed as being more
informed than investors, and their publicly available forecasts are not effi-
ciently impounded in securities prices, especially for firms with less analyst
following. Furthermore, their results appear robust, with control for a list of
the previously documented risk factors and anomalies. However, as argued
before, the list of variables that are included to control for risk requires the ad
hoc intuition of researchers. In addition, analyst following may be argued as
a proxy for risk. That is firms with less analyst following are more risky than
those with more analyst following. Therefore, it is still conceivable that the
profitability of the trading strategy is due to omitted risk proxies rather than
to market mispricing.1

1ELP also report 1.35% security returns, significant at 5%, in earning announcement months and
0.51%, not significant at conventional levels, in nonannouncement months and they conclude
that the disproportionate concentration of returns in earning announcement months supports
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2.2. Predictable error patterns in analysts’ forecasts of earnings

A stream of studies has documented predictable error patterns embedded
in analysts’ forecasts of earnings, especially early-in-the-year forecasts.
Abarbanell (1991) and Klein (1990) show that prior price changes predict
errors in subsequent quarterly analysts’ forecasts. Furthermore, analysts’
inability or unwillingness to incorporate information in prior security returns is
greater for firms with bad prior security return performance. Similarly, Elgers
and Murray (1992) show that price-based forecasts, based on historical secu-
rity returns and price-to-earnings ratios, can provide additional information
for forecasting subsequent actual earnings beyond analysts’ earning forecasts.
Both studies show that the accuracy of analysts’ forecasts can be improved
by incorporating prior stock price changes, especially for firms with prior
negative securities returns.

In addition, Elgers and Lo (1994) report that both prior earning changes
and prior security returns are incrementally associated with analysts’ forecast
errors. Firms with prior poor return/earnings performance are more inclined
to have more optimistic analysts’ forecasts. A number of other studies have
found similar results. According to Lobo and Nair (1990), the accuracy of the
most accurate individual analyst forecasts can be improved by incorporating
the time-series properties of earnings. Ali et al. (1992) show a positive serial
relation in analysts’ forecast errors. They interpret the evidence as analysts
underestimating the persistence of past earnings forecast errors. They show
that analysts tend to omit the earning-relevant information in prior forecast
errors for firms with relatively permanent earnings and that this tendency
is diminished for the firms with relatively transitory earnings. In sum, all
the studies cited above conclude that the accuracy of analysts’ forecasts can
be improved by impounding prior earnings, in addition to prior securities
returns.

Abarbanell and Bushee (1997) show a significant relationship between
analysts’ forecast errors and ex ante firm-specific fundamental signals, defined
earlier in Lev and Thiagarajan (1993). Their results suggest that analysts

the interpretation of market mispricing. However, they have not statistically tested whether the
security returns in earning announcement months are different from those in nonannouncement
months. In addition, the magnitudes of the security returns (1.35% and 0.51%) and the difference
in the security returns (0.84%) are economically insignificant. Therefore, this evidence does
not sufficiently support the interpretation of market mispricing.
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are not fully aware of the earning-relevant information embedded in the
fundamental signals and as such respond with a delay. Bradshaw et al. (2002)
suggest that analysts overestimate the persistence of accruals, consistent with
investors’ behavior, documented by Sloan (1996). La Porta (1996) shows that
analysts are overly optimistic for firms with extremely high growth rate fore-
casts, and therefore leading to a negative association between growth rate
forecasts and subsequent forecast errors.

Overall, errors in analysts’ early-in-the-year earning forecasts are partly
predictable based on (1) positive serial dependencies among successive fore-
cast errors; (2) a tendency among analysts to overestimate reversals of prior-
year poor earning performance; (3) a failure of analysts fully to incorporate
the earning implications of poor security returns preceding the earnings year;
(4) the inability of analysts to incorporate the differential persistence of the
accruals and cash flow components of prior-year earnings; (5) a tendency for
tail-area earning growth rate forecasts to be too extreme; and (6) the relations
between subsequent-year earnings and other firm-specific characteristics that
are associated with subsequent security price adjustments. Incorporating these
predictable forecast errors may be able to help us to differentiate the two com-
peting explanations for the delayed security price adjustments to price-scaled
analyst forecasts of earnings.

3. Hypothesis Development

The approach that this paper uses to differentiate the two competing expla-
nations is to evaluate the relation of adjusted analyst forecasts of earn-
ings, by incorporating predictable analyst forecast errors, to subsequent
securities. The arguments of which the adjustment of analyst forecasts
may help to differentiate the two competing explanations are articulated
below.

Under market mispricing, the ratio, FY1/P, may be expressed as (FT /P +
n/P), where FT /P is the “true” anomaly variable and n/P is noise in the expec-
tation proxy. Therefore, the measurement error in FY1/P due to n/P would
bias hedge portfolio returns based on FT /P toward zero. If the measurement
error can be reduced, then the adjusted price-scaled analysts’ forecasts should
generate higher hedge portfolio returns. If the adjustments of analysts’ fore-
casts increase the accuracy of analysts’ forecasts, as more accurate analysts’
forecasts contain less measurement errors, n/P, the adjusted analysts’ forecasts
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are expected to generate more significant hedge portfolio returns under market
mispricing. The hypothesis is stated as the null form:

H10: If the adjusted analyst forecasts are more accurate than the unadjusted
analyst forecasts, the subsequent hedge portfolio returns based on the adjusted
analyst forecasts are expected to be same under the hypothesis of market
mispricing.

4. Data and Variable Definitions

The analysis uses all December fiscal-year firms available from the intersec-
tion of Compustat (including both the Active and Research firms), CRSP, and
I/B/E/S, with sufficient information to measure the following variables (firm-
specific subscripts are omitted). There are 20,702 firm-years over 1983–2003.

FEt+1 Actual earnings (#123) of year t + 1 minus I/B/E/S mean con-
sensus forecast of earnings for year t + 1, reported in May
of year t + 1, scaled by market value of equity at the end of
year t .2

FEt Actual earnings (#123) of year t minus I/B/E/S mean consen-
sus forecast of earnings for year t , reported in May of year t ,
scaled by market value of equity at the end of year t .

EPSCHGt Earnings (#123) of year t minus earnings (#123) of year t_1,
scaled by market value of equity at the end of year t .

SARt One-year size-adjusted security returns, measured as the raw
security returns from CRSP cumulated over 12 months begin-
ning June 1 of t , less the corresponding mean returns for all
the sample firms in the same market capitalization decile at the
start of year t .

INVENTt
3,4 �Inventoryt − �Salest

2ELP use analysts’ forecasts of earnings made in March in their main results. However, footnote
3 indicates that their results are robust to the use of I/B/E/S consensus forecasts reported in
April or May. Our main results are robust to the use of March analyst forecasts of earnings. In
addition, using May analyst forecasts help to enlarge the sample size. Lastly, the main results
remain robust using I/B/E/S median consensus forecast of earnings.
3According to Abarbanell and Bushee (1997), the � operator represents a percentage change
in the variable based on a 2-year average expectation model, e.g., �Sales = [Salest −
E(Salest )]/E(Salest ), where E(Salest ) = (Salest−1 + Salest−2)/2.
4Only the significant variables from Abarbanell and Bushee (1997) are included in this study.
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GM2
t �Salest − �GrossMargint

EQ1t One if FIFO and zero otherwise.
EQ2t One if LIFO and zero otherwise.
LFt (Salest−1/#Employeest−1−Salest/#Employeest)/(Salest−1/#

Employeest−1)

LTGt I/B/E/S mean consensus forecast of long-term growth rate,
reported in May of year t .5

DLTGt A scaled-decile variable with the range [0,1] annually converted
from LTGt .

WCACCt Working capital accruals of period t , deflated by market value
of equity at the end of period t . Working capital accruals
are defined as follows using the Statement of Cash Flows:
Increase in Accounts Receivable (#302) + Increase in Inventory
(#303) + Decrease in Accounts Payable and Accrued Liabilities
(#304) + Decrease in Accrued Income Taxes (#305) + Increase
(Decrease) in Assets (Liabilities) − Other (#307). When the
components of working capital accruals are not reported in the
Statement of Cash Flows, working capital accruals are defined
using the Balance Sheet.6

DWCACCt A scaled-decile variable with the range [0,1] annually converted
from WCACCt .

(FY1/P)t+1 I/B/E/S mean consensus forecast of earnings per share for year
t + 1, reported in May of year t + 1, scaled by share price at the
end of year t .

SARt+1 One-year size-adjusted security returns, measured as the raw
security returns from CRSP cumulated over 12 months begin-
ning June 1 of t + 1, less the corresponding mean returns for all
the sample firms in the same market capitalization decile at the
start of year t + 1.

5When LTG is missing, the implicit growth rate imbedded in FY1 and FY2, (FY2/FY1-1), is
used instead. The main inferences remain robust without this replacement. I/B/E/S long-term
growth rate forecasts are available from 1981 to the most current year.
6Accrualt is defined as working capital accruals based on the finding from Bradshaw et al.
(2001) that errors in investors’ expectations of mean reversion in accruals mainly derive from
working capital accruals rather than from total accruals.
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To mitigate the potential impact of outliers, the 1% top and bottom cases
of the pooled distribution of price-scaled earnings per share and 1-year size-
adjusted returns are deleted. All the observations with the values of price-
scaled analysts’ forecast errors or changes in actual earnings exceeding 1 are
deleted. Observations with share price of under $1 as of the end of June in
year t + 1 are deleted. Lastly, as extremely low values of inventory, sales,
and gross margin may lead to unreasonably high values of the fundamental
signals: INVENTt and GMt , observation with the values of INVENTt and
GMt greater than 50 are deleted. These outlier screens result in 18,782 firm-
years from 1983 to 2003.

5. Methodology and Empirical Results

Table 1 provides descriptive statistics for the main variables. This table
presents the means, the medians, and the standard deviations (SD) of the
pooled distribution for 1983–2003. Consistent with prior literature, analysts’
forecast errors (actual less forecasted earnings), for both period t+1 and period
t , are negative, reflecting analysts’ overall optimistic bias. Table 1 also includes
the Spearman correlations between the main variables. All the associations of
subsequent analysts’ forecast errors with the attributes are directly consistent

Table 1a. Descriptive statistics for analysis variables
(n = 18, 782 firm-years, 1983–2003).

Mean Median SD

FEt+1 −0.025 −0.004 0.110
FEt −0.034 −0.003 0.180
EPSCHGt −0.012 0.006 0.191
SARt 0.077 −0.004 0.664
INVENTt −0.091 −0.069 1.862
GMt −0.140 −0.003 14.647
EQ1t 0.347 0.000 0.476
EQ2t 0.178 0.000 0.382
LFt −0.164 −0.048 3.364
LTGt 0.159 0.147 0.867
DLTGt 0.482 0.500 0.284
WCACCt 0.000 0.000 0.000
DWCACCt 0.454 0.500 0.276
(FY1/P)t+1 0.068 0.065 0.237
SARt+1 0.002 −0.016 0.374
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Table 1b. Spearman correlation.

FEt+1 FEt EPSCHGt SARt INVENTt GMt EQ1t EQ2t LFt LTGt DLTGt WCACCt DWCACCt (FY1/P)t+1 SARt+1

FEt+1 1.00
FEt 0.31 1.00
EPSCHGt 0.15 0.64 1.00
SARt 0.37 0.25 0.17 1.00
INVENTt −0.03 −0.10 −0.13 −0.04 1.00
GMt −0.09 −0.29 −0.32 −0.10 0.01# 1.00
EQ1t −0.07 −0.06 0.00# −0.02 0.12 0.01# 1.00
EQ2t 0.01# 0.01# 0.01# 0.01# 0.11 −0.01# −0.34 1.00
LFt −0.03 −0.14 −0.24 −0.02 0.29 0.00# 0.01# 0.03 1.00
LTGt −0.07 −0.01# 0.07 0.01# −0.14 −0.05 0.21 −0.19 −0.06 1.00
DLTGt −0.06 −0.01# 0.08 0.01# −0.12 −0.04 0.21 −0.16 −0.07 0.97 1.00
WCACCt −0.07 0.07 0.09 −0.06 0.15 −0.01# 0.05 0.02 −0.02 0.07 0.08 1.00
DWCACCt −0.07 0.06 0.08 −0.07 0.15 −0.00# 0.06 0.02# −0.01# 0.08 0.08 0.98 1.00
(FY1/P)t+1 0.11 0.20 0.20 0.13 0.08 −0.07 −0.09 0.14 −0.01# −0.29 −0.26 0.11 0.09 1.00
SARt+1 0.26 0.02 0.02 0.04 0.02 −0.01# −0.04 0.03 0.02 −0.09 −0.09 −0.04 −0.04 0.11 1.00

(Continued)
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Table 1b. (Continued)

Notes:
FEt+1: Actual earnings (#123) of year t + 1 minus I/B/E/S mean consensus forecast of earnings for year t + 1, reported in May of year t + 1, scaled by market value of equity at

the end of year t .
FEt : Actual earnings (#123) of year t minus I/B/E/S mean consensus forecast of earnings for year t , reported in May of year t , scaled by market value of equity at the end of

year t .
EPSCHGt : Earnings (#123) of year t minus earnings (#123) of year t_1, scaled by market value of equity at the end of year t .
SARt : One-year size-adjusted security returns, measured as the raw security returns from CRSP cumulated over 12 months beginning June 1 of t , less the corresponding mean

returns for all the sample firms in the same market capitalization decile at the start of year t .
INVENT&

t : �Inventoryt − �Salest .
GM&

t �Salest − �Gross Margint .
EQ1t : One if FIFO and zero otherwise.
EQ2t : One if LIFO and zero otherwise.
LFt : (Salest−1/#Employeest−1 − Salest /#Employeest )/(Salest−1/#Employeest−1).
LTGt : I/B/E/S mean consensus forecast of long-term growth rate, reported in May of year t .
DLTGt : A scaled-decile variable with the range [0,1] annually converted from LTGt .
WCACCt Working capital accruals of period t , deflated by market value of equity at the end of period t . Working capital accruals are defined as follows using the Statement of Cash

Flows: Increase in Accounts Receivable (#302) + Increase in Inventory (#303) + Decrease in Accounts Payable and Accrued Liabilities (#304) + Decrease in Accrued
Income Taxes (#305) + Increase (Decrease) in Assets (Liabilities) − Other (#307). When the components of working capital accruals are not reported in the Statement of
Cash Flows, working capital accruals are defined using the Balance Sheet.

DWCACCt : A scaled-decile variable with the range [0,1] annually converted from WCACCt .
(FY1/P)t+1: I/B/E/S mean consensus forecast of earnings per share for year t + 1, reported in May of year t + 1, scaled by share price at the end of year t .
SARt+1: One-year size-adjusted security returns, measured as the raw security returns from CRSP cumulated over 12 months beginning June 1 of t + 1, less the corresponding mean

returns for all the sample firms in the same market capitalization decile at the start of year t + 1.
& According to Abarbanell and Bushee (1997), the � operator represents a percentage change in the variable based on a 2-year average expectation model, e.g.,
�Sales = [Salest − E(Salest )]/E(Salest ), where E(Salest ) = (Salest−1 + Salest−2)/2.
# These Spearman correlations are not significant at 1% level. All the others are significant at 1% level.
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with the literature. For example, subsequent analysts’ forecast errors are pos-
itively related to previous analysts’ forecast errors, consistent with Ali et al.
(1992). Analysts’ forecast errors are negatively associated with prior period
long-term growth rate forecasts, consistent with La Porta (1996). The corre-
lations between SARt+1 and the attributes are also consistent with the prior
studies. For example, the Spearman correlation between SARt+1 and SARt

is 0.04, consistent with Jegadeesh and Titman’s (1993) finding that short-
term returns tend to persist in the successive years. The negative association
between SARt+1 and LTGt is consistent with La Porta (1996). As expected,
FEt and EPSCHGt are highly correlated. The Spearman correlation is 0.64.

5.1. Adjustments of analysts’ forecasts

This section describes the adjustment of analysts’ forecasts by previous error
patterns, and evaluates the accuracy of the adjusted analysts’ forecasts. To
adjust the analysts’ forecasts by previous error patterns, the historical rela-
tions between the documented attributes and the subsequent forecast errors
need to be examined. Based on prior literature (e.g., Abarbanell, 1991; Elgers
and Lo, 1994; Klein, 1990), the inability or unwillingness of analysts to incor-
porate earning-relevant information from prior returns or earnings information
is asymmetric. The biases are stronger for firms with prior poor performance
than for those with prior good performance. Therefore, the regression anal-
ysis will differentiate the firms with good performance from those with bad
performance. Actual analysts’ forecast errors are regressed annually on the
pertinent variables:

FEt = α0 +
12∑

i=1

αi Xi,t−1 (1)

where the Xi,t includes the variables that prior studies have shown to be sys-
tematically associated with forecast errors, as discussed above and described
in the footnote of Table 2.

The coefficients, α0 and αi , are estimated by ordinary least-square (OLS).
The statistical tests are based on intertemporal tests, using the mean and the
standard deviation of the 21 annual coefficients.

Panel A of Table 2 replicates the pertinent results of prior studies. Con-
sistent with Ali et al. (1992), there is a positive serial correlation between
errors in analysts’ forecasts of earnings. The coefficient of FEt is 0.291 with
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Table 2. Predictable error patterns in analysts’ forecasts (n = 18, 782 firm-years, 1983–2003).

Coefficients Intercept FEt EPSCHG_Pt EPSCHG_Gt SAR_Pt SAR_Gt INVENTt GMt EQ1t EQ2t LFt DLTGt DAccrualt Adj. R2

Panel A: Replication
Predicted sign + + + + + − − − − − −
Ali et al. (1992)
Mean −0.014 0.291 0.240
t-statistics −4.91∗∗∗ 6.72∗∗∗

Elgers and Lo (1994)
Mean −0.006 0.149 0.101 0.123 0.013 0.263
t-statistics −3.20∗∗∗ 3.62∗∗∗ 3.48∗∗∗ 13.26∗∗∗ 4.04∗∗∗

La Porta (1996)
Mean −0.018 −0.008 0.001
t-statistics −6.73∗∗∗ −2.18∗∗

Bradshaw et al. (2001)
Mean −0.019 −0.008 0.013
t-statistics −4.77∗∗∗ −1.05

Abarbanell and Bushee (1997)
Mean −0.018 −0.004 0.005 −0.012 0.000 −0.002 0.024
t-statistics −4.53∗∗∗ −1.37∗ 0.51 −3.55∗∗∗ 0.11 −0.68

Panel B: Equation (1) FEt = α0 +
12∑

i=1
αi Xi,t−1

Mean 0.007 0.314 −0.043 −0.065 0.103 0.014 0.000 0.005 −0.005 −0.001 0.000 −0.003 −0.015 0.379
t-statistics 2.78∗∗ 5.13∗∗∗ −0.92 −2.21∗∗ 11.23∗∗∗ 4.04∗∗∗ −0.38 1.17 −1.84∗∗ −0.52 −0.07 −0.87 −3.44∗∗∗

(Continued)
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Table 2. (Continued)

Notes:
FEt+1: Actual earnings (#123) of year t + 1 minus I/B/E/S mean consensus forecast of earnings for year t + 1, reported in May of year t + 1, scaled by market value of

equity at the end of year t .
FEt : Actual earnings (#123) of year t minus I/B/E/S mean consensus forecast of earnings for year t , reported in May of year t , scaled by market value of equity at the

end of year t .
EPSCHG_Pt : EPSCHGt for firms with poor performance and zero otherwise.
EPSCHG_G: EPSCHGt for firms with good performance and zero otherwise, where the negative (positive) prior returns are defined poor (good) prior performance.
EPSCHGt : Earnings (#123) of year t minus earnings (#123) of year t_1, scaled by market value of equity at the end of year t .
SAR_Pt : SARt for firms with poor performance and zero otherwise.
SAR_Gt : SARt for firms with good performance and zero otherwise, where the negative (positive) prior returns are defined poor (good) prior performance.
SARt : One-year size-adjusted security returns, measured as the raw security returns from CRSP cumulated over 12 months beginning June 1 of t , less the corresponding

mean returns for all the sample firms in the same market capitalization decile at the start of year t .
INVENT∗

t : �Inventoryt − �Salest .
GM∗

t : �Salest − �Gross Margint .
EQ1t : One if FIFO and zero otherwise.
EQ2t : One if LIFO and zero otherwise.
LFt : (Salest−1/#Employeest−1 − Salest /#Employeest )/(Salest−1/#Employeest−1).
LTGt : I/B/E/S mean consensus forecast of long-term growth rate, reported in May of year t .
DLTGt : A scaled-decile variable with the range [0,1] annually converted from LTGt .
WCACCt : Working capital accruals of period t , deflated by market value of equity at the end of period t . Working capital accruals are defined as follows using the Statement of

Cash Flows: Increase in Accounts Receivable (#302) + Increase in Inventory (#303) + Decrease in Accounts Payable and Accrued Liabilities (#304) + Decrease
in Accrued Income Taxes (#305) + Increase (Decrease) in Assets (Liabilities) − Other (#307). When the components of working capital accruals are not reported
in the Statement of Cash Flows, working capital accruals are defined using the Balance Sheet.

DWCACCt : A scaled-decile variable with the range [0,1] annually converted from WCACCt .
If we have directional expectations, the statistical tests are one-tailed. Otherwise, the statistical tests are two-tailed.

∗ Significant at a probablity below 0.10 based on intertemporal tests.
∗∗ Significant at a probablity below 0.05 based on intertemporal tests.
∗∗∗ Significant at a probability below 0.01 based on intertemporal tests. Each annual measure is treated as a single observation, and statistical tests are based on the means and
standard deviations of the annual observations (Bernard, 1987).
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t-statistics of 6.72. Consistent with Elgers and Lo (1994), changes in prior
earnings and prior returns are positively associated with analysts’ forecast
errors and analysts’ ability or willingness to impound prior returns and earn-
ings in their earning forecasts is asymmetric. The negative coefficient on the
growth variable reflects analysts’ bias in their long-term growth rate forecasts
(La Porta, 1996). The estimated coefficient for accruals descriptively repli-
cates the finding of prior studies that analysts do not appear to fully understand
the high reversion property of accruals over successive years (Bradshaw et al.,
2001). Lastly, Panel A of Table 2 also shows that the coefficient estimates for
the fundamental signals in Abarbanell and Bushee (1997) are negative, except
for GMt .7

Panel B of Table 2 presents the multivariate analysis including all the
attributes that are correlated to FEt+1. The inferences regarding the coefficient
estimates remain the same except the following. The coefficient estimates of
EPSCHG_Pt and EPSCHG_Gt are no longer consistent with the expecta-
tion due to the high correlation between FEt and EPSCHGt . A noteworthy
evidence in Panel B of Table 2 is a significant increase in the adjusted R2.
When all the attributes are included in the regression as explanatory variables,
the adjusted R2 is significantly increased to 37.9%, compared to the highest
adjusted R2 from Panel A of Table 2, 26.3%. The cross-sectional variation
in the subsequent analyst forecast errors can be explained by the list of the
attributes by 37.9%. This shows that the adjustments of forecasts by all the
attributes are superior to the adjustments based on a subset of the attributes
used in prior studies. It highlights the importance of including all the attributes
to adjust for analyst’ forecast errors.

The next step in the analysis is to adjust the analysts’ forecasts using the
average of the coefficient estimates estimated by Equation (1) from 3 years
prior to the analysis year. For example, the forecasts for the year 1995 are
adjusted based on the average of the annual estimates of Equation (1) from
1992 to 1994. Because the adjustment of forecasts requires estimates of the
parameters from 3 prior years, the analysis period covers 1986–2003. Adjusted

7Abarbanell and Bushee (1997) defines EQt to be 1 if FIFO and 0 if LIFO. However, this
requirement significantly reduces the sample size due to the fact that a lot of firms use other
inventory methods. Therefore, two variables EQ1t and EQ2t are defined. EQ1t equals to 1
if FIFO and 0 otherwise and EQ2t equals to 1 if LIFO and 0 otherwise. The difference in
the coefficients of these two variables (−0.012 − 0.000 = −0.012) can be interpreted as the
difference in the impact of using FIFO vs. LIFO on errors in analyst forecast earnings.
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analysts’ forecasts are computed in the following fashion:

FY1_adjt+1 = FY1t+1 + α̂0 +
12∑

i=1

α̂i Xi,t−1 (2)

where FY1_adjt+1 is the ex ante adjusted forecasts in year t +1; Ft+1 is mean
analysts’ forecasts issued in May of year t +1; α̂i is the average of the annual
coefficient estimates of αi from Equation (1) from 3 years prior to the analysis
year; and the Xi,t are the variables included in Equation (1).

5.2. Accuracy of the adjusted analysts’ forecasts

Although analysts’ forecasts are adjusted by predictable error patterns, the
impact upon the accuracy of analysts’ forecasts is yet to be determined. This
study uses two measures to evaluate the improvement in the accuracy of
adjusted analysts’ forecasts of earnings: bias and mean square errors (MSE).
Bias is defined within each year as actual earnings minus analysts’ forecasts
of earnings of year t + 1 scaled by the market value of equity at the end of
year t . MSE is defined within each year as the squared difference between
actual earnings and analysts’ forecasts of earnings of year t + 1 scaled by
the market value of equity at the end of year t . The statistical tests are based
on intertemporal tests, using the mean and the standard deviation of the 18
annual coefficients.

Table 3 reports the bias and MSE for the unadjusted and adjusted analysts’
forecasts. MSE is multiplied by 100 to suppress the leading zeros. The results
show that the forecast adjustments provide a significant reduction in the bias
as well as the MSE. The negative bias before adjustments reflects analysts’
overall optimistic bias. Yet, after the adjustments, analysts’ forecasts of earn-
ings no longer show this overall optimistic bias. MSE is decreased to 0.942
from 1.110. The error reductions are significant at 1% level. In addition, the
adjusted analysts’ forecasts of earnings produce lower biases for all the sample
years and lower MSE for 15 years out of 18 sample years.

5.3. Differentiation of market mispricing vs. omitted risk
factor for ELP

ELP document a significantly positive relationship between price-scaled ana-
lysts’ forecasts, FY1/P, and subsequent security returns. They interpret their
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Table 3. Accuracy of analysts’ forecasts (n = 18, 626 firm-years, 1986–2003).

(FY1/P)t+1 (FY1_adj/P)t+1 Difference (%)

Bias MSE × 102 Bias MSE × 102

Intertemporal mean −0.023 1.110 0.001 0.942 −239.1%
Error reduction 0.024 0.168 11.3%
t-statistics for error
reduction

9.370∗∗∗ 3.410∗∗∗

Number of years
with lower error

18/18∗∗∗ 15/18∗∗∗

Notes:
(FY1/P)t+1: I/B/E/S mean consensus forecast of earnings per share for year t+1, reported

in May of year t + 1, scaled by share price at the end of year t .
(FY1_adj/P)t+1: Adjusted I/B/E/S mean consensus forecast of earnings per share for year

t + 1, reported in May of year t + 1, scaled by share price at the end of
year t .
Adjusted analysts’ forecasts are computed in the following fashion:

FY1_adjt+1 = FY1t+1 + α̂0 +
12∑

i=1
α̂i Xi,t−1, (2)

where FY1_adjt+1is the ex ante-adjusted forecasts in year t + 1; Ft+1 is
mean analysts’ forecasts issued in May of year t + 1; α̂i is the average of
the annual coefficient estimates of αi from Equation (1) from 3 years prior
to the analysis year; and the Xi,t are the variables included in Equation (1).

Bias: Actual earnings minus analysts’ forecasts of earnings of year t + 1 scaled
by the market value of equity at the end of year t within each year.

MSE: The squared difference between actual earnings and analysts’ forecasts of
earnings of year t + 1 scaled by the market value of equity at the end of
year t within each year.

∗ Significant at a probablity below 0.10 based on two-tailed intertemporal tests.
∗∗ Significant at a probablity below 0.05 based on two-tailed intertemporal tests.
∗∗∗ Significant at a probability below 0.01 based on two-tailed intertemporal tests. Each
annual measure is treated as a single observation, and statistical tests are based on the means
and standard deviations of the annual observations (Bernard, 1987).

results as investors underestimating the value-relevant analysts’ forecasts. As
stated above, the measurement error in FY1/P would bias hedge portfolio
returns toward zero. If the measurement error can be reduced, then the adjusted
price-scaled analysts’ forecasts should generate higher hedge portfolio returns
than FY1/P. The adjustments of analysts’ forecasts based on Equation (2)
increase the accuracy of analysts’ forecasts as shown in Table 3. Because more
accurate analysts’ forecasts contain less measurement errors, the adjusted
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analysts’ forecasts are expected to generate more significant hedge portfolio
returns under the explanation of market mispricing.

Table 4 reports the hedge portfolio returns based on price-scaled analysts’
forecasts before and after adjustments. It followed ELP’s partitioning of the

Table 4. Differentiation of market mispricing vs. omitted risk factor for ELP (n = 18, 626
firm-years, 1986–2003).

(FY1/P)t+1 (FY1_adj/P)t+1

Panel A: Lower analyst coverage (n = 8686)
Bottom quintile −0.071 −0.059
Top quintile 0.055 0.054
Hedge t-statistics 0.126 0.112

(3.16)∗∗∗ (3.87)∗∗∗
Years positive 16/18∗∗∗ 15/18∗∗∗
Difference in hedge t-statistics −0.013

(−0.74)

Panel B: Higher analyst coverage (n = 9940)
Bottom quintile −0.033 0.002
Top quintile 0.028 0.022
Hedge (t-statistics) 0.060 0.020

(1.04) (0.50)
Years positive 9/18 9/18
Difference in hedge (t-statistics) −0.040

(−1.34)

Notes:
(FY1/P)t+1: I/B/E/S mean consensus forecast of earnings per share for year t+1, reported

in May of year t + 1, scaled by share price at the end of year t .
(FY1_adj/P)t+1: Adjusted I/B/E/S mean consensus forecast of earnings per share for year

t +1, reported in May of year t +1, scaled by share price at the end of year t .
The adjustment of analysts’ forecasts of earnings is explained in detail in
Section 4.1.
Adjusted analysts’ forecasts are computed in the following fashion:

FY1_adjt+1 = FY1t+1 + α̂0 +
12∑

i=1
α̂i Xi,t−1, (2)

where FY1_adjt+1 is the ex ante-adjusted forecasts in year t + 1; Ft+1 is
mean analysts’ forecasts issued in May of year t + 1; α̂i is the average of
the annual coefficient estimates of αi from Equation (1) from 3 years prior
to the analysis year; and the Xi,t are the variables included in Equation (1).

∗ Significant at a probablity below 0.10 based on two-tailed intertemporal tests.
∗∗ Significant at a probablity below 0.05 based on two-tailed intertemporal tests.
∗∗∗ Significant at a probability below 0.01 based on two-tailed intertemporal tests. Each
annual measure is treated as a single observation, and statistical tests are based on the means
and standard deviations of the annual observations (Bernard, 1987).
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sample into two groups, based on the extent of analysts’ coverage (number
of analysts with May annual earnings forecasts for a given firm). The cases
below (above) the yearly cross-sectional medians of the number of analysts’
forecasts are classified as the lower (higher) analyst coverage group. The
hedge portfolio returns to analysts’ forecasts are expected to be significantly
greater for markets with a less-rich information environment (the lower analyst
coverage group) than for markets with a stronger information environment (the
higher analyst coverage group). To compute the hedge portfolio returns, all
the observations are sorted annually into quintiles based upon the magnitudes
of the price-scaled analysts’ forecasts. The hedge portfolio returns equal to the
annual means of size-adjusted returns for the firms in the top quintile minus
those in the bottom quintile.

Consistent with ELP, Table 4 shows that for the lower analyst coverage
group, the size-adjusted hedge portfolio return is 12.6% (t−statistics = 3.16),
whereas for the higher analyst coverage group, the hedge portfolio return is
only 6% (t − statistics = 1.04). Moreover, Table 4 shows the hedge portfolio
returns based on the adjusted analysts’ forecasts of earnings. For the lower
(higher) analyst coverage group, the returns based on adjusted analysts’ fore-
casts are 11.2% (2%). The change in hedge portfolio returns is −1.3% (−4%)
for the lower (higher) analyst coverage. These changes are both statistically
and economically insignificant, that is the null hypothesis H10 cannot be
rejected. These results show that the hedge portfolio returns are the essen-
tially same, no matter whether the less or more accurate analysts’ forecasts
are used. The inability of generating greater hedge portfolio returns using the
more accurate forecasts with less measurement errors does not support the
explanation of market mispricing. Therefore, it provides indirect support for
the explanation of omitted risk factors.

6. Conclusion

This paper reexamines evidence of delayed security returns associated with
early-in-the-year analysts’ forecasts of annual earnings investigated in ELP.
A salient feature of this study is the use of market values as the method of
scaling the forecast variables. Market value scaling, however, introduces the
possibility that a given firm-specific attribute, scaled by market value, serves
as a “yield surrogate,” i.e., a proxy for some unidentified pertinent risk factors.
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This study develops and applies a new approach to evaluating the likeli-
hood that omitted risk factors or market mispricing underlies the anomalous
security returns reported in recent research by ELP. This approach is motivated
by a body of prior research that demonstrates that errors in analysts’ earning
forecasts are to some extent predictable based on firm-specific characteris-
tics, and indicates that the predictable errors may be employed to adjust and
improve the accuracy of the analysts’ earning forecasts. Under the hypothesis
of market mispricing, greater hedge portfolio returns to be expected when the
analysts’ forecasts are adjusted by the predictable error patterns. The argu-
ment is based on the assumption that the adjusted analysts’ forecasts contain
less measurement errors and thus reduce the noise embedded in the relation
tested in ELP.

The results of this study indicate that the main results in ELP are repli-
cated in the sample, which extends over a later time period. In addition, the
adjustments that applied here to extant analysts’ forecasts improve the pre-
dictive accuracy of the analysts’ forecasts. These adjusted forecasts, how-
ever, do not enable improvements in the abnormal security returns resulting
from the trading strategies employed in ELP. The inability to show improve-
ments is inconsistent with the interpretation that the predictable security
returns documented in the study are due to market mispricing. Therefore,
it provides indirect support for the alternative interpretation of omitted risk
proxies.

Similar method that aims to reduce the measurement errors in the variable
of interest may be applied to other papers in the anomaly area in order to
differentiate the two competing explanations—omitted risk proxies vs. market
mispricing. For example, Frankel and Lee (1998) have shown a significant
association between price-scaled intrinsic firm value and subsequent security
returns, where the intrinsic value estimates rely upon several variables as
inputs to the residual income valuation model. Researchers may be able to
differentiate the two competing explanations for the results reported in Frankel
and Lee (1998) using variables that contain less measurement errors as inputs
to the residual income model.
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Chapter 8

On Simple Binomial Approximations for Two
Variable Functions in Finance Applications

Hemantha S. B. Herath∗
Brock University, Canada

Pranesh Kumar
University of Northern British Columbia, Canada

We extend the volatility stabilization transformation technique to two correlated Brownian
motions. This technique allows to construct a computationally simple binomial tree and to
obtain the probabilities for the up and down movements. We derive the expressions for corre-
lated geometric Brownian motions by considering two variable functions. We discuss particular
functions of two variables, which are commonly employed in finance. Further, we simulate
results for the numerical accuracy of the approximations using an exchange option.

Keywords: Option pricing; Correlated assets; binomial lattice; volatility transform; binomial

1. Introduction

Nelson and Ramaswamy (1990) used an elegant instantaneous volatility stabi-
lization transformation to approximate diffusions commonly used in finance
such as the Ornstein–Uhlenbeck (OU or mean reversion) process and the con-
stant elasticity of variance (CEV) to a computationally simple binomial lattice.
Although binomial approximations for these types of diffusions may exist, the
binomial tree structures may not necessarily recombine. Such binomial tree
structures are computationally complex because the number of nodes in the
tree doubles at each time step. The idea is to obtain a computationally simple
binomial tree structure where an up move followed by a down move causes a
displacement which is equal to a displacement caused by a down move that is
followed by an up move. This objective is achieved by employing a transfor-
mation that makes the heteroscedastic process a homoscedastic process, that
is, employing a transformation that makes the instantaneous volatility of the
transformed process constant.

∗Corresponding author.
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In this paper, we extend the volatility stabilization transformation tech-
nique for two variable functions. There are numerous situations where two
variable functions are commonly encountered when pricing options (Kam-
rad and Ritchken, 1991; Boyle, 1988; Boyle et al., 1989; Johnson, 1987;
Stulz, 1982). These models are useful for valuing real options having mul-
tiple sources of uncertainty (Cortazar and Schwartz, 1993). We derive gen-
eral expressions for correlated geometric Brownian motions. Then we con-
sider some cases, which are commonly employed in finance applications.
The paper is organized as follows. Section 2 includes the transformation tech-
nique applied by Nelson and Ramaswamy (1990) to a single asset that follows
a diffusion process. We extend the transformation technique to two correlated
Brownian motions in Section 3. Log-transformed variables are presented in
Section 4. Section 5 discuses the numerical accuracy of the approximations
using an exchange option. A summary of findings and conclusions is included
in Section 6.

2. Nelson–Ramaswamy Instantaneous Volatility Stabilization
Transformation

The basic intuition of the instantaneous volatility stabilization transformation
is as follows. Consider the stochastic differential equation

dy = µ(y, t)dt + σ(y, t)dW (1)

where W is the standard Brownian motion, µ(y, t), σ(y, t) ≥ 0, are the
instantaneous drift and standard deviation of y at time t and the initial value
y0 is a constant. The time interval [0, T ] is divided into n equal time steps of
size �t = T/n. The objective is to find a sequence of binomial processes that
converge in probability to the process (1) on [0, T ].

Nelson and Ramaswamy (1990) consider a transform X (y, t) which is
twice differentiable in y and once in t . By Ito’s lemma,

dX (y, t) =
(

µ(y, t)
∂ X (y, t)

∂y
+ 1

2
σ 2(y, t)

∂2 X (y, t)

∂2 y
+ ∂ X (y, t)

∂t

)
dt

+
(

σ(y, t)
∂ X (y, t)

∂y

)
dW. (2)
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Now make the term

∂ X (y, t)

∂y
σ(y, t) dW = dW,

in (2) so that the instantaneous volatility of the transformed process x =
X (y, t) is constant by taking

σ(y, t)
∂ X (y, t)

∂y
= 1.

Then by integrating the above term∫
∂ X (y, t) =

∫
∂y

σ (y, t)
,

and substituting y by z, we get

X (y, t) =
y∫

dZ

σ(z, t)
, (3)

on the support of y. The above transformation allows one to construct a com-
putationally simple binomial tree for the transformed process x where the
variance of local change in x is constant at each node. The binomial lattice
for the X process can be obtained by defining X0 = X (y0) and drawing the
X tree as shown in Figure 1.

t = 0 t = 1 t = 2 t = T

X

X + √∆t

X - √∆t

X + 2√∆t

X - 2√∆t

X

Figure 1. Simple binomial tree for X .
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In order to arrive at the binomial process for y, one has to transform from
x back to y.Using an inverse transformation defined as

Y (x, t) = {y : X (y, t) = x} (4)

does this. Substituting Equation (4) into Equation (3), we get

x =
Y∫

dZ

σ(z, t)

and taking the partial derivative we obtain ∂y/∂x = σ(y, t) which implies
that Y (x, t) is weakly monotonic in x for a fixed value of t . The inverse
transform in Equation (4) can be used to construct the lattice for y such that
the up movement Y +(x, t) and a down movement Y −(x, t) are given by

Y +(x, t) = Y
(

x + √
�t, t + �t

)
, (5)

Y −(x, t) = Y
(

x − √
�t, t + �t

)
, (6)

and the up movement probability

p = �tµ(Y (x, t), t) + Y (x, t) − Y −(x, t)

Y +(x, t) − Y −(x, t)
. (7)

The use of the transform, inverse transform, and a feasible probability enables
one to construct computationally simple binomial approximation for y. The
binomial tree for y is shown in Figure 2.

t = 0 t = 1 t = 2 t = T

Y(X)

Y(X + √∆t)

Y(X  - √∆t)

Y(X  + 2√∆t)

Y(X - 2√∆t)

Y(X)

Figure 2. A simple binomial tree for y = Y (X).
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3. Transform for Two Variables

We extend the transformation technique for two correlated Brownian motions.
Consider a function of two variables S1 and S2 each following a geometric
Brownian motion where

dS1 = µ1S1 dt + σ1S1 dW1, (8a)

dS2 = µ2S2 dt + σ2S2 dW2, (8b)

with ε[dW1dW2] = ρdt , the correlation between S1 and S2.
Consider a general functional form as a power function of S1 and S2

given by F(S1, S2, t) = Sa
1 Sb

2 , where constants a and b are real number.
Since ∂F/∂S1 = aSa−1

1 Sb
2 , ∂F/∂S2 = bSa

1 Sb−1
2 , ∂F/∂t =0, ∂2 F/∂S2

1 =
a(a−1)Sa−2

1 Sb
2 , ∂2 F/∂S2

2 = b(b−1)Sa
1 Sb−2

2 , ∂2 F/∂S1∂S2 = abSa−1
1 Sb−1

2 ,
from the Ito lemma

dF = aSa−1
1 Sb

2 dS1 + bSa
1 Sb−1

2 dS2 + 1

2
a(a − 1)Sa−2

1 Sb
2 (dS1)

2

+ 1

2
b(b − 1)Sa

1 Sb−2
2 (dS2)

2 + abSa−1
1 Sb−1

2 dS1dS2. (8c)

Substituting for dS1 and dS2 and rearranging terms, we obtain

dF =
[
(aµ1 + bµ2) + 1

2

(
a(a − 1)σ 2

1 + b(b − 1)σ 2
2 + ρabσ1σ2

)]
F dt

+ (aσ1dW1 + bσ2dW2) F. (8d)

Notice that F follows a geometric Brownian motion with

µ(F, t) =
[
(aµ1 + bµ2) + 1

2

(
a(a − 1)σ 2

1 + b(b − 1)σ 2
2 + ρabσ1σ2

)]
,

and the noise term given by (aσ1dW1 + bσ2dW2) where Wi are Wiener pro-
cesses. Now define dW = aσ1dW1 +bσ2dW2, where dWi ∼ N (0, dt) and σi

are constant, for i = 1, 2. Considering the Wiener processes per unit of time
dWi ∼ N (0, 1) and we have

dW ∼ N
(
0, a2σ 2

1 + b2σ 2
2 + 2abρσ1σ2

)
. (8e)

The per unit standardized value is

dWz = dW√
a2σ 2

1 + b2σ 2
2 + 2abρσ1σ2

. (8f)
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Substituting for dW in Equation (8d), we have

dF =
[
(aµ1 + bµ2) + 1

2

(
a(a − 1)σ 2

1 + b(b − 1)σ 2
2 + ρabσ1σ2

)]
F dt

+ F

(√
a2σ 2

1 + b2σ 2
2 + 2abρσ1σ2

)
dWz, (8g)

where dWz ∼ N (0, dt).
In order to obtain a computationally simple binomial approximation, we

need to make the volatility term constant in Equation (8g). The transform is

H(F, t) =
F∫

dZ

σ(Z , t)
= ln F√

a2σ 2
1 + b2σ 2

2 + 2abρσ1σ

. (8h)

The inverse transformation provides F(H) = eH
√

a2σ 2
1 +b2σ 2

2 +2abρσ1σ and

defining H(F0) = ln F0/

√
a2σ 2

1 + b2σ 2
2 + 2abρσ1σ , we obtain the H -tree

and F -tree as previously. From the F -tree in Figure 3 and Equation (7), we
can obtain the expressions for up and down movements and the probability
on an up movement.

In what follows now, we present some commonly used functions in finance
applications. The multiplicative function form can be used when an option on
an underlying asset value has two sources of uncertainty. For example, when

t = 0 t = 1 t = 0 t = 1

F(H)

F(H+ √∆ t )

F(H- √∆ t )

F-Tree

0F

tabba σ σ ρσ σ )∆+ +(

a σ σ ρσ σ )∆+ +(

−eF 21
2
2

22
1

2 2
0

tabbeF 21
2
2

22
1

2 2
0

Figure 3. One period binomial tree F = Sa
1 Sb

2 .
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valuing a forest concession, where the value of standing timber is a function
of price and inventories, each following a diffusion process.

3.1. Product of the underlying variables: a = b = 1, i.e.,
F = F(S1, S2, t) = S1S2

From Equation (8d), we have

dF = (µ1 + µ2 + ρσ1σ2)F dt + (σ1 dW1 + σ2 dW2)F. (9a)

Hence F follows a geometric Brownian motion with µ(F, t) = (µ1 + µ2 +
ρσ1σ2), the noise term given by (σ1 dW1 + σ2 dW2) and Wi are Wiener
processes. Define dW = σ1 dW1 + σ2 dW2, then since the per unit time
processes are dWi ∼ N (0, 1) and σi are constant for i = 1, 2 we have

dW ∼ N (0, σ 2
1 + σ 2

2 + 2ρσ1σ2). (9b)

The per unit of time standardized value is

dWz = dW√
σ 2

1 + σ 2
2 + 2ρσ1σ2

(9c)

Substituting for dW in Equation (9a), we have

dF = (µ1 + µ2 + ρσ1σ2)F dt + F

(√
σ 2

1 + σ 2
2 + 2ρσ1σ2

)
dWz, (9d)

where dWz ∼ N (0, dt).
To make the volatility term constant in Equation (9d), the transformation is

H(F, t) =
F∫

dZ

σ(Z , t)
= ln F√

σ 2
1 + σ 2

2 + 2ρσ1σ2

. (9e)

The inverse transformation providesF(H) = e
H
√

σ 2
1 +σ 2

2 +2ρσ1σ2 and defining

H(F0) = ln F0/

√
σ 2

1 + σ 2
2 + 2ρσ1σ2, we obtain the H -tree and F -tree as

previously.
Now we consider the ratio functional form, which is typically encountered

among others in exchange options and real options to abandon a project for
its salvage value. For example, an opportunity to exchange one company’s
securities for those of another within a stated time period (Margrabe, 1978).
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3.2. Relative value of the underlying variables a = 1, b = −1,
i.e., F = F(S1, S2, t) = S1/S2

From Equation (8d), we have

dF = (µ1 − µ2 + σ 2
2 − ρσ1σ2)F dt + (σ1 dW1 − σ2 dW2)F. (10a)

Therefore, F follows a geometric Brownian motion with µ(F, t) = (µ1 −
µ2 + σ 2

2 − ρσ1σ2), and the noise term given by (σ1 dW1 − σ2 dW2). Define
dW = σ1 dW1 − σ2 dW2, then since the per unit time processes are dWi ∼
N (0, 1) and σi are constant for i = 1, 2 we have

dW ∼ N
(
0, σ 2

1 + σ 2
2 − 2ρσ1σ2

)
. (10b)

The per unit of time standardized value is

dWz = dW√
σ 2

1 + σ 2
2 − 2ρσ1σ2

. (10c)

Substituting for dW in Equation (10a), we have

dF = (µ1 − µ2 + σ 2
2 − ρσ1σ2)F dt + F

(√
σ 2

1 + σ 2
2 − 2ρσ1σ2

)
dWz,

(10d)
where dWz ∼ N (0, dt).

Making the volatility term constant in Equation (10d) gives us a compu-
tationally simple binomial approximation. The transform is

H(F, t) =
F∫

dZ

σ(Z , t)
= ln F√

σ 2
1 + σ 2

2 − 2ρσ1σ2

(10e)

The inverse transformation provides F(H) = e
H
√

σ 2
1 +σ 2

2 −2ρσ1σ2 and defining

H(F0) = ln F0/

√
σ 2

1 + σ 2
2 − 2ρσ1σ2, we obtain the H -tree and F -tree as in

the previous cases.
The case discussed in Section 3.3 has applications, for example, in the

valuation of basket options (Rubinstein, 1992) where the distribution of the
weighted forward price of all assets in the basket is approximated by the
geometric average.
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3.3. Geometric average of underlying variables a = b = 0.5,
i.e., F = F(S1, S2, t) = (S1S2)(1/2)

Substituting a = b = 0.5 in Equation (8d), we have

dF = 1

2

(
(µ1 + µ2) − 1

4
(σ 2

1 + σ 2
2 − ρσ1σ2)

)
F dt

+ 1

2
(σ1 dW1 + σ2 dW2) F. (11a)

In the above equation, F follows a geometric Brownian motion with µ(F, t) =
1
2 ((µ1 +µ2) − 1

4 (σ 2
1 + σ 2

2 − ρσ1σ2)), and the noise term given by (σ1dW1 +
σ2dW2) ≥ 0. Define dW = 1

2 (σ1dW1 + σ2dW2), then since the per unit time
processes are dWi ∼ N (0, 1) and σi are constant for i = 1, 2, we have

dW ∼ N

(
0,

1

4
(σ 2

1 + σ 2
2 + 2ρσ1σ2)

)
. (11b)

The per unit of time standardized value is

dWz = 2 dW√
σ 2

1 + σ 2
2 + 2ρσ1σ2

. (11c)

Substituting for dW in Equation (11a), we have

dF = 1

2

(
(µ1 + µ2) − 1

4
(σ 2

1 + σ 2
2 − ρσ1σ2)

)
F dt

+ F

(
1

2

√
σ 2

1 + σ 2
2 + 2ρσ1σ2

)
dWz, (11d)

where dWz ∼ N (0, dt).
Making the volatility term constant in Equation (11d) gives us a compu-

tationally simple binomial approximation. The transform is

H(F, t) =
F∫

dZ

σ(Z , t)
= 2 ln F√

σ 2
1 + σ 2

2 + 2ρσ1σ2

(11e)

The inverse transformation provides F(H) = e
1
2 H

√
σ 2

1 +σ 2
2 +2ρσ1σ2 and defin-

ing H(F0) = 2 ln F0/

√
σ 2

1 + σ 2
2 + 2ρσ1σ2, we obtain the H -tree and F -tree

as in the previous cases. We summarize the parameters, mean, and variance
of the processes for two state variables in Table 1.
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Table 1. Mean and variances of the commonly used functions.

(a, b) F(S1, S2, t) Mean Variance

(1, 1) S1S2 µ1 + µ2 + ρσ1σ2 σ 2
1 + σ 2

2 + 2ρσ1σ2

(1,−1) S1/S2 µ1 − µ2 + σ 2
2 − ρσ1σ2 σ 2

1 + σ 2
2 − 2ρσ1σ2

(0.5, 0.5) (S1S2)
1/2 1

2

(
(µ1 + µ2) − 1

4 (σ 2
1 + σ 2

2 − ρσ1σ2)
)

1
4 (σ 2

1 + σ 2
2 + 2ρσ1σ2)

In the following section, we consider F(S1, S2, t) as a function of log-
transformed variables. The log-transformed variables are useful in valuing
complex investments with multiple interactive options, options with nonpro-
portional dividends, and compound options (with a series of exercise prices)
(Trigeorgis, 1991).

4. Log-Transformed Variables

In general, let F(S1, S2, t) = ln(Sa
1 Sb

2 ) where constants a and b are real
numbers and ln is the natural logarithm. As ∂F/∂S1 = a/S1, ∂F/∂S2 = b/S2,
∂F/∂t = 0, ∂2 F/∂S2

1 = −a/S2
1 ∂2 F/∂S2

2 = −b/S2
2 , ∂2 F/∂S1∂S2 = 0,

from the Ito lemma

dF = a

S1
dS1 + b

S2
dS2 + 1

2

(
−a

S2
1

)
(dS1)

2 + 1

2

(
−b

S2
2

)
(dS2)

2. (12a)

Substituting for dS1 and dS2 and rearranging terms, we obtain

dF =
[
(aµ1 + bµ2) − aσ 2

1

2
− bσ 2

2

2

]
dt + (aσ1 dW1 + bσ2 dW2). (12b)

Here, F follows a geometric Brownian motion with

µ(F, t) =
[
(aµ1 + bµ2) − aσ 2

1

2
− bσ 2

2

2

]
,

and the noise term given by (aσ1 dW1 + bσ2 dW2) where Wi are Wiener
processes. Define dW = aσ1 dW1 + bσ2 dW2, then since the per unit time
processes are dWi ∼ N (0, 1) and σi are constant for i = 1, 2 we have

dW ∼ N (0, a2σ 2
1 + b2σ 2

2 + 2abρσ1σ2). (12c)
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The per unit of time standardized value is

dWz = dW√
a2σ 2

1 + b2σ 2
2 + 2abρσ1σ2

. (12d)

Substituting for dW in Equation (12b), we have

dF =
[
(aµ1 + bµ2) − aσ 2

1

2
− bσ 2

2

2

]
F dt

+ F

(√
a2σ 2

1 + b2σ 2
2 + 2abρσ1σ2

)
dWz, (12e)

where dWz ∼ N (0, dt).
In order to obtain a computationally simple binomial approximation for the

log-variables, we need to make the volatility term constant in Equation (12e).
The transform is

H(F, t) =
F∫

dZ

σ(Z , t)
= ln F√

a2σ 2
1 + b2σ 2

2 + 2abρσ1σ2

. (12f)

The inverse transformation providesF(H) = eH
√

a2σ 2
1 +b2σ 2

2 +2abρσ1σ2 and

defining H(F0) = ln F0/

√
a2σ 2

1 + b2σ 2
2 + 2abρσ1σ2, we obtain the H -tree

and F -tree as previously. We discuss special processes, which include the
sum, and difference of two log-transformed variables.

4.1. Sum of log-transformed variables: a = b = 1, i.e.,
F = F(S1, S2, t) = ln(S1 S2) = ln(S1) + ln(S2)

Substituting a = b = 1 in Equation (12e), we have

dF =
(

µ1 + µ2 − σ 2
1

2
− σ 2

2

2

)
F dt + (σ1 dW1 + σ2 dW2)F, (13a)

where F follows a geometric Brownian motion with

µ(F, t) = (µ1 + µ2 − σ 2
1

2
− σ 2

2

2
),

a noise term given by (σ1 dW1 + σ2 dW2) and Wi Wiener processes. Define
dW = σ1 dW1 + σ2 dW2, then since the per unit time processes are dWi ∼
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N (0, 1) and σi are constant for i = 1, 2 we have

dW ∼ N (0, σ 2
1 + σ 2

2 + 2ρσ1σ2). (13b)

The per unit of time standardized value is given by

dWz = dW√
σ 2

1 + σ 2
2 + 2ρσ1σ2

. (13c)

Substituting for dW in Equation (13a), we have

dF =
(

µ1 + µ2 − σ 2
1

2
− σ 2

2

2

)
F dt + F

(√
σ 2

1 + σ 2
2 + 2ρσ1σ2

)
dWz,

(13d)
where dWz ∼ N (0, dt).

In order to obtain a computationally simple binomial approximation, we
need to make the volatility term constant in Equation (13d). The transform is

H(F, t) =
F∫

dZ

σ(Z , t)
= ln F√

σ 2
1 + σ 2

2 + 2ρσ1σ2

. (13e)

The inverse transformation provides F(H) = eH
√

σ 2
1 +σ 2

2 +2ρσ1σ2 and defining

H(F0) = ln F0/

√
σ 2

1 + σ 2
2 + 2ρσ1σ2, we obtain the H -tree and F -tree as

previously.

4.2. Difference of log-transformed variables: a = 1, b = −1, i.e.,
F = F(S1, S2, t) = ln(S1/S2) = ln(S1) − ln(S2)

Substituting a = 1, b = −1 in Equation (12e), we have

dF =
(

µ1 − µ2 − σ 2
1

2
+ σ 2

2

2

)
F dt + (σ1 dW1 − σ2 dW2)F. (14a)

Hence F follows a geometric Brownian motion with

µ(F, t) =
(

µ1 − µ2 − σ 2
1

2
+ σ 2

2

2

)
,

a noise term given by (σ1 dW1 − σ2 dW2) ≥ 0 and Wi Wiener processes.
Define dW = σ1 dW1 − σ2 dW2, then since the per unit time processes are
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Table 2. Mean and variances of the commonly used functions.

(a, b) F(S1, S2, t) Mean Variance

(1, 1) ln(S1) + ln(S2) µ1 + µ2 − σ 2
1
2 − σ 2

2
2 σ 2

1 + σ 2
2 + 2ρσ1σ2

(1,−1) ln(S1) − ln(S2) µ1 − µ2 − σ 2
1
2 + σ 2

2
2 σ 2

1 + σ 2
2 − 2ρσ1σ2

(1, 0) ln(S1) µ1 − σ 2
1
2 σ 2

1

dWi ∼ N (0, 1) and σi are constant for i = 1, 2 we have

dW ∼ N
(
0, σ 2

1 + σ 2
2 − 2ρσ1σ2

)
. (14b)

The per unit of time standardized value is

dWz = dW√
σ 2

1 + σ 2
2 − 2ρσ1σ2

. (14c)

Substituting for dW in Equation (14a), we have

dF =
(

µ1 − µ2 − σ 2
1

2
+ σ 2

2

2

)
F dt + F

(√
σ 2

1 + σ 2
2 − 2ρσ1σ2

)
dWz

(14d)
where dWz ∼ N (0, dt).

In order to obtain a computationally simple binomial approximation, we
need to make the volatility term constant in Equation (14d). The transform is

H(F, t) =
F∫

dZ

σ(Z , t)
= ln F√

σ 2
1 + σ 2

2 − 2ρσ1σ2

. (14e)

The inverse transformation provides F(H) = eH
√

σ 2
1 +σ 2

2 −2ρσ1σ2 and defining

H(F0) = ln F0/

√
σ 2

1 + σ 2
2 − 2ρσ1σ2, we obtain the H -tree and F -tree as

previously. The mean and variances of the processes with the log-transformed
variables discussed above are given in Table 2.

5. Numerical Accuracy

In order to study the numerical accuracy of the binomial approximations
with the volatility transformation for two variable functions, we consider
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the option to exchange one asset for another. For this purpose, we use the
relative value of underlying assets discussed in Section 3.2. We compare the
exchange option values obtained from a one-period and a two-period binomial
approximations (Rubinstein, 1992) with Margrabe’s (1978) continuous time
exchange option model. We choose the following parameters: asset values (in
$) S1 = S1 = 10, 20, 30, 40, 50; volatility σ1 = σ2 = 5%, 20%; correlation
ρ = 0; and time to expiration T = 1 and 10 weeks. The percentage relative
error in estimates is calculated as

% Relative error = 100

(
Estimate – Margrabe

Margrabe

)
.

The results for exchange option values with respect to different periods and
the percentage relative errors (in parenthesis) are given in Table 3. For the
given parameters in Table 3, we have the following indicative observations:

(1) When the volatility is low, one-period binomial approximations overesti-
mate the exchange option values and the relative error is 25.3%, whereas
the two-period binomial approximations underestimate the exchange
option values and the relative error is −9.52%.

(2) When the volatility is high, then both the one-period and two-period bino-
mial approximations overestimate the exchange option values and the
relative errors are 25.25% and 15.3%, respectively.

(3) For both time periods, the two-period binomial approximations provide
better exchange option values (smaller relative error) than the one-period
binomial approximations.

The one-period binomial approximations provide option values accurate
to within (0.009 to 0.049) for σ1 = σ2 = 5%, ρ = 0, T = 1 and (−0.003 to
−0.018) for σ1 = σ2 = 20%, ρ = 0, T = 10. For the two-period binomial
approximations, estimates are accurate within (0.125 to 0.624) for σ1 = σ2 =
5%, ρ = 0, T = 1 and (0.075 to 0.378) for σ1 = σ2 = 20%, ρ = 0, T = 10.
The binomial approximations deteriorate as the option life is lengthened which
is consistent with Nelson and Ramaswamy (1990).

Next by varying values of parameters of the exchange option, we simu-
lated the option values presented in Table 4. We observe the following from
numerical results in Table 4:

(1) Given S1 = S2 = 10, σ1 = σ2 = 5%, 20%, and S1 = S1 = 10, σ1 = 5%,
σ2 = 20%, and T = 1. With increasing ρ, it is observed that for the
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Table 3. Exchange option values and percentage relative errors.

S1 = S2 σ1 = σ2 = 5%, ρ = 0, T = 1 σ1 = σ2 = 20%, ρ = 0, T = 10

Margrabe One-period Two-period Margrabe One-period Two-period

10 0.0391196 0.0490286 (25.3%) 0.0353973 (−9.52%) 0.4945114 0.6193798 (25.25%) 0.5701518 (15.3%)
20 0.0782392 0.0980573 (25.3%) 0.0707947 (−9.52%) 0.9890228 1.2387596 (25.25%) 1.1403036 (15.3%)
30 0.1173588 0.1470859 (25.3%) 0.106192 (−9.52%) 1.4835342 1.8581394 (25.25%) 1.7104554 (15.3%)
40 0.1564783 0.1961146 (25.3%) 0.1415893 (−9.52%) 1.9780456 2.4775192 (25.25%) 2.2806072 (15.3%)
50 0.1955979 0.2451432 (25.3%) 0.1769866 (−9.52%) 2.4725569 3.096899 (25.25%) 2.850759 (15.3%)
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Table 4. Percentage relative errors.

S1 S2 T σ1 σ2 ρ Margrabe % Relative error

One-period Two-period

10 10 0.0192 0.05 0.05 −1 0.0553 25.33 −8.73
10 10 0.0192 0.05 0.05 0 0.0391 25.33 −9.52
10 10 0.0192 0.05 0.05 0.5 0.0277 25.33 −10.06
10 10 0.0192 0.05 0.05 0.95 0.0087 25.33 −10.96
10 10 0.0192 0.2 0.2 −1 0.2213 25.31 −0.31
10 10 0.0192 0.2 0.2 0 0.1565 25.32 −3.69
10 10 0.0192 0.2 0.2 0.5 0.1106 25.33 −6.01
10 10 0.0192 0.2 0.2 0.95 0.0350 25.33 −9.71
10 10 0.0192 0.05 0.2 −1 0.1383 25.32 −4.61
10 10 0.0192 0.05 0.2 0 0.1140 25.33 −5.84
10 10 0.0192 0.05 0.2 0.5 0.0997 25.33 −6.55
10 10 0.0192 0.05 0.2 0.95 0.0848 25.33 −7.29
20 10 0.0192 0.05 0.05 −1 10 0 0.07
20 10 0.0192 0.05 0.05 0 10 0 0.03
20 10 0.0192 0.05 0.05 0.5 10 0 0.02
20 10 0.0192 0.05 0.05 0.95 10 0 0
20 10 0.0192 0.2 0.2 −1 10 0 1.08
20 10 0.0192 0.2 0.2 0 10 0 0.54
20 10 0.0192 0.2 0.2 0.5 10 0 0.27
20 10 0.0192 0.2 0.2 0.95 10 0 0.03

one-period binomial approximation, the percent relative error remains
constant, whereas relative error is reduced in the two-period binomial
approximations.

(2) Given S1 = 20, S2 = 10, σ1 = σ2 = 5%, 20%, and T = 1. When ρ is
increased, the exchange option values for both the one- and two-period
binomial approximations and Margrabe models are very close.

6. Conclusions

To construct a computationally simple binomial approximation for diffusions,
we considered a family of two correlated variables and of two log-transformed
variables. In particular, we showed how one could obtain the transforms for
functions of two variables in multiplicative and ratio forms. We simulated
exchange option values using one-period and two-period binomial approx-
imations and compared with the Margrabe’s model. Our numerical results
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indicate that the approximations work well for options with short maturity.
Further, as also noted by Nelson and Ramaswamy (1990), the error in estimate
increases when option life is lengthened.
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Chapter 9

The Prime Rate–Deposit Rate Spread and
Macroeconomic Shocks

Bradley T. Ewing∗
Texas Tech University, USA

Jamie Brown Kruse
East Carolina University, USA

This paper examines the response of the prime rate–deposit rate spread to shocks in real out-
put growth, inflation, and the stance of monetary policy. A simple model of the lending and
deposit markets is introduced that provides insight as to how these macroeconomic factors might
affect the spread. The paper employs the recently developed technique of generalized impulse
response analysis proposed. This method does not impose a priori restrictions as to the relative
importanceeachof thevariables intheunderlyingvectorautoregressionmayplay in thetransmis-
sion process. Thus, the results provide robust evidence as to the relationship between the prime
rate–deposit rate spread and these macroeconomic factors. Specifically, the model suggests and
the empirical results confirm that shocks to inflation widen the spread while unexpected changes
in the federal funds rate and real output growth lead to a narrower spread.

Keywords: Macroeconomic shocks; VAR; interest rates.

1. Introduction

A number of researchers have concluded that announcements of prime lend-
ing rate changes are important determinants of equity prices, see Slovin et al.
(1994), Johnson and Jensen (1994), for examples. It has also been found that
the spread between the prime rate and the deposit rate is an important determi-
nant of financial service sector stock returns, see Ewing et al. (1998) and, more
recently, Gobbi and Lotti (2004) found that the spread may play an important
role in a bank’s decision to enter a market. To date, however, little research
has been concerned with how the prime rate–deposit rate spread responds to
macroeconomic shocks.1 Given Chatrath et al. (1997) documented a trend

∗Corresponding author.
1The effect of various exogenous variables on prime rate changes has been examined. For exam-
ple, Mester and Saunders (1995) modeled the probability of prime rate changes as depending
on market conditions.
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toward globalization of banking activity and found that the US lending and
deposit rates influence the rates of other countries, it is particularly interesting
and important to examine what leads to movements in the prime rate–deposit
rate spread in the United States. This paper identifies and examines the extent
to which innovations in several key macroeconomic variables are transmitted
to the prime rate–deposit rate spread. We focus on three fundamental macroe-
conomic variables that previous findings have identified as important state
variables in stock and bond returns — namely, the stance of monetary policy,
inflation, and real economic activity.

The relationship between the prime rate–deposit rate spread and the
macroeconomic factors is examined by computing generalized impulse
response functions derived from the estimation of a four-equation vector
autoregression model.2 This is an interesting and potentially informative
endeavor in light of the work of Scholnick (1999) who, examining long-
term lending and deposit markets, found that the corresponding individ-
ual rates do not, in general, respond symmetrically to changes in market
rates. Thus, though the spread between the prime rate and the deposit rate
may be stationary, the spread may not be constant period-to-period and may
increase/decrease in response to shocks. An innovation to any of the macroe-
conomic variables may be interpreted as (unexpected) economic news.3 The
generalized response functions allow us to compare and contrast the effects
of unanticipated changes in the macroeconomic factors on the interest rate
spread without imposing a priori restrictions about the relative importance
of the macroeconomic variables. Clearly, financial institutions and financial
market participants may be affected by movements in the prime rate–deposit
rate spread. Knowledge of what leads to movements in the spread and how
long shocks may last is, therefore, important.

2. A Simple Model of the Lending and Deposit Markets

In order to understand movements in the spread between the prime rate and
the deposit rate we begin by developing a model of the interest rate spread

2The paper employs the recently developed econometric technique of generalized impulse
response analysis (Koop et al., 1996; Pesaran and Shin, 1998).
3Fleming and Remolona (1999) find that the reactions of the bond markets depend on the
unexpected component of a given macroeconomic announcement.
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derived from general specifications of supply and demand in the lending and
deposit markets.4 We specify supply and demand in the lending market as
follows:

LS = a · XLS + a0 · rL

LD = b · XLD − b0 · rL

where XLS and XLD are vectors of exogenous variables which affect the supply
and demand for loans, respectively, and rL is the lending rate.

Similarly, the supply and demand for deposits may be represented as:

DS = c · XDS + c0 · rD

DD = d · XDD − d0 · rD

where XDS and XDD are vectors of exogenous variables which affect the
supply and demand for deposits and rD is the deposit rate.

The underlying structural equations (i.e., demand and supply specifica-
tions) can be solved to obtain the reduced-form equation for the lending–
deposit rate spread:

S = (rL − rD) = α · XLD − β · XLS − γ · XDD + δ · XDS

where α = [b/(a0 + b0)] > 0, β = [a/(a0 + b0)] > 0, γ = [d/(c0 +
d0)] > 0, and δ = [c/(c0 + d0)] > 0.5 A required reserve ratio of 0 <

σ < 1 implies that the equilibrium quantity of loans produced, L , will be
related to the equilibrium quantity of deposits, D, such that L = (1 − σ)D
and L < D.

Changes in the exogenous variables that affect supply and demand in
the lending and deposit markets may cause the spread to change with
the response depending on the elasticities. The respective elasticities are

4We use terms lending and prime interchangeably throughout the remainder of the paper.
5The reduced-form variable allows us to focus on (aggregate or market-level) prime rate–
deposit rate responses to macroeconomic variables without making restrictive assumptions
about the separation of adjustment costs. Thus, costs are allowed to simultaneously exist on
both the loan side and the deposit side of bank balance sheets. In fact, based on results obtained
from a panel-data study of a number of individual banks. Elyasiani et al. (1995) conclude the
restrictive assumption of asset–liability independence may not accurately characterize bank
behavior.
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given by:

εLS = (dL SdrL) · (rL/LS) = a0 · (rL LS)

εLD = (dLDdrL) · (rLLD) = −b0 · (rLLD)

εDS = (dDSdrD) · (rD DS) = c0 · (rD DS)

εDD = (dDDdrD) · (rD DD) = −d0 · (rD DD)

where εLS (εDS) is the elasticity of supply in the loan (deposit) market and
εLD (εDD) is the elasticity of demand in the loan (deposit) market. In order for
lending institutions to remain in business the lending rate must be greater than
the deposit rate (at least in the long run). Note that this requirement suggests
that a long-run relationship between the lending rate and deposit rate will
exist. Thus, if the spread becomes unusually high or low, competition in the
marketplace will ensure that the spread adjusts to eliminate the disequilibrium,
although this need not happen instantaneously.

From above we have that (rD/D) < (rL/L). Further, if [(rL/rD)

(D/L)] > (c0/b0) then c0 · (rD/D) < b0 · (rL/L).6 The meaning of this
is that higher elasticity of demand in the lending market [b0(rL/L)] will
generate a smaller response in rL while the deposit market’s less elastic
supply [c0(rD/D)], relative to the lending market demand, will generate
a larger response in rD for given exogenous shocks (e.g., an unexpected
change in an exogenous variable that affects lending demand/supply or deposit
demand/supply).7 Consequently, provided the above condition holds and con-
sistent with the claims made in earlier empirical studies, the prime lending
rate will be “sticky” and the spread should narrow when deposit rates are
rising and widen when deposits rates are falling; for examples, see Forbes and
Mayne (1989), Forbes and Paul (1992), Ewing, et al. (1998), and Thompson
(in press). Similar results have been found in the personal loan market. For
instance, Kahn et al. (2005) found that banks are slower to adjust personal
loan rates downward when the spread between them and Treasury rates is
widening. In the next section we suggest three macroeconomic factors that,
by affecting the supply and demand in the lending and deposit markets, should
affect the spread in a predictable manner.

6This holds if c0 < b0, c0 = b0, and also if c0 is not too much larger than b0.
7Note that this relationship between elasticities is consistent with a profit maximization problem
in which deposits are an input of the production function for loans.
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3. The Rate Spread and Macroeconomic Variables

In choosing the macroeconomic factors to include in our analysis, we borrow
from the literature that has studied the relationship between stock and bond
market returns and macroeconomic factors.8 At the aggregate level, the stage
of the business cycle — whether the economy is in a growth period or reces-
sion — affects the demand for and supply of loanable funds. Thus, interest
rates will be affected by real activity and, if lending rates and deposit rates do
not respond immediately and exactly in the same fashion, the lending–deposit
rate spread can be expected to change. Economic growth increases the demand
for loans as businesses foresee additional profit opportunities. According to
Friedman and Kuttner (1998), corporate bankruptcy and default rise markedly
during a downturn in the business cycle and fall during periods of economic
growth. The supply of loans may increase with greater real economic activ-
ity as lenders perceive a lower risk of default. In the deposit market, lending
institutions may increase their demand for deposits as more inputs are needed
to produce a greater amount of loans. Consequently, changes in real output
can be expected to affect the spread between the prime lending rate and the
deposit rate.

Inflation affects the real cost of borrowing and the real return from lending.
The model of Section 2 implies an increase in the demand for loans and a
decrease in the supply of loans. The demand for deposits might fall if lenders
cut back on loan production. Unanticipated inflation may create volatility and
uncertainty regarding future price changes. Thus, it is possible that the supply
of deposits may increase as savers desire safety. An inflation shock may have
a fairly persistent effect on the spread by restricting lending and borrowing, as
well as by altering (expected) future production activity. Stokes and Neuburger
(1998) provide empirical evidence that inflation influences bond prices and
returns. Thus, changes in inflation may affect the spread between the prime
and deposit rates.

Mougoue and Wagster (1997) found that deposit rates are affected by mon-
etary policy. Thorbecke (1997) and others argue that monetary policy can be
measured by the change in the fed funds rate. In the model of Section 2,

8Chen et al. (1986) and He and Ng (1994) incorporate several macroeconomic variables when
examining the relations among market fundamentals, economic forces, and stock returns. Ewing
(2002) models the stock price returns of financial sector firms as depending on various macroe-
conomic factors.
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the fed funds market can be viewed as a substitute for deposits. A monetary
tightening (loosening) should raise (lower) the demand for deposits. Mone-
tary policy can be expected to influence the supply of loans by influencing the
operating costs of lenders. An increase in the fed funds rate raises the cost of
borrowed reserves and the supply of loans should fall. Additionally, Ewing
(2001) concluded that a monetary policy shock enters the economy mainly
through its impact on the market risk premium. Thus, a monetary tightening
may increase risk (through its effect on firm balance sheets) and further sup-
press the supply of loans.9 Taken together, changes in the fed funds rate may
influence the prime rate–deposit rate spread.

As the above literature attests to, the lending–deposit rate spread may be
linked to macroeconomic factors. Based on the model of Section 2 where,
under certain conditions, the prime lending rate is sticky, as well as the dis-
cussion above, it is expected that an unexpected increase in the federal funds
rate will reduce the spread between the prime and deposit rates. Furthermore,
it is expected that a positive shock to real output will lead to a narrower spread
and inflation news will widen the spread. In the next sections, we describe the
data used to examine and test these hypotheses.

4. The Data

The response of the prime rate–deposit rate spread to shocks in real output,
the stance of monetary policy, and inflation are examined over the period
from January 1981 to September 2000. The coincident index is chosen as
a proxy for real output following Estrella and Mishkin (1997) and Ewing
(2001). The choice of the federal funds rate as the stance of monetary policy
is based on Thorbecke (1997), Park and Ratti, (2000), Bernanke and Kuttner
(2005) and others. The consumer price index for all urban consumers (P) is
the measure of the aggregate price level (Park and Ratti, 2000). Following
Ewing, et al. (1998), the prime lending rate–deposit rate spread is computed
as the difference between the prime rate charged on short-term business loans
and the interest rate on 1-month (secondary market) certificates of deposit.10

9Jarrow and Turnbull (2000) discuss the inherent link between market risk and default risk.
10Interest rates are monthly averages of daily figures, annualized using a 360-day year or bank
interest. The CD rate is based on the average of dealer offering rates on nationally traded
certificates of deposit.
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All variables except interest rates are entered in natural logarithms. Thus, the
monthly data consist of the federal funds rate (FF), the index of coincident
indicators (Y ), the aggregate price level (P), and the spread between the prime
rate and the CD rate (S). All data are from the Federal Reserve Bank of St.
Louis.11

In preliminary analyses, it was determined that all variables except the
interest rate spread required first-differencing to attain stationarity.12 In what
follows we use the first-differences of Y , FF, P , and the level of S. The first-
difference operator is denoted by �. Table 1 presents descriptive statistics for
the variables. The mean prime rate–deposit rate spread is 2.41 and varies from a
low of 0.84 to a high of 4.39. Table 2 presents the estimated (contemporaneous)
correlation matrix and reveals that the spread is negatively correlated with
changes in real output, changes in the fed funds rate, and inflation.

Figure 1 presents a plot of the spread over the sample period. The spread
appears relatively high and volatile at the beginning of the sample, a period
that just follows the well-known monetary policy experiment of the Federal

Table 1. Descriptive Statistics (adjusted sample period is
February 1981–September 2000).

S �P �FF �Y

Maximum 4.3900 0.0114 2.800 0.0126
Minimum 0.8400 −0.0055 −3.1500 −0.0057
Mean 2.4067 0.0029 −0.0532 0.0021
Standard deviation 0.626 0.0022 0.4916 0.0028

Note: S = spread between prime rate and CD rate, �P = change
in the price level, �FF = change in the fed funds rate, and �Y
= change in the coincident index.

11The sensitivity of the results were checked using industrial production for output, the CPI
less food and energy for the price level, and nonborrowed reserves for monetary policy [see
Strongin (1995) on using nonborrowed reserves to proxy monetary policy]. The findings and
conclusions were robust to these changes.
12However, no evidence of cointegration was found. The results of unit root and Johansen–
Juselius cointegration tests are available on request. Chatrath et al. (1997) determined that
deposit rates and lending rates are first-difference stationary, while the spread between the
lending rate and the deposit rate has been found to be stationary (see Ewing et al., 1998).
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Table 2. Estimated correlation matrix (adjusted sample period is
February 1981–September 2000).

S �P �FF �Y

S 1.0000 — — —
�P −0.1647 1.0000 — —
�FF −0.3897 −0.0747 1.0000 —
�Y −0.2349 −0.1694 0.2945 1.0000

Note: S = spread between the prime rate and the CD rate, �P = change
in the price level, �FF = change in the fed funds rate, and �Y = change
in the coincident index.
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Figure 1. Spread between the prime rate and the CD rate (S). (January 1981–September
2000).

Reserve.13 During much of the 1980s the spread appeared to be volatile with
a number of noticeable increases and decreases. For example, the spread fell
dramatically following the October 1987 stock market crash before rebound-
ing quickly. The spread rose in a time period roughly corresponding to the
1990–1991 recession. During the 1990s, when the economy experienced an
extended period of economic growth, the spread has remained relatively sta-
ble. However, the spread fell and then rose quickly in 1997 and late 1998
about the time that financial markets were rocked by the Asian and Russian
crises, and the Long-Term Capital debacle. The spread also behaved erratically

13Beginning the study in 1981 has the advantage of avoiding the effects of the change in
interest rate regime that accompanied the “monetary experiment.” See Hays et al. (2000) for a
discussion of this issue as it relates to interest rate behavior.
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around the time of the Federal Reserve rate hikes of 1999–2000, a period in
which the Fed’s Alan Greenspan expressed concern over tight labor markets,
excessive demand, and inflationary pressures. Certainly, no definitive state-
ment about the response of the interest rate spread to changes in the stance
of monetary policy, inflation, and output should be made based on a cursory
review of the plot. However, given our previous discussion, we expect that:
(1) a positive shock to the federal funds rate (i.e., an unexpected monetary
tightening) will lead to a narrowing of the spread between the prime rate
and the deposit rate; (2) an unanticipated increase (i.e., shock) in real eco-
nomic growth will reduce the spread; and (3) a positive inflation shock will
make the spread wider. In the next section we introduce a type of innovation
accounting technique, based on the estimation of a vector autoregression, that
allows us to examine the response of the spread to unanticipated changes in
the macroeconomic variables.

5. Vector Autoregression and Generalized Impulse Response
Analysis

We are interested in the response of the prime rate–deposit rate spread to
shocks in each of the macroeconomic variables. Vector autoregressive (VAR)
models and innovation accounting methods such as impulse response func-
tions can be used for this type of dynamic analysis. The conventional impulse
response method has been criticized because results are subject to the “orthog-
onality assumption” and may differ markedly depending on the ordering of the
variables in the VAR (Lutkenpohl, 1991).14 To overcome this problem, recent
efforts have focused on developing impulse responses that are not sensitive to
the ordering of the variables in the VAR. This paper employs the generalized
impulse response function proposed by Pesaran and Shin (1998) and Koop
et al. (1996).

Consider the following moving average representation of the VAR(m)
model:

zt = �(L)vt (1)

14Recall that the traditional orthogonalized impulse response employs a Cholesky decomposi-
tion of the positive definite covariance matrix of the shocks (see Mills, 1999). The generalized
version does not impose this restriction.
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where E(vt v′
t) = �v such that shocks are contemporaneously correlated,

and L is a polynomial in the lag operator. The generalized impulse response
function of zi to a unit (1 standard deviation) shock in z j is given by:

�i j,h = (σii )
−1/2(e′

j�vei) (2)

where σii is the i th diagonal element of���v , ei is a selection vector with the i th
element equal to 1 and all other elements equal to zero, and h is the horizon.

A key feature of the generalized impulse response function is that the
generalized responses are invariant to any re-ordering of the variables in the
VAR.15 Thus, the generalized impulse response function provides more robust
results than the orthogonalized method. Furthermore, because orthogonality
is not imposed, another key feature is that the generalized impulse response
function allows for meaningful interpretation of the initial impact response of
each variable to shocks to any of the other variables. In the study of financial
markets where information is often quickly assimilated, the ability to capture
these immediate responses of endogenous variables to shocks is appealing.

6. Discussion of Results

A vector autoregression was estimated where the four equations corresponded
to �Y , �FF, �P , and S. A constant term was included in each equation. The
order of the VAR was determined to be three based on Akaike’s informa-
tion criterion, Schwartz Bayesian criterion, and likelihood ratio tests. If the
shocks to the respective equations in a VAR are contemporaneously corre-
lated, then orthogonalized and generalized impulse responses may be quite
different. As discussed above, re-ordering the variables may lead to a num-
ber of vastly different conclusions based on orthogonalized responses. When
shocks are not contemporaneously correlated the two types of responses would
not be that different. Thus, before examining the dynamic responses of the
lending–deposit rate spread to macroeconomic shocks, we performed a test
to determine if innovations in the four individual equations in the VAR were

15According to Pesaran and Shin (1998) the “generalized impulse responses are unique and
fully take account of the historical patterns of correlations observed amongst the different
shocks” (p. 20). They caution against using orthogonalized responses as there is generally no
clear guidance as to which of many possible parameterizations to employ. The generalized and
orthogonalized impulse responses coincide only when the covariance matrix is diagonal.
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contemporaneously correlated. The null hypothesis is that the off-diagonal
elements in the covariance matrix equal zero and is tested against the alterna-
tive that none of the off-diagonal elements is equal to zero. A log-likelihood
ratio test statistic is computed as LR = 2(LLu – LLr) where LLu and LLr

are the maximized values for the log-likelihood functions for the unrestricted
and restricted models, respectively.16 The LR statistic is distributed χ2 with
4 degrees of freedom and equaled 144.4 which is significant at less than the
1% level. Thus, the null hypothesis is rejected and it is appropriate to examine
generalized impulse response functions.

Figures 2–4 present the results of the generalized impulse response func-
tions and are plotted out to the 24th month.17 As can be seen in Figure 2, an
unexpected positive change in the fed funds rate has a negative and significant
initial impact effect (i.e., at horizon h = 1) on S. A monetary policy shock
continues to squeeze the prime rate–deposit rate spread in the periods follow-
ing the shock. The generalized impulse response is significant and negative
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Figure 2. Generalized impulse response of S to a shock to stance of monetary policy (�FF).
Notes: The forecast horizon is measured in months and is given on the horizontal axis. The
vertical axis measures the magnitude of the response. Confidence bands, used to determine
statistical significance, are shown as dashed (----) lines and represent plus/minus 2 standard
errors.

16LLu is the system log-likelihood from the VAR and LLr is computed as the sum of the
log-likelihood values from the individual equations in the VAR.
17Following common practice, we present the generalized impulse response functions in graph-
ical format. A table of the response information is available upon request.
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Figure 3. Generalized impulse response of S to a shock to change in real output (�Y ).
Notes: The forecast horizon is measured in months and is given on the horizontal axis. The
vertical axis measures the magnitude of the response. Confidence bands, used to determine
statistical significance, are shown as dashed (----) lines and represent plus/minus 2 standard
errors.
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Figure 4. Generalized impulse response of S to a shock to inflation (�P).
Notes: The forecast horizon is measured in months and is given on the horizontal axis. The
vertical axis measures the magnitude of the response. Confidence bands, used to determine
statistical significance, are shown as dashed (----) lines and represent plus/minus 2 standard
errors.

at h = 1, 2, 3. A sudden monetary tightening, as evidenced by an unantici-
pated rise in the fed funds rate, immediately lowers the spread and the spread
remains below its baseline value for about 2 months after the shock. While
rate hikes are typically viewed as an event that raises all rates, the CD rate
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may rise relatively faster or more than the lending rate if the prime rate is
less responsive or sticky.18 In this case, the spread remains lower than normal
until the monetary policy shock mitigates, that is, until both rates adjust and
the equilibrium spread is restored. After 2 months, the spread fully returns to
its equilibrium value consistent with the notion that the prime rate rises more
slowly than the CD rate. As discussed in Section 2, this would be the case
if the elasticity of demand in the lending market was relatively greater than
the elasticity of supply in the deposit market. This finding supports the claim
of Forbes and Mayne (1989) and Forbes and Paul (1992) that when deposit
rates are rising the spread becomes smaller, and when deposit rates are falling,
sticky lending rates lead to a wider spread.

Figure 3 shows the generalized impulse response of the prime rate–deposit
rate spread to a real output shock. The initial impact effect (h = 1) of an unan-
ticipated increase in real output is negative and significant. Moreover, the
impulse response is negative and significant through the fifth month follow-
ing the shock. This finding suggests that unexpected real output growth lowers
the interest rate spread. In the framework described in Sections 2 and 3, when
the economy is performing better than expected several forces are at work
that place pressure on these interest rates to change. The demand for loans
may increase as the firms investment decision is affected by the higher than
expected growth. Financial institutions must raise deposit rates to attract the
additional funds required to facilitate the increase in loan activity (i.e., there is
an increase in the demand for deposits). However, the supply of deposits may
increase with additional wealth, particularly in the case of core deposits.19

Provided that the elasticity of demand for loans is relatively more elastic than
the elasticity of deposit supply, then a positive output shock works to narrow
the spread. The deposit rate is more responsive to the macroeconomic event
than is the “sticky” lending rate.

18In fact, Ewing et al. (1998) found the prime rate and the CD rate were cointegrated and
that the normalized cointegrating vector was not significantly different from [−1, 1]. The fact
that these two rates establish an equilibrium long run relationship suggests that the prime
rate–deposit rate spread will return to an equilibrium following a shock. In terms of the VAR
model, this means that the impact of macroeconomic shocks eventually die out as they have
only temporary effects. It is in this context that we refer to a “baseline” or “normal” spread.
19It is possible that some suppliers of deposits may reallocate their portfolio and move funds
from deposit accounts to other assets particularly if they expect these other assets to perform
well given the unexpected economic growth. The standard view, however, is that the (net)
aggregate supply of deposits will increase with greater wealth.
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Figure 4 provides information as to how S responds to unexpected
increases in inflation.20 The initial impact on S is not significant. However,
the response is positive and significant for h = 4–9, with the effect being only
marginally significant at h = 6. An explanation for this lies in the analysis
of the (expected) real interest rate. The inflation shock lowers the real return
from lending which in turn provides an incentive to reduce the supply of
loans, ceteris paribus. This produces upward pressure on the prime rate. The
real cost of borrowing falls with the inflation shock and, ceteris paribus, the
demand for loans should increase, thus placing additional upward pressure on
the lending rate. On the deposit rate side, the former effect (declining supply
of loans) coincides with lower demand for deposits and, ceteris paribus, this
lowers deposit rates. Investors may perceive deposits to be relatively safe as
compared to other investments making the supply of deposits increase when
faced with possible price distortions and uncertainty resulting from an infla-
tion shock. If agents in the economy are unable to perfectly discern relative
price changes from overall price changes then the observed lag in the impulse
response of the spread to an inflation shock is consistent with macroeconomic
models with rigid output prices. Inflation shocks widen the spread between
the prime and deposit rates, and this effect appears to be more persistent than
the effects of the other shocks.

7. Concluding Remarks

This paper has examined and documented the response of the prime rate–
deposit rate spread to shocks in three key macroeconomic variables using
the newly developed technique of generalized impulse response analysis. The
technique is robust in terms of the choice of ordering variables in the VAR,
thus one can accurately examine and compare both the severity and extent
of shocks to these variables on the spread.21 A simple model of the lending
and deposit markets was used to facilitate our understanding of how these

20The response to various measures of expected inflation produced similar results.
21A comparison to the traditional orthogonalized impulse responses was made and the results
were quite different from those obtained from the robust generalized version. First, the orthog-
onalized version failed to detect an initial impact of a fed funds rate change and suggested
a 3-month delayed impact. Second, the orthogonalized version failed to detect any prime–
CD spread response from a real output shock. Finally, there was little difference between the
orthogonalized and generalized responses to inflation shocks.
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markets work. Under certain conditions pertaining to the elasticity of demand
for loans and the supply elasticity of deposits, the lending rate will be relatively
less responsive to changes in macroeconomic variables than the deposit rate.
Thus, predictable short run changes in the spread will occur as a result of
macroeconomic shocks.

The results of the paper can be summarized as follows. A monetary policy
shock reduces the spread between the prime rate and the deposit rate and has a
significant effect for around two months. Unanticipated changes in economic
growth also lower the spread with the effects lasting about five months. Both
output and monetary policy shocks have an immediate (i.e., initial) impact on
the spread but the response of the spread to an output shock lasts longer than
the response to an unexpected change in the stance of monetary policy. An
inflation shock is associated with a widening of the spread between the prime
rate and the certificate of deposit rate. The response of the spread to unexpected
inflation occurs with a lag of about three months — and lasts for a relatively
long time — over two quarters after the shock. The findings of this paper are
consistent with the model and provide evidence in favor of the argument that
the prime rate is sticky and less responsive to macroeconomic events than is
the deposit rate. The results add to the literature on the relationship between
the macroeconomy and lending–deposit markets. The paper has identified the
magnitude and persistence of unanticipated changes in monetary policy, real
output, and inflation on the spread between the prime rate and the certificate
of deposit rate.
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Chapter 10

The Long-Run Performance of Firms that
Issue Tracking Stocks

Charmen Loh
Rider University, USA

This paper examines the stock market response to companies that issue tracking stocks. We
find that the issuance of tracking stock is preceded by a period of significant underperformance.
But the market seems to welcome the decision to issuance tracking stock, at least in the short
run, as our results show that announcement is associated with a significant price increase.
Postissuance, the issuing companies continue to underperform their industry peers, although
the underperformance is smaller when compared to the preissuance period. An analysis of
the operating performance reveals that tracking stock issuers are significantly less profitable,
especially over the immediate 12 months prior to the issuance date. Furthermore, their earnings
per share do not grow as fast as that of the control group. Finally, there is no evidence that
tracking stock issuers are undervalued, contradicting comments made by some executives.

Keywords: Tracking stock; trackers.

1. Introduction

The issuance of tracking stock — also known as targeted stock, letter stock, or
alphabet stock — involves separating all revenues and expenses of the division
from the parent’s financial statements and having its shares trade independent
of those of the parent. These shares are distributed to existing shareholders in
the form of a nontaxable stock dividend. The share price of the tracking stock
will “track” the performance of a specific division. This issuance is similar to
a spin-off, but without the parent having to relinquish control of the division.

There are many reasons — put forward by company executives, Wall
Street analysts, and finance scholars — to explain the motivation for under-
taking tracking stock issuance. Unlocking hidden value, reducing diversifica-
tion discount, and increased Wall Street interest are some of the often-cited
reasons (see Clayton and Qian, 2004; D’Souza and Jacob, 2000).

This paper tests the opposite argument to the widely held notion of “if
it ain’t broke, don’t fix it,” by arguing that if a company fixes its corporate
structure, then something must be “broke.” Put in another way, we posit that

199
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companies that issue tracking stocks must have underperformed their peers in
various measures, and the issuance is an attempt to prop up their sagging stock
prices. This argument is broadly consistent with other studies examining the
motivation for other corporate restructurings, such as spin-off, equity carve-
outs, sell-offs, etc. (see Rosenfeld, 1984; Shleifer and Vishny, 1992; Ofek,
1993; and Lang et al., 1995; Vijh, 1999; Billet and Vijh, 2004).

Unlike these restructuring measures, however, issuing tracking is unlikely
to realize significant long-term benefits. There are several reasons for this.
First, there is no legal separation of the division from the parent. In fact,
the parent’s board of directors is also the tracked division’s board. Second,
it is based on the questionable idea that the market is inefficient, in that it
is unable to properly value a conglomerate simply because it is made up of
many disparate divisions.

To test the central argument of “fix it if it is broke,” this paper compiles
a sample of all tracking stock issuance announcements in the 1984–1999
period. It finds that poor stock and operating performance is a significant
factor influencing the company’s decision to issue tracking stock. The result
is broadly consistent with other studies on corporate restructuring that these
measures are used to salvage, resurrect, reverse, or address a company’s poor
operating performance. Indeed, very successful companies have been docu-
mented to have undertaken restructurings. Additionally, this study finds that
the market is not impressed with this effort at restructuring, as indicated by
the postissuance negative long-term stock performance.

This paper examines the stock performance of companies that issue track-
ing stocks over a 6-year period surrounding the announcement date. It finds
that a majority of issuers experience significant declines in stock value, dating
back 36 months prior to the tracking stock announcement. Over a 3-day win-
dow surrounding the announcement of tracking stock issuance, we find that
the issuers experience a significant average excess return of 1.18%. But this
positive performance appears to be short-lived, as over the 3-year postissue
period, the issuers continue the long-term trend of underperformance.

To find clues to this underperformance, we compare these tracking stock
issuers to their industry counterparts. We find that the issuers are significantly
less profitable, as measured by net profit margin and return on equity. Again,
the gap in profitability is especially pronounced over the 1-year period just
before the announcement of the issuance of the trackers.
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Another factor that may account for the declining stock value is the lack
of growth in key areas. Our analysis shows that growth — most notably
earnings-per-share growth — has stalled for quite a while prior to announcing
the tracking stock issuance. This slowdown becomes much more apparent for
the 1-year period prior to the issuance announcement, when tracking stock
issuers suffered a 42% decline in EPS growth, whereas the control group has
a 17.5% growth.

We investigated if tracking stock issuers are undervalued in relation to their
nearest industry counterparts. We found no evidence to support the notion. For
these two groups, the price-to-book ratio has remained comparable through-
out the various preissuance periods. This finding apparently contradicts state-
ments made by a number of company executives, who explain the reason to
the issuing tracking stock as one of unlocking hidden value.

This paper contributes to existing literature in the following ways. First,
this paper expands the time frame for the study of the market reaction to
the tracking stock issuance announcement by examining both the short-term
and the long-term performance of tracking stock issuers. With the exception
of Billett and Vijh (2002, 2004), researchers have focused on a relatively
narrow window surrounding the event date (see Hass, 1996; Logue et al.,
1996; Elder and Westra, 2000; Billett and Mauer, 2000; D’Souza and Jacob,
2000). Short-term event studies provide a valuable gage of the market reaction
to the tracking stock announcement. But a longer-term study complements
these event studies by examining the long-term and more permanent impact.

Second, it adds tracking stock issuance to the list of corporate restruc-
turings undertaken to counter and to reverse poor corporate performance.
Researchers have concluded that some financially distressed firms use volun-
tary selloffs to raise cash (see Rosenfeld, 1984; Shleifer and Vishny, 1992;
Ofek, 1993; Lang et al., 1995). Others find that underperforming conglom-
erates often decide to spin off noncore businesses to increase their focus (see
Daley et al., 1997; Desai and Jain, 1999). Evidence uncovered in this paper
points to long-term stock underperformance, deteriorating profitability, and
declining growth as possible motivations for issuing tracking stock, a type of
corporate restructuring.

Third, our paper adds declining performance to the list of reasons moti-
vating companies to issue tracking stocks. Billett and Mauer (2000) and Zuta
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(1997, 2002) examine the reduction of diversification discount as a possi-
ble motive. Prompting this research is their observation that diversified firms
normally trade at a discount to firms with standalone businesses. They find
that issuing tracking stock — akin to creating a quasi-pure play — seems
to reverse this diversification discount. D’Souza and Jacob (2000) find the
greater availability of information on the tracked business (a Securities and
Exchange Commission requirement), an increase in the level of outside mon-
itoring, and more focused managerial motivation to be the contributors to the
decision to issue tracking stock.

The rest of the paper is organized as follows. In Section 2, we will discuss
the data collection procedure and the description of the two samples. Section 3
contains a discussion of the research methodology. Results are covered in
Section 4. Section 5 summarizes the main results and lays out the paper’s
main conclusions.

2. Data Selection and Description

We gather two samples of firms to conduct our analysis. The first sample
consists of firms that announce the creation of a tracking stock in the period
1984–1999.1 Data on the tracking stocks issued prior to 1998 are primarily
taken from D’Souza and Jacob (2000), Billett and Mauer (2000), and Billett
and Vijh (2002).2 The remaining candidate firms are identified through the
Dow Jones News Retrieval Service, magazines, 10-K statements, SEC fil-
ing statements, and the Internet. When using various search engines on the
Internet, we input keywords such as “tracking stocks” and “trackers.”3 From
these sources, the following information is gathered: (1) the names of firms
that announce the issuance of a tracking stock; (2) the date of this announce-
ment; and (3) the size, in terms of the number of shares and the offering price,
of the tracking stock. The search yielded 42 firms.4 Table 1 provides some
baseline information on these firms, and Table 2 describes these 42 tracking

1Sample period for year 2000 ends in June.
2D’Souza and Jacob’s (2000) sample spans from 1984 to 1998, and Billett and Mauer’s (2000)
sample covers the period 1984–1996.
3A number of companies announce multiple tracking stocks on the same day. For the purpose
of this study, this will count as one data point.
4We search press releases associated with the announcement of tracking stock issuance to find
out if the reason for the issuance is made public. Most companies state, with different degree
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Table 1. The number of tracking stock issuance.

Year Tracking stock issuers

1984 1
1991 1
1993 4
1994 2
1995 4
1996 4
1997 4
1998 6
1999 16
Total 42

Note: This table provides information about the
year and the number of companies announcing
tracking stock issuance.

stock issuers, their ticker symbols, the announcement dates, and the tracked
divisions.

The second sample is comprised the industry peers of the tracking stock
issuers. This sample is constructed by matching each tracking stock issuing
firm with its industry peer, first using the 2-digit standard industry classifi-
cation (SIC) code and then using the market capitalization, if there are more
than one company with the same SIC code. Table 3 provides some summary
statistics on the tracking stock sample and the control sample. Tracking stock
issuers have total assets that are on average slightly larger than those of their
matched counterparts. In annual sales, the matched firms have a higher aver-
age. Market value for both samples is comparable.

Table 4 provides information on the tracking stocks in the year of their
issuance. It indicates that the average total assets is $5.4 billion, but the median
is $1.4 billion, indicating that most of the tracked companies are relatively
small. These tracking firms have an average sales of $3.9 billion and market
value of $5.7 billion. The median figures for these two measures are signifi-
cantly smaller than their respective means.

We use Datastream to access the stock return information. Datastream is
a commercial provider of domestic and international financial information.

of detail, that their stocks are undervalued and that the issuance will help unlock the hidden
value. A few firms mention that the issuance is part of the ongoing restructuring effort.
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Table 2. Tracking stock issuers and announcement date.

Tracking stock issuer TS issuer ticker Announcement date Tracked division(s)

AT&T T 03/10/99 Liberty Media
Agouron

Pharmaceuticals
AGPH 08/01/98 Oncology Division

American Health
Properties

AHP 02/01/95 Psychiatric Group

Andrx ADRX 12/22/99 Different groups
Cendant CD 09/30/99 Move.com
Circuit City Stores CC 02/04/97 Carmax

CMS Energy Corp. CMS 07/21/95 CMS Gas Group

Connectiv Inc. CIV 03/02/98 Connective Class A
Delmarva Power &

Light
DPL 08/12/96 Class A stock

Disney (Walt) DIS 11/18/99 Go.com
Donaldson Lufkin

& Jenrette
DLJ 05/26/99 DLJ Direct

E.I. Du Pont (DD) DD 03/10/99 Life Sciences
Electronic Arts ERTS 11/23/99 Different groups

Epitope EPTP 11/07/96 Agritope, Medical
Products stock

Fletcher Challenge FLC 12/13/93 Forrest

GE GE 11/30/99 NBCi
General Motors GM 10/19/84 Electronic Data Sys.
Genzyme General GENZ 11/17/98 GenzymeMolecular 98

Georgia Pacific GP 12/17/97 Timber Group
Hemespherx
Biopharma

HB 12/07/98 Separating divisions

Inco Ltd. NYT 09/09/96 Inco Ltd. — Class
VBN Shares

Incyte INCY 08/18/98 Noncore, core
businesses

J.C. Penney JCP 05/19/99 Eckerd Drugstore
K-Mart KM 01/04/94 Specialty stores
MCI WCOM 08/02/96 Three targeted stocks
Perkin-Elmer PKI 05/06/99 Celera Genomics
Pittston Co. PZB 07/06/93 Mineral
Quantum HDD 08/04/99 Quantum HDDG
RJR Nabisco RN 02/01/93 Nabisco Group &

Reynolds Group
Ralston Purina RAL 08/02/93 Continental Baking
Seagull Energy SGO 03/11/94 Enstar Alaska
Snyder Communication SNC 10/29/99 Circle.com

(Continued)
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Table 2. (Continued).

Tracking stock issuer TS issuer ticker Announcement date Tracked division(s)

Soveriegn Bancorp SVRN 08/03/99 Banking core,
nonbanking
businesses

Sprint FON 11/24/98 PCS Wireless
Staples SPLS 09/16/99 Core business & divisions

Tele Communications
Inc.

TCOMA 08/11/95 TCI — Liberty Media Group

Telephone and Data
System

TDS 12/19/97 Separate divisions

US West Co. USW 10/27/95 US West Media (3)
USX Marathon MRO 05/07/91 Steel Group
VIA (MTV) VIA 04/23/97 MTVi
Ziff-Davis ZD 03/31/99 ZDNet
Knight-Ridder KRI 11/11/99 Publishing, others

Note: The table details information on the 42 tracking stock issuers, their ticker symbols, the
announcement date, and the proposed tracked division(s).

Table 3. Summary statistics of the tracking stock issuers and the matched firms.

Variable Sample Mean Median Max Min

Total assets Tracking stock issuers 33282 9559 355935 696
Matched firms 29850 7954 353890 615

Sales Tracking stock issuers 15411 5391 111234 646
Matched firms 16571 5652 132391 587

Market value Tracking stock issuers 61630 6330 462694 658
Matched firms 62305 7019 420252 950

Notes: The table contains information on the sample of tracking stock issuers and the matched
sample. The three variables used for the comparison are total assets, annual sales, and mar-
ket value. All figures are obtained for the year of issuance and are expressed in millions of
dollars.

Stock return information is retrieved by typing its stock ticker symbol on a
pull-down menu. For the market proxy, Datastream’s total-market index is
used. It contains virtually all the stocks publicly traded in the US.

Compustat is used to gather accounting information, such as net profit
margin, return on equity, sales growth, EPS growth, and price-to-book
ratio.
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Table 4. Summary statistics on the tracking stocks.

Variable Mean Median Maximum Minimum

Total assets 5428.3 1408.8 18261.0 344.7

Sales 3895.8 1302.4 21289.0 20.3

Market value 5665.3 502.0 28519.8 12.8

Notes: The table contains information on the 28 tracking stocks (14 out of the 42 tracking
stock issuers that have previously announced their intention to issue tracking stock did not go
through with the issuance). The three variables used for the comparison are total assets, annual
sales, and market value. All figures are obtained for the year of issuance and are expressed in
millions of dollars.

3. Research Methodology

The long-term performance of tracking stock issuers prior to the announce-
ment is determined using the matching firm methodology (see Barber and
Lyon, 1997; Spiess and Affleck-Graves, 1995; Desai and Jain, 1999). The
matched firms are chosen according to two criteria. First, the matched firm
should have the same 2-digit SIC code as that of the tracking stock issuer.
Second, if there are more than one matched firm with the same SIC code, we
will choose the one with market value closest to the tracking stock issuer as
of the tracking stock announcement date.

The efficiency test for significance of the stock price performance prior to
tracking stock issuance employs the test of whether the average cumulative
abnormal return (ACAR) is significantly different from zero. The ACAR tests
whether the average actual return is equal to the average expected return.

ACART =

N∑
i=1

(
T∏

t=1
(1 + rit)

)
− 1

N
−

N∑
i=1

(
T∏

t=1
(1 + E(rit )) − 1

)
N

=

N∑
i=1

CARi

N
,

where rit is the actual monthly return for stock i , N the number of firms in
the sample, E(rit) the monthly return on the matched firm, and CARi the
cumulative abnormal return for stock i . Abnormal returns over T period are
calculated by subtracting the T period buy-and-hold return of tracking stock
sample from the T period buy-and-hold return of the matched firm on day T .
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The statistical significance of the average holding period abnormal return
(ACART ) for any given holding period T is determined using the following
t-statistics:

t = ACART

SET

where SET is the cross-sectional standard error of ACART . Barber and Lyon
(1997) and Kothari and Warner (1997) find the significance levels and the
t-statistics computed using this matching firm approach to be well specified
in random samples.

4. Results

4.1. Holding-period returns

In this section, we examine the stock performance of tracking stock issuers,
spanning over a 6-year period surrounding the announcement. The results,
using the holding-period return methodology and event study methodology,
are summarized in Table 5. Panel A of the table contains the preissuance
results. For year −3 (i.e., the period between 24 and 36 months prior to the
issuance announcement), the tracking stock sample has a mean raw buy-and-
hold return of 23.02%, whereas the matched sample has a mean raw buy-
and-hold return of 28.54%. The difference, calculated as average cumulative
abnormal return (ACAR), is significant at the 0.05 level. For year −2, the
tracking stock issuers have a mean raw buy-and-hold return of 18.13%, which
is lower than the 20.94% returned by the matched firms. The difference is not
statistically different. For year −1, the tracking stock sample has a return of
9.03%, which lags significantly (at the 0.01 level) behind that of the matched
sample, which produces a return of 17.27%.

Panel B of Table 5 shows the findings from the event study that examines
the effect of tracking stock issuance announcement on the equity value of the
firms. Over a 3-day window (t = −1 to +1, where t = 0 is the announcement
date), the tracking stock issuers register an average raw return of 2.01%,
whereas the market produces a raw return of 0.83%. The abnormal return,
which is the difference between these two raw returns, is 1.18% (significant
at the 0.05 level). This result indicates that the market, in general, has a positive
perception of the decision to issue tracking stock.
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Table 5. Average cumulative abnormal returns prior to tracking stock issuance announcement.

Time period N RAWTS RAWM ACAR t-stat % negative

Panel A: Preissuance cumulative and buy-and-hold abnormal returns
t = −3 43 0.2302 0.2854 −0.0552 2.54∗ 55.80
t = −2 43 0.1813 0.2094 −0.0281 1.65 46.50
t = −1 43 0.0903 0.1727 −0.0824 2.95∗∗ 72.10

Sample N RAWTS MKT AR t-stat % negative

Panel B: Announcement period abnormal returns
All issuers 43 0.0201 0.0083 0.0118 2.17∗ 39.53

Time period N RAWTS RAWM ACAR t-stat % negative

Panel C: Postissuance cumulative and buy-and-hold abnormal returns
t = +3 28 0.1873 0.3262 −0.1389 2.89∗ 74.41
t = +2 39 0.1942 0.2429 −0.0487 1.24 58.14
t = +1 43 0.0854 0.1332 −0.0478 0.83 55.81

Notes: Panels A and C contain the raw buy-and-hold returns for tracking stock companies
(RAWTS), raw buy-and-hold returns for matched firm (RAWM), the average cumulative abnor-
mal returns (ACAR), the t-statistics associated with the ACARs, and the percentage of negative
abnormal returns. These statistics are calculated for the sample of 43 firms that announce track-
ing stock issuance in the period 1984–2000. The matched sample is formed by matching each
tracking stock firm with a firm with similar 2-digit SIC code that has a market value nearest to the
tracking stock issuer as of the announcement date. For Panel A, the study period ranges from 1 to
3 years before the date of tracking stock announcement, where t = 0 is the year of tracking-stock
issuance. Panel B reports the 3-day announcement period (day t = −1 to +1, where t = 0 is the
issuance announcement day) raw returns, corresponding returns for Datastream equal-weighted
market index(MKT)and theabnormal return(AR) for theentire sampleof trackingstock issuers.
For Panel C, the study period ranges from 1 to 3 years after the date of tracking stock announce-
ment, where t = 0 is the year of tracking-stock issuance.
∗ Difference between the two samples is significant at the 0.05 level.
∗∗ Difference between the two samples is significant at the 0.01 level.

Panel C of Table 5 contains the postissuance results. For the first 2 years
following the issuance announcement, the issuing companies’ stock perfor-
mance is not significantly different from that of the matched sample. But for
year +3, the ACAR of −13.89% (significant at the 0.05 level) indicates that
the issuers begin to underperform their industry peers, again.5

Overall, Table 5 indicates that the issuers of tracking stock underperform
their industry benchmark over a long period.The only exception is the positive

5There is a decline in sample size in the years t = +2 and t = +3, because of a lack of
full-period stock return data for issuances in years 1999 and 2000.
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announcement effect. These results are broadly consistent with Billet and Vijh
(2002).

4.2. Profitability, growth, and valuation comparison

Table 6 contains a series of comparisons between the tracking stock issuers
and their matched counterparts. The first measure — net profit margin (NPM)
— is frequently used as a proxy for corporate profitability. For year −3,
there is no significant difference between the two samples. For year −2, how-
ever, the tracking stock sample has a net profit margin of 5.7%, a figure that

Table 6. Profitability, growth, and valuation comparison between tracking stock issuers and
their industry peers.

Variable Sample Fiscal year relative to the announcement of tracking stock
issuance

−3 −2 −1 +1 +2 +3

Net profit TS issuers 5.8 5.7∗ 7.3∗∗ 4.86 −0.31∗∗ 3.79∗∗
margin Matched 6.8 3.8 12.5 4.37 2.78 −5.45

Return on TS issuers 11.6 14.5∗ 20.3∗∗ 15.8 7.88∗ 11.85∗
equity Matched 11.4 18.7 32.1 12.62 10.79 18.8

One-year TS issuers 18.3∗∗ 36.5∗ 25.2 10.15∗ 0.81∗∗ 14.4∗
sales growth Matched 24.3 26.0 27.1 20.39 26.91 23.35

One-year TS issuers 11.2∗ 0.7∗∗ −42.0∗∗ −87.76∗∗ 37.01∗ −66.15∗
EPS growth Matched 14.8 13.3 19.3 156.57 24.41 −187.99

Price-to-book TS issuers 4.25 5.68 7.98 3.38 3.84∗ 3.70
ratio Matched 4.76 6.56 8.52 4.05 5.28 5.83

Notes: The table reports the comparison between tracking stock issuers and their industry
peers. The comparison period ranges from 3 years to 1 year before tracking stock issuance
announcement and 1 year to 3 years after the tracking stock issuance announcement. The
median value of five variables are used for this comparison: (1) net profit margin is income of
a company after all expenses but before provisions for common and/or preferred dividends,
divided by net sales, (2) return on equity is income before extraordinary items and discontinued
operations less preferred dividend requirements, but before adding savings due to common
stock equivalents, divided by common shareholders’ interest in the company, (3) 1-year sales
growth is net sales divided by the previous year value of net sales minus 1, (4) 1-year EPS
growth is EPS basic excluding extraordinary items minus the previous year’s values of EPS
basic excluding extraordinary items divided by the absolute value of the previous year’s values
of EPS basic excluding extraordinary items, and (5) price-to-earnings ratio is the monthly clos-
ing price divided by 12 months moving EPS. (The definition of variables is from Compustat.)
∗ Difference between the two samples is significant at the 0.05 level using the Wilcoxon signed
rank test.
∗∗ Difference between the two samples is significant at the 0.01 level using the Wilcoxon
signed rank test.
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is significantly higher, at the 0.05 level, than the matched sample. But this
NPM advantage disappears in year −1, when they produce a margin of 7.3%,
whereas the matched sample turns in a margin of 12.5%, an advantage that is
statistically significant at the 0.01 level.

When we examine the postissuance NPM, we come to two conclusions.
First, the margin has decreased following the issuance. Second, TS issuers’
average margin is significantly lower than that of the matched sample for
the first 2 years after the issuance. The year +3, however, sees a reverse in
the NPM comparison, with the TS issuers significantly outperforming their
industry peers.

The second measure is the return on equity (ROE), another gage of com-
pany profitability. For year −3, both samples have figures that are comparable.
But for years −2 and −1, the tracking stock sample shows significantly lower
ROE. In year −1, for instance, the tracking stock sample averages 20.3%,
whereas the matched sample produces a statistically greater return (at the
0.01 level) of 32.1%.

The postissuance ROE comparison indicates that matched firms are signifi-
cantly more profitable than the TS firms for years +2 and +3. This comparison
is comparable to the preissuance ROE figures.

When we look at the third measure, the 1-year sales growth, the difference
betweenthe twosamples is lessconclusive.Foryear−3, the trackingstocksam-
ple has a slowergrowth,but this trend is reversedforyear−2,whensalesgrowth
for the issuers of tracking stock significantly outpaces that for the matched
firms. For year −1, there is no appreciable difference between the two samples.

The 1-year sales growth figures for the postissuance periods show that the
matched firms significantly outsell the TS issuers for years +1, +2, and +3.
The TS firms’ sales growth for year +1, for instance, of 10.15%, is less than
half that of the 20.39% realized by the matched firms. And the comparison
for years +2 and +3 is equally significant. These findings are consistent with
the widely held belief that a firm tends to issue tracking stock on divisions
that are growing faster than the firm as a whole, thus allowing the divisions
to reap the higher valuation given to high-growth stocks.

The fourth measure, the 1-year EPS growth, shows that there is a significant
difference between the two samples for all three periods. For year −3, the
tracking stock sample grows an average rate of 11.2%. This is on a significantly
slower pace than the matched sample’s growth of 14.8%. For year −2, the
difference in growth is equally remarkable. The tracking stock firms grow an



June 8, 2007 2:49 spi-b483 Advances in Quantitative Analysis of Finance and Accounting: Vol.5 ch10

Long-Run Performance of Firms 211

average of just 0.7%, significantly slower than 13.3% of the matched firms.
For the 1-year period immediately preceding tracking stock announcement,
the issuers have a mean EPS growth of −42.0%. This is significantly lower
than the 19.3% of the matched firms.

The 1-year EPS growth numbers for the postissuance year +1 show that
the TS firms have an average decrease of EPS of 87.76%, whereas over the
same period, the matched firms’ average EPS grows 156.57%. For year +2,
the TS firms have a 37.01% EPS growth, versus 24.41% for the matched
firms. And for year +3, both samples have EPS decline, with the matched
firms declining by significantly greater degree.

The last measure in Table 4 examines the market price-to-book ratio of
the two samples. For all three preissuance periods, the ratio for both samples
has ranged from 4.25 to 8.52. There is no statistically significant difference
between the two samples. And for the postissuance periods, the matched firms
continue to have higher price-to-book ratio, although only the ratio for year
+2 is significantly different.

5. Summary and Conclusions

Using a sample of 42 tracking stock issuance announcements during 1984–
1999, this paper examines the long-run, as well as announcement period,
stock returns for firms that issue tracking stock. It finds that firms that issue
tracking stock suffer significant common stock underperformance in the pre-
ceding 3-year period, as measured against an appropriate benchmark. This
underperformance reaches its highest level, with an average long-term excess
return of −36.9%, in the immediate 12 months prior to the issuance announce-
ment. We also find that the announcement of the issuance of tracking stock
is associated with a significant excess return of 1.18%. A negative price drift
characterizes the postissuance period, with the third year showing a significant
underperformance.

Using net profit margin and return on equity as proxies, further analysis
reveals that these tracking stock issuers are less profitable than their industry
peers. Repeating the pattern seen in the stock return results, this profitability
comparison worsens in the immediate 12 months prior to the announcement.
Net profit margin for this period is 7.3% for the issuers and 12.5% for the con-
trol group. The issuers’ average return of equity of 20.3% also is significantly
lower than the 32.1% produced by the match sample.
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Closely related to declining profitability is declining growth in earnings
per share. The pattern of inferior performance is evident in the EPS numbers.
The tracking stock issuers’ shrank by 42.0%. Over the same period, the control
group has a mean EPS growth of 19.3%.

An interesting finding: even though company executives often cite uncov-
ering hidden value as a principal reason for tracking stock issuance, we could
find no evidence to support this argument. When measured over the 3-year
preissuance period, the tracking stock issuers have price-to-book ratios that
are comparable to the matched firms.

This paper contributes to the existing literature in the following ways.
First, it finds support for the overreaction hypothesis, which suggests that,
because of overconfidence, the investors overreact to the news of issuance,
when they mistakenly extrapolate the good news far into the future, without
realizing that corporate performance tend to mean-revert. And as predicted
by the hypothesis, this overreaction is followed by a long period of under-
performance.

Second, this paper finds evidence to support the proposition that deteriorat-
ing operating results are, at least in part, responsible for a company’s decision
to issue tracking stock. In this respect, tracking stock issuance is similar to
other voluntary corporate restructurings, such as equity carve-outs, spin-offs,
and interfirm asset sales, which are designed to reverse declining corporate
performance.
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Chapter 11

Differences in Underpricing Returns Between
REIT IPOs and Industrial Company IPOs

William Dimovski∗
Deakin University, Australia

Robert Brooks
Monash University, Australia

This paper follows Chan, Stohs, and Wang (2001), which argues that the underlying value of the
real estate is not by itself the reason for the very substantial differences in underpricing returns
between real estate investment trust (REIT) IPOs and industrial company IPOs. We use variables
identified in previous studies that have helped explain the underpricing of industrial company
IPOs to help explain the underpricing of property trust IPOs. We find that the prospectus
forecast dividend yield is a critical variable in the valuation and hence underpricing of REIT
IPOs compared to industrial company IPOs. The sentiment towards the market and whether
or not the issue is underwritten also impact the underpricing of REITs but the impact is much
less than on industrial company IPOs.

Keywords: IPOs; REITs; underpricing.

1. Introduction

From the earliest reported studies, the magnitude of the underpricing returns
for property trust or real estate investment trust (REIT) IPOs has been sub-
stantially different to the magnitude of the underpricing returns for industrial
company IPOs. The low single-digit REIT underpricing returns are reported
in the US in Ling and Ryngaert (1997), in European IPOs in Brounen and
Eichholtz (2001), and in Australian IPOs in Dimovski and Brooks (2006).
Handsome double-digit industrial company underpricing returns are reported
in Loughran and Ritter (2004) for US IPOs, in Levis (1993) for UK IPOs, and
in Lee et al. (1996) for Australian IPOs.

Wang et al. (1992) have offered three explanations for these differences in
returns. First, more uninformed investors subscribe to REIT IPOs compared
to industrial company IPOs; secondly, because REIT IPOs (before 1989) had

*Corresponding author.
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to liquidate their holdings at some future point in time, this restricted their
ability to grow, and thirdly REITs hold underlying real assets which support
the IPO valuation. The first two of these explanations have been found not to be
factors in post-1990 US REITs (Wang et al., 1992; Ling and Ryngaert, 1997),
leaving only the third explanation. However, Chan et al. (2001) investigated
56 Hong Kong real estate IPOs and 343 nonreal estate IPOs and find that the
mean underpricing return of the real estate IPOs is comparable to the nonreal
estate IPOs. They suggest that the underlying real estate explanation is not
the whole solution either.

Although Jenkinson and Ljundqvist (1996) summarize many theoretical
explanations for underpricing, Beatty and Ritter (1986) argue that the “need”
for underpricing is the result of uncertainty about the value of the IPO before it
lists. This has permitted researchers to examine underpricing by examining the
financial and nonfinancial characteristics of IPOs. This study compares some
financial and nonfinancial attributes of REITs and industrial company IPOs
in Australia for the period 1994–1999. It specifically tests these attributes (or
variables) identified in previous studies that have helped explain the under-
pricing of industrial company IPOs to help explain the underpricing of REIT
IPOs. What this paper contributes is the finding that the prospectus forecast
dividend yield makes a great deal of difference with the magnitude of the
underpricing of REIT IPOs compared with industrial company IPOs.

The structure of this paper is as follows. Section 2 briefly summarizes
some previous IPO research. Section 3 identifies the data and their sources.
In Section 4, we report the results of our analysis. Section 5 contains some
concluding remarks.

2. Some Previous IPO Research

One of the first major papers in the area of why the underpricing of REITs is
different to the underpricing of industrial stocks was by Wang et al. (1992). In
their study of 87 US REIT IPOs for the 1971–1988 period, they find a negative
2.82% underpricing return to the initial subscribers. It is hard to understand
why subscribers invested in this primary equity capital. Even Wang et al.
(1992) suggest that it may have been ignorance on the part of the subscribers.
Industrial company IPO studies in the US have reported substantially higher
underpricing returns. Some US studies of industrial company IPOs (Ibbotson,



June 8, 2007 2:57 spi-b483 Advances in Quantitative Analysis of Finance and Accounting: Vol.5 ch11

Differences in Underpricing Returns 217

1975; Ritter, 1987; Ibbotson et al. 1994; Loughran and Ritter, 2004) have
reported underpricing returns of between 3.6% (1984) and 71.7% (1999).

Ling and Ryngaert (1997) extend Wang et al.’s (1992) work to investigate
US REIT IPOs during 1991–1994. They report a 3.60% underpricing return
on REIT IPOs. Ling and Ryngaert (1997) attribute this return to the greater
involvement of the better informed institutional investors. They suggest that
Rock’s (1986) “winner’s curse” may have operated in the property IPO mar-
ket. The winner’s curse theory suggests that better informed investors buy
underpriced issues and do not offer to buy overpriced ones. Because of the
rationing of the new issue capital, the better informed (and more influential)
investors are able to buy a larger proportion of the “good” IPOs, whereas the
less well informed (less influential) are able to buy a smaller proportion of
the “good” issues and a larger proportion of the “not so good” issues—hence
the winner’s curse.

In the European context, Brounen and Eichholtz (2001) investigate the
performance of 83 European property share IPOs over the period 1990–2000.
They find an average market-adjusted underpricing return of 3.43%. Brounen
and Eichholtz (2002) investigate a sample of 54 UK, French, and Swedish
property share IPOs listed over the period 1984–1999. They find an average
market-adjusted underpricing return of 2.55%. A range of initial day returns
for industrial company IPOs in Europe varies from Leleux and Muzyka’s
(1993) study of French IPOs returning 4.2%, to Levis’ (1993) 12% for UK
IPOs to Alpalhao’s (1992) 54.4% for Portuguese IPOs. Loughran et al. (1994)
have compiled a comprehensive list of average initial day returns from indus-
trial company IPOs around the world. These returns are updated on Jay Ritter’s
Web site, http://bear.cba.ufl.edu/ritter. Even in the European environment, the
magnitude of the underpricing differences between industrials and REITs is
substantial.

In Australia, Dimovski and Brooks (2006) report on 37 Australian property
trust (REIT) IPOs from 1994 to 1999 and report an average 1.2% underpricing
return. They find that some of the property trust IPOs have extremely low
volumes of shares traded on the first day and so the simple use of a closing
price at the end of the first day to determine underpricing returns (without
reference to the volume of trading) may not always be the optimum method
of calculating underpricing returns.

They suggest that a market-adjusted first-day closing price can be calcu-
lated using the second-day closing price discounted or inflated by the change
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in the property trust market index on the second day. Dimovski and Brooks
(2006) find that the underpricing of property trusts can in part be explained
by prospectus forecast profit distributions (or dividends) and the market sen-
timent towards property from the date of the prospectus to the date of listing.
They argue that higher dividend forecasting trusts are riskier and hence higher
underpricing returns are found in such trusts.

Industrial company IPO underpricing studies in Australia, however, report
significantly higher average underpricing returns. Dimovski and Brooks
(2004a) for the 1994–1999 industrial IPOs find an average 27.0% underpric-
ing return. Earlier Australian industrial company IPO studies find average
underpricing returns of around 20% (Finn and Higham, 1988; How et al.
1995; Lee et al., 1996).

In another major study of property IPOs, Chan et al. (2001) investigate
the Hong Kong IPO market during 1986–1997. Their sample includes 56 real
estate IPOs and 343 nonreal estate IPOs. They find that the mean underpricing
return of the real estate IPOs (16.21%) is comparable with the nonreal estate
IPOs (18.96%) and argue that neither the underlying real estate holding nor
uninformed investors explain the returns of REIT IPOs compared to industrial
company IPOs. It is worth noting that the real estate IPOs may not have
been specifically REIT IPOs, hence the substantially higher than previously
reported underpricing returns from REITs.

3. Data and Methods

The Connect 4 Company Prospectuses database was used to identify the Aus-
tralian IPOs from 1994 to 1999 and also to ascertain some financial and
nonfinancial characteristics that might help explain underpricing. These char-
acteristics are explained below. A common measure of underpricing return is
the closing price of the shares or units (in REITs) on the first day of listing
divided by the issue price to the public, minus 1. Because of the possible
low-volume issue with the REITs, for robustness, we also calculate an under-
pricing return using the market-adjusted first-day closing price as discussed
above for the 37 REITs. The closing prices were obtained from IRESS and
the Netquote Information Services databases and some were checked with the
Financial Review newspaper.

The regression model with the level of underpricing return (using day 1
and market-adjusted first-day closing prices for the REITs) as the dependent
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variable is

RETURN = β0 + β1 REIT + β2 DIVYLD + β3 REITDIVYLD

+β4 MKTSENTI + β5 REITMKTSENTI + β6 UWRITTEN

+β7 REITUWRITTEN + β8 INDEPACC

+β9 REITINDEPACC + β10 LNTOTMIL

+β11 REITLNTOTMIL + β12 ISSUEPRI

+β13 REITISSUEPRI + ε, (1)

where RETURN is the underpricing return; REIT is a dummy variable to iden-
tify an REIT IPO, DIVYLD is the prospectus forecasted dividend yield for
all IPOs, REITDIVYLD is the prospectus forecasted dividend yield for REIT
IPOs only, MKTSENTI measures the change in the all-ordinaries index from
the date of the prospectus to the date of listing for all IPOs, REITMKTSENTI
measures the change in the all-ordinaries index from the date of the prospectus
to the date of listing for REIT IPOs only, UWRITTEN is a dummy identify-
ing if the IPO is underwritten, REITUWRITTEN is a dummy identifying the
REIT IPO is underwritten, INDEPACC is a dummy identifying if the IPO had
a top 5 accounting firm act as the independent accountant, REITINDEPACC
is a dummy identifying the REIT IPO had a top 5 independent accountant,
LNTOTMIL is the natural log of the capital raised by the IPO, REITLNTOT-
MIL is the natural log of the capital raised by the REIT, ISSUEPRI is the issue
price of all IPOs; the REITISSUEPRI is the issue price of the REIT, the β’s
are unknown parameters to be estimated, and ε is assumed ∼ N (0, σ 2).

Essentially the interactive variables allow Equation (1) to be interpreted in
the following manner. Each of the variables has impacts on the underpricing
returns of the industrial IPOs with the partial coefficients β2, β4, β6, β8, β10,
and β12. Each of the variables has impacts on the underpricing returns of
the REIT IPOs with the sum of the two partial coefficients linked to each
variable, that is, β2 + β3 to DIVYLD, β4 + β5 to MKTSENTI, β6 + β7

to UWRITTEN, β8 + β9 to INDEPACC, β10 + β11 to LNTOTMIL, and
β12+β13 to ISSUEPRI. The difference in underpricing returns between REITs
and industrials is therefore explained by the coefficients β3, β5, β7, β9, β11,
and β13.

The DIVYLD variable is included because it was found significant in the
Dimovski and Brooks (2004a) study of industrial IPOs and in the Dimovski
and Brooks (2006) study of REIT IPOs. The MKTSENTI variable is included
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because it was found significant in Dimovski and Brooks (2004a). It was found
that as the MKTSENTI (all-ordinaries index) increased from the date of the
prospectus to the date of listing, so too did the underpricing return increase.
The UWRITTEN variable is included because it was found significant and
positive in the Dimovski and Brooks (2004b) study investigating the influence
of underwriters on the amount of money left by industrial company IPOs.
Money left is defined as the underpricing return multiplied by the number of
shares issued in the IPO. Although Beatty (1989) identified that underpricing
was significantly reduced where issuers used high-reputation auditors, audi-
tors were not always nominated in our data set. This study instead includes an
INDEPACC variable identifying a top 5 independent or investigating accoun-
tant’s report in the prospectus. LNTOTMIL is included because both Ibbotson
et al. (1994) and Michaely and Shaw (1994) report larger IPOs experience
lower underpricing returns. ISSUEPRI is included because Chalk and Peavy
(1987) and Ibbotson et al. (1994) find lower issue price IPOs are more under-
priced.

4. Results

Table 1 reports some summary descriptive results. For the 1994–1999 period,
37 property trust IPOs and 262 industrial company IPOs were listed on the
Australian Stock Exchange. The total amount of public equity capital raised by
the property trusts was around A$5.7 billion, whereas around A$22.1 billion

Table 1. Characteristics of Australian industrial and property trust IPOs, 1994–1999.

Category IPOs Public equity Day 1 Mkt-Adjusted Forecast
raised % return day 1 distrib/

A$ billions available to % return divident
investors available to yield (%)

investors

Property 37 5.7 Mean 1.2 −0.6 8.9
trusts Median 0.0 0.0 9.2

Minimum −20.0 −20.0 0.0
Maximum 15.8 15.8 12.5

Industrials 262 22.1 Mean 27.0 3.3
Median 10.0 2.4
Minimum −67.3 0.0
Maximum 370.0 14.0
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was raised by the industrials. The mean first-day return available to the sub-
scribers was 1.2% for the property trusts and 27.0% for the industrials. The
median returns were 0.0% and 10%, respectively. The maximum first-day
returns in this sample period were 15.8% and 370.0% and the minimum returns
were −20% and −67.3%, respectively. The market-adjusted first-day return
for the REIT IPOs shows a −0.6% return, whereas the median, minimum, and
maximum figures are as on day 1. Forecast distribution (or dividend) yields
for the full year following the IPO are also included. The average dividend
yield for the REITs is 8.9%, whereas it is only 3.3% for the industrials.

Table 2 reports the multiple ordinary least-squares regression results bet-
ween day 1 and market-adjusted day 1 underpricing returns and the selected
explanatory variables for the 299 IPOs (262 industrials and 37 REITs) in
the 6-year period. To reduce the influence of outlier return results, Table 2
also reports winsorized results (those IPOs whose returns exceeded the 99th
percentile have been scaled back to a return at the 99th percentile) and results
where outliers have been removed totally from the OLS regression. There
were three industrial company outliers whose underpricing returns exceeded
3.5 standard deviations from the average (consistent with How, 2000) that were
removed from the data set. Standard regression diagnostics were calculated.
In testing for nonnormal errors, a Jarque–Bera statistics is applied to the data.
In testing for heteroscedasticity, a White test is applied and reported where
necessary. In testing for omitted variables or model misspecification, a Ramsey
Reset test is applied and reported.

Our results suggest that without the winsorizing of the outliers, or their
removal, there are no significant differences between REITs and industrials
in terms of the characteristics that may influence their underpricing. Once the
outliers are winsorized or removed, however, there are differences with respect
to the impact of DIVYLD, MKTSENTI, and UWRITTEN. For DIVYLD, the
effect is a sign change and lower absolute magnitude. For MKTSENTI and
UWRITTEN, the effect is a reduction in magnitude.

It appears that although underpricing is expected from industrial company
IPOs (because of uncertainty about their valuation which in turn is due to
uncertainty about their future cash flows) and that the disclosure of certain
variables helps decrease this uncertainty and underpricing, REIT IPOs are
viewed differently. The assets that the REITs own are likely to be income-
producing already and also likely to have longer-term lease agreements with
tenants in place. Such characteristics suggest some certainty about an REIT’s
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Table 2. Underpricing of Australian industrial and property trust IPOs, 1994–1999 OLS results.

Variable All 299 IPOs All 299 IPOs Outliers winsorized Outliers removed

Day 1 Mkt Adj Day 1 All 299 IPOs All 299 IPOs wins’d 296 IPOs day 1 296 IPOs
winsorized day 1 mkt-adj day 1 mkt-adj day 1

Coef. Pr. Coef. Pr. Coef. ∗ Pr. ∗ Coef. ∗ Pr. ∗ Coef. ∗ Pr. ∗ Coef. ∗ Pr. ∗

C 0.277 0.003 0.277 0.003 0.229 0.005 0.229 0.005 0.212 0.003 0.212 0.003
REIT −0.411 0.556 −0.548 0.432 −0.362 0.001 −0.499 0.000 −0.345 0.001 −0.482 0.000
DIVYLD −3.061 0.000 −3.061 0.000 −2.643 0.000 −2.643 0.000 −2.388 0.000 −2.388 0.000
REITDIVYLD 3.747 0.340 4.533 0.249 3.330 0.000 4.116 0.000 3.074 0.000 3.861 0.000
MKTSENTI 2.058 0.000 2.058 0.000 1.904 0.000 1.904 0.000 1.769 0.000 1.769 0.000
REITMKTSENTI −1.752 0.369 −1.682 0.389 −1.598 0.002 −1.527 0.004 −1.463 0.003 −1.392 0.007
UWRITTEN 0.165 0.028 0.165 0.028 0.178 0.003 0.178 0.003 0.189 0.000 0.189 0.000
REITUWRITTEN −0.149 0.646 −0.156 0.631 −0.162 0.012 −0.169 0.011 −0.173 0.004 −0.180 0.003
INDEPACC −0.008 0.907 −0.008 0.907 −0.047 0.441 −0.047 0.441 −0.080 0.185 −0.080 0.185
REITINDEPACC 0.059 0.868 0.054 0.881 0.099 0.215 0.093 0.269 0.131 0.095 0.126 0.132
LNTOTMIL −0.035 0.216 −0.035 0.217 −0.012 0.599 −0.012 0.599 0.004 0.811 0.004 0.811
REITLNTOTMIL 0.047 0.589 0.064 0.466 0.025 0.296 0.041 0.105 0.009 0.651 0.025 0.238
ISSUEPRI 0.025 0.671 0.025 0.671 −0.002 0.970 −0.002 0.970 −0.033 0.368 −0.033 0.368
REITISSUEPRI −0.060 0.851 −0.074 0.817 −0.033 0.521 −0.047 0.431 −0.002 0.963 −0.016 0.770
R2/Adj R2 0.140 0.101 0.145 0.106 0.170 0.133 0.176 0.139 0.169 0.131 0.175 0.137
J_B test 4238.835 0.000 4229.516 0.000 328.272 0.000 326.971 0.000 453.364 0.000 451.400 0.000
White test 27.689 0.149 27.675 0.150 37.723 0.014 37.656 0.014 33.772 0.038 33.710 0.039
Reset test 0.877 0.235 0.873 0.237 0.641 0.241 0.636 0.244 0.739 0.207 0.732 0.241

∗ White heteroscedasticity consistent coefficient and p-values reported.
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future cash flows and therefore its valuation. These “more certain” cash flow
characteristics would help explain the reduction in magnitude of the MKT-
SENTI and UWRITTEN coefficients for REITs.

In addition, Australian REITs need to pay out their profits or suffer punitive
tax rates of 50% on any undistributed profits, whereas there is no obligation
on industrials to pay any dividends at all. Compared with industrial company
IPOs, the combination of more certain cash flows and likely consistently larger
dividend payments by REITs would help explain the lower magnitude of the
DIVYLD coefficient for REITs. The sign change for REITs to positive for the
DIVYLD coefficient is consistent with Beatty and Ritter (1986). With REITs,
the dividend yield is essentially the earnings yield (because of the punitive
tax rates on nondistributed earnings). The earning yield represents the return
from the investment, at least in the short term. Given the relationship between
return and risk, it would be expected that the higher the DIVYLD, the greater
the risk about an IPO, the higher the underpricing. Again this is different to
industrial company IPOs because industrials do not have to pay dividends (let
alone their full earnings), this risk return argument cannot be used on them.
Indeed, because forecasted dividend payments by industrials are not common
and not large, they are viewed as a proxy for reducing uncertainty and hence
underpricing.

5. Conclusion

This study investigated 37 property trust and 262 industrial company IPOs
in Australia for the period 1994–1999. The magnitude of the difference in
underpricing returns for both classifications of IPO is investigated and like
previous international studies, we report that the underpricing returns from
each type of IPO are quite different and that there are differences in the
impact of the DIVYLD, MKTSENTI, and UWRITTEN variables on the level
of underpricing.

What this paper examines is the perilously low underpricing returns (or
even negative returns using market-adjusted first-day closing prices) made by
the subscribers to REIT IPOs. What this paper contributes is an explanation
of the magnitude of importance the prospectus forecast dividend makes to the
underpricing of REIT IPOs compared with industrial company IPOs. We find
that the forecast dividend yield is an important element of the underpricing
return in REIT IPOs, whereas it is clearly not as vital for industrial company
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issues. If, as Chan et al. (2001) argue, the underlying value of the real estate
may not provide a clear base of support for an REIT IPOs valuation, we
suggest that the forecast dividend yield will help guide the valuation.

Acknowledgment

The authors thank an anonymous referee for his helpful comments on previous
versions of this paper.

References

Alpalhao, R. M., “Opertas Publicas Iniciais: O Caso Portugues.” Working Paper,
Univesidade Nova De Lisboa (1992).

Beatty, R. P., “Auditor Reputation and the Pricing of Initial Public Offerings.” The
Accounting Review 64, 693–709 (1989).

Beatty, R. P. and J. R. Ritter, “Investment Banking, Reputation, and the Underpricing
of Initial Public Offerings.” Journal of Financial Economics 15, 213–232 (1986).

Brounen, D. and P. Eichholtz, “Going Public in the European Property Share Market.”
Real Estate Finance 18, 55–60 (2001).

Brounen, D. and P. M. A. Eichholtz, “Initial Public Offerings: Evidence From British,
French and Swedish Share Markets.” Journal of Real Estate Finance and Eco-
nomics 23, 103–117 (2002).

Chalk, A. J. and J. W. Peavy III, “Initial Public Offerings: Daily Returns, Offering
Types and the Price Effect.” Financial Analysts Journal 43, 65–69 (1987).

Chan, S. H., M. H. Stohs and K. Wang, “Are Real Estate IPOs a Different Species?
Evidence from Hong Kong IPOs.” The Journal of Real Estate Research 21,
201–220 (2001).

Dimovski, W. and R. Brooks, “The Pricing of Property Trust IPOs in Australia.”
Journal of Real Estate Finance and Economics 32, 185–199 (2006).

Dimovski, W. and R. Brooks, “Initial Public Offerings in Australia 1994 to 1999,
Recent Evidence of Underpricing and Underperformance.” Review of Quantita-
tive Finance and Accounting 22, 179–198 (2004a).

Dimovski, W. and R. Brooks, (2004b), “Do You Really Want to Ask an Underwriter
How Much Money You Should Leave on the Table?” Journal of International
Financial Markets, Institutions and Money 14, 267–280 (2004b).

Finn, F. J. and R. Higham, “The Performance of Unseasoned New Equity Issues-
Cum Stock Exchange Listings in Australia.” Journal of Banking and Finance
12, 333–351 (1988).

How, J. C. Y., H. Y. Izan and G. S. Monroe, “Differential Information and the
Underpricing of Initial Public Offerings: Australian Evidence.” Accounting and
Finance 35, 87–105 (1995).



June 8, 2007 2:57 spi-b483 Advances in Quantitative Analysis of Finance and Accounting: Vol.5 ch11

Differences in Underpricing Returns 225

How, J. C. Y., “The Initial and Long Run Performances of Mining IPOs in Australia.”
Australian Journal of Management 25(1), 95–118 (2000).

Ibbotson, R. G., “Price Performance of Common Stock New Issues.” Journal of
Financial Economics 2, 235–272 (1975).

Ibbotson, R. G., J. L. Sindelar and J. R. Ritter, “The Market’s Problems with the
Pricing of Initial Public Offerings.” Journal of Applied Corporate Finance 7,
66–74 (1994).

Jenkinson, T. and A. Ljundqvist, Going public: The Theory and Evidence on How
Companies Raise Equity Finance, Clarendon Express, Oxford (1996).

Lee, P. J., S. L. Taylor and T. S. Walter, “Australian IPO Pricing in the Short and Long
Run.” Journal of Banking and Finance 20, 1189–1210 (1996).

Leleux, B. F. and D. F. Muzyka, “The Demise of European IPO Market: a Post-issue
Performance Study.” Working Paper, INSEAD, USA (1993).

Levis, M., “The Long-Run Performance of Initial Public Offerings: the UK Experi-
ence 1980–1988.” Financial Management 22, 28-41 (1993).

Ling, D. C. and M. Ryngaert, “Valuation Uncertainty, Institutional Involvement, and
the Underpricing of IPOs: The Case of REITs.” Journal of Financial Economics
43, 433–456 (1997).

Loughran, T. and J. Ritter, “Why Has IPO Underpricing Changed Over Time.” Finan-
cial Management 33, 5–37 (2004).

Loughran, T., J. R. Ritter and K. Rydqvist, “Initial Public Offerings: International
Insights.” Pacific-Basin Finance Journal 2, 165–199 (1994).

Michaely, R. and W. H. Shaw, “The Pricing of Initial Public Offerings: Tests of
Adverse-Selection and Signaling Theories.” Review of Financial Studies 7,
279–319 (1994).

Ritter, J. R., “The Costs of Going Public.” Journal of Financial Economics 19,
269–281 (1987).

Rock, K., “Why New Issues are Underpriced.” Journal of Financial Economics 15,
187–212 (1986).

Wang, K., S. H. Chan and G. Gau, “Initial Public Offerings of Equity Securities:
Anomalous Evidence Using REITs.” Journal of Financial Economics 31, 381–
410 (1992).

White, H., “A Heteroscedasticity-Consistent Covariance Matrix Estimator and a
Direct Test for Heteroscedasticity.” Econometrica 48, 817–838 (1980).



June 8, 2007 2:57 spi-b483 Advances in Quantitative Analysis of Finance and Accounting: Vol.5 ch11

This page intentionally left blankThis page intentionally left blank



June 26, 2007 1:56 spi-b483 Advances in Quantitative Analysis of Finance and Accounting: Vol.5 ch12

Chapter 12

Performance of Canadian Mutual Funds and
Investors
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The study examines the performance of a comprehensive sample of Canadian open-end equity
mutual funds and investors. Our results show that while the majority of funds outperform
their self-selected benchmarks, the performance is lackluster in comparison with some well-
recognized benchmarks like the TSE 300 and the 90-day T-Bill rates. These returns are even
lower when one accounts for the timing of entry and exit by mutual fund investors. We also
find that returns of mutual funds are adversely affected by active trading and advisory and
non-advisory expenses are negatively related to performance. Accordingly, we conclude that
investors are likely to be better off by following a passive and index-based investment approach
in the long term.

Keywords: Open-end mutual funds; mutual fund performance; investor returns.
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1. Introduction

With nearly $440 billion in assets and 51 million account holders by the
end of year 2003 in Canada, mutual funds now occupy a prominent position
among financial intermediaries. The 1990s witnessed an explosive growth in
mutual funds in Canada; the number of accounts grew nearly 10-fold during
this period. Similar growth in mutual fund assets has been reported in many
countries around the world.

This phenomenal growth notwithstanding, there continue to be serious
concerns about the value added by actively managed mutual funds and the
ability of investors to earn superior risk-adjusted returns from their mutual
fund investments. This has been documented by the pioneering work of Jensen

∗Corresponding author.
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(1968) in the US followed by Malkiel (1995), Elton et al. (1996), and Gruber
(1996). Studies by Odean (1998) and Barber et al. (2003) of investors’ trading
activity, and Sirri and Tufano (1998) of fund flows also suggest that investors
perform even worse because of their proclivity to chase winners and their
reluctance to let go of losers in their choice of mutual funds. This study exam-
ines the performance of Canadian mutual funds and mutual fund investors.
The objective is to assess the value added by money managers and the rates
of returns realized by mutual fund investors. We also analyze a number of
fund related characteristics, like expenses, trading behavior, loads and port-
folio composition of mutual funds. This study also provides evidence on the
magnitude and implications of the difference between returns to mutual fund
investors (IRR) and the returns reported by mutual funds (RR). The study
also augments the rather limited systematic evidence on Canadian mutual
fund industry. Earlier studies have shown that mutual fund lacks performance
persistence (Malkiel, 1995); investors chase past winners (Sirri and Tufano,
1998); and are reluctant to exit loosing funds (Odean, 1998). The cumulative
effect of these attributes of mutual funds and investor behavior will be RR is
likely to be greater than IRR.

Our study also contributes by providing non-US evidence on mutual fund
performance. The need for a widening of the evidence on managerial value
added in the mutual fund industry beyond the numerous US studies using
overlapping data is noted in the academic literature. As Khorana et al. (2005)
point out, academic studies of mutual funds have remained geographically
narrow.

The study is organized as follows: Section 2 provides a literature review
of the discussion on performance and the trading behavior of mutual fund
investors. We also review the existing literature on Canadian mutual funds.
Section 3 examines some methodological and measurement issues that under-
pin the validity of the findings. Section 4 discusses the sample. Section 5
reports the findings. Section 6 concludes the study.

2. Literature on Performance and Trading Behavior of Mutual
Funds

Despite the growth and popularity of the mutual fund industry, studies focused
on US mutual fund industry are unable to conclude whether the active money
management adds value to individual investors net of risk and expenses. In
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a pioneering study, Jensen (1968) concluded that mutual funds significantly
underperformed the market after expenses and those investors would be better
off pursuing a passive investment strategy by following a comparable market
proxy. However, later studies by Grinblatt and Titman (1989a, b, 1992) and
Ippolito (1989) on the net performance of mutual funds concluded that mutual
fund managers did add value net of expenses because of the private informa-
tion that money managers possessed. These studies were however, criticized
for their choice of benchmarks in assessing performance and for survivorship
bias in that they included in their sample only current and existing funds. Later
studies including Malkiel (1995), Elton et al. (1996), Gruber (1996), and Elton
et al. (1993) concluded that the findings of Grinblatt and Titman (1989a,b,
1992) and Ippolito (1989) on positive value added by money managers did
not hold when more representative benchmarks are used and adjustments
are made for the potential survivorship bias. In a recent paper, Bhargava
et al. (2001) evaluated the performance of 114 US international equity man-
agers and found that international equity managers, on average, were also
unable to outperform the MSCI World market proxy during the sample period
1988–1997.

While these studies have typically concentrated on the reported returns
by mutual funds, three strands of literature claim that returns to mutual fund
investors (IRR, hereafter) may be even lower than the returns reported by
mutual funds (RR, hereafter). The first group of studies by Chevalier and
Ellison (1997), Sirri and Tufano (1998) analyze the sensitivity of capital flows
into funds as a function of past performance and provide extensive evidence in
support of an inverse relationship between past performance and current fund
flows. Barber et al. (2003), in a study of trading behavior of more than 30,000
households, find that investors use past returns as a positive signal of fund
quality and future performance but do not necessarily receive higher returns.1

The strategy of investing in outperforming funds has also been described
as the “hot hands” phenomenon. Hendricks et al. (1993), Goetzmann and
Ibboston (1994), and Brown and Goetzmann (1995) suggest that mutual funds
that show above average performance in one period will also follow it up with
above average performance in the following period. Thus, according to these

1This is also termed representative heuristic in behavioral finance. An above average per-
formance by a mutual fund in the previous year is likely to induce greater inflow of funds
in the current year. As good performance is often followed by sub par returns, chasing past
performance has led to subsequent sub par performance in the 1990s.
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studies mutual fund investors will get higher returns if they were to choose
mutual fund investors that are past winners. However, Malkiel (1995) in a
study of US mutual funds found that while there appeared to be persistence
of returns in the 1970s, there was no significant persistence of returns during
the 1980s. In the 1980s, the performance decay was the typical characteristic
and past performance was no predictor of future performance. The evidence
on persistence can be tested directly as performed in this paper. IRR will be
greater than RR if there is performance persistence and less than RR in the
absence of performance persistence.

Finally, a study by Odean (1998) documents the reluctance by investors
to realize losses. This loss aversion also has the implication of widening the
gap between RR and IRR. Using a unique data set on the trading behavior of
30,000 households, Odean (1998) found that investors are reluctant to realize
losses by selling underperforming funds. This is an example of the dispo-
sition effect (Shefirin and Statman, 1985). The combined implication of the
evidence on investors chasing past winners, lack of performance persistence,
and reluctance to realize losses implies that the IRR would be lower than RR.
Investors are likely to buy into funds that have performed well in the past,
fail to find persistence in its performance, and are unwilling to book losses by
exiting the funds. In addition, the evidence that most investors who sell shares
are likely to sell them for reasons unrelated to portfolio asset reallocation; it
also seems highly likely that IRR will be less than RR for most investors.

Nesbitt (1995) examined this impact of market timing by mutual fund
investors by compiling the dollar-weighted returns of 17 categories of mutual
funds and found that the dollar-weighted returns (equivalent to IRR) were
less than the time-weighted returns (equivalent to RRs) for every category
of mutual funds. Nesbitt (1995) concluded that investors suffer a shortfall in
return because of ill-timed movement of funds.

The studies on mutual funds in countries other than the US, report mixed
evidence on their performance relative to the market. Otten and Barms (2002)
find that in four out of five European countries mutual funds displayed posi-
tive after cost alphas and significantly outperformed the market after adding
costs.2 Blake and Timmermann (1998) in their study of UK mutual funds
found some evidence of underperformance (by 1.8%) on a risk-adjusted basis
for the average mutual fund manager in line with the findings of studies on

2Alphas represent excess returns based on the Jensen (1968) article.
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US mutual funds. They report an interesting relationship between termination
dates, establishment dates of funds and their performance. The underperfor-
mance of mutual funds intensified as the funds termination dates approached
and they weakly outperformed the market in the first year of their formation.
Dahlquist et al. (2000) in their study of Swedish mutual funds report that small
equity funds, low fee funds and funds having a high trading activity performed
better than the market. Cai et al. (1997), in their study of Japanese Mutual
funds, found significant underperformance and attributed this to institutional
factors and tax provisions in the mutual funds industry in Japan. They also
report that the turnover rate in mutual funds was twice that of the Tokyo Stock
Exchange.

These studies using data on non-US mutual funds cannot be used to make
comparisons with the findings on US mutual funds as they represent a different
institutional reality. The studies on Japanese mutual funds (Cai et al. 1997;
Brown et al. 2001) and on Swedish funds (Dahlquist et al. 2000) are examples
of the effects the institutional environment can have on mutual fund behavior
and performance in that country. Blake and Timmermann (1998) and Otten
and Barms (2002) suggest that because of their smaller market importance
the European mutual funds excluding the UK may be in a better position as
a group to beat the market than US funds. This makes the findings of these
studies specific to the mutual fund industry in that country.

Our study presents out of sample evidence from a market similar to the
US on mutual funds and can be used to generalize the findings on US funds.
The mutual fund industry in Canada faces a market and regulatory framework
that is similar to US mutual funds in that the two markets function under
very similar legal and regulatory framework; the characteristics of the retail
investing public and the trading costs and turnover of the equity market have a
close resemblance.3 Some of the supply side characteristics like the structure

3Typically, Canada follows a very similar regulatory regime as that of the US although by a lag
of one or two years. Many large Canadian companies are interlisted on the US stock exchanges
and thus are subject to the SEC regulations. In Ontario (which is Canada’s largest province),
the Ontario Securities Commission (OSC) closely follows the SEC changes so that Canadian
regulatory framework remains competitive to that in the US Similar observations can be made
about the closeness of the stock markets. Typical correlations between the TSE 300 and the
S&P 500 range from 0.78 for monthly returns from January 1995 to December 2004 and 0.80
monthly returns from January 1998 to December 2002.
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of the banking industry are different but the breadth of the distribution channels
and other characteristics as outlined by Khorana et al. (2005) are similar. Thus,
this study will facilitate further generalizations on the role of mutual funds as
financial intermediaries.

There have been some earlier studies on Canadian mutual finds. For exam-
ple, Brown and Young (2002), in their evaluation of a small sample of Cana-
dian mutual funds, report that on average only one in 17 investors actually
make money based on the timing of their entry and exit from mutual funds.4

Deaves (2004) provides an evaluation of 300 Canadian equity funds for the
period 1988–1998. He finds that on average, Canadian mutual fund managers
underperform benchmarks net of expenses but finds evidence of performance
persistence. More specifically, Deaves (2004) finds that funds with alphas
above their mean values are likely to follow with alphas above mean values
in subsequent years.

Our study extends and enriches this evidence by making three important
contributions. First, we believe that the sample period of 1988–1998 used in
Deaves (2004) study may simply be a reflection of the 1990s decade which
was a period of above average returns in the stock markets where choosing a
single strategy (e.g., tilting the portfolio in growth stocks) could have delivered
superior and persistent performance. This could explain the high levels of
performance persistence in Canadian equity mutual funds in Deaves (2004)
study. To be able to draw observations on the performance of mutual funds that
are robust of business cycles and stock market fluctuations, we need studies
based on longer sample period and a comprehensive sample. Our analysis of
914 Canadian equity funds represents a near complete sample of all Canadian
equity funds established until 2001. The extended and near complete sample
period makes it more representative and allows us to draw inferences that
are robust to different stages of the business cycles and market conditions.
Second, we analyze the investor-realized returns. Third, we examine turnover,
expenses age of funds, portfolio allocation and a variety of other fund related
characteristics, and their relationship with mutual fund performance.

4The older Canadian studies include those by Calvett and Lefolle (1980) who studied the
quarterly returns of 17 mutual funds for the period 1966–1975 and found that 16 of these
funds performed worse than the market index as proxied by the TSE 300. In a later study,
Bishara (1988) examined the performance of Canadian mutual funds for the period 1967–1984
and reported that only the growth funds outperformed the market although the balanced and
income funds did beat the market during one period of rising market.
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3. Assessing Performance and Persistence

A key objective of our study is to investigate the performance and the persis-
tence in performance of mutual funds in Canada. Accordingly, we compute a
number of performance measures to evaluate performance of Canadian equity
funds. Performance is measured until the year ending 2002 for alive funds and
for the last year of operation for dead funds. Averages of 2, 3, 5, and 15 years
for all the performance measures have been computed, backtracking from the
year 2002. As our sample comprises of all funds established until 2001 and
we calculate both long-term and short-term performance based on averages
over 2, 3, 5, 10, and 15 years, the inferences drawn from the tables are robust
to changes in market sentiments and different stages of the business cycles.
This allows us to test the extent of performance persistence in Canadian equity
mutual funds. In addition, we present data on alive or current funds and all
funds (inclusive of dead funds) separately throughout the discussion to test
the importance of the potential survivorship bias.

3.1. Performance of mutual funds

We evaluate performance of mutual funds by computing a number of perfor-
mance measures. First, we report raw returns or RR defined as the percentage
change in the fund’s value for the period, including dividends and net of
expenses. The use of raw returns or RR is in line with Brown et al. (1996)
and Chevalier and Ellison (1997) who have shown that peer group or within
sector comparisons of raw returns provide a valid basis for the assessment of
managerial effort in the mutual fund industry. In addition to raw returns, we
also use Jensen’s alpha and Sharpe’s risk adjusted measure of performance.5

3.2. Performance of mutual fund investors

As pointed out in Section 2, we plan to test for the effects of the timing of
investors purchase and sales of mutual fund units through the use of IRR.

5Alpha is a measure of the difference between a fund’s actual monthly excess return and its
expected monthly excess return. Alpha is calculated by using a single factor model using data
for returns net of expenses. Sharpe’s risk-adjusted measure of performance is the ratio of a
fund’s excess return to its standard deviation.
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The formula for calculating IRR is

n∑
0→nc f

CFn

(1 + IRR)n = 0

where, CFn is the Cash Flow in period n, IRR the internal rate of return, and
n is the number of Periods.

The above formula provides the monthly IRR. To annualize IRR, the fol-
lowing calculation is used6: Annualized IRR = (1 + IRR)12 − 1. As in the
case of RR, IRR is calculated for the years 1 and the average of years 2, 3, 5,
10, 15.

3.3. Performance persistence

We use the approach of Goetzmann and Ibboston (1994) and Malkiel (1995)
in assessing performance persistence. A winner (loser) is defined as a fund that
has achieved a rate of return over the calendar year that exceeds (is less than)
the median fund return. Performance persistence or “hot hands” occurs when
winning is followed by winning in the subsequent year(s). Thus if a winner
continues to post returns greater than the median returns in the years 2, 3,
and 5, we include it among repeat winners. We follow each fund across up to
5 years to investigate the persistence in performance. We measure performance
persistence for each of the years 1970–2001.

4. Data

Our data come from a comprehensive sample of 914 Canadian open-end
mutual equity funds with a market value of $103.95 billion at the end of
year 2002. The data set provided by Fundata and Fundmonitor.com includes
both alive and dead funds.7 The oldest fund for which we have record was

6As an example, suppose an investor made just two transactions in his portfolio over a 12-year
period. The initial investments of $10,000 were made on January 1, 1986 and let us assume that
the portfolio grew by 15% per year for the next eight years. Subsequently, another $500,000
was added on January 1, 1994. Let us assume that in the two years following the second
investment, the portfolio fell in value by a total of 20%. On January 1, 1996, the overall value
of the portfolio would stand at $424,472. The cumulative (simple) return would read −17%
while the Internal rate of return (IRR) would be a much lower −58%. The IRR figure reflects
the fact that most of the money was invested at a high and a large portion of it was lost over a
relatively short period of time.
7We gratefully acknowledge the support of Fundmonitor.com for the data on IRR and the
example cited in footnote 6.
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established in 1950. There is no establishment date available for 111 of the
914 funds in the sample. However, a closer examination of the data set leads
us to conclude that most of these 111 funds were established prior to 1988,
and 69% or 62% of these funds are dead. We have the establishment dates of
114 dead and alive funds between 1950 and 1987. We believe that our sample
covers nearly all equity funds established in Canada, dead or alive, until the
end of the year 2001.

In addition to returns, we use a number of variables that denote fund
characteristics such as front and back loads, fee options, management fees,
and management expenses. The list of fund-related characteristics along with
their definitions is provided in the Appendix. Fund-related characteristics are
measured for the year-end 2002 for “alive” funds and for their last year of
operation for dead funds.

An examination of the growth in assets and number of funds shows that
there is a clear divide between funds established in the 1970s and 1980s
when compared with funds established in the 1990s. Out of the 800 funds
with establishment dates available in the sample, 559 funds were established
between the years 1989 and 2001. The average asset size of mutual funds
had grown from $19.5 million funds in the 1970s to $175.67 million in the
1990s. The 1990s was also a period of rapid expansion in both the number of
funds and the assets invested into mutual funds. Mutual fund assets grew at an
impressive annual rate of 27% and the number of accounts grews annually by
39% during the 1990s. Largely because of the stock market crash in the year
2000 and the onset of recession, in 2002 there was for the first time a decline
in the market value of assets and in 2003, there was a decline in the number of
mutual fund accounts (IFIC, 2004). In our sample of Canadian equity funds
(dead and alive), the annual rate of growth in the number of funds was slightly
higher at 29%. The assets of alive Canadian equity funds grew at a rate of
31% and the assets of dead fund grew annually at 12%.

5. Empirical Findings

5.1. Fund performance and returns to investors

The principal focus of the empirical analysis is on the performance of mutual
funds. In the discussion that follows, we examine performance of mutual funds
from two different perspectives: fund returns and investor returns. For the
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fund perspective, we compare their reported results against their self-chosen
benchmarks. For the investor perspective, we use IRRs and benchmarks that
are easily available to individual investors. As can be seen, we find in Table 1
that the majority of funds outperform their self-selected associated indices
in the long run, on a risk-adjusted basis. However, the performance of the
mutual funds outperforming their chosen index may be satisfactory from the
perspective of the managers but not from the perspective of the investors as the
self-selected benchmarks may be unavailable for investment for the individual
investor.

Accordingly, we examine returns to investors in two stages. First, we report
on long-term comparisons of returns of RR with TSE 300 and T-Bill returns.
Second, we examine the relationship between RR and IRR. Table 2 profiles
the performance of Canadian mutual funds and compares it to two bench-
marks, the TSE 300 index and the 3-month T-Bill rates. The table shows that
the majority of mutual funds did not outperform the 3-month T-Bill rates for
the 1- to 5-year period and the TSE 300 index over the 5- to 15-year hori-
zon. The performance of the mutual funds is superior to TSE 300 in the 1-
to 3-year horizon ending in year 2002. This was also a period that was more
turbulent than any time in the history of the TSE 300 and where movement
in one stock (Nortel) accounted for 35% of the movement in the TSE 300
index at its peak. It is possible that by simple underweighting in Nortel stocks
due to internal policy constraints on maximum allowable weighting for one
specific stock, many funds outperformed the TSE 300. However, these per-
centages fall sharply when we look at 5-, 10-, and 15-year returns. In the very

Table 1. Percentages of funds and investors outperforming their benchmark.

Year 1 Year 2 Year 3 Year 5 Year 10

Alphaa

Alive funds 23.9 45.2 58.1 59.5 72.0
All funds 31.0 48.8 57.1 55.9 71.0

Alpha net of (RR–IRR)
Alive funds 12.40 25.90 24.20 20.50 21.70
All funds 17.50 28.50 26.00 20.10 22.70

a Alpha is a measure of the difference between a fund’s actual monthly excess return and its
expected monthly excess return, which in turn is based on that fund’s sensitivity (beta) to the
excess return for the benchmark index. The methodology of calculating alpha is given in the
Appendix.
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Table 2. Net returns of Canadian equity mutual funds (%).

Year ending 2002

1-year 2-year 3-year 5-year 10-year 15-year
Returns Returns Returns Returns Returns Returns

RR IRR RR IRR RR IRR RR IRR RR IRR RR IRR

Alive funds
Returns −8.29 −10.67 −7.28 −7.93 −0.77 −2.58 1.90 0.03 8.11 5.14 7.05 4.82
Difference

(RR−IRR)
2.38 0.65 1.81 1.87 2.97 2.23

No. of funds 634 585 565 475 475 390 280 215 146 110 105 73
% of funds

above TSE 300
50.79 35.90 96.28 95.58 82.11 73.33 11.43 6.51 13.01 5.46 25.71 13.70

% of funds
above T-Bill
rates

6.78 6.84 10.27 7.79 28.21 19.74 30.71 19.07 89.04 63.64 69.52 35.62

All funds
Returns −7.03 −9.70 −6.02 −6.96 −0.40 −2.02 2.26 0.42 8.08 5.41 6.94 4.80
Difference 2.67 0.94 1.62 1.84 2.67 2.14

(RR−IRR)
No. of Funds 734 672 640 540 534 442 312 242 166 128 115 82
% of funds above

TSE 300
54.09 39.29 96.25 94.81 82.96 74.21 13.78 8.26 12.05 5.47 23.48 12.20

% of funds above
T-Bill rates

12.40 11.01 14.84 12.41 32.02 23.08 33.65 21.49 88.55 64.06 66.09 35.37

TSE 300 −9.13 −2.12 7.00 6.82 12.08 8.97
T-bill rate 2.50 3.66 4.18 4.31 4.76 6.52

% change in 2.2 2.4 2.5 2.02 1.75 2.56
CPI 1992 = 100
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long run (10- to 15-year horizon) we find that most funds outperform the 3-
month T-Bill rates but not the TSE 300. Clearly, for the funds alive as of year
2002, their performance, both long term and short term has been less than
stellar.

These results have to be interpreted in the context of the studies on holding
period behavior of mutual fund investors. The Investment Company Institute
(ICI) study of US mutual fund investors (ICI, 2001) found that the median
holding period of a typical mutual fund investor is 7 years. Barber et al. (2003)
study of 30,000 households found that 25% of the investors never sold shares
during the five and half years of their study. Choi et al. (2000) study found
that more than half of the participants in 401 (K) plans never made a trade
during the three years covered by the study. Ameriks and Zeldes (2000) found
that 73% of participants in large employee-sponsored retirement plan made
no changes in their asset allocations over the 10-year period covered by the
study. Only 3% of the participants made six or more transactions during the
sample period. The ICI survey further found that 45% of the small percentage
of shareholders who sold shares did not do so for the purposes of adjusting
their portfolio but because they needed the money to buy their house or to pay
for educational or other expenses. There is no study documenting the portfolio
behavior of the Canadian mutual fund investors. Table 2 shows that only 12%
of the mutual funds over a 5-year period, 13% over a 10-year period, and 26%
funds over a 15-year period outperformed the TSE 300.

IRR assesses the returns accruing to investors. Figures 1 and 2 show the
frequency distribution of returns for mutual fund investors and mutual funds.
These figures show a consistent pattern of return difference. As can be seen,
reported returns to mutual funds (RR) are consistently higher than returns
accruing to individual investors (IRR) for all years. The mean level of differ-
ences between (RR – IRR) is nearly 2% on average and tends to increase for
long-term average performance. The impact of this consistent pattern of RR
being greater than IRR can also be seen in Tables 1 and 2. While it is true
that the majority of fund managers outperform their chosen indexes on an RR
basis, when we take alpha net of the difference between RR and IRR, we find
less than a quarter of the investors outperform their associated indexes. Thus
performance may be superior on a risk-adjusted basis from the perspective
of mutual find managers but not from the perspective of investors as only a
quarter of funds outperform the adjusted alpha.
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Figure 1. Distribution of dollar and time weighted returns.
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Figure 2. Distribution of dollar and time weighted returns.
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Table 3 documents the implications of chasing winners and reluctance on
the part of the investors to book losses when they arise. We find that IRR
is greater than RR only in the case of funds that are underperforming their
associated indexes. We also find evidence that funds with IRR greater than
RR have significantly lower alphas, Sharpe values and conversely alphas and
Sharpe values are higher for funds where RR is greater than IRR. The funds
with IRR greater than RR are also significantly more likely to be in the bottom
half of the performance ranking. In fact, the performance of funds with IRR
greater than RR is more likely to be in the bottom quarter. Funds with IRR
greater than RR are significantly more likely to be reporting negative returns
and significantly less likely to be reporting returns in excess of 10%. The
general conclusion is that underperforming funds are more likely to have
IRR greater than RR and funds that outperform the market are more likely
to have RR greater than IRR. Investors returns (IRR) are lower than reported
returns of mutual funds (RR) for funds that are outperforming the market and
have significantly superior performance characteristics because investors are
buying these funds after their performance has peaked and a track record of
superior performance established. Their decision to invest in a fund is taken
typically after the mutual fund performance (RR) has peaked. Investors also
display a distinct loss aversion. IRR greater than RR is more for funds that
are underperforming. They tend to stay with funds even after a consistent
track record of underperformance by these funds. These findings support the
conclusion of the Odean (1998) study of shareholding accounts that investors
are reluctant to book losses.

Table 4 provides potential explanation for the difference between IRR and
RR. We find that typically for funds that are alive in the year 2002 investors
have a 1 in 2 chance of choosing a repeat winner in the second year; a 1
in 4 chance of chance of choosing a repeat winner in the third year; and a
1 in 20 chance of picking a repeat winner in the fifth year. The strategy of
moving funds to past winners is further compromised by the likelihood that the
average investor will reallocate funds in her portfolio once over several years.
This evidence clearly shows that the performance of mutual fund investors
is not persistent and that the “winners” do not repeat. Moreover, frequency
distribution of return data in Figures 1 and 2 shows that the investors choose
the wrong time to invest in a fund (after the funds peak performance) and
are reluctant to move out of underperforming funds. The performance decay
of dead funds over the years, as expected is much higher than that of “alive”
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Table 3. Entry and exit decisions of mutual fund investors and firm characteristics.

Year ending 2002

1-year return 2-year return 3-year return 5-year return 10-year return 15-year return

IRR > RR > IRR > RR > IRR > RR > IRR > RR > IRR > RR > IRR > RR >

RR IRR RR IRR RR IRR RR IRR RR IRR RR IRR

Alpha −0.0010 −0.0023 0.0000 0.0005 −0.0010 0.0009 −0.0017 0.0004 −0.0003 0.0014 0.0012 0.0014

Beta 0.80 0.84 0.85 0.85 0.73 0.69 0.81 0.74 0.83 0.77 0.79 0.79

Sharpe −0.40 −0.42 −0.21 −0.19 −0.18 −0.12 −0.08 −0.05 0.03 0.09 0.04 0.04

R2 0.78 0.88 0.87 0.86 0.76 0.71 0.81 0.74 0.79 0.78 0.78 0.79
Tax Eff −101.98 −100.45 −81.85 −83.53 −72.01 −44.99 −79.36 −79.04 63.88 92.54 92.91 94.89

MER 2.22 2.17 2.01 2.34 2.63 2.31 2.62 2.33 2.89 2.21 3.11 2.26

% In bottom half 53.67 50.78 53.04 47.66 49.55 46.24 47.66 44.02 48.62 43.18 48.76 42.68

% In bottom quarter 35.31 29.16 33.00 25.47 25.33 23.77 21.19 19.61 20.87 17.34 25.42 15.84

Rolling 12-month
periods with a return
over 10%

42.17 38.03 36.76 39.77 38.17 40.49 43.31 45.07 47.57 47.41 46.14 48.50

Rolling 12-month
periods with a return

below 0%

46.89 49.95 55.14 42.64 46.90 39.57 38.48 33.54 29.85 28.58 27.22 29.06

(Continued)
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Table 3. (Continued).

Year ending 2002

1-year return 2-year return 3-year return 5-year return 10-year return 15-year return

IRR > RR > IRR > RR > IRR > RR > IRR > RR > IRR > RR > IRR > RR >

RR IRR RR IRR RR IRR RR IRR RR IRR RR IRR

% In Cdn. equity 72.04 74.46 72.96 74.71 71.40 75.12 77.22 76.21 67.49 77.52 74.32 74.66

% In US equity 10.32 11.20 10.41 11.17 11.78 10.75 11.52 10.55 13.56 10.78 12.67 11.32
% In Int. equity 4.46 5.00 4.72 4.82 6.29 4.36 2.38 4.24 8.52 3.86 3.69 6.39

% In bonds 4.48 1.31 3.03 1.51 1.18 2.13 1.42 1.45 1.29 1.81 2.08 1.02

% In cash 8.70 8.04 8.88 7.79 9.35 7.63 7.47 7.54 9.12 6.04 7.25 6.61
No load 25.34 30.16 29.02 30.56 32.85 32.69 38.71 41.70 25.71 45.95 18.18 41.89

Fee option 56.85 41.87 50.26 40.34 45.26 38.78 41.94 34.08 40.00 31.53 54.55 29.73

Max. front fee 4.21 3.83 3.90 3.95 4.33 3.86 4.30 4.22 5.26 3.95 5.56 4.51
Max. backend fee 5.10 4.92 4.99 5.04 5.01 4.93 5.02 4.69 4.28 4.46 4.96 4.54

Mgt. fee 2.08 2.06 2.15 2.06 2.11 2.02 2.02 1.94 1.82 1.84 1.86 1.82

Switching fee 39.53 26.84 26.53 28.40 30.93 25.51 31.91 27.47 33.33 30.23 50.00 29.31

Trailer fee 53.49 56.53 41.50 61.73 54.64 56.46 59.57 54.40 66.67 58.14 62.50 62.07

Note: Shaded area indicates that the respective means between the two groups are significantly different at the 5% level.
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Table 4. Performance persistence of mutual funds.

Persistence in performance (alive funds only) Persistence in performance (dead funds only)

Year no. of
Funds

Repeat wins
if performance
greater than
mediana (%)

Repeat wins
for 3 years (%)

Repeat wins
for 5 years (%)

Year no.
of Funds

Repeat wins
for 2 years (%)

Repeat wins
for 3 years (%)

Repeat wins
for 5 years (%)

1970/5 100 50 50 1970/1 — — —
1971/5 33 33 33 1971/1 0 0 0
1972/8 75 75 0 1972/2 100 0 0
1973/8 75 50 0 1973/8 50 0 0
1974/31 40 33 7 1974/3 33 33 0
1975/34 35 29 6 1975/7 50 0 0
1976/39 63 32 16 1976/7 25 0 0
1977/39 47 21 16 1977/7 50 25 0
1978/40 55 50 0 1978/7 50 50 0
1979/41 60 35 0 1979/7 75 25 0
Decade
(1970s)
average

58 41 13 Decade
(1970s)
average

48 15 0

1980/47 48 13 0 1980/7 25 0 0
1981/55 52 18 4 1981/7 67 33 0
1982/59 34 17 3 1982/7 40 20 0
1983/64 56 22 3 1983/7 50 50 25
1984/68 68 53 15 1984/7 75 25 0
1985/72 75 22 6 1985/7 25 25 0
1986/75 37 16 5 1986/10 60 20 0
1987/81 47 30 15 1987/12 33 0 0
1988/102 46 29 8 1988/13 33 0 0
1989/113 45 25 9 1989/16 38 25 0

(Continued)
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Table 4. (Continued).

Persistence in performance (alive funds only) Persistence in performance (dead funds only)

Year no. of
Funds

Repeat wins
if performance
greater than
mediana (%)

Repeat wins
for 3 years (%)

Repeat wins
for 5 years (%)

Year no.
of Funds

Repeat wins
for 2 years (%)

Repeat wins
for 3 years (%)

Repeat wins
for 5 years (%)

Decade
(1980s)
average

51 25 7 Decade
(1980s)
average

45 20 3

1990/123 51 33 5 1990/18 33 0 0
1991/127 63 38 6 1991/19 20 20 0
1992/132 59 15 3 1992/20 60 50 0
1993/139 43 19 6 1993/21 55 0 0
1994/150 40 16 4 1994/25 42 8 0
1995/169 56 32 3 1995/29 36 7 0
1996/182 57 37 5 1996/30 40 7 0
1997/209 60 24 5 1997/35 39 17 6
1998/251 42 27 5 1998/47 33 8 0
1999/318 62 27 — 1999/54 52 15 —
Decade
(1990s)
average

53 27 5 Decade
(1990s)
average

41 13 1

2000/429 29 18 — 2000/64 31 3 —
2001/495 73 — — 2001/52 4 — —

aWinner if greater than median return, loser if less than median.
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funds. These findings are in conformity with Malkiel (1995) study of US funds
that find evidence of declining performance persistence.

5.2. Turnover and Performance

In this section, we conduct cross-sectional analysis between performance and
fund characteristics. We first start with evaluating turnover as a measure of
trading activity by fund managers. Higher levels of trading activity can be
attributed to the investment style of the money managers. It has also been
noted that greater trading levels may be triggered by the flow of funds to
winning mutual funds forcing money managers to shift funds to rebalance
their portfolios. Table 5 profiles the consequences of turnover for mutual
funds. We find that low turnover funds are in fact superior to the rest of the
funds in the sample. We split the sample on the basis of a turnover dummy that
takes the value 1 if the turnover is low. We find that firms with low turnover or
trading activity have significantly higher average returns than the rest of the
funds in the sample. It can also be seen that the management expense ratio of
the low turnover funds is, on average, significantly lower than the rest of the
funds. Low turnover funds are also significantly less likely to be in the bottom
half and bottom quartile of funds ranked by performance. It is also the case
that low turnover funds are significantly less likely to have rolling 12-month
periods of negative returns.

Further analysis of low turnover of funds shows that low turnover funds
have a significantly higher percentage of funds that have charges for switch-
ing funds between funds within the family and that they display significantly
higher levels of maximum backend and frontend fees that are also statistically
higher when compared with the rest of the funds in the sample. We also note
that trailer fees are more likely in low turnover funds.8 It appears that low
turnover funds perform two roles. First, with statistically significant higher
levels of backend and frontend fees and switching charges they increase the
costs of moving funds between mutual funds and within a family of mutual
funds. Second, they reduce the incentives for churning funds by brokers by
paying them on a continuous basis with statistically significant higher occur-
rences of trailer fee charges.

8Trailer fees are a continuing commission paid to brokers to compensate for their ongoing
services to their investment clients.
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Table 5. Turnover and open-end equity mutual funds in Canada over the years.

Total No. of Funds Alive funds only (year ending 2002)

Low turnover funds Rest
177 457

1-year RR −8.28% −8.30%
2-year RR∗ −5.77% −7.87%
3-year RR∗ 0.49% −1.26%
5-year RR∗ 3.36% 1.19%
10-year RR∗ 9.16% 7.48%
15-year RR∗ 8.07% 8.07%
1-year IRR −9.52% −11.15%
2-year IRR∗ −5.85% −8.96%
3-year IRR∗ −0.56% −3.48%
5-year IRR∗ 1.09% −0.68%
10-year IRR∗ 6.47% 4.15%
15-year IRR∗ 6.63% 3.48%
RSQ1 86.11% 87.36%
RSQ2 84.74% 86.81%
RSQ3 71.10% 72.09%
RSQ5∗ 71.54% 76.51%
RSQ 10 75.60% 79.88%
RSQ 15∗ 73.87% 83.45%
MER∗ 1.87 2.18
Years of experience∗ 21.3077 25.6000
Perc in bottom half∗ 53.36% 60.00%
Perc in bottom quartile∗ 34.16% 44.18%
Rolling 12-month periods 39.65% 37.90%

with a return over 10%
Rolling 12-month periods 51.81% 56.30%

with a return below 0%∗
Perc In Cdn Eq 73.1473 74.0971
Perc In US Eq 11.4397 10.7787
Perc In Int Eq 4.6122 5.0287
Perc in bonds 2.8824 1.8946
Perc in cash 7.9206 8.2032
RRSP eligibility 92.63% 95.67%
NOLOAD 29.47% 29.72%
Fee option 45.79% 45.67%
Max. front fee∗ 4.8144 4.1261
Max. backend fee∗ 5.6316 5.3231
Mgt. fee 1.9856 2.0689
Switching fee∗ 40.00% 25.57%
Trailer fee∗ 67.89% 43.44%

∗The respective means between the two groups are significantly different at the 5% level.
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5.3. Expenses and performance

Next we focus on the role of fund-related expenses on the performance of
funds. Figure 3 shows that the relative share of management expense ratio
(MER) is rising for funds over the years.9 When we classify the funds by
decade of establishment, we find that while the MER is declining for newer
funds their share in management fees is increasing. Table 6 examines whether
the high and growing levels of MERs is justified by the value added by money
managers. We examine the correlation between fund expenses and fund per-
formance/characteristics and find that both non-advisory and total expenses
are significantly and negatively related to fund performance and to alphas.
The correlation between percentage of the time the fund is in the bottom
half/bottom quartile of performance and expenses is significant and negative.
Non-advisory and total expenses are also significantly and negatively cor-
related with the percentage of rolling 12-month periods of negative returns.
These statistically significant results suggest a perverse relationship between
fund expenses, (growing) management fees, and a broad range of performance
measures. Among other significant results, advisory expenses are negatively

MER1993MER1998mer2000MER2001MER2002

M
e
a
n

2.6

2.4

2.2

2.0

1.8

1.6

Figure 3. Management expense ratio over the years.

9Ruckman (2003) notes that fund-related expenses are nearly 50% higher for Canadian mutual
funds when compared with US funds.
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Table 6. Correlation between advisory/non-advisory expenses and performance/characteristics of open-end equity mutual funds
in Canada over the years.

Year ending 2002

Advisory Expensesa Non Advisory Expensesb Total Expensesc

Alive Funds All Funds Alive Funds All Funds Alive Funds All Funds

1-year RR −0.01 −0.08∗ −0.05 −0.03 −0.04 −0.05
2-year RR 0.05 −0.01 −0.10∗ −0.07 −0.08 −0.07
3-year RR −0.02 −0.05 −0.18∗ −0.15∗ −0.17∗ −0.15∗
5-year RR −0.10 −0.12∗ −0.40∗ −0.37∗ −0.39∗ −0.37∗
10-year RR −0.28∗ −0.28∗ −0.49∗ −0.46∗ −0.52∗ −0.50∗
15-year RR −0.31∗ −0.31∗ −0.62∗ −0.60∗ −0.64∗ −0.63∗
1-year IRR −0.03 −0.04 0.03 0.00 0.02 −0.01
2-year IRR 0.03 −0.03 −0.13∗ −0.10 −0.10∗ −0.10
3-year IRR 0.01 −0.03 −0.10∗ −0.09 −0.10∗ −0.11∗
5-year IRR −0.10 −0.12 −0.34∗ −0.32∗ −0.35∗ −0.34∗
10-year IRR −0.20∗ −0.20∗ −0.10 −0.09 −0.16 −0.15
15-year IRR −0.18 −0.17 −0.16 −0.15 −0.20 −0.20
APLHA1 −0.20∗ −0.19 0.05 0.07 −0.05 −0.02∗
APLHA2 −0.11∗ −0.13∗ 0.03 0.03 −0.02 −0.03
APLHA3 −0.10 −0.10∗ −0.03 −0.02 −0.10 −0.08
APLHA5 −0.19∗ −0.17∗ −0.12 −0.13∗ −0.21∗ −0.22∗
APLHA10 −0.39∗ −0.40∗ −0.01 −0.03 −0.28∗ −0.28∗
APLHA15 −0.37∗ −0.40∗ −0.02 −0.07 −0.29∗ −0.35∗
RSQ1 −0.05 −0.05 0.00 0.00 −0.03 −0.03
RSQ2 −0.01 −0.01 −0.01 −0.01 −0.02 −0.02
RSQ3 −0.02 −0.02 −0.01 −0.01 −0.04 −0.04
RSQ5 −0.06 −0.06 −0.01 −0.01 −0.07 −0.07
RSQ 10 0.16 0.16 −0.21 −0.21 −0.09 −0.09

(Continued)
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Table 6. (Continued).

Year ending 2002

Advisory Expenses a Non Advisory Expensesb Total Expensesc

Alive Funds All Funds Alive Funds All Funds Alive Funds All Funds

RSQ 15 −0.01 −0.01 0.09 0.09 −0.01 −0.01
MER 0.11∗ 0.14∗ 0.93∗ 0.92∗ 1.00 1.00
Years of experience 0.15 0.11 0.02 0.01 0.04 0.02
Perc in bottom half −0.08∗ −0.08∗ −0.10∗ −0.10∗ −0.13∗ −0.14∗
Perc in bottom quartile −0.07 −0.09∗ −0.19∗ −0.19∗ −0.20∗ −0.21∗
Rolling 12-month periods

with a return over 10%
−0.20∗ −0.24∗ 0.00 0.01 −0.06 −0.07

Rolling 12-month periods
with a return below 0%∗

0.03 0.05 −0.18∗ −0.20∗ −0.13∗ −0.15∗

Perc in Cdn Eq −0.05 −0.03 −0.08 −0.08 −0.06 −0.07
Perc in US Eq 0.07 0.07 0.09 0.08 0.11∗ 0.10∗
Perc in Int Eq 0.00 −0.02 0.12 0.13∗ 0.10∗ 0.11∗
Perc In bonds −0.12∗ −0.10∗ −0.01∗ −0.01 −0.10∗ −0.09∗
Perc In cash 0.13∗ 0.09∗ −0.06 −0.03 0.00 0.00
RRSP eligibility 0.06 −0.03∗ 0.05 −0.08 0.08∗ 0.08∗
No load −0.41∗ −0.42∗ 0.03 0.03 −0.15∗ −0.16∗
Fee option 0.18∗ 0.19∗ 0.04 0.04 0.13∗ 0.13∗
Max. front fee −0.10 0.15∗ 0.34∗ 0.22 0.32∗ 0.28∗
Max. backend fee 0.13∗ 0.37∗ −0.05 −0.12∗ 0.01 0.05
Mgt. fee 1.00 1.00 −0.26∗ −0.26∗ 0.11∗ 0.14∗
Switching charges −0.07 −0.07 0.14∗ 0.14∗ 0.14∗ 0.14∗
Trailer fee −0.03 −0.03 0.12∗ 0.12∗ 0.10∗ 0.10∗
Non-advisory expenses −0.26∗ −0.26∗ 1.00 1.00 0.93∗ 0.92∗

∗The respective means between the two groups are significantly different at the 5% level.
aAdvisory expenses = Management fees.
bNon-Advisory expenses = MER − Management fees.
cTotal Expenses = MER.
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Figure 4. Advisory and non-advisory expenses and the decade fund established.

correlated with the no-load option and switching charges are positively cor-
related with non-advisory and total expenses.

5.4. Age of funds and performance

In this section, we attempt to evaluate the difference in performance between
old and new funds. Table 7 looks at the funds established in the 1990s and
compares these funds with the funds that were established prior to this decade.

We find that funds established after 1989 are significantly superior in their
performance when compared with funds established prior to 1989, a result
that may simply reflect the overall superior performance of the equity markets
in the 1990s. Though the average returns of the pre-1989 funds are lower
than those reported for funds established after 1989, the pre-1989 funds are
significantly less likely to be in the bottom half or quartile of funds ranked
by returns. The funds established before 1989 are significantly more likely to
post returns above 10% and significantly less likely to post negative returns.

Funds established prior to 1989 also have a significantly higher MER.
However, management fees of funds established after 1989 are significantly
higher. While overall expenses are lower for funds established after 1989 the
level of advisory expenses have gone up. Funds established after 1989 invest
significantly less in Canadian equity and hold a significantly higher proportion
of their investment portfolio in cash when compared with funds established
prior to 1989. Thus “alive” funds established prior to 1989 are likely to give
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Table 7. Open-end equity mutual funds in Canada over the years.

Year ending 2002

Funds established till 1989 Funds established after 1989

Alive funds Onlya All fundsa Alive funds onlya All fundsa

No. of funds 121 150 497 568

1-year RR −8.59% −7.18% −8.21% −6.99%
2-year RR −8.78%∗ −6.64% −6.77%∗ −5.81%
3-year RR −2.10%∗ −0.82% −0.21%∗ 0.30%
5-year RR 0.96%∗ 1.71% 2.76%∗ 2.80%
1-year IRR −9.98% −8.69% −10.84% −9.99%
2-year IRR −8.40% −6.45% −7.78% −7.13%
3-year IRR −2.08% −0.84% −2.08% −2.52%
5-year IRR −0.49% 0.28% 0.57% 0.59%
APLHA1 −0.0018∗ −0.0002 −0.0036∗ −0.0022
APLHA2 0.0003 0.0012∗ -0.0003 0.0005∗
APLHA3 0.0011 0.0011 0.0003 0.0004
APLHA5 0.0002 0.0000 0.0002 -0.0001
RSQ1 89.94%∗ 89.94%∗ 86.16%∗ 86.16%∗
RSQ2 88.66%∗ 88.66%∗ 85.44%∗ 85.44%∗
RSQ3 74.64% 74.64% 70.82% 70.82%
RSQ5 78.42%∗ 78.42%∗ 72.21%∗ 72.21%∗
MER 2.52%∗ 2.48%∗ 1.99%∗ 1.99%∗
Years of experience 20.53∗ 19.62∗ 24.97∗ 24.76∗
In bottom half 52%%∗ 65% 60%%∗ 61.19%
In bottom quarter 31%∗ 48% 45%∗ 45.36%
Rolling 12-month

periods with a
return over 10%

47%∗ 46∗ 35%∗ 37.08%∗

Rolling 12-month
periods with a
return below 0%

33%∗ 34%∗ 61%∗ 59.17%∗

% In Cdn equity 78.98∗ 78.76∗ 72.36∗ 72.82∗
% In US equity 10.01 9.77 11.23 11.09
% In Int equity 4.62 4.63 5.00 5.06
% In bonds 1.57 1.46 2.34 2.32
% In cash 4.83∗ 5.38∗ 9.07∗ 8.72∗
RRSP eligible 97% 96.43% 94% 94.55%
NOLOAD 37%∗ 38.57%∗ 28%∗ 29.39%∗
Fee option 36% 35.00%∗ 48% 47.12%∗
Max. front fee 5.04%∗ 4.40∗ 4.18%∗ 3.74∗
Max. backend fee 5.27% 4.45∗ 5.42% 4.96∗

(Continued)
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Table 7. (Continued).

Year ending 2002

Funds established till 1989 Funds established after 1989

Alive funds onlya All fundsa Alive funds onlya All fundsa

No. of funds 121 150 497 568

Mgt. fee∗ 1.85%∗ 1.85∗ 2.09%∗ 2.06∗
Switching fee 25% 25.00% 31% 31.15%
Trailer fee 53% 43.75% 44% 52.58%

∗The means for the funds established up to 1989 are significantly different at the 5%
level from the means of the funds established after 1989.

lower but largely positive returns while funds established after 1989 are likely
to give higher returns with greater fluctuation in returns. The management fees
of the post-1989 funds are also higher and are able to outperform pre-1989
funds with almost double the asset levels, which suggest that they are able to
better time the market.

6. Conclusions

In this paper, we document the performance of a comprehensive sample of
Canadian mutual funds. We can draw a number of conclusions from the find-
ings of this study. First, the value added by money managers on a long-term
basis is meager and inconsistent. For a holding period of 5 years or more, only
a quarter of mutual funds outperform the market and a mere of 5% of the
funds perform higher than the median levels of returns of the sample for more
than 5 years.10 Second, the performance of funds that record low levels of
trading is superior to the rest of the funds in the sample. Although we cannot
conclude, whether the low level of trading was the choice of managers or it
was because of the costs of moving in and out of these funds due to high
fees. However, the evidence favors a buy-and-hold strategy compared with an
active-trading strategy. Third, MER has risen and the share of management
fees in MERs has increased. However, higher MERs and management fees

10We believe that the persistence of performance found in the late 1990s when compared with
the TSE 300 may have simply been a result of underweighting in some technology stocks (e.g.,
Nortel) due to diversification restrictions imposed by the investment policy.
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do not seem to have generated better performance. Fourth, performance of
newer funds (establishment date — post-1989) is superior to older funds and
the newer funds have a lower MER. Fifth, we find that the returns earned
by mutual fund investors is less than that reported by mutual funds. Further
research using detailed data on the timing of purchase and sale decisions of
mutual fund investors from other countries including the US would further
enhance our understanding of the timing capability of mutual fund investors.
This is of particular interest given the current thrust in social security reform
toward greater individual control over the investment decisions if retirement
funds.

These results have some important implications for the mutual fund man-
agers, regulators, and investors. We believe that continued disclosure by indi-
vidual mutual funds, that include trading volumes (turnover), returns (IRR)
earned by investors, in addition to reporting the returns earned by mutual
funds (RR), management expense and other expenses as a percentage of gross
returns, and comparison of their performance to passive indices (adjusting for
transaction costs) would benefit the entire industry and investors. We also hope
that these results prompt mutual funds’ self-regulatory body and the Ontario
Securities Commission to ensure that such disclosures become a norm in
annual reports of the mutual fund industry. We also believe that our results
would dissuade individual investors from investing in funds simply based on
their past returns and that they would seek to invest in lower turnover funds
with low MERs and management fees or alternately invest in passive index
funds with low MERs.
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Appendix. List of Variables Used in the Study.

Variable Variable description

Load and expense-related variables
BLOAD A dummy variable takes the value 1 if a sales fee is

charged when mutual fund units are sold takes the value 0
otherwise

FLOAD A dummy variable takes the value 1 if a sales fee is charged
when mutual fund units are purchased takes the value 0 oth-
erwise

BORFLOAD A dummy variable takes the value 1 if a sales fee is charged
when mutual fund units are purchased or sold takes the value
0 otherwise

NO LOAD A dummy variable takes the value 1 if no sales fee is charged
when mutual fund units are purchased or sold

MANFEE The management fee is a certain percentage deducted form a
fund’s net assets to pay the fund manager. Often the percent-
age declines as the fund’s net assets grow. The management
fee might also be amended by or be primarily composed of a
performance fee, which raises or lowers based on the fund’s
returns when compared with an established benchmark

MER The aggregate of all expenses related to the fund operation,
including management fee, custodian fee, transaction fee,
etc., on a percentage term over the net asset value of the
fund

SWITCHFEE A dummy variable takes the value 1 if within the same fund
family, there is a fee for switching investment among different
funds takes the value 0 otherwise

TRAILERFEE A dummy variable takes the value 1 for the no-load mutual
fund, a continuing commission is paid to brokers to com-
pensate for their on going services to their investment clients
takes the value 0 otherwise
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Appendix (Continued).

Other acronyms and variables
RRSP Registered Retirement Savings Plan (RRSP). A dummy

variable takes the value 1 if the fund RRSP Eligible (yes,
no, or foreign) takes the value 0 otherwise

TURNOVER A measure of the fund trading activity level determined by
the lesser of purchases or sales, and then divided by aver-
age monthly assets. A dummy variable takes the value1 if
turnover is in the first quartile 0 otherwise

CPI Consumer Price Index
TAXEFF The percentage of the after-tax return over pre-tax return
TSE Toronto Stock Exchange
TBILL Treasury Bill
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and Their Impact on Trading Strategies
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Major political and financial events, such as the invasion of Kuwait by Iraq and the 1997 Asian
Financial Crisis, create great uncertainty in the economy. Accordingly, they have a strong
influence on the stock market. In addition, the unexpected shifts in market volatility can last
for days or months. The main goal of this paper is to identify the periods in which investors
experience major shocks in market volatility in the US. As an interesting extension, we also
study the impact of these shocks on the performance of two popular trading strategies.

Keywords: Stock market volatility; trading strategies.

1. Introduction

Major political and financial events, such as the invasion of Kuwait by Iraq
and the 1997 Asian Financial Crisis, create great uncertainty in the economy.
Accordingly, they have a strong impact on stock prices. In addition, the unex-
pected shifts in market volatility can last for days or months. The main goal of
this paper is to identify the periods in which investors experience unexpectedly
large shocks in market volatility. As an interesting extension, we also study the
impact of these shocks on the performance of two popular trading strategies.

The market index that we use in this study is the Centre for Research
in Security Prices (CRSP) value-weighted total returns index. In an efficient
market, security prices change upon the arrival of new information. Hence,
periods of unexpectedly high volatility are associated with the arrival of new
information (see, for example, Daniel et al., 1998). To identify these periods,
we employ a three-step procedure. Together, the three steps help determine
the timing and the duration of an unexpectedly large shift in stock market
volatility.

∗Corresponding author.

259



June 8, 2007 3:1 spi-b483 Advances in Quantitative Analysis of Finance and Accounting: Vol.5 ch13

260 Pauline Shum & Kevin X. Zhu

The first step involves a statistical algorithm, the Iterated Cumulative Sums
of Squares (ICSS), developed by Inclan and Tiao (1994). It is designed to
detect variance change points in a time series. If volatility jumps with the
arrival of new information, then this method offers an objective determination
of the dates when the market receives new information. We define a period
as the length of time between two variance change points. At the end of this
step, we are able to identify periods with above average volatility.

In the second step, we construct a measure of the “intensity” of news arrival
during each period identified by the ICSS algorithm. Fair (2002) documents
all of the 5-minute changes in the S&P 500 futures that were greater than
0.75% (in absolute value), for the period April 21, 1982 to October 29, 1999.
Fair considers changes of this magnitude to be significant, and indicative of
news arrival. If this is the case, market volatility will increase accordingly.
Using Fair’s data, we calculate a “news intensity” variable for each period.
This step serves as a check for the results in the first step: there should be
a positive correlation between volatility and the intensity of news arrival in
each period.

In order to gauge whether the shift in volatility at the beginning of a
high volatility and high news intensity period was unexpected, the third
step involves a comparison between realized market volatility and implied
volatility obtained from a corresponding options market. This comparison
provides a sufficient condition that the market has received unexpected and
dramatic news that changes the investors’ information set, and alters their
expectations.

The results of the three steps above are combined to generate the set of peri-
ods in which stock market volatility shifts up substantially and unexpectedly.
During our sample period from January 1, 1986 to December 31, 1999,1 we
identify six periods of unexpectedly high market volatility. These dates coin-
cide with periods of great uncertainty in the US stock market: the stock market
crash of 1987, the failure of the UAL buyout in 1989, the invasion of Kuwait
by Iraq in 1990, the market correction in 1996, the Asian Financial Crisis in

1This sample period is chosen based on data availability. The year 1986 was the first year in
which the CBOE’s Volatility Index (VIX) is available, and 1999 is the last year in Fair’s (2002)
study. VIX data are employed in the third step of our identification procedure, and Fair’s results
are employed in the second step of the procedure.
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1997, and the default of Russian debt and the failure of Long Term Capital
in 1998.2 In all six periods, the stock market performed poorly. As volatility
was high during these periods, our findings confirm the well-known leverage
effect in the time-series finance literature: negative stock price changes have
a larger impact on volatility than positive changes.

A natural question to ask is how investors are affected by such shifts in
volatility. As an interesting extension, we explore how popular trading strate-
gies such as contrarian and momentum portfolios do during and after periods
of unexpectedly high volatility. To do this, we construct a set of loser and
winner portfolios by capitalization, and assess their performance using two
popular measures: conditional Jensen’s alpha and cumulative risk-adjusted
returns. Because the periods vary in length, we cannot group them together
in the tests. Instead, we have to assess the evidence for each period, and
then consider them collectively. Based on a sample of 180 portfolios, our
findings suggest that a contrarian strategy slightly dominates a momentum
strategy in loser portfolios during these periods. In the case of small-cap
losers, the returns to trading them in a contrarian portfolio could be sub-
stantial. In other portfolios, there is no clear pattern. We further demon-
strate that an investor would have to recognize the shift in volatility right
away in order to profit from buying small-cap loser portfolios. This is very
hard to do without the benefit of hindsight. Hence, in the context of an effi-
cient market, we conclude that contrarian and momentum strategies do not
necessarily outperform a diversified passive portfolio during times of great
uncertainty.

This paper is organized as follows. In Section 2, we introduce the three
complementary procedures we employ to identify periods of unexpected high
market volatility. In Section 3, we discuss the tests of the contrarian and
momentum strategies. In Section 4, we provide highlights of our findings and
their implications. Section 5 concludes the paper.

2On October 13, 1989, the NYSE dropped to 6.9%. On July 17, 1996, the NYSE experienced
the second largest decline since the crash of 1987, and broke the record in trading volume.
Much like the crash of 1987, this movement cannot be traced to any one particular event. There
was a general feeling at the time that the market was due for a correction. There was a series
of disappointing profit reports from high-tech companies, and the fear that interest rates were
on the rise.
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2. Identifying Unexpectedly Large Shifts in Market Volatility

We employ three complementary procedures to identify periods in which
the US stock market experiences major, unanticipated episodes of market
volatility. A major episode is defined as one that causes a large upward shift in
volatility and generates high news intensity (to be defined). An unanticipated
episode is determined by a comparison between realized volatility and implied
volatility from options prices. In the rest of this section, we describe the three
procedures, and discuss the results.

2.1. Variance change points

Inclan and Tiao (1994) develop a statistical methodology, called the ICSS
algorithm, to detect variance change points in a time series. (For an application
of this methodology to emerging markets, see Aggarwal et al., 1999). The
length of time between two variance change points is defined as a period.

The basic ideas of the methodology are follows. Suppose we have a time
series {αt}with independent observations from a normal distribution with
zero mean and unconditional variance σ 2. Suppose further that the corre-
sponding variance process of {αt} has two regimes, i.e., one change point.

Let: Ck =
k∑

t=1
α2

t , k = 1, . . . , T , be the cumulative sum of square (mean-

centered) observations from the start of the series to the kth observation,
where T is the total number of observations in the sample. Define a statistic,
Dk = Ck/CT − k/T , k = 1, . . . , T with D0 = DT = 0. Under the null
hypothesis of homogeneous variable, i.e., there is only one regime in the vari-
ance process, the Dk statistic oscillates around zero because both Ck/k and
CT/T are sample estimates of σ 2 within the corresponding sample period. In
contrast, if there is a regime change in the variance process — the alternative
hypothesis — Dk will depart from zero. The asymptotic distribution of Dk

under the null hypothesis is:

Dk = k(T − k)(1 − FT−k,k)[(k/T ) + (T − k)FT −k,k/T ]−1

T 2
,

where FT−k,k is the F distribution with T − k and k degrees of freedom.
The variable k is determined by the optimization, maxk |Dk |. Based on the
above distribution, the critical values for the upper and the lower bound-
aries of Dk can be chosen by giving a known level of probability to detect
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a significant change in the variance. When maxk |Dk | goes out of the prede-
termined boundaries, the null hypothesis of no regime change in the variance
process is rejected, and the k at which maxk |Dk | is attained is taken as an
estimate of the change point. To understand how this method can be extended
to accommodate multiple change points, see Inclan and Tiao (1994).

We apply the ICSS algorithm to the CRSP value-weighted daily total
returns index from January 2, 1986 to December 31, 1999. The results are
presented in Table 1.

Table 1. CRSP daily total returns results from the ICSS algorithma and news intensityb.

Variance change dates Standard deviation
between start and end

datesc

Occurrence Occurrence/days %

Start End

2-Jan-86 13-Oct-87 0.0082 17 2.6
13-Oct-87 30-Oct-87 0.0648∗ 11 61.1
30-Oct-87 25-Jan-88 0.017∗ 13 14.8
25-Jan-88 2-Sep-88 0.0083 1 0.5
2-Sep-88 12-Oct-89 0.0057 1 0.2
12-Oct-89 19-Oct-89 0.0305∗ 3 37.5
19-Oct-89 1-Aug-90 0.0068 3 1
1-Aug-90 12-Nov-90 0.0127∗ 12 11.5
12-Nov-90 30-Dec-91 0.0078 11 2.7
· · · · · · · · · · · · · · ·
18-Mar-96 3-Jul-96 0.0055 2 1.9
3-Jul-96 2-Aug-96 0.012∗ 2 6.5
2-Aug-96 5-Dec-96 0.0047 2 1.6
5-Dec-96 26-Mar-97 0.0073 4 3.6
26-Mar-97 7-May-97 0.012∗ 4 9.3
7-May-97 15-Oct-97 0.0077 9 5.6
15-Oct-97 3-Nov-97 0.0253∗ 3 15
3-Nov-97 2-Feb-98 0.0098 3 3.3
2-Feb-98 29-Jul-98 0.0074 1 0.6
29-Jul-98 15-Oct-98 0.02∗ 15 19
15-Oct-98 31-Dec-99 0.0106 14 3.7

aThe ICSS algorithm is applied to the CRSP value-weighted total return index (daily returns)
from January 2, 1986 to December 31, 1999, with a 95% confidence level. The standard
deviation is calculated based on daily returns between the start and end dates.
bOccurrence is the number of days in which five-minute price changes of at least 0.75% in
the S&P futures (as identified by Fair, 2002) were recorded. News intensity is defined as
occurrence divided by the number of days within a period. Since Fair’s sample period ends on
October 29, 1999, we calculate the news intensity in the last period from October 15, 1998 to
October 29, 1999.
cAn asterisk denotes standard deviations that are greater than 0.12.
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In total, the ICSS algorithm detected 26 variance change points, corre-
sponding to 27 periods over the 14 years in our sample.3 The sample daily
standard deviation is 0.0091 or 0.1448 annualized. (The last two columns in
Table 1 are discussed in the next section.)

2.2. Intensity of news arrival

In an efficient market, security prices change upon the arrival of new infor-
mation. Hence, periods of unexpectedly high volatility are associated with
significant news. As a check, we examine the “intensity” of news arrival
during each period identified by the ICSS algorithm. We expect a positive
correlation between volatility and the intensity of news arrival.

Fair (2002) documents all of the 5-minute changes in the S&P 500 futures
that were greater than 0.75% (in absolute value), for the period April 21, 1982
to October 29, 1999. Fair considers changes of this magnitude to be significant
and indicative of news arrival. Using Appendix A in Fair (2002), we report,
for each period, the number of days in which at least one such changes are
recorded. In Table 1, we refer to this number as “occurrence.” As each period
varies in length, we also normalize occurrence by the length of the period.
This is our “news intensity” measure.

From Table 1, we can see that there is a good match between the results
in the first two steps. There are eight periods that stand out with a standard
deviation equal to or greater than 0.012 (marked with an asterisk). These
periods also have the highest news intensity, as measured by occurrence/days,
in the sample. However, it is not clear whether these eight periods of high
volatility were all unanticipated. We look for confirmation in the next step.

2.3. Comparison between realized volatility and implied
volatility

We employ the CBOE Volatility Index (VIX) as our measure of implied volatil-
ity. The VIX is calculated using real-time S&P 100 index option (OEX) bid/ask
quotes, and is a weighted average of the implied volatility of eight OEX calls

3For robustness, we apply the algorithm to sub-samples with different end dates. Similar results
are obtained. Specifically, the change points for the periods with high volatility do not change
when the sample is cut, only the change points close to the middle and the two tails of the
sample may change.
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and puts.4 The average time to maturity of the options is 30 days. Hence, the
VIX can be regarded as an ex-ante forecast of the average volatility in the US
market over the next 30 days. Realized volatility for the same time period is
defined as follows:

RVt =

√√√√√√
n−1∑
i=0

R2
t+i −

(
1
n

n−1∑
i=0

Rt+i

)2

n − 1
,

where RVt = realized volatility at time t , Rt = stock return at time t , and
n = 30. The computation of realized volatility is similar to that in Christensen
and Prabhala (1998). As we only observe stock returns on trading days, we
set n to 22.

The relationship between implied and realized volatility is an important
issue to practitioners and to academics. Option pricing theory implies that
option prices are positively correlated with the volatility of the underlying
asset. It is widely regarded that implied volatility is an efficient — albeit
biased5 — forecast of future returns volatility of the underlying asset over the
remaining life of the option (see Poterba and Summers, 1986; Day and Lewis,
1988; Sheikh, 1989; Harvey and Whaley, 1992; Christensen and Prabhala,
1998). If implied volatility is an efficient forecast of realized volatility, the
relationship between implied and realized volatility should be consistent over
time. During our sample period, we find that implied volatility was generally
greater than realized volatility.6

The relationship between implied and realized volatility will change, if the
market is hit with major news that has not been incorporated into investors’
expectations. Specifically, the impact of the news will be reflected in realized
volatility immediately. The change in implied volatility will follow with a

4There are no options on the CRSP value-weighted total return index. The correlation coefficient
between the daily CRSP value-weighted returns and the daily S&P 100 returns was 0.9624
during our sample period.
5This bias, as we explain later, does not affect our results, as we are not interested in estimating
volatility. Our goal is simply to study the relationship between implied and realized volatility
over time.
6This observation is consistent with previous findings. It suggests that investors tend to overes-
timate future market volatility. One explanation that has been offered is that in an incomplete
market, risks that option underwriters bear cannot be perfectly hedged. As a result, the under-
writers require a risk premium.
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delay, because the news was not part of investors’ original information set.
As long as the surprise element is large enough, realized volatility will tem-
porarily exceed implied volatility. This sudden reversal in the relationship
between implied and realized volatility can be used to detect if a change in
volatility is unanticipated.

The difference between implied and realized volatility is shown graphi-
cally in Figures 1 and 2. In Figure 1, we calculate realized volatility using the
daily CRSP index. In Figure 2, we calculate realized volatility using the daily
S&P 100 index, the underlying index of the option.

Because of the high correlation (0.9624) between CRSP and the S&P 100,
Figures 1 and 2 look virtually the same. Implied volatility is generally higher
than realized volatility, hence the difference is mostly positive. However,
around the following months: October 1987, October 1989, August 1990, July
1996, October 1997, and September 1998, realized volatility clearly exceeded
implied volatility. (see Figures 3 and 4.) During these months, investors were
likely to have been “surprised.”

More importantly, these six months coincide with periods of high volatility
and high news intensity identified in Table 1 (the eight are marked with an
asterisk). The only exception is the period between March 26, 1997 and May 7,
1997. While the standard deviation and the news intensity are both high during

January 2, 1986 − December 31, 1999
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Figure 1. The implied volatility (VIX) versus the realized volatility (CRSP).
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Figure 2. The implied volatility (VIX) versus the realized volatility (S&P 100).

this period, the relationship between implied and realized volatility does not
indicate that there was any news that surprised the market. Hence, this period
is excluded. Also, as the first two periods of high volatility7 are consecutive
periods, we combine them into one.

Therefore, using the corresponding variance change points as start and
end dates, we have identified the following six major, unanticipated episodes
of market volatility: (1) October 13, 1987 to January 25, 1988; (2) October
12, 1989 to October 19, 1989; (3) August 1, 1990 to November 12, 1990; (4)
July 3, 1996 to August 2, 1996; (5) October 15, 1997 to November 3, 1997;
and (6) July 29, 1998 to October 15, 1998. For ease of exposition, we denote
these episodes as vol87, vol89, vol90, vol96, vol97, and vol98; that is, by the
year in which the unexpectedly high volatility occurred.

These dates coincide with periods of great uncertainty in the US market,
such as the stock market crash of 1987, the failure of the UAL buyout in
1989, the invasion of Kuwait by Iraq in 1990, the market correction in 1996,
the Asian Financial Crisis in 1997, and the default of Russian debt and the

7These two periods are October 13, 1987 to October 30, 1987, and October 30, 1987 to
January 25, 1988, respectively.
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Event87: April 13, 1987 − July 25, 1988
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Figure 3. VIX–CRSP, examination periods.
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Figure 4. VIX–S&P 100, examination periods.
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failure of Long Term Capital in 1998. In all six periods, the stock market
performed poorly. As volatility was high during these periods, our findings
confirm the well-known leverage effect in the time-series finance literature:
negative stock price changes have a larger impact on volatility than positive
changes.

3. Contrarian and Momentum Strategies

In this section, we test how well popular trading strategies do during periods
in which stock market volatility shifts up substantially and unexpectedly.
We focus on the performance of contrarian and momentum strategies. The
former sells winners and buys losers. The latter sells losers and buys winners.
To assess performance, we employ two measures: conditional Jensen’s alpha
and market-adjusted cumulative average returns (MACARs).

We should note that we do not use volatility-based trading strategies, such
as taking positions on options, because the shifts in volatility that we focus
on in this study are unanticipated. Rather, we examine how investors who
routinely employ contrarian and/or momentum strategies are affected by the
sudden shifts in volatility.8

In the tests, the timeline of each of the six volatility periods (vol87, vol89,
vol90, vol96, vol97, and vol98) is divided as follows:

Variance                            Variance               Variance 
change point              change point              change point

Test Period 
Pre-volatility period Volatility

period 
Post-volatility

period 
       Variance 
       change point

In the market efficiency literature, the portfolio formation period and the
test period are often designed to be symmetric. We also make the same assump-
tion that the test period has the same length as the volatility period. Further,

8It is conceivable that some elaborate volatility-based trading strategies may be able to benefit
from volatility shifts. However, as the shifts in our paper are unknown in advance, it is difficult
to apply these strategies. Furthermore, the momentum and contrarian strategies that we do
consider work in completely opposite directions, i.e., one buys winners and the other buys
losers. If there is a consistent pattern of the market reaction to major volatility shocks, then we
can expect one of the strategies to show some degree of gains consistently.
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if a pre-volatility period or a post-volatility period is longer than six months,
we cut off the period at six months. The reason is that for volatility periods
that are close together, for example, vol89 and vol90, we have to separate the
post-volatility period of the former from the pre-volatility period of the latter.
The dates of the timeline for each volatility period are presented in Table 2.

To estimate normal returns, we adopt a conditional CAPM that allows the
risk characteristics of the portfolios to vary across the pre-volatility, volatility,
and post-volatility periods.

3.1. Sample selection and portfolio formation

Because illiquid stocks with low trading volume may not be very sensitive
to changes in market conditions, we focus on actively traded stocks in the
CRSP index. To exclude illiquid stocks, we implement the following sam-
ple selection process to the pre-volatility and the volatility periods. To be
included in the sample, a stock must (1) trade on at least 90% of the trad-
ing days; (2) have an average daily trading volume larger than 6,000 shares
in vol87, vol89, and vol90, and 10,000 shares in vol96, vol97, and vol98.
These cut-off levels represent approximately the bottom 10th percentile for
the corresponding periods (i.e., 1987–1990, and 1996–1998); and, (3) have an
average price higher than one dollar. The last criterion excludes penny stocks
from the sample, because these stocks have large bid-ask spreads relative to
their prices, and are usually illiquid. This restriction has been used in other
studies, such as Jegadeesh and Titman (1995). Note that since we only impose
these restrictions on the pre-volatility and the volatility periods, and not on
the test periods, our results should be relatively free from the sample selection
bias or the data-snooping bias.

Table 2. Start and end dates of the pre-event, event, and post-event periods.

Event Pre-event period Event period Post-event period

Start End Start End Start End

Event87 87-Apr-13 87-Oct-12 87-Oct-13 88-Jan-25 88-Jan-26 88-Jul-25
Event89 89-Apr-12 89-Oct-11 89-Oct-12 89-Oct-19 89-Oct-20 90-Apr-19
Event90 90-Feb-01 90-Jul-31 90-Aug-01 90-Nov-12 90-Nov-13 91-May-12
Event96 96-Mar-18 96-Jul-02 96-Jul-03 96-Aug-02 96-Aug-03 96-Dec-05
Event97 97-May-07 97-Oct-14 97-Oct-15 97-Nov-03 97-Nov-04 98-Feb-02
Event98 98-Feb-02 98-Jul-28 98-Jul-29 98-Oct-15 98-Oct-16 99-Apr-15
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To allow for differences across firm size, we run our tests separately for
portfolios in the small-cap, middle-cap, and large-cap categories. At the end of
our sample period (i.e., 1999), a market capitalization of less than $1 billion is
typically defined to be small-cap. A middle-cap company is one with a market
capitalization between $1 billion and $3 billion. A large-cap company is one
with a capitalization that is larger than $3 billion. Since our data span 14 years,
the above criteria cannot be employed for the entire sample period due to stock
price inflation. In 1999, $1 billion and $3 billion correspond to roughly the
bottom 10th and 20th percentiles, respectively, in market capitalization in the
CRSP database. We employ these percentiles to classify stocks: stocks are
first sorted by their average market capitalization in the pre-volatility period.
The small-cap group consists of stocks in the bottom 10th percentile. The
middle-cap group consists of stocks above the bottom 10th percentile up to
the bottom 20th percentile. The rest of the stocks belong to the large-cap
group.

To form our set of loser and winner portfolios, we rank the stocks in each
capitalization group by their MACARs (following De Bondt and Thaler, 1985)
during each volatility period.9 The CRSP value-weighted index is again used
as the market, and the three-month US Treasury yield is used as the risk-free
rate. In the tests described below, we focus on portfolios of stocks in the
bottom 5th, 10th, 15th, 20th, and 25th percentiles (the losers), as well as in
the top 5th, 10th, 15th, 20th, and 25th percentiles (the winners).

3.2. Conditional Jensen’s alpha

The conditional CAPM can be expressed as:

E(r p,T+1|φT ) = βp,T+1(φT )E(rm,T+1|φT ),

where T denotes the volatility period; T+1 denotes the test period; φT is
the information set prior to the test period T +1; r p,T+1 is the excess return
of portfolio p in the test period; rm,T+1 is the excess return of the market;
and βp,T+1(φT ) is the portfolio beta in the test period and it is a function of
φT . Removing the expectation operators, the previous equation in its ex-post

9Conrad and Kaul (1993) promote the use of holding-period returns instead of MACARs. One
problem with holding-period returns is that they are extremely sensitive to the start and end
dates of the holding period. Therefore, they are better suited to studies where the investment
horizon is fixed, e.g., three months, six months, etc.
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format is:

r p,T+1 = αp,T +1(φT ) + βp,T+1(φT )rm,T+1 + uT+1,

where αp,T+1(φT ) is the conditional alpha in the test period.
We condition the pricing model on time, recognizing that when volatil-

ity shifts substantially, the risk characteristics of the portfolios will change.
Specifically, we allow alpha and beta to vary across sub-periods.10

r pt = α + αE DE
t + αT DT

t + (β + βE DE
t + β P D P

t )rmt + εt ,

where DE , DT , and D P are dummy variables corresponding to the volatil-
ity, test, and post-volatility periods. In other words, there are three possible
regimes. Each sub-period can have a different alpha and a different beta. Using
this specification, our tests can be stated as follows:

The contrarian strategy works if alpha is negative (positive) in the volatility
period, and positive (negative) in the test period.
The momentum strategy works if alpha is negative (positive) in the volatility
period, and negative (positive) in the test period.

For vol87, we use a slightly different specification, because it consists of
two consecutive volatility periods: October 13, 1987 to October 30, 1987, and
November 1, 1987 to January 25, 1988. We modify the model for vol87 as
follows:

r pt = α + αE1 DE1
t + αE2 DE2

t + αT DT
t +

(
β + βE1 DE1

t

+βE2 DE2
t + β P D P

t

)
rmt + εt ,

where E1 corresponds to the volatility period October 13, 1987 to
October 30, 1987, and E2 corresponds to the volatility period November 1,
1987 to January 25, 1988. DE1 and DE2 are the corresponding dummy
variables.

10Jagannathan and Wang (1996), Ferson and Schadt (1996), and Christopherson et al. (1998),
among others, employ economic/financial factors in their conditional CAPM studies. However,
these factors cannot be used here because we are working with daily data over a relatively short
horizon.
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3.3. Market-adjusted cumulative average returns

The second test focuses on the MACAR of each portfolio. If a loser (win-
ner) portfolio experiences a subsequent price reversal in the test period, then
the contrarian strategy works. If a loser (winner) portfolio encounters further
downward (upward) pressure during the test period, then the momentum strat-
egy works. In the results, we look for MACARs that are significantly different
from zero.

3.4. Results

3.4.1. Conditional Jensen’s alphas

To assess the results, we compare αE with αT for each portfolio (small-
/mid-/large-cap, winner/loser, percentile), focusing on the α values that are
statistically significant at the 5% level. If the signs of αE and αT are oppo-
site, then the results are in favor of a contrarian strategy. If the signs are the
same, then the results are in favor of a momentum strategy. The results are
summarized in Table 3.

Within each market capitalization, there are five portfolios, corresponding
to the bottom (top) 5th, 10th, 15th, 20th, and 25th percentile stocks for the
loser (winner) category. The bottom panel in Table 3 shows that in aggregate,
41% of the portfolios exhibit a reward for adopting either a contrarian or a
momentum trading strategy. Within this set of portfolios, a contrarian strategy
is more than twice as likely (29% vs. 12%) to generate abnormal returns.
The top panel shows the results for the individual categories. For example, a
contrarian strategy produces abnormal returns in 60% of the small-cap loser
portfolios, while a momentum strategy produces abnormal returns in only
17%. Put differently, a contrarian strategy produces normal returns or better in
83% of the small-cap loser portfolios. Results for the other types of portfolios
are more scattered.

3.4.2. MACARs

Here, we focus on MACARs that are significantly different from zero statisti-
cally. Results based on the average daily MACARs11 for each portfolio during

11To be consistent across periods, we report the average daily MACARs because the test periods
differ in length.
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Table 3. Summary of results — Jensen’s alphas.

Volatility period Investment strategy Loser Winner Total Percentagea Percentageb

Small Middle Large Small Middle Large

vol87 Contrarian 5 2 0 0 0 0 7 23
23

Momentum 0 0 0 0 0 0 0 0
vol89 Contrarian 0 0 0 4 0 0 4 13

43
Momentum 0 5 3 0 0 1 9 30

vol90 Contrarian 5 4 5 0 0 0 14 47
50

Momentum 0 0 0 1 0 0 1 3
vol96 Contrarian 3 4 0 0 0 0 7 23

23
Momentum 0 0 0 0 0 0 0 0

vol97 Contrarian 0 0 0 5 5 0 10 33
50

Momentum 5 0 0 0 0 0 5 17
vol98 Contrarian 5 5 0 0 0 0 10 33

53
Momentum 0 0 0 4 2 0 6 20

Total Contrarian 18 15 5 9 5 0
Momentum 5 5 3 5 2 1

Percentagec Contrarian 60 50 17 30 17 0
Momentum 17 17 10 17 7 3

Aggregate

Investment strategy Total Percentaged Percentagee

Contrarian 52 29
41

Momentum 21 12

Notes: In each volatility period, we examine a total of 30 portfolios, 5 in each category (5th, 10th, 15th, 20th, 25th percentile).
aPercentage for a given type of investment strategy out of 30 portfolios.
bPercentage for both types of investment strategies out of 30 portfolios.
cPercentage for a given type of portfolios out of 30 portfolios.
dPercentage for a given type of investment strategies out of 180 portfolios (30 × 6 volatility periods).
ePercentage for both types of investment strategies out of 180 portfolios.
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the test period confirm, by and large, our findings based on the conditional
Jensen’s alphas. For example, most of the action can again be found in the
small-cap loser portfolios: a contrarian strategy produces abnormal returns in
67% of these portfolios (see Table 4).

Studying cumulative returns provides additional insight from an invest-
ment perspective. As an illustration, we consider the MACARs for the loser
portfolios in vol87, vol90, vol96, and vol98.12 Loser portfolios have daily
MACARs that range from 0.23% to 0.58% in the small-cap group (not shown).
Hence, even after adjusting for transaction costs, the profits from buying
small-cap loser portfolios are still economically significant. Assuming a pro-
portional transaction cost of 0.1%13 of the trade, the annualized return for
a MACAR of 0.23% is equal to (0.23% − 0.1%) × 252 = 32.76%, at the
low end.

3.4.3. Discussion

Despite the findings above, we should make clear that buying small-cap losers
after a major, unanticipated jump in market volatility do not always lead to
sizable positive abnormal returns. Such was the case in vol89 and vol97,
when abnormal returns were not statistically different from zero. In addi-
tion, an investor would have to recognize the shift in volatility right away
in order to profit from this strategy of buying small-cap loser portfolios. For
example, when we delay the start date of the portfolio formation to half way
through a volatility period (with the test period adjusted accordingly), the
profit opportunity disappears. The results are shown in Tables 5 and 6. Imme-
diate recognition of a significant shift in volatility is very difficult without the
benefit of hindsight — recall that the volatility periods we identified are deter-
mined retroactively. Hence, in the context of an efficient market, contrarian
and momentum strategies do not necessarily outperform a diversified passive
portfolio during the types of periods in question.

12To conserve space, we do not report the value of the MACARs for each portfolio in each
period here. The tables are available from the authors upon request.
13Bhardwaj and Brooks (1992) report that when the dollar volume (V) is between $50,001 and
$500,000, the typical commission is $134 + 0.001V. In other words, the variable cost is 0.1%.
For on-line investors, the cost is even lower.
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Table 4. Summary of results — Market-adjusted cumulative average returns (MACAR).

Volatility period Investment strategy Loser Winner Total Percentagea Percentageb

Small Middle Large Small Middle Large

vol87 Contrarian 5 3 2 0 0 4 14 47
47

Momentum 0 0 0 0 0 0 0 0
vol89 Contrarian 0 0 0 0 0 0 0 0

23
Momentum 0 5 2 0 0 0 7 23

vol90 Contrarian 5 4 5 0 0 3 17 57
60

Momentum 0 0 0 1 0 0 1 3
vol96 Contrarian 5 2 0 0 0 0 7 23

43
Momentum 0 0 0 5 1 0 6 20

vol97 Contrarian 0 0 0 4 0 0 4 13
27

Momentum 4 0 0 0 0 0 4 13
vol98 Contrarian 5 1 0 0 0 1 7 23

23
Momentum 0 0 0 0 0 0 0 0

Total Contrarian 20 10 7 4 0 8
Momentum 4 5 2 6 1 0

Pecentagec Contrarian 67 33 23 13 0 27
Momentum 13 17 7 20 3 0

Aggregate

Investment strategy Total Percentaged Percentagee

Contrarian 49 27
37

Momentum 18 10

Notes: In each volatility period, we examine a total of 30 portfolios, 5 in each category (5th, 10th, 15th, 20th, 25th percentile).
aPercentage for a given type of investment strategy out of 30 portfolios.
bPercentage for both types of investment strategies out of 30 portfolios.
cPercentage for a given type of portfolios out of 30 portfolios.
dPercentage for a given type of investment strategies out of 180 portfolios (30 × 6 volatility periods).
ePercentage for both types of investment strategies out of 180 portfolios.
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Table 5. Summary of results — Jensen’s alphas (portfolios formed half way through a volatility period).

Volatility period Investment strategy Loser Winner Total Percentagea Percentageb

Small Middle Large Small Middle Large

vol87 Contrarian 0 0 0 0 0 0 0 0
0

Momentum 0 0 0 0 0 0 0 0
vol89 Contrarian 0 0 0 5 0 0 5 17

20
Momentum 1 0 0 0 0 0 1 3

vol90 Contrarian 5 5 0 0 0 0 10 33
50

Momentum 0 0 0 3 2 0 5 17
vol96 Contrarian 1 5 0 0 0 0 6 20

20
Momentum 0 0 0 0 0 0 0 0

vol97 Contrarian 0 0 0 5 1 0 6 20
40

Momentum 5 1 0 0 0 0 6 20
vol98 Contrarian 0 0 0 0 0 0 0 0

20
Momentum 0 0 0 4 0 2 6 20

Total Contrarian 6 10 0 10 1 0
Momentum 6 1 0 7 2 2

Percentagec Contrarian 20 33 0 33 3 0
Momentum 20 3 0 23 7 7

Aggregate

Investment strategy Total Percentaged Percentagee

Contrarian 27 15
25

Momentum 18 10

Notes: In each volatility period, we examine a total of 30 portfolios, 5 in each category (5th, 10th, 15th, 20th, 25th percentile).
aPercentage for a given type of investment strategy out of 30 portfolios.
bPercentage for both types of investment strategies out of 30 portfolios.
cPercentage for a given type of portfolios out of 30 portfolios.
dPercentage for a given type of investment strategies out of 180 portfolios (30 × 6 volatility periods).
ePercentage for both types of investment strategies out of 180 portfolios.
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Table 6. Summary of results — market-adjusted cumulative average returns (macar) (portfolios formed half way through
a volatility period).

Volatility period Investment strategy Loser Winner Total Percentagea Percentageb

Small Middle Large Small Middle Large

vol87 Contrarian 0 0 0 0 0 0 0 0
0

Momentum 0 0 0 0 0 0 0 0
vol89 Contrarian 0 0 0 0 0 0 0 0

0
Momentum 0 0 0 0 0 0 0 0

vol90 Contrarian 5 0 0 0 0 0 5 17
47

Momentum 0 0 0 5 4 0 9 30
vol96 Contrarian 0 5 0 0 0 0 5 17

17
Momentum 0 0 0 0 0 0 0 0

vol97 Contrarian 0 0 0 5 0 0 5 17
27

Momentum 3 0 0 0 0 0 3 10
vol98 Contrarian 0 0 0 0 0 0 0 0

3
Momentum 0 0 0 0 0 1 1 3

Total Contrarian 5 5 0 5 0 0
Momentum 3 0 0 5 4 1

Percentagec Contrarian 17 17 0 17 0 0
Momentum 10 0 0 17 13 3

Aggregate

Investment strategy Total Percentaged Percentagee

Contrarian 15 8
16

Momentum 13 7

Notes: In each volatility period, we examine a total of 30 portfolios, 5 in each category (5th, 10th, 15th, 20th, 25th percentile).
aPercentage for a given type of investment strategy out of 30 portfolios.
bPercentage for both types of investment strategies out of 30 portfolios.
cPercentage for a given type of portfolios out of 30 portfolios.
dPercentage for a given type of investment strategies out of 180 portfolios (30 × 6 volatility periods).
ePercentage for both types of investment strategies out of 180 portfolios.
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4. Conclusion

In this paper, our primary goal is to implement a three-stage procedure to
identify large, unanticipated shifts in stock market volatility, which we show,
that can last days or months. Between January 2, 1986, and December 31,
1999, we have identified six major shocks in the US market volatility. The
contributions of our procedure are: (1) in identifying shifts in volatility that
were unanticipated, (2) in showing that high volatility periods coincide with
periods of high news intensity, and (3) in linking the major shocks to macroe-
conomic events. In addition, in all six periods, the stock market performed
poorly. As volatility was high during these periods, our findings confirm the
well-known leverage effect in the time-series finance literature: negative stock
price changes have a larger impact on volatility than positive changes.

A natural question to ask is how investors are affected by such shifts in
volatility. As an interesting extension, we explore how popular trading strate-
gies such as contrarian and momentum portfolios do during and after periods in
which stock market volatility shifts up substantially and unexpectedly. Based
on a sample of 180 portfolios, we find that a contrarian strategy slightly dom-
inates a momentum strategy in loser portfolios during these periods. In the
case of small-cap losers, the returns could be substantial. In other portfolios,
there is no clear pattern. We further demonstrate that an investor would have
to recognize the shift in volatility right away in order to profit from buying
small-cap loser portfolios. This is very hard to achieve without the benefit of
hindsight. Hence, in the context of an efficient market, we conclude that con-
trarian and momentum strategies do not necessarily outperform a diversified
passive portfolio during the times of great uncertainty.
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Chapter 14

The September Phenomenon of US Equity
Market

Anthony Yanxiang Gu
SUNY College at Geneseo, USA

John T. Simon∗
Governors State University, USA

Mean September return of the US stock market is significantly negative and is the lowest
among the calendar months. The phenomenon is more apparent for large stocks and looks
strengthened recently, particularly for large stocks. September performance of the stock market
is directly connected to GDP growth, inflation rate, and stock market performance of the year,
and inversely related to interest rate. Tax-loss selling, “window dressing”, and macroeconomic
seasonality could also contribute to the poor September performance.

Keywords: September performance; equity market.

Stock market anomalies have been one of the most intriguing issues in finance.
The most puzzling empirical findings include the January effect, the abnor-
mally large returns on common stocks in most months of January (Wachtel,
1942; Rozeff and Kinney, 1976), and the weekend effect, the abnormally high
average Friday returns and significantly negative average Monday returns
(Cross, 1973; French, 1980).

Some practitioners in the US stock market believe that stock market gener-
ally performs the worst in the month of September (Browning, 2003; Baldwin,
2003). In this study, we examine each month’s return of major US stock indices
and test whether September is generally the worst month for the US equity
markets.

1. The Data

We have used three indices for the analyses: (1) the Dow Jones Industrial
Average (DJIA) price-weighted index from 1896 (the market was closed from
August to December in 1914 due to the First World War) obtained from Dow

∗Corresponding author.
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Jones, Inc.; (2) the S&P 500 value-weighted index from 1950 obtained from
Standard and Poor; and (3) the NASDAQ Composite value-weighted index
from 1971 (the year when NASDAQ started) obtained from NASDAQ. All
data are up to the year 2005. The returns are calculated as the natural logarithm
differentials between two successive closes. We have also used the data of GDP
growth, inflation, and Treasury bill rate from 1930 to 2002, obtained from the
International Monetary Fund.

The test periods for the DJIA include 1896–2005, 1896–1949, 1950–1989,
and 1990–2005. The test periods for the S&P 500 Index include 1950–2005,
1950–1989, and 1990–2005. The test periods for the NASDAQ Composite
Index include 1971–2005, 1971–1989, and 1990–2005. The year 1990 was
chosen as a cut-off point because it approximately demarcates the high-tech
era, in which most of the individual investors obtained access to personal com-
puters, Internet, and e-mail, and the investment environment was characterized
by more information, faster communication, and real-time order execution.
The division of the periods is somewhat arbitrary, because it is impossible to
determine exactly in which year an era’s major impacts on stock market start
and end, that is, the impact of highly advanced technological development on
stock market behavior may not start exactly in 1990. However, as we examine
the averages, the results can provide meaningful indications for the purpose of
this study.

2. Empirical Findings

The mean monthly returns of the indices during the specified periods are
depicted in Figures 1–3 and the statistics of the empirical findings are pre-
sented in Table 1. In Table 1, the mean and standard deviation of each month’s
return for the three indices for their entire observation periods and subperiods
are reported. The t-statistics in the column of September indicate the com-
parison of September return with 0, and the number below it is the statistical
significance of the t-statistics for the observation periods. The test is one-
tailed, the null hypothesis is that September return is greater than or equal to
zero, and the alternative hypothesis is that September return is less than zero.
The t-statistics in the columns of the months other than September indicate
the pairwise comparison of that month’s return with September return, and the
number below it is the statistical significance of the t-statistics for the obser-
vation periods. The test is one-tailed, the null hypothesis is that September
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Figure 1. DJIA monthly returns.
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Figure 2. S&P 500 monthly returns.
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Figure 3. NASDAQ monthly returns.

return is at least as much as that month’s return, and the alternative hypothesis
is that September return is less than that month’s return.

Mean September return is negative for all the three indices for all their
observation periods. As shown in Table 1, for the entire observation period
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Table 1. Comparison of September return with return in other months.

January February March April May June July August September October November December

DJIA
1896–2005 Mean 0.0099 −0.0022 0.0056 0.0085 −0.0016 0.0025 0.0114 0.0108 −0.0143 0.0012 0.0083 0.0133

St. dev. 0.0450 0.0413 0.0532 0.0620 0.0569 0.0532 0.0544 0.0573 0.0641 0.0612 0.0571 0.0419
t-stat1 3.2864 1.8023 2.7469 3.1753 1.8212 2.0475 3.8840 2.9266 −2.33202 1.9388 2.9831 4.3080
Significance 0.0007∗∗∗ 0.0372∗∗ 0.0035∗∗∗ 0.0010∗∗∗ 0.0357∗∗ 0.0215∗∗ 0.0001∗∗∗ 0.0021∗∗∗ 0.0108∗∗ 0.0276∗∗ 0.0018∗∗∗ 0.0000∗∗∗

1896–1949 Mean 0.0076 −0.0061 0.0027 −0.0002 −0.0037 0.0067 0.0130 0.0243 −0.0175 −0.0017 0.0004 0.0095
St. dev. 0.0411 0.0480 0.0691 0.0793 0.0739 0.0679 0.0674 0.0620 0.0805 0.0682 0.0660 0.0521
t-stat1 1.9844 1.0570 1.6417 1.4562 1.1698 1.5839 2.6260 2.8338 −1.58642 1.2613 1.4062 2.3773
Significance 0.0263∗∗ 0.1478 0.0534∗ 0.0757∗ 0.1238 0.0596∗ 0.0057∗∗∗ 0.0033∗∗∗ 0.0594∗ 0.1064 0.0828∗ 0.0106∗∗

1950–1989 Mean 0.0151 −0.0010 0.0094 0.0165 −0.0069 0.0001 0.0101 0.0046 −0.0080 −0.0025 0.0123 0.0159
St. dev. 0.0530 0.0326 0.0296 0.0371 0.0344 0.0347 0.0413 0.0449 0.0398 0.0579 0.0472 0.0269
t-stat1 2.3986 0.7851 2.0875 3.2905 0.1363 0.9592 2.3962 1.3841 −1.26932 0.4652 2.0564 3.5177
Significance 0.0107∗∗ 0.2186 0.0217∗∗ 0.0011∗∗∗ 0.4462 0.1717 0.0107∗∗ 0.0871∗ 0.1059 0.3222 0.0232∗∗ 0.0006∗∗∗

1990–2005 Mean 0.0047 0.0075 0.0061 0.0176 0.0187 −0.0054 0.0090 −0.0183 −0.0195 0.0203 0.0247 0.0195
St. dev. 0.0359 0.0374 0.0383 0.0421 0.0278 0.0314 0.0323 0.0586 0.0532 0.0408 0.0451 0.0352
t-stat1 1.8731 2.1997 1.5310 2.3024 2.6512 1.2807 2.4085 0.0570 −1.46442 2.0048 2.5817 2.6062
Significance 0.0403∗∗ 0.0220∗∗ 0.0733∗ 0.0180∗∗ 0.0091∗∗∗ 0.1099 0.0147∗∗ 0.4776 0.0819∗ 0.0317∗∗ 0.0104∗∗ 0.0099∗∗∗

S&P 500
1950–2005 Mean 0.0128 −0.0007 0.0093 0.0120 0.0025 0.0016 0.0082 −0.0012 −0.0076 0.0072 0.0167 0.0164

St. dev. 0.0473 0.0328 0.0336 0.0386 0.0361 0.0345 0.0408 0.0484 0.0436 0.0538 0.0435 0.0319
t-stat1 2.7569 1.0135 2.1866 3.0267 1.3559 1.3939 2.6070 0.7563 −1.31012 1.4455 3.1205 3.9108
Significance 0.0040∗∗∗ 0.1576 0.0165∗∗ 0.0019∗∗∗ 0.0903∗ 0.0845∗ 0.0059∗∗∗ 0.2264 0.0978∗ 0.0770∗ 0.0014∗∗∗ 0.0001∗∗∗

1950–1989 Mean 0.0158 −0.0015 0.0103 0.0131 −0.0040 0.0020 0.0108 0.0042 −0.0063 0.0022 0.0148 0.0151
St. dev. 0.0509 0.0303 0.0309 0.0386 0.0363 0.0351 0.0412 0.0447 0.0413 0.0596 0.0431 0.0301
t-stat1 2.4124 0.5387 1.9137 2.5969 0.2611 0.9833 2.4208 1.1841 −0.95822 0.6644 2.3082 3.1242
Significance 0.0103∗∗ 0.2966 0.0315∗∗ 0.0066∗∗∗ 0.3977 0.1658 0.0101∗∗ 0.1218 0.1719 0.2552 0.0132∗∗ 0.0017∗∗∗

(Continued)
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Table 1. (Continued)

January February March April May June July August September October November December

1990–2005 Mean 0.0052 0.0014 0.0068 0.0094 0.0186 0.0005 0.0016 −0.0145 −0.0111 0.0197 0.0216 0.0197
St. dev. 0.0370 0.0396 0.0407 0.0398 0.0310 0.0341 0.0403 0.0560 0.0502 0.0336 0.0453 0.0370
t-stat1 1.2943 1.2529 1.0626 1.5214 2.1907 1.1604 1.0412 −0.1640 −0.88282 1.8381 2.1284 2.3109
Significance 0.1076 0.1147 0.1524 0.0745∗ 0.0223∗∗ 0.1320 0.1571 0.4359 0.1956 0.0430∗∗ 0.0251∗∗ 0.0177∗∗

NASDAQ
1971–2005 Mean 0.0330 0.0032 0.0011 0.0088 0.0107 0.0111 −0.0040 −0.0006 −0.0120 0.0016 0.0186 0.0184

St. dev. 0.0604 0.0721 0.0568 0.0595 0.0524 0.0489 0.0548 0.0703 0.0651 0.0887 0.0762 0.0556
t-stat1 2.9781 1.0319 0.9280 1.5247 1.7580 1.6942 0.7525 0.7413 −1.09162 0.6777 1.8774 2.6135
Significance 0.0027∗∗∗ 0.1547 0.1800 0.0683∗ 0.0439∗∗ 0.0497∗∗ 0.2285 0.2318 0.1414 0.2513 0.0345∗∗ 0.0066∗∗∗

1971–1989 Mean 0.0394 0.0100 0.0067 0.0186 0.0030 0.0101 −0.0040 0.0064 −0.0127 −0.0171 0.0101 0.0120
St. dev. 0.0614 0.0434 0.0553 0.0442 0.0442 0.0344 0.0475 0.0558 0.0484 0.1054 0.0583 0.0402
t-stat1 2.6468 1.3342 1.0168 2.2656 0.9968 1.8903 0.8684 1.4612 −1.14882 −0.1527 1.2828 2.0347
Significance 0.0085∗∗∗ 0.0994∗ 0.1614 0.0180∗∗ 0.1660 0.0375∗∗ 0.1983 0.0806∗ 0.1328 0.4402 0.1079 0.0284∗∗

1990–2005 Mean 0.0257 −0.0049 −0.0055 −0.0028 0.0198 0.0123 −0.0040 −0.0089 −0.0111 0.0238 0.0286 0.0259
St. dev. 0.0603 0.0969 0.0598 0.0736 0.0609 0.0631 0.0641 0.0856 0.0824 0.0593 0.0942 0.0705
t-stat1 1.5473 0.2426 0.2606 0.3303 1.4393 0.8753 0.3479 0.0723 −0.54022 1.2741 1.3614 1.7389
Significance 0.0713∗ 0.4058 0.3990 0.3729 0.0853∗ 0.1976 0.3664 0.4716 0.2985 0.1110 0.0967∗ 0.0513∗

Note: The data for this table were obtained from Dow Jones, Inc., Standard and Poor, and NASDAQ. Return is calculated as natural logarithm differential between the close of a month’s last
trading day and the close of the previous month’s last trading day. In addition to the mean return and standard deviation of the months, the column for each month other than September shows
the t-statistics of pairwise comparison of that month’s return with September return, and the significance level. The column for September shows the t-statistics of comparing September
return with zero, and the significance level.
1t-statistics for the hypothesis that September mean is less than the given month’s mean.
2t-statistics for the hypothesis that September mean is less than zero.
∗Significance at the 10% level.
∗∗Significance at the 5% level.
∗∗∗Significance at the 1% level.
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of each index, September return is significantly negative for the DJIA Index
from 1896 to 2005 (mean = −1.43%, t-statistics = −2.33), for the S&P
500 Index from 1950 to 2005 (mean = −0.76%, t-statistics = −1.31),
and for the NASDAQ Composite Index from 1971 to 2005 (mean −1.20%,
t-statistics = −1.09). In general, the level of significance declines as the
number of observations decreases.

September return is generally the lowest compared with that of all the
other months for all three indices and for all their observation periods. For
this comparison, the null hypothesis is that September return is larger than the
return in the other months, and the alternative hypothesis is that September
return is smaller than the return in the other months. As shown in Table 1, for
the DJIA Index during the period 1896–2005, each of the other 11 months’
performance exceeds that of September’s at a 1% or 5% level of statistical
significance. For example, the mean June return is 0.25% and the standard
deviation is 0.0532; and in September, the mean return is −1.43% and the
standard deviation is 0.0641. A pairwise comparison of September versus
June return for all the years in that period shows a t-statistics of 2.0475 whose
p-value is 0.0215, which is statistically significant at the 5% level. There are
two exceptions, however: for the period 1990–2005, the S&P 500 Index’s
mean August return is −1.45%, which is below the mean September return
of −1.11%; and for the period 1971–1989, the NASDAQ Composite Index’s
mean October return is −1.71%, which is below the mean September return
of −1.27%. But neither of these differences is statistically significant.

September return in the year 2001 is an outlier and is excluded in Table 2.
Because of the September 11 attacks, the US stock market closed until Septem-
ber 17 and the market experienced significant losses during the week. Without
the outlier, September mean return is still the lowest for the three indices for
their entire observation periods; however, in the subperiod 1990–2005, mean
August return is lower than mean September return for the DJIA and the S&P
500 indices, and April, July, and August mean returns are lower than that of
September for the NASDAQ Composite Index. Nonetheless, the differences
are not statistically significant.

The comparison results are summarized in Table 3. In this table, column
3 shows the number of the 11 months in the year in which the month’s mean
return exceeded September mean return, and column 4 shows the number of
months whose return exceeded September return at the 1% level of signif-
icance. For example, for the S&P 500 Index during the period 1950–2005,
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Table 2. Comparison of September return with return in other months (data for year 2001 is excluded).

January February March April May June July August September October November December

DJIA
1896–2005 Mean 0.0099 −0.0019 0.0062 0.0079 −0.0018 0.0029 0.0115 0.0114 −0.0134 0.001 0.0076 0.0133

St. dev. 0.0452 0.0414 0.0530 0.0619 0.0572 0.0533 0.0547 0.0572 0.0636 0.0614 0.0569 0.0421
t-stat1 3.1573 1.7077 2.6811 3.0038 1.6748 1.9646 3.7546 2.8630 −2.18302 1.7948 2.8078 4.1652
Significance 0.0010∗∗∗ 0.0453∗∗ 0.0043∗∗∗ 0.0017∗∗∗ 0.0485∗∗ 0.0260∗∗ 0.0001∗∗∗ 0.0025∗∗∗ 0.0156∗∗ 0.0378∗∗ 0.0030∗∗∗ 0.0000∗∗∗

1990–2005 Mean 0.0044 0.0105 0.0106 0.0133 0.0188 −0.0032 0.0095 −0.0157 −0.0129 0.0200 0.0209 0.0196
St. dev. 0.0372 0.0367 0.0351 0.0397 0.0288 0.0312 0.0334 0.0597 0.0480 0.0422 0.0439 0.0365
t-stat1 1.4815 1.8660 1.3258 2.0644 2.3041 0.9022 2.0654 −0.1256 −1.04522 1.6538 2.3225 2.2542
Significance 0.0803∗ 0.0416∗∗ 0.1031 0.0290∗∗ 0.0185∗∗ 0.1911 0.0290∗∗ 0.4509 0.1568 0.0602∗ 0.0179∗∗ 0.0204∗∗

SP & 500
1950–2005 Mean 0.0124 0.0010 0.0106 0.0109 0.0024 0.0021 0.0085 0.0000 −0.0062 0.0070 0.0157 0.0166

St. dev. 0.0476 0.0304 0.0323 0.0381 0.0364 0.0346 0.0411 0.0480 0.0427 0.0543 0.0432 0.0322
t-stat1 2.5449 1.0449 2.1426 2.8120 1.1617 1.2442 2.4251 0.7169 −1.08102 1.2814 2.9029 3.7184
Significance 0.0069∗∗∗ 0.1504 0.0183∗∗ 0.0034∗∗∗ 0.1252 0.1094 0.0093∗∗∗ 0.2383 0.1423 0.1028 0.0027∗∗∗ 0.0002∗∗∗

1990–2005 Mean 0.0033 0.0079 0.0116 0.0051 0.0195 0.0022 0.0024 −0.0110 −0.0061 0.0199 0.0182 0.0205
St. dev. 0.0374 0.0307 0.0369 0.0371 0.0319 0.0345 0.0415 0.0561 0.0477 0.0347 0.0448 0.0382
t-stat1 0.8362 1.3402 0.9900 1.0742 1.8544 0.8272 0.6982 −0.2214 −0.49732 1.5143 1.7663 1.9684
Significance 0.2085 0.1008 0.1695 0.1505 0.0424∗∗ 0.2110 0.2482 0.4140 0.3133 0.0761∗ 0.0496∗∗ 0.0346∗∗

NASDAQ
1971–2005 Mean 0.0305 0.0107 0.0058 0.0049 0.0111 0.0108 −0.0022 0.0028 −0.0069 −0.0019 0.0152 0.0186

St. dev. 0.0595 0.0574 0.0505 0.0558 0.0531 0.0495 0.0547 0.0684 0.0585 0.0875 0.0747 0.0565
t-stat1 2.7821 1.1782 0.8682 1.1176 1.4525 1.3704 0.4465 0.6141 −0.68682 0.2662 1.5430 2.3469
Significance 0.0045∗∗∗ 0.1236 0.1958 0.1359 0.0779∗ 0.0899∗ 0.3291 0.2717 0.2485 0.3959 0.0662∗ 0.0125∗∗

1990–2005 Mean 0.0197 0.0116 0.0045 −0.0123 0.0213 0.0115 −0.0001 −0.0018 0.0005 0.0173 0.0217 0.0269
St. dev. 0.0573 0.0732 0.0458 0.0652 0.0627 0.0653 0.0643 0.0836 0.0703 0.0554 0.0932 0.0728
t-stat1 1.1235 0.4146 0.1745 −0.8920 1.0261 0.4342 −0.0293 −0.0737 0.02972 0.7643 0.8790 1.3384
Significance 0.1401 0.3424 0.4320 0.1937 0.1611 0.3354 0.4885 0.4711 0.4884 0.2287 0.1971 0.1011

Note: The data in this table are the same as that in Table 1, except that year 2001 is excluded as an outlier because of the September 11 attacks.
1t-statistics for the hypothesis that September mean is less than the given month’s mean.
2t-statistics for the hypothesis that September mean is less than zero.
∗Significance at the 10% level.
∗∗Significance at the 5% level.
∗∗∗Significance at the 1% level.
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there were five months (January, April, July, November, and December) whose
return exceeded September return at the 1% level of significance. Column 5
shows the number of months whose return exceeded September return at
the 5% level of significance. This includes those months where their returns
exceeded September return at the 1% level of significance. Taking the S&P
500 Index as an example again, during the period 1950–2005, March return
exceeded September return at the 5% level of significance, making a total of
six months where their returns exceeded September return at the 5% level of
significance. Column 6 shows the number of months whose return exceeded
September return at the 10 % level of significance. This includes those months
where their returns exceeded September return at the 1% and 5% levels of
significance. For the S&P 500 Index from 1950 to 2005, there are three more
months (May, June, and October) that have their returns exceeding September
return at the 10% level of significance, making a total of nine months whose

Table 3. Comparative performance of September return with return in other months.

Index Time period Number of
months

whose mean
return

exceeded
September

mean return

Number of
months

whose return
exceeded

September
return at 1%

level of
significance

Number of
months

whose return
exceeded

September
return at 5%

level of
significance

Number of
months

whose return
exceeded

September
return at

10% level of
significance

DJIA 1896–2005 11 7 11 11
1896–1949 11 2 4 8
1950–1989 11 2 6 7
1990–2005 11 2 8 9

S&P 500 1950–2005 11 5 6 9
1950–1989 11 2 6 6
1990–2005 10 0 4 5

Nasdaq 1971–2005 11 2 5 6
1971–1989 10 1 4 6
1990–2005 11 0 0 4

Note: The data for this table are taken from Table 1. Column 3 is the number of the 11 months
whose mean return exceeded September mean return in the given time period, and Columns
4, 5, and 6 are the number of months whose return exceeded September return at 1%, 5%,
and 10% levels, respectively.
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return exceeded September return at the 10% level of significance. As men-
tioned above, the level of significance increases as the number of sample points
increases.

The September phenomenon can be further evidenced by the frequency of
negative September returns, which is compared with the frequency of negative
returns in other months during the respective time periods. The statistics are
presented in Table 4.

In Table 4, column 3 shows the number of years when September has a
negative return, out of the total number of years in the sample, and column 4
shows the percentage of years when September has negative return. For exam-
ple, for the S&P 500 Index, during 1950–2005, 32 out of the 56 Septembers
in that time period have negative returns, which is 57.1%. Column 5 shows
the number of months in that time period which have negative returns, as well
as the number of months included in that time period. For the S&P 500 Index,
there were 276 months out of the 672 months when the return was negative.
Column 6 shows this as a percentage, which in this case is 41.1%. It is clear
that for every index, on a percentage basis, September return has more often
been negative compared with all of the other months’ returns.

The September phenomenon can be further revealed by the number of
years in which September return is the worst, and the evidence is presented in
Table 5. In this table, column 3 shows the number of years in which Septem-
ber was the worst performing month during that year. For example, for the

Table 4. Comparison of the frequency of negative return in September with negative return
in other months.

Index Time period Number of
years

September
had negative

return

% of times
September

had negative
return

Number of
times monthly

return were
negative

% of times
monthly

return were
negative

DJIA 1896–2005 65 out of 110 59.1 558 out of 1310 42.6
S&P 500 1950–2005 32 out of 56 57.1 276 out of 672 41.1
NASDAQ 1971–2005 17 out of 35 48.6 175 out of 419 41.8

Note: The data for this table are from Dow Jones, Inc., Standard and Poor, and NASDAQ.
Column 3 shows the number of years September had a negative return for the given index
and time period, column 4 expresses this as a percentage, column 5 gives the number
of months where return was negative for the given index and time period, and column 6
expresses that as a percentage.
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NASDAQ Composite Index during the 1971–2005, in six years out of the 35
years, September was the month with the worst return. Column 4 gives this
as a percentage, which is 17.1%.

If all months had an equal likelihood of being the worst performing month
of the year over the sample period, September would be the worst about one-
twelfth of the time, or 8.3% of the time. As can be seen from Table 5, in
the case of the DJIA Index and the NASDAQ Composite Index, September
held that distinction much more often, with almost twice the frequency as we
would normally expect. In the case of the S&P 500 Index, September is still
the worst performing month more often than chance would allow, although
not as strikingly often as in the case of the other two indices.

Mean September return of large stocks is more significantly negative than
that of small stocks. The DJIA Index is composed of the 30 largest stocks;
the S&P 500 Index contains the 30 largest stocks in the DJIA Index and other
470 smaller stocks, whereas the NASDAQ Composite Index contains a few
thousand much smaller stocks. For each index’s entire observation period, as
presented in Table 1, the mean September return for the DJIA Index, the S&P
500 Index, and the NASDAQ Composite Index are −1.43%, −0.76%, and
−1.2%, respectively. For the period 1950–1989, the mean September return
for the DJIA and the S&P 500 indices are −0.8%, and −0.63%, respectively.
For the period 1990–2005, the mean September returns for the three indices are
−1.95%, −1.11%, and −1.11%, respectively. Further, as exhibited in Table 4,
the percentage of months with negative return seems to be consistent among

Table 5. Frequency of September being the worst month of the year.

Index Time period Number of times in
which September was
the worst month

% of times September
was the worst month

DJIA 1896–2005 17 out of 110 15.5
S&P 500 1950–2005 6 out of 56 10.7
NASDAQ 1971–2005 6 out of 35 17.1

Note: The data for this table are from Dow Jones, Inc., Standard and Poor, and NASDAQ.
Column 3 shows the number of times in which September performance was the worst in the
year during the time period for the three indices, and column 4 expresses this as a percentage.
September would have one-twelfth or 8.3% of the time being the worst month if all months
had an equal likelihood of being the worst month.
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all indices, which is close to 42%; however, the percentage of Septembers
with negative return is much higher for the DJIA and the S&P 500 indices,
which is close to 58%, whereas for the NASDAQ Composite Index it is near
49%. As for the January effect, small firm stocks were noticed to perform
even better than large firm stocks in the best month (Rozeff and Kinney,
1976; Reinganum, 1981; Keim, 1983; Roll, 1983); for the worst month, that
is, September, small firm stocks also perform better than large ones, or in
other words, the negative performance is less pronounced for small firm
stocks.

We also examined which week(s) in September contribute(s) more to
the month’s poor performance, similar to the examination by Wang, Li, and
Erickson (1997) who found that Monday effect occurs primarily in the fourth
and fifth weeks of the month. The first week of the month is defined as the
week that contains the first trading Friday of the month. The second week of
September 2001 from Monday to Friday has been excluded because of the
September 11 attacks. In that year, the market reopened on Monday, that is,
on September 17. Return of the third week of September 2001 is calculated
as the natural logarithm differential between the closes of September 21 and
September 10. We found that there is not any one week that is significantly
worse than others, although for the DJIA and NASDAQ Composite indices,
the second and fourth weeks look to have worse return, but not significantly
worse. The first two weeks look worse than the last three weeks for the NAS-
DAQ Composite index, but again the difference is not significant.

Finally, the poor September market performance looks more apparent in
recent years, particularly for the large stocks. For the three subperiods 1950–
1970, 1971–1989, and 1990–2005, the mean September returns are −0.269%,
−1.383%, and −1.95%, respectively, for the DJIA Index; 0.02%, −1.343,
and −1.11%, respectively, for the S&P 500 Index; and for the two subperi-
ods 1971–1989 and 1990–2005 the mean September returns are −1.27% and
−1.11%, respectively, for the NASDAQ Composite Index. The differences
between the mean returns of the latest period 1990–2005 and the previous
periods are the greatest for the DJIA Index, followed by the S&P 500 Index,
and the difference is the smallest for the NASDAQ Composite Index. In con-
trast, the January effect has been diminishing over the last 25 years as it became
well known (Gu, 2003). As for the poor September performance of the US
stock market, further observation is required to find whether the anomaly will
also diminish as it becomes well known in the future.
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3. Factors Related to the September Effect

No evidence was found that the US stock market’s poor September perfor-
mance is related to any microeconomic factors. It may be helpful to note the
suggested possible reasons for the January effect, which include tax-loss sell-
ing effects (Ritter, 1988), “window dressing” (Haugen and Lakonishok, 1988),
and seasonality in risk premium or expected returns (Chang and Pinegar, 1989,
1990; Kramer, 1994). Tax-loss selling and window dressing could also con-
tribute to the generally poor September performance if investors, particularly
institutional investors, sell large quantities of stocks in September that they do
not expect to perform well. Unfortunately, data of institutional trading activ-
ities of each month are not available. Macroeconomic seasonality could also
be a reason.

A regression analysis was carried out to find possible relations between
September return and some of the macroeconomic factors, such as annual
GDP growth, inflation, interest rate, and the index’s annual return. The first
three explanatory variables, real GDP growth, inflation, and Treasury bill
rate, capture the equity market’s exposure to macroeconomic forces. The last
explanatory variable, the index’s annual return of the year, relates the size of
the September anomaly to the annual performance of the index. September
return is the dependent variable. Two sets of regression analyses for each of the
three indices were undertaken to reveal the relationship between September
return and the four explanatory variables. The first set uses the contempora-
neous values of the three macroeconomic explanatory variables; the second
set uses the next year’s values of the three explanatory variables; both sets
use the index’s contemporaneous annual return. The expected values of the
three macroeconomic factors may have bigger impacts on the returns because
stock price is based on expectations. Assuming that investors’ expectations are
rational and accurate (as in the conventional theory of financial economics),
we use the next year’s values of the three factors as proxies to the expected
values. Results of the regression analysis are presented in Table 6.

From the data in Table 6, we see that the September return is significantly
positively connected to GDP growth for all three indices for actual values of
GDP growth; for the DJIA Index, the estimated connection is more significant
for next year’s values. The month’s return is positively related to inflation rate,
but significant only for the DJIA Index for the expected values. September
performance is negatively related to T-bill rate, but the relation is weak and
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insignificant. September return of each index is positively connected to the
index’s annual performance; the connection is significant for the NASDAQ
Composite and the S&P 500 indices, but not significant for the DJIA Index.
In comparison, empirical findings about the relation between January effect

Table 6. Estimates from regressing September return on selected explanatory variables.

Variable GDP Annual return t T-bill rate Adj. R2

Intercept Growtht Inflationt

The DJIA
Coefficient −0.0359 0.0466 0.0015 0.0063 −0.0003
t-value (−2.852)∗∗∗ (3.222)∗∗∗ (0.809) (1.273) (−0.12) 0.1453

Growtht+1 Inflationt+1 Returnt Ratet+1

Coefficient −0.054 0.0583 0.0053 0.0027 −0.0001
t-value (−4.793)∗∗∗ (4.560)∗∗∗ (3.251)∗∗∗ (0.629) (−0.046) 0.3632

The NASDAQ
Coefficient −0.0502 0.0863 0.0031 0.143 −0.0027
t-value (−1.438) (1.778)∗ (0.799) (3.819)∗∗∗ (−0.561) 0.3158

Growtht+1 Inflationt+1 Returnt Ratet+1

Coefficient −0.0624 0.0715 0.0038 0.1101 −0.0458
t-value (−1.705)∗ (1.263) (0.967) (2.415)∗∗ (−0.010) 0.2411

The S&P 500
Coefficient −0.0390 0.0404 0.0028 0.1885 −0.0016
t-value (−2.722)∗∗∗ (1.992)∗ (1.334) (6.083)∗∗∗ (−0.715) 0.4166

Growtht+1 Inflationt+1 Returnt Ratet+1

Coefficient −0.0372 0.0368 0.0032 0.1373 −0.001
t-value (−2.678)∗∗∗ (1.364) (1.48) (3.366)∗∗∗ (−0.399) 0.3540

Note: The data for this table are from Dow Jones, Inc., Standard and Poor, NASDAQ, and
International Monetary Fund. Return is calculated as natural logarithm differential between the
close of a month’s last trading day and the close of the previous month’s last trading day. The
four explanatory variables are annual GDP growth, inflation, interest rate, and the index’s annual
return. Two sets of regression analyses are undertaken. The first set uses the contemporaneous
values of the three macroeconomic explanatory variables; the second set uses the next year’s
values of the three explanatory variables, both sets use the index’s contemporaneous annual
return. The next year’s values of the three macroeconomic factors are used as proxies to the
expected values. September return is the dependent variable.
∗Significant at the 10% level.
∗∗Significant at the 5% level.
∗∗∗Significant at the 1% level.
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and the factors are mixed. Kohers and Kohli (1992) reported that the January
effect existed in the expansionary phases but not during the recession phases
for the S&P Composite Index from 1948 to 1988. Kramer (1994) points out
that higher January returns correlate to inflation, and Ligon (1997) finds that
January return is negatively related to real interest rates. However, Gu (2003)
has revealed that January effect is negatively connected to both actual and
expected real GDP growth, inflation, and the index’s return of the year.

The regression power is larger when using the expected values of the
explanatory variables for the DJIA Index, as reflected by the significantly
larger adjusted R2 value, but that is not the case for the NASDAQ Composite
and the S&P 500 indices. A possible explanation could be that the larger
companies are closely analyzed by more professionals and hence more closely
reflect investors’ expectations. These companies have the capacity to better
predict the future and adjust their operation than small companies, and hence
their performances can be more closely related to expectations.

4. Conclusion

A disproportionately large number of Septembers have experienced nega-
tive returns for the DJIA, NASDAQ Composite, and the S&P 500 indices,
and the mean September return is the lowest among all the months. Also,
the phenomenon of generally poor September performance has been more
pronounced in recent decades. September return of the indices is positively
connected to GDP growth, inflation rate, and stock market performance of
the year, and negatively related to interest rate. Tax-loss selling, “window
dressing”, and macroeconomic seasonality could also contribute to the poor
September performance. Further research is required to find the reasons why
September is the worst month for the US equity market.
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We estimate an AR(1)/GARCH(1, 1) model that shows the impact of natural-gas prices, hydro
conditions, and temperatures on wholesale on-peak electricity prices at the Mid-Columbia
(Mid-C) trading hub in the Pacific Northwest of the United States. After controlling for the
effects of these three factors, prices are seen to exhibit a weak seasonal pattern, but a strong
day-of-week pattern. It is also shown that price spikes can persist for several days. Finally, in
support of the GARCH hypothesis, Mid-C prices are seen to have a time-dependent variance
that primarily moves with natural-gas prices, and that large price variances tend to persist. Thus,
even though buyers might cross hedge using natural-gas futures and temperature-based weather
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futures, the effectiveness of any hedge is compromised by randomness in hydro conditions.
To be sure, a buyer can eliminate the electricity price risk by entering into a forward contract,
but only at the expense of what is likely to be a large risk premium embodied in the forward
price.

Keywords: GARCH; electricity; price volatility.

1. Introduction

In the 1990s, electricity markets became a focal point of state regulatory
efforts with the end in mind of separating the heretofore integrated genera-
tion, transmission, and distribution functions, albeit subject to continuing but
different regulatory oversight (Borenstein, 2002; Stoft, 2002; Helman, 2006).
On the West Coast, the emerging industry structure created wholesale markets
in which generators compete for the right to supply electricity. The electri-
cal energy goes through a transmission network, with power being injected
by a selling party, e.g., a generator, and power being withdrawn by a buying
party, e.g., a local distribution company (LDC). There are also marketers and
brokers that may act as intermediaries, trading electricity with generators and
LDCs. Under the obligation to serve, an LDC resells the power to end-users,
often at fixed rates, so as to fulfill their electricity needs in real time upon
demand.

Commodity spot-market prices are inherently unstable, and electricity
spot markets are no exception. In fact, wholesale electricity prices are the
most volatile among all energy prices. The purpose of this paper is to isolate
and quantify the impact of the supply-and-demand sources of that instabil-
ity for one particularly important spot market: notably, the Mid-Columbia
(Mid-C) market, a major trading hub located in the Pacific Northwest of the
United States.

There are two supply-side considerations: technical and pecuniary. From
a technical standpoint, equipment can fail randomly: generators must occa-
sionally be taken off-line for maintenance and repair; transmission networks
can get congested; and electricity can incur line losses while discharging
through the power grid. Moreover, except for hydroelectric generation with
reservoir storage, electricity cannot be economically stored. From a pecu-
niary standpoint, inadequate precipitation results in low hydro generation,
and production costs in natural-gas-fueled plants are subject to the vagaries
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of natural-gas markets and changing prices for emission permits required in
a state such as California with tight emission regulation. We do not, however,
include emission cost in our estimation, because suitable data are unavailable
for the Pacific Northwest. Finally, restrictions on water discharged by thermal
plants can severely limit power generation during a heat wave.

The demand for electricity depends upon the time of day, the day of the
week, and the season of the year; and even within each of those well-defined
settings, it is stochastic and dependent upon the weather. Demand may also
be impacted by the vagaries of the natural-gas markets, as natural gas is an
alternative source of energy for some electricity end-uses such as space and
water heating.

A reliably functioning electricity grid requires that supply and demand
balance in real time. Thus, the technical and pecuniary factors that can shift
the electricity supply curve upward along a price–insensitive demand curve,
and the inability of suppliers to increase short-term supply in response to ris-
ing prices evolving from unanticipated increases in demand in a tight market,
may in tandem result in non-transitory price spikes. Layered into this is the
possibility of the abuse of any market power held by generators, and the poten-
tial for marketers to bend the rules and game the market, thereby exacerbating
and extending what might otherwise have been a short-term price problem
(Borenstein, 2002; Borenstein et al., 2002; Joskow and Kahn, 2002; Hurlbut
et al., 2004; Helman, 2006). The worst-case scenario became an all-too-clear
reality during the Western energy crisis that was characterized by soaring
wholesale electricity prices over a 13-month period beginning in May 2000
(Jurewitz, 2002).

The paper contributes to the deregulation policy debate because high and
volatile prices cast doubt on the ability of electricity-market reforms to deliver
reliable service at stable and reasonable prices (Woo et al., 2003; Trebilcock
and Hrab, 2005; Chao, 2006). In addition, determining the fundamentaldrivers
of those prices has important implications for: risk management (Kleindorfer
and Li, 2005; Deng and Oren, 2006; Woo et al., 2006b); the pricing of elec-
tricity options, futures, forwards, and generation assets (Deng et al., 1999,
2001; Woo et al., 2001; Kamat and Oren, 2002; Lucia and Schwartz, 2002;
Keppo and Lu, 2003; Fleten and Lemming, 2003; Eydeland and Wolyniec,
2003); the evaluation of power contracts (Woo et al., 2006b); the detection of
market-power abuse and price manipulation (Borenstein et al., 2002; Joskow
and Khan, 2002; Helman, 2006); the investigation of generation investment
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behavior (Neuhoff and De Vries, 2004); the assessment of wholesale market
integration (De Vany and Walls, 1996; Woo et al., 1997; Park et al., 2006); and
the assessment of the effect of retail competition on forward-contract pricing
(Green, 2003).

We estimate an AR(1)/GARCH(1, 1) model to show that deregulated elec-
tricity prices can spike easily due to daily fluctuations in three demand-supply
fundamentals: natural-gas price, hydro conditions, and temperature.1 After
controlling for the effects of those three factors, and this is to the best of our
knowledge the very first econometric model to do so,2 Mid-C prices are seen
to exhibit a weak seasonal pattern, but a strong day-of-week pattern. It is
also shown that price spikes can persist for several days. Finally, in support
of the GARCH hypothesis, Mid-C prices are seen to have a time-dependent
variance that moves with natural-gas prices, and that large price variances
tend to persist. Thus, even though an LDC might cross hedge using natural-
gas futures and temperature-based weather futures, the effectiveness of any
hedge is compromised by random hydro conditions. Assuredly, the LDC can
eliminate the price risk by entering into a forward contract, but only at the
expense of what is likely to be a large risk premium embodied in the forward
price.

1As such, our study is not a time-series analysis whose primary goal is to identify and estimate
the stochastic process of spot-price dynamics (e.g., De Vany and Walls, 1996; Lucia and
Schwartz, 2002; Eydeland and Wolyniec, 2003; Goto and Karolyi, 2003; Haldrup and Nielsen,
2004; Mount et al., 2006). In one of many constructive comments provided to us an earlier
draft, however, one referee called our attention to the extremely seasonal nature of the Mid-C
price series, which implies that a seasonal ARIMA model would provide a useful approach for
any future analysis of the Mid-C price-generating process.
2There are extant econometric analyses of electricity price movements in response to demand
and supply fundamentals. Vucetic et al. (2001), for example, find that California electricity-
market prices vary with the state’s total demands. Johnsen (2001) shows Nordic prices to
be responsive to the level of demand, reservoir inflow from rainfall and snow melting, and
temperature. Bessembinder and Lemmon (2002) explain how deregulated electricity prices
move with total demands in the California and Pennsylvania-Maryland-Jersey (PJM) mar-
kets. GAO (2002) indicates that electricity prices in California rise with in-state generation,
decline with net imports, and vary systematically with seasonality, day-of-the-week and time-
of-day. Mount et al. (2006) find that prices in the PJM market move with total demand and
reserve margin and that they adjust relatively quickly to their equilibrium levels after random
shocks.
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2. The Mid-C Hub

The Mid-C hub is physically located at several substations along the Columbia
River in central Washington. Like some other wholesale markets, Mid-C is
captive to the substantial influence of hydroelectric production. The area itself
is an intersection point for several regional transmission systems, the most
prominent of which belongs to the federal Bonneville Power Administration
(BPA). The area also houses several large hydroelectric dams, including Grand
Coulee.

Mid-C is a bilateral market in which trading for physical delivery takes
place primarily through telephone calls among a vast array of diverse mar-
ket participants. The latter include independent power producers, power mar-
keters, investor-owned utilities, municipal utilities and cooperatives, Canadian
utilities, and the BPA. Mid-C is one of several important pricing points in the
Western Electricity Coordinating Council (WECC). With over 180,000 MW
of generation capacity in 2004, the WECC is the largest of the 10 reliability
councils in North America, encompassing a geographic area containing the
western part of the continental United States, the two Canadian provinces of
British Columbia and Alberta, and portions of one Mexican state (WECC,
2004).

Mid-C prices reflect the underlying physical realities of the Pacific
Northwest electricity system, most particularly the strong role played by
hydro generation in the Northwest Power Pool (NWPP) of the WECC.
In 2004, the NWPP had 81,018 MW of generating capacity, 60% of
which was hydro (WECC, 2004, Table 11). These generation units in the
NWPP disperse across the Canadian provinces of British Columbia and
Alberta and the upper western half of the United States (WECC, 2004,
p. 24). Below-normal precipitation can severely impede hydro generation,
thus increasing dispatch of the more costly thermal generation to meet a
given level of demand, which subsequently raises the electricity market
price.

The two largest hydro systems are the Federal Columbia River Power Sys-
tem (FCRPS) which produces the power marketed by BPA, and that operated
by the British Columbia Hydro and Power Authority. Both systems feature
vast storage reservoirs that store the spring runoff for future use. There are
also a number of smaller systems that provide significant amounts of energy
but do not have substantial reservoir storage.
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The role of hydro power affects market prices in a number of ways. First,
a hydroelectric system is energy constrained, not capacity constrained. That
is, a hydroelectric system with storage may have very large peaking capa-
bility but can only run at a low average rate due to a limited amount of
water stored behind the dams. For example, the federal dams alone comprise
some 20,000 MW of nameplate capacity, enough to serve 40% of California’s
50,000 MW peak demand; yet they produce only about 9,300 MW of power on
average. A hydroelectric system’s ability to produce a large amount of power
with stored water, though only for few hours a day, dampens daily and hourly
price fluctuations. Hence, we expect the Mid-C price level and variance to
be inversely related to river flows, a testable hypothesis in our econometric
analysis.

Second, the Pacific Northwest system is interconnected with Califor-
nia, Arizona and New Mexico. These inter-ties were constructed during the
1950s through the 1980s to take advantage of seasonal diversity of loads and
resources: surplus hydropower in the Pacific Northwest flows southbound dur-
ing the summer months when air-conditioning loads are high in California,
Arizona and New Mexico; and surplus thermal power in the Pacific Southwest
flows northbound during the winter months when heating loads are high in
Oregon, Washington and British Columbia. Wholesale electricity prices tend
to be lower at Mid-C than at other western hubs during the spring and summer
when river flows are high, and tend to be higher at Mid-C during the winter
when river flows are low.

Third, in addition to a seasonal pattern, the Pacific Northwest has a diurnal
pattern. Hydro production is concentrated during on-peak hours, defined in the
Western Systems Power Pool Agreement as 06:00–22:00, Monday through
Saturday (excluding WECC holidays), when hourly electricity demands are
high and hydro facilities’ fast-ramping capability is most valuable. The daily
off-peak period comprises the remaining hours when hourly demands are low
and the hydro system is ramped down, and electric energy is imported to allow
the reservoirs to replenish for next day’s on-peak production. Consequently,
Mid-C prices are lower than prices at other western hubs during on-peak hours
but they are higher during off-peak hours.

While daily price fluctuations are less at Mid-C during any given year,
hydro generation can vary substantially from one year to the next, largely
depending on winter snow pack. Market prices are very low during years of
abundant hydroelectric supply such as the late 1990s; even low-cost coal and
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nuclear plants in the NWPP are sometimes dispatched off for long periods.
Drought conditions, however, can cause price spikes to sustain over long
periods due to hydro-energy shortage. This became evident during the now
well-documented 2000–2001 energy crisis when prices were actually higher
in the Pacific Northwest than in California.

Electricity for Friday and Saturday delivery is traded together on Thursday;
energy for Sunday and Monday delivery is traded on Friday. While on-peak
trading is active, off-peak trading can be thin. Thus our analysis focuses on
daily on-peak prices.

3. The Data Set

The linchpin for our data is the time series of daily Mid-C on-peak prices from
Platts for the 39-month period from January 2002 through March 2005 when
we initiated this study. The data comprise a sample of 972 daily observations
that characterize the relatively calm market environment that followed the
Western energy crisis.

Let yt denote the Mid-C on-peak price on delivery day t . This price is
the regressand in a partial-adjustment equilibrium-price regression model in
which the lagged price, yt−1, is one of seven time-series regressors that are
hypothesized to “explain” the day-t price. The lagged price helps capture
the price effect of a random event, such as an unexpected generation plant
outage or transmission line failure, that may last many days. The other six
regressors reflect demand-and-supply conditions and along with the constant
term, denoted x0t ≡ 1, form the row vector xt .

There are three supply-side factors, one of which is the natural-gas price,
the data for which come from Platts; the other two reflect hydro conditions.
Specifically, the second regressor x1t is the day-t natural-gas price at the
Henry Hub in Louisiana, measured in US$ per million British thermal units
(MMBtu). Henry Hub is the largest cash market in North America and is
also the delivery point for the New York Mercantile Exchange’s (NYMEX)
natural-gas futures contracts. We specify the Henry Hub price rather than the
local natural-gas price at Sumas (Washington) because the Sumas price may
be endogenous and driven by local thermal generation, while that at Henry
Hub is exogenous to the Pacific Northwest and is useful for cross hedging and
risk management (Woo et al., 2006a). For the exogenous Henry Hub price to
be a reasonable proxy for the potentially endogenous Sumas price, the two
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prices should be highly correlated. Happily, this is indeed the case (R = 0.94)
during our sample period.

The possibility of seller market power leads us to conjecture that the
natural-gas price may have a varying marginal effect on the electricity price.
In a competitive market without market power, the market equilibrium price
tracks short-run marginal costs. Thus, a dollar increase in marginal fuel cost
due to a natural-gas price increase translates into a dollar increase in the
market price, implying a linear relationship between the market price and
the natural-gas price, with the marginal effect being the marginal generation
unit’s rate of converting fuel to electricity (i.e., heat rate). But the marginal
effect is increasing in the natural-gas price when a generation owner possesses
sufficient market power that it can pass on to a buyer at an increasing rate any
marginal-cost increase it sustains due to a natural-gas price increase. Empir-
ical evidence of an increasing marginal effect helps explain why wholesale
electricity prices can become increasingly spiky and volatile in a rising natural-
gas price environment. To subject our conjecture of a varying marginal effect
of the natural-gas price to the empirical test, the Henry Hub price squared,
denoted x2

1t = x ′
1t , is introduced as a third regressor.

The first of the two daily hydro conditions, denoted x2t , is measured by
a precipitation index formed as a weighted average of values ranging from
1 for the driest conditions, through 4 for normal precipitation, and 7 for the
wettest conditions in the state of Washington. The values are determined
through the US Geological Survey of a daily-varying sample of the state’s
hydro stations. If, for example, a sample of 10 stations yielded four “driest”
and six “normal” conditions on day t , the resulting index would be x2t = 0.4×
1 + 0.6 × 4 = 2.8. The second hydro condition, denoted x3t, is the Columbia
River flow (00000 ft.3 per second) at The Dalles Dam on the Washington-
Oregon border. Columbia River flow at The Dalles is the most closely-watched
indicator of FCRPS energy potential, and is the subject of forecasts published
by the Northwest River Forecast Center during the winter months. While
the flow may depend on hydro-generation dispatch in response to the Mid-C
price (Johnsen, 2001; Bushnell, 2003), we contend that the flow is exogenous
as water release serves several competing purposes, including flood control,
recreation, irrigation, and navigation (WECC, 2005, p. 5).

The two hydro conditions define the fourth and fifth regressors. Favorable
hydro conditions are hypothesized to increase supply and hence reduce the
Mid-C price.
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Finally, there are two demand-side factors, both of which reflect the
daily West Coast weather pattern that drives the region’s aggregate electric-
ity demand. These demand factors are measured by the daily maximum and
minimum temperatures for Portland and Sacramento in Fahrenheit degrees
from the National Oceanic and Atmospheric Administration. These two cities
are chosen because they represent Oregon/Washington and Northern Califor-
nia weather and have futures traded on the Chicago Mercantile Exchange.
To differentiate weather-sensitive demands, we convert the temperature data
into two scalar variables: (1) x4t is the cooling-degree-days (CDD) or x4t=
max(daily maximum temperature − 65, 0); and (2) x5t is the heating-degree-
days (HDD), or x5t = max(65 − daily minimum temperature, 0). The Chicago
Mercantile Exchange also uses the 65-degree threshold to compute the CDD
and HDD variables. Extreme weather conditions are hypothesized to increase
the demand for energy and hence lead to higher spot prices. Only the Port-
land CDD and HDD, however, survived the statistical-significance test for
inclusion in our final regression model.

Eleven monthly dummy variables representing January through Novem-
ber are introduced to capture any seasonal variations in demand, and five
daily dummy variables representing Monday through Friday are introduced
to capture any daily variations in an on-peak delivery week of Monday through
Saturday. These dummy variables form the row vectors M and D, respectively.
Our use of dummy variables facilitates easy interpretation of the month-of-
year and day-of-week effects, which is the tack taken by Goto and Karolyi
(2003) and GAO (2002).

Figures 1A–C provide a visual display of the sample-period data.
Figure 1A shows that daily Mid-C electricity prices move with Henry Hub
natural-gas prices. Moreover, the Mid-C price series exhibit a seasonal pattern,
with relatively high prices in the winter months of December through February
and in the summer months of July through September. Mid-C prices, however,
are relatively low in the spring runoff months of March through June and in the
fall mild-weather months of October and November. Figure 1B plots the time
series of the Washington hydro index and Columbia River flow, suggesting
high generation from Columbia River dams during the spring and summer
months, while generation at other hydro sites with little storage is highest
during the winter rainy months. Figure 1C plots the Portland CDD and HDD
series, implying the seasonal pattern of weather-sensitive electricity demands.
Taken together, Figures 1A–C suggest that the Mid-C price increases with the
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Figure 1A. Daily natural-gas price (US$/MMBtu) at Henry Hub and daily on-peak electricity
price (US$/MWh) at Mid-Columbia (Mid-C) for the period of January 2002–March 2005.

Henry Hub natural-gas price, declines with hydro flow, and rises with extreme
temperatures.

The summary statistics of Table 1 show that both sets of energy prices
are highly skewed to the right and give impetus to our ex ante concern with
the peaking-energy-prices problem. The maximum Mid-C on-peak price, for
example, is some 6 standard deviations above the mean, while that for the
Henry Hub natural-gas price is more than 7 standard deviations above the
mean. The simple correlation coefficients in the last column of the table lend
initial support to our hypothesis that Mid-C prices move in concert with
natural-gas prices and counter to favorable hydro conditions. The low cor-
relations with regard to temperature extremes are less encouraging.

4. The Empirical Results

4.1. The GARCH model

Woo et al. (2006b) develop a partial-adjustment equilibrium-price model that
yields a parsimonious specification for an electricity spot-price regression.
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Figure 1B. Daily Washington hydro index (1 = driest, . . . , 4 = normal, . . . , 7 = wettest)
and daily Columbia River flow (00000 ft.3 per second) for the period of January 2002–March
2005.

Let βββ, ηηη, and δδδ denote column vectors of parameters, let λ denote a parameter,
and let µt denote a random-error term. In the present context the spot-price
regression translates into the following model:

yt = xtβββ + Mηηη + Dδδδ + λyt−1 + µt . (1)

The vectors of parameter estimates are denoted b, m, and d, respectively; l
is the estimate of λ. Thus, for example, b0 is the estimate of the intercept, b′

1 is
the estimated coefficient attached to x ′

1t = x2
1t , m3 is the estimated coefficient

attached to M3 = 1 in March, and d4 is the estimated coefficient attached to
D4 = 1 on Thursday.

Before proceeding with the estimation, it is necessary to assure that all time
series are stationary. The time series are of sufficient length to allow us to do
so using the very general Phillips–Perron test without having to be concerned
about its less-than-optimal small-sample properties (Greene, 2004, p. 645).
The results of the test, both for a single mean and a trend, and with lags of six
periods, are given in Table 2. The statistics show the unit-root hypothesis to
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Figure 1C. Daily cooling-degree-day (CDD) and heating degree day (HDD) at Portland for
the period of January 2002–March 2005.

be firmly rejected at the 1% significance level (the standard that we adopt in
the paper) for each of the seven time series.

We acknowledge, however, the dual possibility of serially-correlated dis-
turbances with time-dependent variances. We are also aware of the fact that
that this variance may depend upon one or more of the regressors (Alexander,
2001; Engle, 2001).

First, as regards serially-correlated disturbances, a preliminary analysis
revealed the AR(2) parameter estimate to be highly insignificant under an
AR(2)/GARCH(1, 1) specification.3 We therefore hypothesize the disturbance

3A referee recommended using diagnostic tests for model specification and comparisons. Fol-
lowing the referee’s suggestion, we have tested a number of alternative stochastic specifications,
including: (a) AR(2)/GARCH(1, 1); (b) AR(1)/GARCH(1, 1) and its variants; (c) AR(1); and
(d) OLS. The results for (b), (c) and (d) are reported in Table 3. In addition, with regard to the
parametric specification of the Mid-C price-regression model, we have estimated both linear
and log-linear functional forms, both with and without a lagged dependent variable. The lin-
ear and log-linear specifications are found to yield qualitatively identical results. Hence, in the



June
8,2007

3:3
spi-b483

A
dvances

in
Q

uantitative
A

nalysis
of

Finance
and

A
ccounting:

V
ol.5

ch15

F
undam

entalD
rivers

ofE
lectricity

P
rices

in
the

Pacific
N

orthw
est

311

Table 1. Summary statistics for daily observations in January 2002–March 2005.

Variable Mean Minimum Maximum Standard deviation Skewness Kurtosis Correlation with
Mid-C on-peak price

Mid-C on-peak price (US$/MWh) 37.06 1.43 115.18 12.98 −0.0552 1.4811 1.0
Henry Hub price (US$/MMBtu) 4.96 1.98 18.60 1.42 0.9074 9.1332 0.7789
Henry Hub price squared (US$/MMBtu) 26.60 3.92 345.96 17.10 7.51 129.33 0.6931
Washington hydro index 3.89 1.99 6.19 0.69 0.4494 0.3873 −0.2969

(1 = driest, . . . , 7 = wettest)
Columbia River flow (00000 ft.3/s) 15.99 6.83 37.70 5.53 1.4662 2.0236 −0.4423
Portland cooling-degree-days (CDD) 5.41 0 38 8.53 1.5237 1.3268 −0.0367
Portland heating-degree-days (HDD) 18.96 0 47 9.66 0.0556 −0.9054 0.1223
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Table 2. Phillips–Perron statistic (τ ) for testing if a time series has a unit root.

Variable Lags Phillips–Perron statistic∗

Single mean Trend

Mid-C price (US$/MWh) 6 −4.2736 −6.0500
Henry Hub price (US$/MMBtu) 6 −4.1451 −6.4596
Henry Hub price squared (US$/MMBtu) 6 −10.12 −12.89
Washington hydro index 6 −6.1479 −6.1887
Columbia River flow (00000 ft.3/s.) 6 −4.5359 −4.7239
Portland CDD 6 −8.7018 −8.6954
Portland HDD 6 −6.3125 −6.3096

∗The unit root hypothesis can be rejected at the 1% significance level.

term to follow an AR(1) process:

µt = ρµt−1 + εt . (2a)

The estimate of ρ is denoted r .
Second, the disturbance term in the AR(1) process, εt , is hypothesized

to be normally distributed about a zero mean and to have a GARCH(1, 1)
time-dependent variance, σ 2

t , that is also a linear function of the vector zt , a
subset of xt . Any such time dependency for the variance of εt will carry over
to that of µt , and subsequently plague the spot-market price yt , too.

Specifically, zt = (x1t , x3t) includes the natural-gas price and Columbia
River flow. When the Washington hydro index and Portland CDD and HDD
were included in a preliminary analysis, their estimated coefficients were
highly insignificant; hence these variables were eliminated from the final
estimation.

Let γ denote a column vector of parameters whose estimate will be denoted
g, and let α j ( j= 0, 1, 2) denote a parameter estimated by a j . The expanded
GARCH(1, 1) specification is:

σ 2
t = α0 + α1ε

2
t−1 + α2σ

2
t−1 + ztγγγ . (2b)

interests of a parsimonious presentation, Table 3 focuses exclusively on the linear specification.
Finally, the t-statistics in Table 3 decisively reject the null hypothesis that the Mid-C price does
not depend on its one-day-lagged value.
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The final regression model to be fitted is written as:

yt = xtβββ + Mηηη + Dδδδ + λyt−1 + ρµt−1 + εt (3)

Here, εt has a zero mean and a conditional variance given by Equation (2b).

4.2. The GARCH estimates and their implications

The first column of figures in Table 3 are the maximum likelihood estimates
of the parameters for Equation (3), which is the AR(1)/GARCH(1, 1) specifi-
cation. The second column is the estimated regression excluding zt , while the
third and fourth columns duplicate the first two, but now without the AR(1)
term. The fifth column shows the estimates with the AR(1) term, but without
the GARCH terms, and the sixth column shows the ordinary-least-squares
(OLS) estimates. The estimated coefficients for the regressors are generally
quite robust over all specifications, although not necessarily with the same
level of significance; no specification ostensibly outperforms the others in
terms of goodness of fit. Based on the Akaike Information Criterion, we focus
our discussion on the estimates for Equation (3) and relegate the others to the
reader’s perusal.

As regards the natural-gas price, both 1 > b1 = 0.8514 > 0 and b′
1 =

0.0643 > 0 are statistically significant. Thus an increase in the natural-gas
price has an increasing marginal effect on the electricity spot-market price.4

The implication is that high natural-gas prices presage exploding electricity
prices in the Pacific Northwest, because generation owners possess and may
exercise what the parameter estimates suggest to be some degree of market
power.5

The estimated parameters for both hydro conditions are statistically sig-
nificant and have the expected negative sign, which implies that greater hydro

4Specifically, dyt/dx1t = 0.8514 + 0.1286x1t > 1 when x1t > $1.16 per MMBTU, below
the minimum Henry Hub price in the sample period; see Table 1.
5We do not believe, however, that the extent of market power abuse is so significant in our sample
period that it distorts our parameter estimates of electricity price response to its underlying
fundamentals. Our judgment is based on the fact that the period was characterized by a relatively
calm market environment. Moreover, in the wake of the Enron scandal and with the regulators on
the alert for post-Enron market-power abuses and market-gaming strategies (see, for example,
California Attorney General’s Office, 2004), it is unlikely that significant collusive activity
took place during this period, or that such market power as individual generators might have
possessed was sufficiently exploited as to invalidate our spot-price regression results.
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Table 3. Maximum likelihood estimates (t ratios) of the Mid-C electricity-market-price regressions.

Variable AR(1)/GARCH(1, 1) GARCH(1, 1) AR(1) OLS

Assumption (a) Assumption (b) Assumption (a) Assumption (b)

MSE 12.53 12.48 11.59 11.86 11.39 11.40

Akaike Information Criterion 4468.92 4483.01 4537.44 4586.62 5043.09 5042.57

Total R2 0.9275 0.9278 0.9319 0.9303 0.9348 0.9347

Log likelihood −2205.46 −2213.51 −2240.72 −2266.31 −2496.54 −2497.28

x0t = intercept 6.0711 6.3706 4.7179 5.9689 6.9221 7.4580
(5.75)∗ (6.09)∗ (4.70)∗ (5.72)∗ (4.65)∗ (4.88)∗

x1t = Henry Hub Price 0.8514 0.8576 0.7528 0.3301 0.6338 0.7120
(3.49)∗ (3.49)∗ (3.90)∗ (1.65) (2.25) (2.56)

x2
1t = x1t ’= (Henry Hub Price)2 0.0643 0.0673 0.0660 0.0902 0.0981 0.1003

(4.95)∗ (5.25)∗ (6.60)∗ (8.82)∗ (5.40)∗ (5.47)∗
x2t = Washington Hydro Index −0.5833 −0.6165 −0.5763 −0.5417 −0.5931 −0.6353

(−4.40)∗ (−4.68)∗ (−4.97)∗ (−4.31)∗ (−3.24)∗ (−3.35)∗
x3t = Columbia River Flow −0.1644 −0.1663 −0.1101 −0.1393 −0.2305 −0.2407

(−4.65)∗ (−4.85)∗ (−3.49)∗ (−4.22)∗ (−5.60)∗ (−5.71)∗
x4t = Portland CDD 0.0608 0.0605 0.0656 0.0657 0.1095 0.1074

(3.51)∗ (3.53)∗ (4.14)∗ (4.03)∗ (5.19)∗ (4.96)∗
x5t = Portland HDD 0.0152 0.0150 0.0017 0.0180 0.0434 0.0378

(0.87) (0.87) (0.11) (1.05) (1.84) (1.58)

M1 =1 if Jan; else 0 −0.0870 −0.0911 0.1293 −0.1580 0.1974 0.2417
(−0.23) (−0.25) (0.39) (−0.47) (0.40) (0.46)

(Continued)
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Table 3. (Continued).

Variable AR(1)/GARCH(1, 1) GARCH(1, 1) AR(1) OLS

Assumption (a) Assumption (b) Assumption (a) Assumption (b)

M2 =1 if Feb; else 0 0.1862 0.1591 0.2006 0.0256 0.1781 0.2143
(0.43) (0.39) (0.59) (0.07) (0.35) (0.41)

M3 =1 if Mar; else 0 3.5113 3.2562 −0.5272 2.2656 0.5138 0.5597
(8.36)∗ (7.89)∗ (−1.38) (6.61)∗ (0.94) (0.98)

M4 =1 if Apr; else 0 −0.1193 −0.1065 −0.1138 −0.0201 0.7397 0.7313
(−0.21) (−0.19) (−0.26) (−0.04) (1.27) (1.20)

M5 =1 if May; else 0 0.4823 0.6068 0.0202 0.4824 1.0075 0.9887
(0.81) (1.06) (0.04) (0.89) (1.42) (1.34)

M6 =1 if Jun; else 0 −0.8744 −0.9870 −1.3321 −0.8235 −0.4347 −0.5442
(−1.21) (−1.39) (−2.01) (−1.24) (−0.51) (−0.62)

M7 =1 if Jul; else 0 0.2906 0.2638 −0.1924 0.0504 −0.0164 −0.0527
(0.45) (0.41) (−0.34) (0.09) (−0.02) (−0.06)

M8 =1 if Aug; else 0 −0.6443 −0.6243 −0.9539 −0.8744 −0.5547 −0.5948
(−1.10) (−1.07) (−1.95) (−1.66) (−0.74) (−0.77)

M9 =1 if Sep; else 0 −0.6955 −0.6568 −0.6612 −0.6615 −0.4868 −0.5259
(−1.24) (−1.14) (−1.41) (−1.31) (−0.73) (−0.76)

M10 =1 if Oct; else 0 −0.6640 −0.6718 −0.5132 −0.5521 −0.2311 −0.2905
(−1.70) (−1.72) (−1.60) (−1.61) (−0.40) (−0.48)

M11 =1 if Nov; else 0 −0.3090 −0.2950 −0.0044 −0.2507 0.1290 0.1434
(−0.72) (−0.67) (−0.01) (−0.65) (0.24) (0.26)

(Continued)
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Table 3. (Continued).

Variable AR(1)/GARCH(1, 1) GARCH(1, 1) AR(1) OLS

Assumption (a) Assumption (b) Assumption (a) Assumption (b)

D1 =1 if Mon; else 0 1.4801 1.4288 1.4687 1.4840 1.5496 1.5599
(5.91)∗ (6.35)∗ (4.84)∗ (4.80)∗ (3.93)∗ (4.05)∗

D2 =1 if Tue; else 0 0.1595 0.1253 0.4081 0.2156 0.3931 0.4178
(0.63) (0.51) (1.42)∗ (0.72) (1.03) (1.10)

D3 =1 if Wed; else 0 0.7879 0.7661 0.9140 0.8527 1.0265 1.0446
(2.66)∗ (2.66)∗ (2.87)∗ (2.64)∗ (2.67)∗ (2.72)∗

D4 =1 if Thu; else 0 0.5497 0.5373 0.5122 0.4885 0.3245 0.3583
(1.87) (1.92) (1.67) (1.50) (0.84) (0.93)

D5 =1 if Fri; else 0 −1.0178 −1.0001 −0.9977 −1.0767 −1.2941 −1.2703
(−3.70)∗ (3.82)∗ (−3.00)∗ (−3.09)∗ (−3.29)∗ (−3.31)∗

yt−1 = Lag(Mid-C Price) 0.7864 0.7801 0.8187 0.8246 0.7707 0.7559
(50.28)∗ (49.40)∗ (60.54)∗ (61.80)∗ (40.72)∗ (42.94)∗

µt−1 = lagged error in 0.1713 0.1919 0.0510
the AR(1) process (3.86)∗ (4.42)∗ (1.37)

α0 = intercept of the 0 0.5479 0 0.6130
GARCH (1,1) process (5294)∗ (5.51)∗ (10477)∗ (5.79)∗

ε2
t−1 = lagged error squared in 0.3411 0.3392 0.2325 0.2974
the GARCH (1,1) process (6.89)∗ (7.46)∗ (7.87)∗ (6.81)∗

σ 2
t−1 = lagged conditional variance 0.6063 0.6555 0.7598 0.6810
in the GARCH (1,1) process (16.16)∗ (20.87)∗ (43.70)∗ (21.04)∗

(Continued)
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Table 3. (Continued).

Variable AR(1)/GARCH(1, 1) GARCH(1, 1) AR(1) OLS

Assumption (a) Assumption (b) Assumption (a) Assumption (b)

x1t = Henry Hub Price in 0.0973 0.0380
the GARCH(1, 1) process (3.02)∗ (2.18)

x3t = Columbia River Flow in 0.0222 0.0115
the GARCH(1, 1) process (1.76) (1.78)

Note: The large t−statistics for the intercept estimates for the GARCH(1, 1) process under assumption (a) in the first and third columns of
figures are the result of (1) the coefficient estimates are less than 10−7 at convergence, and (2) they have standard errors below 10−11.
Assumption (a) refers to the expanded GARCH(1, 1) specification: σ 2

t = α0 + α1ε
2
t−1 + α2σ 2

t−1 + ztγγγ . Assumption (b) refers to the

standard GARCH(1, 1) specification: σ 2
t = α0 + α1ε

2
t−1 + α2σ 2

t−1. “*” The hypothesis of zero coefficient is rejected at the 1% significance
level.
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flow increases electricity supply, thereby effecting a reduction in the spot
price. Specifically, b2 = −0.5833 < 0 and b3 = −0.1644 < 0.

A 1-unit increase in CDD (b4 = 0.0608 > 0) has a larger price effect
than the same increase in HDD (b5 = 0.0152 ≈ 0), implying that summer
cooling demand for electricity has a greater impact on Mid-C prices than
winter heating demand. This result is understandable because air-conditioning
on a hot summer day almost exclusively relies on electricity, while a household
can meet its heating needs on a cold winter day using alternative fuels (e.g.,
natural gas and firewood).

The estimate of l = 0.7864 > 0, which is statistically significant at virtu-
ally any level of confidence, verifies the applicability of the partial-adjustment
equilibrium-price model that is the basis for the present analysis, to the Mid-C
market. A US$1/MWh increase in yesterday’s Mid-C price would raise today’s
price by US$0.79/MWh. This l estimate also implies that after a random shock,
the Mid-C market resumes its price equilibrium in 1/(1−0.7864) = 4.6 days.
Hence, the l estimate helps explain the empirical fact that high electricity
prices cluster and persist.

After controlling for weather effects and the seasonal pattern of natural-
gas prices and hydro conditions, we did not anticipate the dearth of statisti-
cally significant estimated coefficients for the monthly dummy variables, with
March being the sole and notable exception (m3 = 3.5113 > 0). There are,
however, striking day-of-the-week effects, with Tuesday being the promi-
nent exception and Thursday being border-line. Specifically, d1 = 1.4801
and d3 = 0.7879 signal greater demand that effects higher spot prices on
Monday and Wednesday, and d5 = −1.0178 signals lower demand that
effects lower prices on Friday. This day-of-week pattern of electricity market
prices mirrors the one for daily on-peak electricity demands in the Pacific
Northwest.

Finally, r = 0.1713, a1 = 0.3411, and a2 = 0.6063, each of which is sta-
tistically significant, verify the AR(1)/GARCH(1, 1) hypothesis of serially-
correlated disturbances and a time-dependent variance. The relatively small
size of r implies that a change in yesterday’s random disturbance has a small
impact on today’s random disturbance, which directly affects today’s price
level. The proximity of a1 + a2 = 0.3411 + 0.6063 = 0.9474 to unity sug-
gests, however, that a jump in yesterday’s random disturbance and therefore
yesterday’s variance can have a long-lasting effect on both today’s and future
variances. Moreover, even if the daily natural-gas price and Columbia River
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flow were to remain constant, it would take 1/(1 – 0.9474) = 19 days for the
daily conditional variance to converge to its unconditional value.

The estimate of g1 = 0.0973 implies that this variance increases with
increases in the natural-gas price. But the small and statistically insignificant
estimate g3 = 0.0222(p < 0.10) suggests that while an increase in Columbia
River flow reduces the Mid-C price level due to b3 = −0.1644 < 0, it only
has a negligible impact on the price variance. Taken as a whole, the set of
GARCH estimates supports the notion that once a large variance is realized,
there is a strong impetus for it to persist.6

5. Conclusions

Deregulation at both the national and state levels has had mixed results, some
of which were unintended and some of which were unwelcome. Deregulation,
however, is here to stay and management within those industries must not
simply live with and adjust to the dynamics of unregulated markets, but must
also seek advantage from the opportunities that they present. In the electricity
industry, wholesale spot markets exhibit high and volatile prices that tend to
cluster and persist, including regions with substantial hydro production. The
only real issue for the market agents and LDC managements in particular is
how best to manage the underlying spot-market price risk that they confront as
buyers, when the retail rates they can charge as sellers are fixed over the short
and intermediate terms, and they are committed to satisfy any and all customer
demands at those fixed rates. In response to that issue, LDC managements
have considered whether the financial instruments that have been successfully
employed in other spot markets could be applied with comparable success in
electricity markets. The GARCH analysis that we have undertaken in the
present paper, with specific application to one important spot market in the

6We also estimated Equation (3) using a log-linear specification with the variables appropriately
redefined. Except for the squared value of ln(Henry Hub price) with a statistically insignificant
coefficient estimate, the log-linear regression results are qualitatively identical to that of the
linear specification. Finally, with a GARCH-in-mean specification the coefficient estimate
for the added regressor σt is not statistically significant at the 20% level. Hence, we rely
on the AR(1)/GARCH(1, 1) model for our analysis and inferences. Because our focus is on
the fundamental drivers of spot electricity prices, we have not explored other time-dependent
variance specifications such as CGARCH, EGARCH, QGARCH, STGARCH, or TGARCH
listed in Poon and Granger (2003, pp. 508–509) and Alexander (2001, pp. 63–116).
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Pacific Northwest, highlights the difficulties that those efforts are certain to
encounter.

In particular, with Mid-C as an exemplar, we have confirmed that elec-
tricity spot-market prices can be high and volatile, and subject to persisting
price spikes. Moreover, due in large measure to randomness in daily natural-
gas prices, hydro conditions, and temperatures, the prices cannot be forecast
accurately. Assuredly, cross hedging via natural-gas and weather futures can
yield a market-based forecast and mitigate electricity price risks (Woo et al.,
2006b), but hydro-related price risk remains.

While buyers can eliminate the local (e.g., Mid-C) price risk by entering
into a forward contract with local delivery, as forward contracts are traded
bilaterally for delivery in every major hub in the WECC, forward-contract
purchases can be expensive because of the large risk premium often embodied
in the forward price (Woo et al., 2001; Bessembinder and Lemmon, 2002;
Longstaff and Wang, 2004). Our results therefore provide practitioners and
researchers with a sobering cold-water reality check into the problems they
confront in their on-going efforts to deal with pervasive electricity spot-market
price uncertainty.
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