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13.1 Introduction

The manner in which the international economic policies of govern-
ments affect the rates of growth of their economies has long been a subject
of controversy. This situation continues today. Despite a number of multi-
country case studies utilizing comparable analytical frameworks, numer-
ous econometric studies using large cross-country data sets, and important
theoretical advances concerning how a country’s international economic
policies and its rate of economic growth interact, there is still disagreement
among economists concerning the nature of the relationship.

There are several reasons for this. A key one is the difference among in-
vestigators in the manner they define the issue being studied. Some authors
focus on whether there is a causal relationship between such variables as in-
creases in trade or foreign direct investment and increases in growth rates
(or between increases in growth and increases in trade or investment), no
matter what the reasons for the changes in these economic variables. How-
ever, most authors are interested in the effects of differences in government
policies on economic growth. The impact of policies affecting the “open-
ness” of a country to trade and investment, or its “inward orientation” or
“outward orientation,” is the subject of many studies. But, of course, just
how broadly one defines such terms greatly affects one’s conclusions about
a particular country or set of countries. One can interpret openness in nar-
row terms to include only import and export taxes or subsidies as well as
explicit nontariff distortions of trade, or in varying degrees of broadness to
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cover such matters as exchange-rate policies, domestic taxes and subsidies,
competition and other regulatory policies, education policies, the nature of
the legal system, the form of government, and the general nature of insti-
tutions and culture.

Differences in the quality and detail of the data being analyzed are an-
other source of disagreement among economists on the subject. Those who
study trade and growth relationships among developing countries are
greatly hampered by the lack of good data even on such matters as levels of
import protection, and they often are forced to undertake case studies.
While many insights have been revealed from such studies about the nature
of the development process and its relationship with trade, some are reluc-
tant to draw broad generalizations from them because of their specificity
and the bias that the personal viewpoints of the authors may introduce into
the analyses. In contrast, while econometric analyses based on quantitative
data concerning trade and growth for a cross-section of countries do per-
mit broad generalizations, these studies are limited by the scope and com-
parability of available quantitative data. Differences in what investigators
regard as appropriate econometric models and tests for sensitivity of the
results to alternative specifications that may be based in part on the per-
sonal policy predilections of the authors can also result in significant
differences in the conclusions reached under such quantitative approaches.

The purpose of this paper is to survey briefly the views of economists and
policymakers since around the end of World War II concerning the rela-
tionships between economic openness and growth, indicating how and
why these views have significantly changed over the last fifty years and
pointing out the main reasons for the disagreements. Section 13.2 exam-
ines the 1950s and 1960s when import substitution was the dominant
growth policy in the developing countries and there was also extensive gov-
ernment intervention in many industrial countries aimed at influencing
growth rates. Section 13.3 considers the period from the 1970s into the
1990s, in which the findings from an increasing number of studies of the
growth experiences of individual countries caused more and more econo-
mists and policymakers to become skeptical about the growth merits of im-
port substitution policies and to begin to advocate more export-oriented,
outward-looking trade policies. Section 13.4 briefly outlines some of the
new relationships between trade and growth brought out by the so-called
new growth literature of the late 1980s and early 1990s which, together with
the development of new econometric techniques for dealing with time se-
ries data, has stimulated new efforts to unravel the relationships between
trade and growth through cross-country statistical analyses. Section 13.5
briefly reviews the major studies of this period, all of which reach the gen-
eral conclusion that openness is associated with higher growth rates. This
conclusion has, however, been recently challenged in a detailed, carefully
reasoned critique of these papers by Rodriguez and Rodrik (2001). These
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authors contend that, in fact, because of various methodological short-
comings in these studies, one should conclude that there is very little
evidence that trade openness is significantly associated with economic
growth. Section 13.5 summarizes the criticisms of the paper by Rodriguez
and Rodrik. Section 13.6 concludes with an evaluation of the new studies
and the critique by Rodriguez and Rodrik.

13.2 The Widespread Acceptance of Import-Substitution Policies 
as the Means to Stimulate Economic Growth

As more and more countries obtained their independence from the colo-
nial powers in the period shortly after the end of World War II, a wide-
spread view developed among economists and policymakers that the best
way for these countries to develop more rapidly was to stimulate industri-
alization by adopting import-substitution policies. There seemed to be
a number of good reasons for such an approach at the time. The political
leaders of the newly independent nations were keenly aware not only that
most of the countries from whom they obtained independence had much
higher per capita income levels and were much more industrialized, but
that their former rulers had imposed economic policies in the past which
discouraged industrialization within the new nations. To these new leaders,
industrialization seemed to offer the possibility of achieving faster growth,
higher per capita income levels, and the attainment of the economic and
military power needed for national security.

An economically sensible way of achieving industrialization seemed to
be to restrict imports of manufactured goods for which there already was
a domestic demand, in order both to shift this demand toward domestic
producers and to permit the use of the country’s primary-product export
earnings to import the capital goods needed for industrialization. There
also appeared to be a number of examples where high levels of import pro-
tection in the nineteenth and twentieth centuries had contributed posi-
tively to industrialization. Although Great Britain had adopted a policy of
free trade during its period of rapid growth in the nineteenth century, the
United States seemed to industrialize and prosper by imposing high im-
port duties on manufactures for much of the later part of the nineteenth
century. Germany and France also adopted protectionist policies during
this period, as did Japan after 1900.1 The impressive degree of industrial-
ization achieved by the Soviet Union in the 1920s and 1930s and by China
after 1949 by pursuing inward-looking policies were additional historical
examples that impressed the leaders of the newly independent nations.

The so-called infant industry argument first set forth in 1791 by Alexan-
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der Hamilton (1913), further elaborated by Friedrich List (1856), and ac-
cepted by many classical and neoclassical economists as the major theo-
retically valid exception to the case for worldwide free trade provided eco-
nomic support for import-substitution policies. John Stuart Mill, who first
formalized the argument in economic terms, argued that it takes time for
new producers in a country to become “educated to the level of those with
whom the processes are traditional” and thus for their unit costs to decline.
The infant industry argument maintains that during the temporary period
when domestic costs in an industry are above the product’s import price, a
tariff is a socially desirable method of financing the investment in human
resources needed to compete successfully with foreign producers.

Soon after World War II, Raul Prebisch (1950), the secretary general of
the United Nations Economic Commission for Latin America and later
the founder and secretary general of the United Nations Conference on
Trade and Development (UNCTAD), among others argued that the infant
industry argument was applicable to the entire manufacturing sector and
not just to a single industry. He also claimed that an ongoing secular de-
cline in the prices of primary products (the exports of the less-developed
countries) relative to the prices of manufactured goods (the exports of the
developed countries) and the low elasticity of demand for primary prod-
ucts made expansion in the production of primary products unattractive.
Focusing on producing labor-intensive manufactured goods, for example,
clothing, for export purposes also did not appeal to most less-developed
countries at this time because of the belief that a balanced industrial struc-
ture, such as existed in most developed countries, was necessary to achieve
their goal of high per capita income levels and, moreover, because high lev-
els of import duties and other import barriers still existed in the developed
countries on most of these goods.

Although most economic leaders of less-developed countries looked fa-
vorably on the strategy of import substitution, they also often found them-
selves backed into such a policy somewhat inadvertently. Because of the
shortage of goods these countries suffered during World War II and the
economic expansion plans of their new leaders, there was a tremendous de-
mand on their part for both capital goods and consumer goods. This meant
that their existing foreign exchange reserves were quickly used up, with cur-
rent export earnings being unable to fill the gap between demand and
supply at existing exchange rates. Consequently, most of these countries
felt forced to impose foreign exchange and import controls to conserve
their available export earnings and to establish a rationing system for the
available foreign exchange to ensure that consumer necessities such as food
and medicine, key intermediate inputs such as fuel, and essential capital
goods could be imported in sufficient quantities to prevent serious politi-
cal unrest and still permit the pursuit of their development goals. One con-
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sequence was that very high levels of implicit protection were put in place
on so-called nonessential manufactured goods.

Import substitution policies actually worked quite well initially. The
high prices of imported nonessentials shifted domestic demand for these
goods from foreign to local producers with the result that there were sig-
nificant increases in the output of simple manufactured goods as govern-
ments provided domestic producers with the foreign exchange needed to
import key intermediate inputs and capital goods. Many manufacturing
activities consisted largely of simply assembling the components of goods
produced abroad, for example, cars. Since the production of most of these
products intensively utilized the type of labor that was relatively abundant
in the newly industrializing nations, namely, unskilled labor, the adverse
effects on economic efficiency of these early import substitution efforts
were not sufficient to offset the growth effects of the import substitution
policies. Moreover, in this early period, the overvalued domestic currencies
resulting from the tight exchange controls and expansionary production
policies not only did not seem to reduce earnings from primary-product
exports significantly, but kept import prices of needed capital goods and
intermediate inputs relatively low.

As import-substitution policies continued and a number of developing
countries extended these policies to cover more and more intermediate
inputs and capital goods, the drawbacks of such a policy approach became
increasingly apparent. In particular, the hardships imposed on the export
sector began to have adverse growth effects. An overvalued currency meant
that the number of units of foreign exchange received by exporters re-
mained low while, at the same time, these producers were forced to pur-
chase more and more intermediate inputs and capital goods domestically
at high prices. The resulting squeeze on profit margins forced them to cur-
tail export production. The higher skill and technology requirements for
the more complex intermediates and capital goods and the lack of large
domestic markets needed to achieve efficient levels of production of these
goods also worsened the profit outlook for domestic producers. At the
same time, aggressive expansionary activities by governments and private
businesses fueled greater inflationary pressures, with the result that large
government budget deficits and balance-of-payments deficits became
commonplace. The ensuing budget and balance-of-payments crises were
often met by still tighter controls over exchange rates and imports and
more extensive government intervention in the economy. The net outcome
was generally a slowing in the growth rate compared to the early period of
import substitution.

Given the widespread agreement among economists today that the im-
port-substitution strategy did not work out well for most developing coun-
tries, an important question to ask is why so many economists were wrong
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in their predictions that such an approach would be successful in raising
long-run growth rates for these countries. What went wrong with our ana-
lytical thinking? In my view, two mistakes we made were an uncritical ac-
ceptance of the infant industry argument and a failure to take account
of the macroeconomic consequences of such a policy when applied to all
manufacturing.2

Consider the argument set forth earlier that new producers need to be
protected for a temporary period so they can acquire the experience and
production skills that will make them as efficient as their long-time foreign
competitors. As James Meade (1955) pointed out many years ago, the ex-
istence during the early period of production of higher costs than those of
foreign competitors is, by itself, an insufficient reason to justify tariff pro-
tection on economic efficiency grounds. If unit costs in an industry are low
enough after the learning period to yield a discounted surplus of revenues
over costs (and thus indicate a comparative advantage for the country in
producing the product), it should be possible for firms to raise sufficient
funds in the capital market to cover their initial excess of expenditures over
revenues. These circumstances are no different from those in which firms
go to the capital market for funds to cover the excess of expenditures over
receipts during the early stages of production because of the need to pur-
chase indivisible units of physical capital. Imperfections in capital markets
may prevent access to capital markets but the existence of market imper-
fections is quite a different case for government intervention than the in-
fant industry argument.

As Meade (1955) also noted, the key argument on which the infant in-
dustry case must rest relates to technological externalities associated with
the learning process. For example, consider the matter of acquiring the
knowledge about local production techniques needed to compete effectively
with foreign producers. An entrepreneur who incurs these costs of discov-
ering the best way to produce a particular good faces the problem that this
information may become freely available to other potential local producers,
who can utilize it at the same time as the initial firm but without incurring
the full costs of the knowledge acquisition. Competition from these other
producers could then either drive up factor prices or push down the prod-
uct’s price to levels where the initial firm is unable to recover its costs of gain-
ing this knowledge. Realizing that this outcome is possible, firms will be dis-
couraged from undertaking the initial knowledge-acquisition costs.3

The imposition of a temporary protective duty is, however, no guaran-
tee that individual entrepreneurs will undertake additional investment in
knowledge acquisition. An import tax raises the domestic price of a prod-

504 Robert E. Baldwin

2. Also see Krueger (1997).
3. See Baldwin (1969) for a more complete discussion of this point and its policy implica-

tions. Hausmann and Rodrik (2002) have also recently discussed the development implica-
tions of this externality problem.



uct and, from the viewpoint of the industry as a whole, makes some invest-
ments in knowledge more profitable. But individual producers still face the
same externality problem as before, namely, that other firms will copy, with
little cost to themselves, any new technical knowledge discovered by the
firm and drive the product’s price down to a level where the initial firm will
be unable to recoup its costs of acquiring this knowledge. If there were
always some technologically fixed time lag between the introduction of
a new, cheaper production technique and the change in product or fac-
tor prices caused by the entry of the firms who copy the new production
method, a duty would operate to make investment in knowledge acquisi-
tion more profitable for the individual firm in the industry. But, to make a
point too often ignored in such discussions, the speed with which firms re-
spond to market opportunities is itself a function of the level of profit
prospects. A duty will make it worthwhile for firms to incur the costs of ac-
quiring the knowledge discovered by other firms faster and also to move
into production more rapidly at high output levels. What is needed, of
course, is a subsidy to the initial entrants into the industry for the purpose
of discovering the better production techniques.

Up to the post–World War II period when some economists began to ex-
tend the infant industry argument to all manufacturing, economists had
generally framed this argument for temporary protection in partial equi-
librium terms. It focused on a single industry, and it was assumed that the
temporary import protection granted had no appreciable effect on such
macroeconomic variables as exchange rates, aggregate exports and im-
ports, and monetary or fiscal policies. Early proponents of aggressively
protecting large segments of the manufacturing sector did not fully appre-
ciate the implications of their policy suggestions on these macroeconomic
variables. They did not, for example, take sufficient account of the adverse
effects of import substitution on aggregate exports and, thus, on the for-
eign exchange earnings so essential for importing the capital goods and es-
sential intermediate inputs needed to permit the expansion of the manu-
facturing sector. Nor did they realize the extent to which government
actions to conserve foreign exchange by limiting imports of luxury con-
sumer goods would make the domestic production of these goods the most
attractive for domestic entrepreneurs and thus bias the pattern of produc-
tion in a direction that the government did not particularly want. They also
failed to appreciate the extent of the budget and inflationary pressures that
would be generated by the development actions of governments and do-
mestic producers. Indeed, it was the macroeconomic crises associated with
unsustainable import deficits for central banks, unmanageable govern-
ment budget deficits, runaway inflation, and so on that had the greater
effect in finally turning most countries away from import-substitution poli-
cies than a realization of the serious resource misallocation effects of these
policies.
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13.3 The Shift to Outward-Oriented Policies

The first group of developing countries to shift from an inward-oriented
to an outward-oriented approach to development were located in the Far
East, specifically Taiwan, Singapore, and South Korea. (Hong Kong had
long pursued open trade and investment policies.) South Korea, for ex-
ample, was characterized by extensive quantitative controls over trade and
international payments from the time it separated from North Korea in
1945 through the end of the Korean War in 1953. Inward-looking actions
continued to dominate government development policy after 1953, with an
increasingly elaborate multiple exchange rate system being established in
the attempt to deal with the problems of a large trade deficit and an over-
valued exchange rate.4 While a large currency devaluation took place in
1961 along with efforts to liberalize the trade and payments system, this lib-
eralization effort ended in 1963 as rapid inflation was fed by excessively ex-
pansionary fiscal policies and a poor crop. However, a further liberalization
effort begun in 1964 and 1965 was much more successful, so that by 1966 the
trade and payments regime was fairly liberal compared with earlier years.
The country became increasingly outward oriented as the government
adopted other policies that encouraged exports of manufactured goods.

Even though they undertook periodic attempts to liberalize their trade
and payments regimes, most other developing countries continued to fol-
low what was basically an import-substitution approach to growth until
the 1980s. However, the debt crisis of 1982 convinced many developing-
country governments that inward-looking policies were no longer sustain-
able, particularly for smaller countries. They had borrowed heavily in
international markets in order to cope with the trade-deficit problem asso-
ciated with the import-substitution approach only to find that the high and
sustainable growth rates sought still did not materialize and, instead, that
they were left with massive international debts they could no longer ser-
vice. Such traditional adherents to the import-substitution approach as Ar-
gentina, Chile, Mexico, Turkey, Ghana, and Uganda began to adopt more
outward-looking policies.

While the inability to borrow the funds needed to reestablish their im-
port-substitution regimes and the remarkable growth record of more and
more East Asian countries under outward-oriented policies were probably
the main immediate reasons for the shift in growth policy, the gradual shift
in thinking by economists both in academia and in international organiza-
tions such as the World Bank, the International Monetary Fund, and even
the United Nations Commission for Latin America in favor of outward-
looking over inward-looking policies also was an important factor.
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This change in conventional thinking by economists and policymakers
about the best policy approach to promote growth in the developing coun-
tries was significantly influenced by a series of detailed country studies
together with some cross-country statistical analyses of the import-
substitution process and by new theoretical modeling of the interactions
between trade and growth. Both the studies of commercial policies in de-
veloping countries directed by Little, Scitovsky, and Scott (1970) and by
Balassa and Associates (1971) utilized the newly formalized concept of the
effective rate of protection to compare import-substitution policies across
industries and countries.5 This concept measures protection on a value-
added basis rather than on the basis of the final price of a product and thus
takes account of the level of protection on intermediate inputs as well as
the final product. It brings out the point that, if a good is exported without
any export subsidy but the exporter must purchase protected, domestically
produced intermediate inputs, the primary factors involved in the value-
added process are actually penalized compared to free trade. Similarly, if
there are no duties on the intermediate inputs or they are lower than those
on the final product, the primary factors producing the value-added are
protected to a greater degree than the rate of protection on the final prod-
uct indicates.

Both the Little, Scitovsky, and Scott (1970) and Balassa and Associates
(1971) studies brought out the fact that the average rate of protection of
value-added in manufacturing was extraordinarily high in most developing
countries—much higher than nominal rates of protection and often ex-
ceeding 100 percent. Moreover, there was great variability among indus-
tries and broad sectors that often seemed to make little economic sense. An
extreme example was Chile’s effective rate of protection in 1961 of 2,884
percent for processed foods in contrast to 300 percent for nondurable con-
sumer goods (Balassa and Associates 1971, 54). Perhaps most important,
however, was the degree to which the studies demonstrated the discrimina-
tion against exports, mainly agricultural and mineral products. In some
countries, there actually were negative rates of protection in these sectors,
for example, agriculture in Pakistan and mining and energy in Malaysia
(see Balassa and Associates 1971, 54). Both sets of studies recommended
reducing the average levels of effective protection and, in particular, reduc-
ing the discrimination against exports.

Two other noteworthy studies of developing countries were ones directed
by Krueger (1978) and Bhagwati (1978) and by Papageorgiou, Michaely,
and Choksi (1991). These studies investigated particular episodes of in-
ward-looking and outward-looking policy actions by considering not only
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changes in levels of import protection and export subsidization but the
array of macroeconomic policies utilized by governments (e.g., monetary
policy, fiscal policy, and especially exchange rate policy) to promote import
substitution or deal with its consequences. The Bhagwati-Krueger project
focused on the effective exchange rates faced by importers and exporters,
that is, the nominal rates for imports and exports corrected for various ex-
port subsidies and for import tariffs and nontariff barriers, respectively.6

Following broad guidelines, the individual country-researchers in the Pa-
pageorgiou, Michaely, and Choksi (1991) study were asked to construct an
annual index of the degree of trade liberalization.7 Both these sets of stud-
ies reached the same conclusion as the two earlier ones, namely, that im-
port-substitution policies generally do not produce sustainable increases in
long-run growth rates and that outward-looking policies are more appro-
priate for achieving this goal. They also both go into considerable detail
about the process of moving from inward-looking to outward-looking
policies and, in particular, the sequencing of trade and exchange-rate liber-
alization and the set of other policies, such as monetary, fiscal, and compe-
tition policies, that should accompany the liberalization process.

There were also cross-country econometric studies in the 1970s and
1980s that attempted to test the relationship between trade and economic
growth. For example, using information from the country studies that he
directed, Balassa and Associates (1978) regressed the growth rate of ex-
ports on the growth of output, both including and excluding exports from
the measure of output. He found the strongest positive relationship when
exports are included as part of output, but he also found a generally sig-
nificant positive effect when exports are excluded from gross national prod-
uct (GNP). Krueger (1978, chap. 11) also finds that when the growth of ex-
ports was faster the growth of GNP was also faster. She did not find,
however, that the extent of trade and exchange rate liberalization indepen-
dently affects growth. Using data based on the indexes of liberalization in
the Papageorgiou, Michaely, and Choksi (1991) study, Kessides (1991)
runs a number of regressions relating liberalization and growth. Among
his findings are that strong liberalization episodes are associated with
higher increases in the rate of gross domestic product (GDP) growth than
weaker episodes and that countries with sustained liberalization episodes
experienced larger increases in the rates of GDP growth than countries
with failed liberalization episodes.

As this brief survey of individual country studies and cross-country sta-
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tistical analyses of inward-looking versus outward-looking policies indi-
cates, the many differences among researchers, both in the issues examined
and in the economic techniques employed, make it difficult to draw many
firm conclusions. One generalization that seems warranted is that the im-
port-substitution approach was not successful in promoting appreciably
higher growth rates on a long-run, sustainable basis for developing coun-
tries that wanted to participate in the global economy. Most countries that
used this approach were forced eventually to abandon it because of chronic
balance-of-payments and budget deficit problems. Those that have basi-
cally stuck with an inward-looking approach over the years (e.g., Pakistan,
Burma, and Zimbabwe) have had relatively lower growth rates. In contrast,
although many developing countries that switched to outward-looking
policies were also often forced to abandon these policies temporarily be-
cause of unexpected external events or domestic political pressures related
to the adjustment problems involved, those that were able to sustain these
policies over long periods seem to have grown more rapidly. Another point
that stands out in the various country studies is that outward-looking and
inward-looking policies involve much more than just trade and trade poli-
cies. For example, a willingness to welcome foreign direct investment, to
maintain market-oriented exchange rates, to keep the money supply under
fairly tight control, to constrain government budget deficits and corrup-
tion, and to control monopolistic behavior by firms and industries all seem
to be important components of outward-looking development policies.
Attempting to isolate the relative importance on growth of a particular
component such as the volume of exports or liberal versus protectionist
trade policies does not seem to make much sense, since there are complex
interrelationships among these types of policies that make them highly in-
tercorrelated. In his influential review of the various investigations of trade
and growth through the early 1990s, Edwards (1993) is especially critical of
the early cross-country statistical studies, which he argues are based on
overly simplistic theoretical models and also are flawed for various econo-
metric reasons. More recently, Srinivasan and Bhagwati (2001) have also
sharply criticized cross-country regression analyses as the basis of deter-
mining the relationships between trade openness and growth. In their view,
due to the weak theoretical foundations of most of these studies, the poor
quality of the databases they must use, and inappropriate econometric
techniques utilized in many instances, nuanced, in-depth studies of coun-
try experiences are the best approach for understanding the linkage be-
tween trade and growth.

13.4 Openness and the New Growth Theory

Under the traditional comparative-statics framework, either in the ab-
sence or presence of economic distortions, changes in trade policy lead
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only to one-time changes in levels of production, although in the real world
of economic frictions one might expect to observe the shift to new equi-
libria taking place only over a number of years. Similarly, trade-policy
changes in the standard neoclassical model of exogenous growth bring
about changes in the pattern of product specialization but not in the
steady-state rate of growth. An important analytical development in the
latter part of the 1980s and early 1990s, however, was the significant im-
provement in endogenous growth theory by such authors as Romer (1986),
Lucas (1988), and Grossman and Helpman (1991). Part of this new growth
theory focused on the relationships between international trade and
growth. One of the models of Grossman and Helpman (chap. 6) illustrates
the types of relationships stressed in the new growth theory and, in partic-
ular, how trade policy can affect growth rates. To keep the model as simple
as possible, they assume that each country is “small” in the sense of facing
fixed world prices for the two final goods produced. There are two factors
of production, human capital (skilled labor) and unskilled labor whose
supplies are fixed. One of the final goods is produced with human capital
and a fixed amount of differentiated, nontraded intermediate inputs, while
the other is produced with unskilled labor and the same bundle of inter-
mediate inputs. The nontraded intermediate inputs are produced under
monopolistically competitive conditions with both factors of production.
Constant returns to scale prevail for final and intermediate goods.

Human capital is also involved in the research and development (R&D)
activities that create new varieties of intermediate goods. These intermedi-
ate inputs are the key to increased productivity: Each final good requires a
given aggregate of intermediates but the more varieties there are in this ag-
gregate, the higher output becomes. This captures the idea that dividing
tasks into smaller and smaller parts through specialization leads to in-
creasing returns. Another important aspect of the R&D process is that it
not only produces new varieties of intermediates but also adds to the stock
of knowledge, which is nonappropriable. The greater this stock of knowl-
edge, the less the quantity of human capital needed to produce new vari-
eties of intermediate inputs. Thus, the growth process is endogenous with
R&D creating new intermediate inputs that increase the productivity of
the needed aggregate of inputs and add to the stock of general knowledge.
In turn, the larger stock of knowledge reduces the amount of human capi-
tal needed for producing new varieties of intermediates. The equilibrium
outcome is a constant rate of growth of factor productivity and a constant
rate of output growth in the sectors producing the final goods.

Now consider the effects of a tariff on the imported good. If the country
is importing the good that only uses human capital as a direct input, and
exporting the good intensively using unskilled labor, the import duty will
raise the relative domestic price of the human capital–intensive good and
via the Stolper-Samuelson theorem raise the relative wages of skilled labor
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(1941). This increase in the price of human capital will lower the level of
R&D activity by raising its costs and thus lead to a lower equilibrium
growth rate. In contrast, if the country imports the unskilled labor-
intensive goods, import protection will lower the relative wages of skilled
labor and accelerate the growth rate. Thus, in this model there is no definite
answer to whether protection increases or decreases the growth rate. It de-
pends on the pattern of imports and exports. Besides using the concept of
increasing returns as the driving force for endogenous growth, Grossman
and Helpman (1991) and other growth theorists have introduced such con-
cepts as knowledge spillovers resulting from trade in goods and foreign
direct investment as well as the ability to imitate the products of foreign
producers as engines of endogenous growth. Import protection generally
reduces growth rates under these formulations.

13.5 More Sophisticated Cross-Country Studies, 
Yet Continued Disagreement

Motivated by the improvements in growth theory, the criticisms of ear-
lier statistical analyses, and the availability of more comprehensive data
and new econometric techniques, economists devoted renewed attention in
the 1990s to more sophisticated cross-country econometric analyses relat-
ing various measures of outwardness or openness to the growth rates of
GDP or total factor productivity. Almost all of these studies find a strong
positive relationship between outward-looking policies and growth. How-
ever, in an important detailed review of the most influential of these stud-
ies in which they focus on the effects of policy-induced trade barriers on
growth rather than on the growth effects of more general measures of open-
ness, Rodriguez and Rodrik (2001, 316) express skepticism “that there is a
strong negative relationship in the data between trade barriers and eco-
nomic growth, at least for levels of trade restrictions observed in practice”;
moreover, they “view the search for such a relationship as futile.” A unique
feature of the Rodriguez and Rodrik analysis is that they use the various
authors’ actual data sets in undertaking various tests of the robustness of
their results. The rest of this section examines the main studies reviewed by
Rodriguez and Rodrik (1999) and considers the criticisms they make of
these studies.

As Rodriguez and Rodrik point out, one of the most widely cited statis-
tical investigations of outward orientation and growth is by Dollar (1992).
(This paper was not covered in Edwards’ 1993 review.) Dollar bases his
measure of outward orientation on estimates of the comparative price lev-
els in ninety-five countries of an identical bundle of consumption goods
calculated by Summers and Heston (1988). As a means for eliminating that
part of the differences in prices among countries due to country differences
in the prices of nontradables, Dollar first regresses their price estimates on
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the level and square of GDP per capita as well as regional dummies and
then compares the predicted price levels from this regression with the Sum-
mer and Heston prices. The argument is that if factor prices are not equal-
ized, the relative prices of nontradables should vary systematically with
differences in relative factor endowments. Since good data on relative fac-
tor endowments are not available for most less developed countries, he uses
per capita income as a measure of per capita factor availability. Even with
this procedure, he still finds significant anomalies for some countries with
respect to the degree of trade distortion produced by his comparative price
measure. However, when he combine this trade-distortion measure with a
measure of the degree of volatility of exchange rates, he finds that the num-
ber of anomalies declines substantially.

Trade economists have often explored the possibility of measuring the
degree of import protection or export subsidization by comparing domes-
tic prices across countries for specific traded goods. However, this has gen-
erally been rejected as an adequate method of measuring trade barriers,
since even for physically identical goods for which detailed direct informa-
tion on levels of protection or subsidization exists, price differences are
generally not good measures of differences in the degree of trade distor-
tions. Given this result and the rather rough method used to purge the
effects of the prices of nontradables in the Summers and Heston price mea-
sures, it is not surprising that Dollar finds that his price indexes do not yield
reasonable results for a number of countries. Combining these indexes with
a measure of the volatility of exchange rates may give more reasonable re-
sults but, as Rodriguez and Rodrik argue, his variability index seems to be
more a measure of economic instability at large rather than of trade orien-
tation alone.

To test for the relationship between growth and his measures of outward
orientation, Dollar regresses growth in per capita income in ninety-five
countries averaged over the period 1976–1985 on his trade-distortion and
exchange rate volatility measures as well as on the rate of investment in
these countries over the same period. He finds that the higher the level of
trade distortion and the greater the exchange rate variability for a country,
the lower the rate of per capita GDP growth. Rodriguez and Rodrik not
only have some theoretical criticisms of Dollar’s trade distortion index as
an appropriate measure of trade restrictions but find that the regression re-
sults for this index are not very robust to alternative specifications of the
growth equation. For example, when dummy variables are added for Latin
America, East Asia, and sub-Saharan Africa, the trade distortion measure
is not statistically significant. Adding initial per capita income and level of
education reduces the explanatory power of this variable even more. Fur-
thermore, when Rodriguez and Rodrik use the latest revision of the Sum-
mers and Heston database for the same countries and time period covered
by Dollar, the trade distortion index is not significant and has the wrong
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sign even without the addition of regional dummies. However, the ex-
change rate variability index continues to be negative and statistically sig-
nificant under all specifications with both the new and old databases. Thus,
while Dollar has shown that exchange rate variability is negatively associ-
ated with growth rates, I agree with Rodriguez and Rodrik that he has not
demonstrated that outward orientation as one would expect this to be
affected by trade policies is significantly related to economic growth in the
developing countries he studied.

The next, equally influential study critiqued by Rodriguez and Rodrik
is by Sachs and Warner (1995). These authors construct a 0-1 dummy of
openness for seventy-nine countries that takes a 0 if any one of the follow-
ing five conditions holds over the period 1970–1989: average tariff rates are
over 40 percent on capital goods and intermediates, nontariff barriers
cover 40 percent or more of imports of capital goods and intermediates, the
country operates under a socialist economic system, there is a state mo-
nopoly of the country’s major exports, and the black-market premium on
its official exchange rate exceeded 20 percent in the 1980s or 1990s. A value
of 0 is viewed as indicating a closed economy, while a value of 1 indicates
an open economy. Controlling for such variables as the investment rate,
government spending as a fraction of GDP, secondary and primary
schooling, and number of revolutions and coups, Sachs and Warner find
their openness index to be positively related to the growth rate of per capita
GDP in a statistically significant sense.

In reanalyzing the Sachs and Warner data, Rodriguez and Rodrik find
that two of the five indicators provide most of this statistical significance:
the existence of a state monopoly of the country’s major exports and a
black-market foreign exchange premium of more than 20 percent. (Neither
the measure of tariff levels nor the coverage of nontariff trade barriers is
statistically significant when the different indicators of openness are en-
tered separately.) Moreover, they note that the state monopoly variable
covers only twenty-nine African countries undergoing structural adjust-
ment programs in the late 1980s and early 1990s, and therefore is virtually
indistinguishable from the use of a sub-Saharan Africa dummy. As for the
statistical significance of the black-market premium, they argue that this
indicator is likely to be a measure of policy failure due to many other rea-
sons besides simply trade policy.

Another paper critiqued by Rodriguez and Rodrik is one by Edwards
(1998), the author of the previously mentioned review of the various stud-
ies on the trade and growth through the 1980s and early 1990s (i.e., Ed-
wards 1993). One of Edwards’ main criticisms in the 1993 paper of the
cross-country statistical studies in that period is their failure to test in a sys-
tematic way for the robustness of the results obtained. In his 1998 paper,
Edwards tries to remedy this shortcoming. He tests the robustness of the
extent to which nine different measures of trade policy are related to total
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factor productivity growth. His nine measures of openness are (a) the
Warner-Sachs index just discussed; (b) a subjective World Bank classifica-
tion of trade strategies; (c) Learner’s (1988) index of openness based on the
residuals from regressions explaining trade flows; (d) the average black-
market premium on a country’s official foreign exchange rate; (e) average
levels of import tariffs calculated by UNCTAD and taken from Barro and
Lee (1994); (f) the average coverage of nontariff trade barriers taken from
the same source; (g) a subjective index of trade distortions formulated by
the Heritage Foundation; (h) the ratio of taxes on imports and exports to
total trade; and (i) a regression-based index of import distortions calcu-
lated by Wolf (1993). He regresses these nine different measures of open-
ness on estimates that he calculates of ten-year averages of total factor pro-
ductivity from 1960 to 1990 for ninety-three developed and developing
countries. Controlling for initial per capita GDP in 1965 and the average
number of years of education in 1965, he finds that six of the nine measures
of openness are statistically significant in the expected direction.

Rather ironically, given Edwards’ emphasis on the need to test for ro-
bustness by using alternative specifications, Rodriguez and Rodrik find
that his results are heavily dependent on the fact that he weighs his regres-
sions by per capita GDP. If one weighs by the log of per capita GDP and
uses White’s (1980) method of dealing with the heteroscedasticity problem,
the number of Edwards’ nine openness measures that are significant drops
to four out of nine. The four significant openness measures that are signif-
icant when White’s correction for heteroscedasticity is used are the World
Bank’s subjective classification of trade regimes, the black-market ex-
change rate premium, the subjective index of trade distortions calculated
by the Heritage Foundation, and the ratio of trade taxes to total trade.
With respect to the latter variable, Rodriguez and Rodrik find that recal-
culating this variable based on more recent data than was not available to
Edwards fails to yield a significant sign when introduced into the regres-
sion on total factor productivity. They also note that the Heritage Foun-
dation index was calculated for trade restrictions existing in 1996, whereas
Edwards’ estimates cover the decade of the 1980s. When they calculate a
similar index that is based on 1980s data, it is no longer statistically signif-
icant in explaining the growth rate of total factor productivity. They also
object to the use of this measure as well as the one from the World Bank as
being subjective measures that they believe are “apparently highly con-
taminated by judgement biases or lack robustness to use of more credible
information from alternative data sources” (Rodriguez and Rodrik, 2000,
301). Finally, as mentioned earlier, they regard changes in the exchange
rate premium as being influenced more by basic macroeconomic policies
than trade policies.

Two additional recent papers on the subject are by Frankel and Romer
(1999) and by Dollar and Kraay (June 2001). Frankel and Romer directly
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address the question: Does trade cause growth? Like others, they point out
that the ordinary least squares (OLS) regressions of per capita income on
the ratio of exports or imports and other variables, which generally find a
positive relationship between trade shares and income per person, may not
indicate the effect of trade on growth due to the endogeneity of the trade
share. Countries whose incomes are high for reasons not related to trade
may have high trade ratios. They therefore use geographic characteristics
of countries that they believe are not influenced by incomes or government
policies and other factors affecting income to obtain instrumental vari-
ables estimates of trade’s effect on income. Specifically, they include in their
trade equation the size of countries, their distance from each other,
whether they share a border, and whether they are landlocked. Their main
finding is that there is no evidence that OLS estimates overstate the effects
of trade. They are careful to point out, however, that this does not mean
that changes in trade resulting from policy actions affect growth in the
same manner as from their geographic variables, because there are many
different mechanisms by which trade can affect income. But they argue (see
Frankel and Romer 1999, 395) that the effects of geography-based differ-
ences in trade are “at least suggestive about the effects of policy-induced
differences.”

Rodriguez and Rodrik also critique this paper and argue that the geo-
graphically constructed measure by Frankel and Romer may not be a valid
instrumental variable. The reason is that geography is likely to be a deter-
minant of income through many more channels than just trade. For ex-
ample, distance from the equator affects public health and thus productiv-
ity through exposure to various diseases. When they include distance from
the equator or percentage of land in the tropics, or a set of regional dum-
mies in the Frankel and Romer instrumental variables income regressions,
their constructed trade-share variable is no longer statistically significant.
However, Frankel and Romer report that when they also include distance
from the equator as a control variable there is still no evidence that OLS re-
gressions overstate the influence of trade on income.

The final paper considered here is one by Dollar and Kraay (2003). The
unique feature of their regression analysis is its focus on within-country
(rather than cross-country) decadal changes in growth rates and changes
in the volume of trade. Because of this approach, the authors maintain that
their results are not driven by geography or other unobserved country
characteristics that influence growth but vary little over time. They also ar-
gue that their instrumentation strategy deals with the possibility of reverse
causation from growth to trade. Their data consist of 274 observations
over three decades from roughly 100 countries.

Dollar and Kraay find a strong and significant positive relationship be-
tween changes in trade and changes in growth. Moreover, they believe
“that we can at least cautiously ascribe some of the growth effects of trade
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to underlying trade liberalizing policies that countries have undertaken”
(Dollar and Kraay 2003, 151). However, when they introduce institutional
factors along with trade as explanatory factors of changes in growth, they
find it difficult to disentangle the partial causal effects of institutions and
trade separately, using these factors as instruments. They conclude, there-
fore, “that both trade and institutions are important in understanding
cross-country differences in growth rates in the very long run, but the avail-
able cross-country variation is not very informative about the relative im-
portance of each” (Dollar and Kraay 2003, 161).

13.6 Conclusions

What are we to conclude from this survey of empirical studies about the
relationships between openness and growth, besides the fact that there is
disagreement among economists on the matter? As noted in the introduc-
tory section, a key reason for the disagreement seems to relate to differ-
ences among authors in what they mean by the concept of openness. Ro-
driguez and Rodrik, for example, focus on the relationship between growth
and trade openness, as reflected by “policy-induced barriers to interna-
tional trade” (2001, 264). In appraising the various studies they cover, they
consider levels of import duties and measures of the restrictiveness of non-
tariff barriers to be the most appropriate indicators of trade openness.
They are aware, however, of the limitations of the existing measures of
these indicators of trade openness. Simple tariff averages weighted by im-
ports tend to underweight the restrictiveness of high tariffs due to the low
level of imports. (A tariff so high that there are no imports is a case in
point.) Available comprehensive measures of nontariff barriers only mea-
sure the number of different types of nontariff trade barriers that a coun-
try has introduced and thus do not distinguish between the degrees of re-
strictiveness of these measures.

In contrast to Rodriguez and Rodrik, most authors both of studies of de-
velopment episodes in particular countries and of statistical analyses of
such periods across a large number of countries study much more than just
the effects of trade policies. The country studies led by Bhagwati and
Krueger and Papageorgiou, Michaely, and Choksi, for example, specifi-
cally focus on exchange rates as well as trade barriers and also examine the
monetary, fiscal, and regulatory policies that accompanied market-
opening or market-closing episodes. This is why these writers as well as
those undertaking cross-country statistical studies describe the effects of
the policies they are studying on a country in terms of such broad phrases
as its outward orientation and openness in describing the policies they are
studying. However, according to Rodriguez and Rodrik: “To the extent
that the empirical literature demonstrates a positive causal link from open-
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ness to growth, the main operational implication is that governments
should dismantle their barriers to trade” (2001, 264).

Most of the authors of this literature would, I think, strongly object to
this narrow interpretation of the policy implications of their work. While
they generally favor the reduction of high tariff and nontariff barriers in de-
veloping countries, these authors also call for other policy changes aimed
at eliminating large government deficits, curtailing inflationary monetary
policies, maintaining market-oriented exchange rates, increasing competi-
tion among domestic firms, reducing government corruption, improving
the educational system, strengthening the legal system, and so forth. As the
country studies have clearly demonstrated, not only are high tariff levels
usually associated with highly restrictive nontariff measures, export sub-
sidies to selected sectors, overvalued exchange rates, large government
deficits, extensive rent-seeking and corruption, unstable governments, and
so forth; but significant reductions in trade barriers are also accompanied
by important liberalization efforts in these nontrade policy areas. The ex-
tensive multicolinearity among the policy variables affecting these con-
ditions is the reason that researchers who undertake both cross-country
statistical analyses and individual country studies often try to combine
various policies into a single index of economic openness or use broad
openness measures such as price differences that clearly are affected by
much more than just trade policies affecting the individual commodities.

The general strategy followed by Rodriguez and Rodrik in critiquing the
various studies involves examining the individual components of the gen-
eral measures of openness used by the authors to find out if the tariff and
nontariff trade components in these measures are by themselves related to
economic growth in a statistically significant manner, determining if intro-
ducing plausible additional variables not directly related to trade policy
changes the significance levels of the trade variables, and exploring whether
modifying the econometric techniques followed in a seemingly reasonable
manner results in a loss of significance of the trade variables. As the sum-
mary of their findings presented in this paper show, they generally find that
tariffs and nontariff coverage either are not statistically significant by
themselves or lose their significance when other variables are added in the
regression equations or different econometric techniques are utilized.

It is quite true that those recommending changes in economic policies in
developing countries sometimes make statements implying that just lower-
ing trade barriers will raise growth rates, and we should be grateful to Ro-
driguez and Rodrik for pointing out that the available empirical evidence
does not support this claim. Of course, the quality of the existing data on
the restrictiveness of tariffs and nontariff trade barriers is so poor that
when better data become available we may find this relationship may in-
deed hold under certain circumstances. But it is a caricature of the posi-
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tions of most economists in academia or in governmental institutions to
maintain that they fail to realize and recommend the necessity of policy
changes beyond just those covering trade to stimulate sustained increases
in growth rates. Especially since the Bhagwati and Krueger and Papageor-
giou, Michaely and Choksi country studies, economists have emphasized
the need, as a minimum, for a stable and nondiscriminatory exchange rate
system and the need for prudent monetary and fiscal policies and corrup-
tion-free administration of economic policies for trade liberalization to be
effective in the long run.

The evidence that a general policy position of openness is preferable to
long-run economic growth than an inward-looking policy stance should
not be interpreted, however, as implying that no government interventions,
such as selective production subsidies or controls on short-term capital
movements, are appropriate at certain stages of development. We know
from the individual country studies that policymakers in some economies,
such as South Korea, in shifting from policies favoring import-substitution
policies to an outward-oriented policy approach actively intervened to
promote exports. Some authors maintain that they succeeded in spite of
these interventionist activities due to the predominance of liberalizing
policies, but it may be that some of these government actions actually
helped to raise growth rates. In my view, the individual country and cross-
country studies support the conclusion that, on balance, general economic
openness is much more favorable to growth than a general inward-looking
economic approach but that some policies regarded as causing static eco-
nomic distortions may be appropriate at certain times and under various
circumstances. As Rodrik (2002) argues in an introductory essay to a series
of country studies he has organized, we urgently need more studies that try
give guidance on just what these times and circumstances are. One type of
study that should be undertaken more extensively is the careful monitor-
ing of the direct and indirect effects of liberalization measures from the
outset of their introduction.

The statistical finding that increases in exports and increased growth are
generally positively related in a significant statistical sense also involves the
problem of causation. The export increase may be result of trade policy
changes, other nontrade policy actions, or forces unrelated to a govern-
ment’s policy actions. As noted earlier, the export increase also may be the
consequence of economic growth rather than the cause. Furthermore, the
use of exports as an openness measure has the drawback of being a com-
ponent of GDP, the usual measure of economic growth.

Consequently, as Rodriguez and Rodrik argue, not only does the search
for the relationship between trade barriers and growth seem futile, but it
does not even seem to make much sense to investigate what the empirical
evidence is on this relationship in view of the complex interrelationships
between trade policy and other government policies and various macro-
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economic variables when one is talking about trade policy actions covering
a wide group of goods (e.g., manufactures) rather than a particular indus-
try. Actually, most of the country studies, particularly the later ones, have
been concerned with government policies that cover much more than nar-
rowly defined trade barriers to international trade.

It is true that developing countries are often given the policy advice that
decreasing trade barriers is a more effective way of achieving higher sus-
tainable rates of growth than tightening trade restrictions. But those giving
such advice also emphasize the need, as a minimum, for a stable and
nondiscriminatory exchange rate system and usually also the need for pru-
dent monetary and fiscal policies and corruption-free administration of
economic policies for trade liberalization to be effective in the long run. It
seems to me that the various country studies do support this type of policy
advice and that the cross-country statistical studies do not overturn this
conclusion. But the recent critiques of these latter studies demonstrate that
we must be careful in attributing any single economic policy, such as the
lowering of trade barriers, as being a sufficient government action for ac-
celerating the rate of economic growth.
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Comment Simon Commander

The paper provides an elegant and insightful tour d’horizon of the main
findings of the substantial literature concerned with the relationship be-
tween openness and growth.

It takes a critical look at the swings in the intellectual pendulum that first
emphasized infant-industry arguments and then gave preference to more
open regimes. Throughout, the paper rightly emphasizes the importance
of placing trade policy in the context of other policies, including macro-
economic policy and the business environment more generally.

Trade barriers are—at the least—likely to distort resource allocation by
shifting relative prices; at the worst, they lead to lower or unsustainable
growth. In endogenous growth models, growth should be raised by lower
barriers to trade. The size of effect will presumably depend on technology
externalities, investment, and learning effects. The elements of the virtuous
circle are not broadly in question, although their empirical identifica-
tion—as the paper indicates—remains more problematic. However, it is
quite possible that, depending on initial factor endowments and technol-
ogy, some countries may have lower growth with lower trade barriers. As
Baldwin acknowledges, there may be cases where greater openness can im-
pede growth—say, through initial lack of technological development re-
sulting in specializations that lower growth—but these are ultimately vari-
ations around the infant-industry argument.

Over the past twenty years trade opening has, at least in principle, been
a central part of the policy talk and, sometimes, conditionality of multi-
lateral lenders—such as the World Bank—when dealing with developing
countries (although how hard such conditions have been enforced is an-
other matter). More than a few claims for the positive impact of such mea-
sures on performance have been made, whether using cross-country anal-
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ysis or case studies. Yet the results, particularly from the former, have been
curiously unsatisfying.

In common with some other recent and skeptical research—principally
Rodriguez and Rodrik (2000) and Srinivasan and Bhagwati (2001)—this
paper suggests that we can expect relatively small returns to further inquiry
into this relationship from cross-country regressions. It suggests that coun-
try-level studies may yield more robust conclusions. It would be helpful to
understand quite how that would be the case; what sort of empirical strate-
gies could usefully be employed, and how to avoid the standard problem of
local detail defying generalization. In this regard, it would surely make
sense for focus to be placed on specific episodes of protectionism or liber-
alization and to try and understand better their consequences.

A significant part of the paper is largely a critique of one particular re-
search strategy—cross-country analysis—and the robustness of its find-
ings. Indeed, it is striking that even some of its most devoted practitioners
now acknowledge the relatively meager harvest. Thus, Easterly and Levine
(2001), in reviewing more than a decade of empirical work on growth, re-
cently concluded that the residual rather than factor accumulation ac-
counts for most differences in growth across countries but that total factor
productivity is still largely a black box. National policies—including the
trade regime—do affect growth, but to what extent is unclear, as is the ex-
tent to which any positive effect is contingent on consistency with other
policies. However, despite the ambiguity of the cross-country empirical re-
sults, the fact remains that countries with significant and sustained trade
barriers have performed relatively poorly.

Why, then, has this literature found this central empirical relationship to
be such a bar of soap? This is clearly partly a question of measurement and
the quality of data; partly a problem of chronic endogeneity; partly a prob-
lem of omitted variables bias; and partly a problem of the inability to dis-
entangle adequately the effect of other—and possibly enabling—policies.
Certainly, the data sets used in these cross-country regressions have diffi-
culty in picking up marginal changes in trade regimes, while large-order
reforms may simply reflect a response to a wider pathology of problems.
Moreover, there are likely to be major problems in identifying the precise
weight of trade policies when other significant reforms are being imple-
mented more-or-less contemporaneously. Indeed, perhaps the strongest
result that flows from this literature is that the use of trade restrictions
(whatever their precise form) tends to be part of a broader pathology of
policies that generally limits growth. Fiscal imbalances, multiple exchange
rates with black-market premia, and other domestic controls have mostly
been observed alongside trade barriers. The causation may be complex,
however.

Any robust association between openness and performance appears to
be contingent on a number of factors, including country, region, and other
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attributes. Rodrik (2002) has argued that trade plays a secondary role com-
pared to deeper factors, such as institutions and geography. Obviously,
these relationships are not one-way—good institutions generate trade,
openness yields better institutions, and so on. However, causality is again
difficult to sort out, particularly in cross-country work, not least because
of difficulties in measuring institutional performance, let alone the time
frame in which changes in institutional performance occur.

The difficulties in pinning down these relationships can be understood
from an interesting example. Suppose that openness is also associated with
more volatility or income risk—a proposition advanced, inter alia, by Ro-
drik (1998). (Quite why this should necessarily be the case needs more sub-
stantiation). Governments may choose to reduce that volatility through
spending programs. Indeed, the argument has been that the growth of
transfer programs (or the welfare state) post-1945 in Western Europe was
primarily with the objective of lowering citizens’ exposure to risk and
was—in a political economy sense—a necessary condition for sustaining
trade opening. As such, the causality was from openness to government
size. However, if we believe Barro and Sala-i-Martin (1995) and others’
findings, government size would in due course negatively affect growth.
Thus, any positive effect of openness on growth would, to some extent, be
offset by this negative effect from size to growth.

How robust has been the hypothesized (positive) association between
openness and government size and the (negative) association between gov-
ernment size and growth? Using pooled data with ten-year averages for
over 130 countries for the period from the early 1960s to the mid-1990s, it
transpires that evidence for government stabilizing through consumption
holds only for low-income countries.1 The finding is not robust for either
high- or middle-income countries. Further, the low-income finding could
be interpreted in terms of inertia or persistence rather than as the conse-
quence of an active policy of risk mitigation. The negative association be-
tween government size to growth seems robust when specifying size in
terms of government consumption. However, this is a far from complete
measure of government (commonly excluding off-budget items and/or cov-
erage of public enterprises), and if size responds to openness through re-
distribution (transfers) it would not necessarily capture what we are after.
Again, it would seem that work with large cross-country data sets yields
ambiguous, if not misleading, results.

That the empirical relationship between openness and performance has
not stood up particularly well when using large numbers of pooled obser-
vations or countries seems clear. Does this type of approach fare better
with smaller samples with, say, more common initial conditions?
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The obvious experiment here is the transition countries. All started with
common ownership and control regimes, administered prices and trade or-
ganized on the basis of Council for Mutual Economic Assistance (CMEA)
prescription. These partly mimicked some view of comparative advantage,
but with a binding restriction that trade had to be conducted intra-CMEA.
Over ten years ago, these barriers came tumbling down, albeit with differ-
ent degrees of liberalization across country and region. Growth has since
varied widely across countries and regions.

How do trade variables fare in explaining comparative performance?
“Not very well” seems to be the answer. As usual, these models are sensi-
tive to specification error through omitted variables, high multicollinearity
between exogenous variables, and so on. Further, the scale of reform and
structural change has meant that it is very difficult to unpick the relative
contributions of specific policies to growth; everything is pretty much jum-
bled up with everything else. Moreover, while most countries—barring the
obvious laggards (Uzbekhistan, Belarus, Turkmenistan)—generally have
low barriers to trade (import tariffs ranging between 5 and 10 percent),
nontrivial other restrictions on trade have commonly been imposed on
particular products and sectors generally in response to lobbying by vested
interests, while licensing and other restrictions further hold back trade. In
short, trade policy on the ground remains quite discretionary. These sorts
of things necessarily evade the trade measures often used in cross-country
work.

However, there appears to be a strong and positive association between
export market growth and growth,2 and this seems to be closely linked to
large-order trade reorientation toward the European Union. Aside from
trade in natural resources (a large part of the Russian story), export growth
has in turn been associated with prior product upgrading and investment,
commonly by foreigners, itself the product of greater openness. By con-
trast, trade and other investment barriers (e.g., high bribe taxes and the
like) limit restructuring, investment (including by foreigners), and quality
upgrading. In turn, productivity improvements remain small or absent, as
do export opportunities. Clearly, any solutions must necessarily embrace a
great deal more than trade policy.

Finally, the transition experience highlights not so much the infant-
industry issue, but the problem of declining sectors and whether trade pol-
icy can be sensibly used to cushion or smooth restructuring costs—a fac-
tor of considerable relevance when job destruction is likely to be large. The
welfare costs associated with using trade policy rather than targeted bud-
getary subsidies would, of course, be larger. The evidence suggests that
protection has not been a general policy response for declining sectors.

524 Robert E. Baldwin

2. Export market growth being adjusted for the share of exports in GDP; see Christoffer-
son and Doyle (1998).



In short, any review of the growth and openness literature demonstrates
that more open trade regimes go hand in hand with good investment cli-
mates and other virtuous features, and vice versa. But—as Baldwin’s paper
confirms—measuring the impact of trade policy and/or openness on
growth using cross-country regressions has generally proven a rather un-
rewarding, and occasionally misleading, exercise. The challenge is to work
out at what level of disaggregation such inquiry can best proceed.
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I
The Critics





1.1 Introduction

In Shakespeare’s King Richard III (act 1, scene 3, line 351), the Duke of
Gloucester hires two men to do away with a rival and encourages them to
do it quickly, so the victim will not have the chance to plead for mercy and
perhaps “move [their] hearts to pity.” The first murderer reassures the
Duke, “Fear not, my lord, we will not stand to prate [prattle]; talkers are no
good doers.”

This paper is about the critics of the “doers” of globalization. A variety
of concerns motivate these critics, but the common thread is the belief that
the distribution of globalization’s benefits is unbalanced and that this is the
inevitable result of policies and processes that are undemocratic and,
therefore, illegitimate. The critics want the doers to stop and talk. The do-
ers dismiss the critics’ concerns as unrelated to economic globalization or
as misinformed and misguided; they want to keep doing as they have been
doing. This paper describes who the critics are, where they came from,
what they want, and how economists, policymakers, and others might un-
derstand them better.

Until recently, globalization’s critics likely would have sympathized with
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the Duke’s intended victim, feeling that they could not get a word in edge-
wise before the forces of globalization rolled over them. Many proponents
of globalization did not want to talk or even listen. Activists responded by
mounting large street protests at each major meeting of the key interna-
tional organizations—the World Trade Organization (WTO) in Geneva
(1998) and Seattle (1999); the International Monetary Fund (IMF) and
World Bank in Prague and Washington, DC (2000); the Free Trade Area
of the Americas (FTAA) in Quebec (2001); and the Group of Eight (G8) in
Genoa (2001). Also because slogans (e.g., “Fifty Years is Enough,” “Fix it
or nix it,” “Dump the debt,” “People over profits,” “Jobs with justice,” or
“Another world is possible”) fit on posters better than elaborate plans to
change the world, their demands often seemed more strident than they are.

Although the protesters in the streets represent a number of different
movements, they share, in the words of one critic, “a belief that the dis-
parate problems with which they are wrestling all derive from global de-
regulation, an agenda that is concentrating power and wealth into fewer
and fewer hands” (Klein 2000, 19). Above all else, the disparate elements
of this broad “Mobilization for Global Justice,” as a major umbrella coali-
tion is called, are held together by a concern that the process by which glob-
alization’s rules are being written and implemented is undermining democ-
racy at both the national and international levels. Under this umbrella of
shared concerns, the various groups tend to cluster around one of three is-
sues as a focus of their particular globalization critique.

• The environment
• Human rights and worker rights
• Inequality and poverty (particularly in developing countries)

Economists and policymakers might recognize some of these concerns
as relating to environmental externalities, imperfectly competitive labor
markets, or inadequate distributional mechanisms. But when the activists
and protesters claimed credit for killing the Multilateral Agreement on In-
vestment in 1998 and for blocking a consensus to launch new multilateral
trade negotiations in Seattle in 1999, the initial response from many doers
was a backlash against the anti-globalization backlash. In some quarters,
there was a tendency to circle the wagons and to reject compromise as the
first step down the slippery slope towards protectionism.

One step in moving beyond the dialogue of the deaf is to orient the crit-
ics’ concerns in terms of potential market failures that economic analysis
already recognizes. A second is to recognize that not all of the critics are
anti-globalization, some are, but others are not. With the end of the Cold
War, some see anti-globalization as a new front in the long-running battle
between socialism and capitalism. But other critics, including many with a
religious orientation, are strongly internationalist and want to see global-
ization proceed, albeit under different rules. We will refer to these latter
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critics as the “alternative globalization movement.” We will reserve the
“movement” for the full spectrum of activists opposed to current global-
ization trends.

This paper will attempt to identify important groups involved in the al-
ternative globalization movement. It will also attempt to sketch a picture
of the key issues and concerns that motivate them in a way that is broadly
representative and intelligible to economists.1 In so doing, we hope to cap-
ture the concerns of Southern as well as Northern groups and to analyze
the issues that divide as well as bring them together. Finally, we will analyze
key elements of the critiques of current globalization and representative al-
ternative proposals, assessing both their merits and weaknesses.

The sections on the roots of the movement and who the critics are cast a
rather wide net, but the presentation and analysis of what the critics want
focuses on key groups that have offered alternatives, detailed recommen-
dations, or specific critiques. We will address only in passing the true anti-
globalizers, those who might be characterized as localists on the left and
nationalists on the right.2

1.2 The Roots of the Alternative Globalization Movement

Poverty, inequality, human rights, and protection of the environment are
hardly new issues. Transnational advocacy on human rights by non-
governmental organizations (NGOs) predates World War I, going back at
least to the anti-slavery movement of the eighteenth and nineteenth cen-
turies (Keck and Sikkink 1998; Lorenz 2001). The International Labor Or-
ganization (ILO), created to protect the peace by promoting social justice,
was founded in 1919 and is the only surviving League of Nations institu-
tion. The Universal Declaration on Human Rights by the United Nations
(UN) dates to 1948. Concern for the environment is a more recent issue for
global activists, but it is one that has grown rapidly since the first UN con-
ference on the environment in 1972. The NGO involvement in poverty and
development issues has traditionally been more on the operational side,
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raising and distributing funds and planning projects, particularly emer-
gency relief. Transnational-policy advocacy on behalf of poor people in
poor countries emerged more recently as a result of the debt crisis and in-
creased involvement in development policy on the part of the international
financial institutions.

Thus, Mobilization for Global Justice and the similar groups that have
been dogging international meetings and summits for the past five years
represent a coming together of several advocacy strands that have been op-
erating on largely separate tracks for a number of years. Demands by civil
society to be included in international rule making on economic issues
emerged as a response to the expanding scope of that rule making into in a
broad range of regulatory areas. That is, groups focusing on environmen-
tal issues, human rights, and development issues began to come together in
the 1990s because they perceived that pro-globalization priorities were im-
pinging upon their own and, therefore, that they had a common interest in
challenging both the substance and the process as the rules governing
globalization were developed. In addition, the development of communi-
cations technology that could handle large amounts of information facili-
tated the task of transnational and cross-issue organizing. A brief sum-
mary of the evolution of each of the strands follows.

1.2.1 The Environment

Since the creation of the UN Environmental Program (UNEP) at the
global Conference on the Human Environment in 1972, the UN has been
a key institutional focus for transnational advocacy on environmental is-
sues ranging from fisheries, forestry, and other resource management to
combating the ozone hole and global warming. Almost from the begin-
ning, NGOs were recognized as playing an important role in the process,
in part because many of them bring technical expertise that would other-
wise not be available (UNEP 2001). Just a year after UNEP was created,
an NGO office was established to oversee civil society participation in its
activities. Today, there are roughly 200 multilateral environmental agree-
ments, with representatives of civil society often playing an important role
in various aspects of negotiation and implementation.3

An ambitious attempt to integrate environmental issues under the sus-
tainable development rubric was made at the 1992 UN Conference on En-
vironment and Development (UNCED) held in Rio de Janeiro, Brazil,
with extensive involvement from NGOs. The UNEP estimates that repre-
sentatives from 800 NGOs from 160 countries were present in Rio, reflect-
ing as well their intense involvement in planning the conference (UNEP
2001). The UNCED resulted in an action plan for addressing a long list of
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environmental problems, dubbed “Agenda 21,” as well as the founding of
the Commission on Sustainable Development (CSD) to monitor imple-
mentation of the (largely voluntary) commitments. In order to facilitate
their ongoing involvement, an NGO steering committee was created by
the CSD and roughly 400 groups were accredited as of the end of 2001. A
decade later, tens of thousands of public- and private-sector representa-
tives are expected to gather in Johannesburg, South Africa, to review (lim-
ited) progress and to discuss the next phase of implementation, but plan-
ning has been marred by sharp disagreements over the responsibility of
developed countries to increase resource transfers to poor countries for de-
velopment and environmental protection, as well as the relative rights and
responsibilities of multinational corporations in sustainable development.

1.2.2 Human Rights and Worker Rights

Like environmental groups, human rights groups have traditionally fo-
cused on governments and the UN regarding the promotion of universal
norms and standards. In the 1970s and 1980s, however, transnational ad-
vocacy groups involved in the fight against apartheid in South Africa, frus-
trated by the unresponsiveness of governments, turned their attention di-
rectly to corporations. After years of futilely pushing governments and the
UN to formally impose sanctions on the apartheid regime, activists turned
to pressuring multinational corporations operating in South Africa as a
second-best conduit for pressuring the government there. At a minimum,
activists such as Leon Sullivan hoped that the code of corporate conduct
bearing his name would improve the day-to-day lives of black workers
under apartheid. Many of the groups that are active today in the anti-
sweatshop movement—including the Interfaith Center for Corporate Re-
sponsibility, the Investor Responsibility Research Council, and Reverend
Sullivan—have their roots in the anti-apartheid movement, as do many of
the tactics used today, such as corporate codes of conduct, shareholder res-
olutions, boycotts, and other market-based campaigns to promote change.

1.2.3 Development and Poverty

Groups concerned with human rights, particularly of indigenous
peoples, and the environment in developing countries turned their atten-
tion to the international financial institutions in the 1980s, beginning with
criticism of the World Bank for ignoring the environmental and human
consequences of its large infrastructure projects and for failing to consult
with local people affected by those projects. The IMF became a target
somewhat later as policies developed to respond to the debt crisis, triggered
by Mexico in 1982, failed either to resolve the debt problem quickly or to
restore economic growth. In the 1990s, many of these concerns coalesced
around the issue of debt relief and Jubilee 2000, which began in the United
Kingdom, and became a global phenomenon, fronted by rock stars and
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consulted by world leaders (Birdsall, Williamson, and Deese 2002). Criti-
cism of the IMF, in particular, escalated sharply in the late 1990s when
many mainstream economists were questioning their response to the Asian
financial crisis as well as the Fund’s earlier push for increased capital-
market liberalization in developing countries without prudential regula-
tions in place.

1.2.4 The Trade System and Social Issues

The General Agreement on Tariffs and Trade (GATT) was created in
1948 as a mechanism for contracting parties to multilaterally negotiate re-
ductions in trade barriers. It was regarded by affiliated governments and
most observers as relatively effective in unwinding the high Depression-era
tariffs that lingered after World War II, but as relatively weak in settling
disputes over more difficult issues, such as agricultural protection and non-
tariff barriers (Elliott and Hufbauer 2001). Thus, for most of its first forty
years, it was largely ignored by advocacy groups. In this period, neither
governments nor civil society groups particularly challenged the notion
that the major constituencies that needed to be consulted about trade ne-
gotiations were business and organized labor. The dynamics of trade ne-
gotiations changed dramatically in the 1990s, however, particularly after
conclusion of the Uruguay Round negotiations, which expanded the scope
of trade rules in areas such as product health and safety, drugs and other
patents, and instituted a more binding enforcement system under the
WTO.

As the Uruguay Round progressed, it appeared to many critics that all
of the major international economic organizations were moving in a simi-
lar, deregulatory direction, placing more and more constraints on the abil-
ity of governments to organize economic activity. In the early 1990s, GATT
dispute-settlement panels twice ruled against a U.S. ban on imported tuna,
the harvesting of which resulted in the killing of dolphins. The decisions
shocked and angered environmental advocates who had lobbied for the
Marine Mammal Protection Act to protect the environment and who had
no protectionist intent. Around the same time, the United States and Mex-
ico ( joined later by Canada) decided to negotiate a “deep integration”
trade agreement without accompanying rules on the environment or work-
ing conditions.

The decision to negotiate the North American Free Trade Area
(NAFTA) seemed to the critics to bring the specter of a race to the bottom
right to America’s borders and it began to pull together the separate
strands of environmental, human rights, and development advocacy into
today’s movement for alternative globalization (Aaronson 2001; Mayer
1998). Despite vigorous protests from NGOs and only after much debate,
Congress approved the NAFTA agreement in November 1993. In defer-
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ence to concerns of the critics, however, newly elected President Bill Clin-
ton had directed his trade representative to negotiate side deals to accom-
pany the agreement, which was completed by President George H. W.
Bush just before the 1992 election. The labor agreement did little to ap-
pease labor opponents, but the side agreement on environmental issues
was regarded by moderate environmental groups as a positive step for-
ward, and several of them endorsed NAFTA. Within a few years, however,
those groups became disillusioned with the implementation of the side
agreement and increasingly concerned by corporate challenges to environ-
mental regulations under NAFTA’s investment provisions. When renewal
of “fast-track” or “trade promotion authority” was debated again in the
late 1990s, the environmental community was much more unified in its
opposition.

The next target of this growing movement against (corporate-led) eco-
nomic globalization was the U.S.-led effort to negotiate a Multilateral
Agreement on Investment (MAI) in the Organization for Economic Co-
operation and Development (OECD). The opposition again centered as
much on process as on substance and, in particular, the perception that this
was an attempt to secretly negotiate rules to further empower global cor-
porations. When the OECD finally admitted failure in 1998, the anti-MAI
forces were more than happy to declare victory in defeating it, even though
careful analysis suggests that the agreement might well have fallen under
the weight of its own contradictions—driven by intergovernmental differ-
ences on policy—even without the NGO protests (Henderson 2000; Gra-
ham 2000). Regardless, the movement had more than enough momentum
to carry it into the streets of Seattle for a WTO ministerial meeting in late
1999 that was intended to launch a new round of multilateral trade negoti-
ations. Like the MAI, the critical differences in Seattle were as much be-
tween governments themselves as they were between governments and the
protesters, but the “turtle-teamster” coalition and others were more than
happy to take credit and to continue riding the wave of momentum.4

1.3 Who Are Globalization’s Critics Today?

Clearly transnational advocacy is not a recent phenomenon. Neverthe-
less, just as clearly, the scale of activity has increased sharply in recent
years. As of the late 1990s, Edwards (2001, 4) and Florini (2001, 29) cite fig-
ures ranging from 15,000 to 20,000 for the number of transnational NGOs,
most of them formed since 1970 and many inspired by and focused on UN
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activities in a variety of areas.5 Of these, hundreds, perhaps thousands, are
affiliated with the movement challenging economic globalization, and they
cover a broad spectrum of views, from the anarchists of the Black Bloc,
who are against all forms of institutional control, to mainstream religious
or charitable organizations, such as the American Friends Service Com-
mittee and Medecins Sans Frontieres (Doctors without Borders), which
won the Nobel Peace Prize in 1999. In-between are groups that fundamen-
tally oppose the capitalist economic model and others that just want to
push it in a more humane direction.

The appendix lists roughly 100 coalitions, networks, and groups that
work on globalization issues from a critical perspective and that we believe
are the most important. Because we cannot identify the full universe of al-
ternative globalization groups, it is difficult to determine the criteria for a
representative sample, and, for purposes of creating the appendix, only the
most general criteria were used. Groups listed are concerned with the con-
sequences of economic globalization and are involved in advocacy. This ex-
cludes large numbers of local community groups concerned about the en-
vironment or economic justice; others that are interested in global but
noneconomic issues (for example land mines); and some research or devel-
opment groups that do not also engage in advocacy.

We began with the list compiled for a Financial Times series on the
counter-capitalist movement (October 2001), then added others with
which we were personally familiar and that seem to show up again and
again at protests and in the press.6 In an effort to exclude marginal groups
while ensuring that we did not leave out major ones, we turned to the in-
ternet search engine Google, which has a toolbar that provides a website’s
page rank, backward links, and a list of similar pages. Google’s page rank
purports to show the relative importance of a website, on a scale from one
to ten, based on how many other pages link to it, weighted in turn by the
relative importance of those pages. Backward links give the number of
links from other websites to a particular website. The similar pages func-
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5. As of 2001, more than 120 NGOs had general accreditation status with the UN’s Eco-
nomic and Social Council (ECOSOC), meaning that they could send observers to meetings
and submit written statements to ECOSOC and its subsidiary bodies; roughly 1,000 had spe-
cial accreditation status, meaning that they may be consulted and attend meetings on specific
issues where they have specific competence; and nearly 1,000 were on the UN’s third-tier ros-
ter of groups that can be called upon by UN bodies when appropriate. Edwards (2001, 9)
notes, however, that less than one-fifth of the NGOs with consultative status are from devel-
oping countries. For a list of NGOs with consultative status, see http://www.un.org/partners/
civil_society/ngo/n-ecosoc.htm#top. The search function allows visitors to search for partic-
ular organizations and then get contact information for them.

6. The first part of the planned series appeared in the Financial Times on 10 September,
2001 as part of the run-up to the Bank-Fund meetings at the end of the month. After the Sep-
tember 11 terrorist attacks, the series was put on the shelf until 10 October, 2001, when a new
piece on the challenges facing the counter-capitalism movement in the new environment
appeared. At the same time, the full series was published on the FT’s website at http://
specials.ft.com/countercap/index.html.



tion lists roughly two dozen websites that are most similar to the website in
question.7

Groups that had a page rank of at least 6, the majority, were kept on the
list; the highest rank of any group is 8. Besides the two large networking
sites at the top of the list, large membership groups with lots of chapters,
such as the Sierra Club, Greenpeace, and Amnesty International, gener-
ally have the highest rankings in the sample. To put the rankings in per-
spective, we were unable to find any website that received a rank of 10. The
UN, the World Bank, and the White House websites have rankings of 9,
while the IMF, WTO, and ILO each get an 8. After culling the low-ranking
groups, we selected the highest-ranked groups in each of our functional ar-
eas—human and worker rights, the environment, and development—and
used the similar pages function to ensure that other important groups were
not left out. While there are undoubtedly many other NGOs in the poten-
tial universe, we believe we were able to identify the key players in the move-
ment and avoid including any that are unimportant.

1.3.1 Explanation of Categories

The groups in this movement differ in three important dimensions that
we have tried to document in the appendix: issues on which they focus;
roles they play within the movement; and their advocacy style. We briefly
discuss each in turn.

Key Issues

We categorized groups by the broad strands of transnational advocacy
discussed above—development, human rights, and the environment—and
added a fourth category of multi-issue group or coalition/network for the
many groups that advocate broad reforms of global institutions or, even,
the system as a whole. This was not easy. Human rights and environmen-
tal groups are usually interested in sustainable, equitable, and democratic
development as well, and development-oriented groups are obviously in-
terested in human rights and the environment. We tried to assign the
groups to categories based on the lens through which they approach issues,
not the narrowness with which they focus.

Roles in the Movement

The NGOs, collectively and individually, play a variety of roles in the
movement, and the assignment of categories was, again, not easy. Some tilt
more toward activism and others more toward research; some also provide
not-for-profit services, such as emergency relief in crises, monitoring and
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verification of corporate compliance with codes of conduct, and legal ser-
vices in advocacy lawsuits. For reasons of access, we have focused on
groups that have websites, as most do today, which means that all groups
have some role in disseminating information. Those identified as such here,
however, are those that focus on collecting and disseminating information,
either of a general nature (Common Dreams) or of particular utility in ac-
tivist campaigns (CorpWatch). Although they may include briefing papers
or articles by group staff on their websites, original research is not the fo-
cus of these groups.

Advocacy Style

Morton Winston of the College of New Jersey and Amnesty Interna-
tional has categorized groups working on corporate social responsibil-
ity issues into Confronters, who take an adversarial approach to corpora-
tions in the belief that only the threat of reduced profits will induce them to
improve conditions, and Engagers, who work to help firms do “the right
thing” (Winston 2001). Although not all NGOs working on globalization
issues fall into one of these two categories, similar labels could be applied
to groups working in other areas, such as those seeking to reform the in-
ternational financial institutions and the WTO. Following Winston’s lead,
we define these categories based, not on their protest tactics (which may
be quite confrontational), but on their willingness to engage with their an-
tagonists, whether multinational corporations (MNCs) or international
economic institutions. Thus, those that have explicitly rejected any coop-
eration with or that have called for the abolition of existing economic
institutions are classified as confronters; those that have joined in multi-
stakeholder initiatives that include representatives of all parties interested
in an issue, such as the UN Global Compact or the Forestry Stewardship
Council, are classified as engagers.

1.4 What Do They Want?

Many of these talkers are also doers. The Jubilee movement is perhaps
the most successful and uses rock stars, such as Bono, that help thousands
of average churchgoers and other activists to put debt relief at the center of
development discussions. Oxfam International is now following up that
campaign with a new one to “make trade fair” and ensure that the new
Doha round of multilateral trade negotiations will be, as promised, a de-
velopment round. In the Jubilee movement’s case, activists were able to
focus on broad goals—reducing debt burdens as broadly and deeply as
possible and using the proceeds to alleviate poverty—while Oxfam In-
ternational’s trade campaign is based on a nearly 300 page report calling
for detailed changes in national and international policies by a variety of
actors.
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But what of all the other groups in the street in Geneva, Genoa, and
Seattle? Is it just cacophony or is there a coherent message? While it is clear
from the appendix that this is a “movement of movements” with no single
leader or agenda, it is possible to identify common concerns that bring
them together. First, the critics reject arguments that growth is both neces-
sary and sufficient to spread globalization’s benefits equitably. They believe
that, under current rules, the well-off and mobile “haves” benefit relatively
more than immobile “have-nots”; salaries and dividends have increased
while wages in many countries declined or stagnated. And they believe that
this is, in part, the result of disproportionate corporate influence on the
rule-making process.

Therefore, in order to achieve more inclusive outcomes from globaliza-
tion, the critics also believe that it is necessary to address the democratic
deficit in current globalization decision making and to make it more in-
clusive (see Hamilton’s chapter two in this volume). Almost every group in-
volved in the protests against the IMF, World Bank, and WTO emphasizes
process as much as substance. The International Labor Rights Fund’s
Pharis Harvey opposed fast-track trade-negotiating authority for the pres-
ident in 1991 as much because he thought the process was an end run
around democracy as because of what might be negotiated with it (Mayer
1998, 76). Thus, whatever other issues are raised, globalization’s critics put
increased transparency and accountability at the top of their list of de-
mands for how national governments and the international institutions
address globalization issues.

Finally, critics see far more market failure and regulatory imbalance in
current globalization than proponents do. They also trust government reg-
ulation more, at least in transparent and accountable systems. This, in
turn, leads the critics to different conclusions than the enthusiasts regard-
ing which rules and regulations need to be harmonized and in which areas
diversity should be respected. Many critics reject current globalization
trends and the rules promoting it as homogenizing forces that squeeze out
cultural diversity and national and local policy autonomy in many areas.
Table 1.1 illustrates some of the differences as they relate to the major in-
ternational economic institutions. The WTO rules, for example, promote
harmonization of product standards while defending diversity in process
standards—with the important exception of the agreement on trade-
related intellectual-property rights (TRIPs). For the critics, this is evidence
that globalization enthusiasts want to promote market integration at the
expense of workers, the poor, and the environment. They typically want to
preserve more space for national-policy autonomy in these areas, and to
harmonize in areas where there are global externalities or public goods.
Their exception is support for global labor standards and some environ-
mental issues, even where international spillovers are limited, and, on these
issues, Northern and Southern critics sometimes part company.
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With these common concerns as background, we turn now to some of
the specific concerns that motivate different movement groups in our three
broad functional areas: development and poverty, human rights and
worker rights, and the environment. We begin with the broad-development
critique of globalization (as it is currently proceeding) because it is often
joined by human rights and environmental NGOs, and thus it is more ho-
listic and, on average, less divisive than some of the narrower issues, such
as international labor standards or how to address climate change. We then
follow with some of the more specific labor, human rights, and environ-
mental criticisms and then conclude with a summary of a far-reaching pro-
posal from a broad coalition, including representatives from the North and
South, for a fundamentally different approach to globalization and eco-
nomic and social organization.

1.4.1 The Development NGOs’ Critique of the 
International Economic Institutions

Much of the development NGOs’ critique of globalization is a rejection
of the “Washington Consensus” model of development, which, as pro-
moted by the international financial institutions, is interpreted as requiring
macroeconomic austerity, privatization, and a relatively laissez-faire ap-
proach to economic management, all of which are alleged to exacerbate
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Table 1.1 Critics’ Views of Harmonization and Diversity in the Current International
Economic Order

Rules That Are Too Constraining Rules That Are Missing 
(pro-diversity arguments) (pro-harmonization arguments)

WTO and trade TRIPs, SPS/TBT, government procure- Core labor standards, global tax 
agreements ment, trade remedy laws, NAFTA evasion, climate change, species/ 

chapter 11, article XX interpretations habitat loss
of national environmental laws

Potential areas of Free trade in public services, rights and responsibilities for foreign 
rules negotiation investors, S&D in subsidy and other industrial policies for LDCs, 

relationship between WTO and MEAs, competition policy

IMFa “Washington consensus” condition- “Odious debt” avoidance and relief, fi-
ality, macroeconomic austerity, capital nancial market volatility (Tobin tax), 
mobility (now under review) CLS and environmental protections

World Bank Structural adjustment lending Protection of human (indigenous 
conditionality peoples) rights and the environment in 

project and sectoral lending, especially 
in resource extraction

Notes: TRIPs � trade-related intellectual property rights agreement; SPS/TBT � agreements on sani-
tary and phytosanitary, and technical barriers to trade; S&D � special and differential treatment; MEA
� multilateral environmental agreement; CLS � core labor standards.
aIn implicit collusion with financial markets.



unemployment and poverty.8 Another major target are the large infra-
structure projects often funded or guaranteed by the World Bank, which
NGOs opposed because they seem prone to corruption, increased indebt-
edness, and environmental degradation. In advance of the 2002 World
Bank and IMF joint meetings in Washington, D.C., the Mobilization for
Global Justice and its affiliated groups coalesced around four core demands
for reform of the two institutions.9

1. Open all World Bank and IMF meetings to the media and the public.
2. Cancel all impoverished-country debt to the World Bank and IMF

using the institutions’ own resources.
3. End all World Bank and IMF policies that hinder people’s access to

food, clean water, shelter, health care, education, and right to organize.
(Such structural-adjustment policies include user fees, privatization, and
economic austerity programs.)

4. Stop all World Bank support for socially and environmentally de-
structive projects, such as oil, gas, and mining activities, and all support for
projects, such as dams, that include forced relocation of people.

In addition, many development activists, particularly in the wake of the
Asian financial crisis and, more recently, Argentina, are concerned about
capital-market volatility and want the Bank and Fund to allow more mea-
sures to head off potential financial crises, including measures such as an
international Tobin tax or more latitude for countries to impose capital
controls. The Association for the Taxation of Financial Transactions for
the Aid of Citizens (ATTAC; available at http://www.attac.org/indexen.
htm) started with the Tobin tax as its key proposal, both to reduce capital-
market volatility and to raise funds for development.

In the run up to the spring 2002 meetings of the Bank and Fund, a U.S.
Civil Society Coalition, representing twenty-seven labor, environmental,
religious, and other groups, released a proposal for responsible reform of
the World Bank.10 Besides addressing the usual issues of debt relief, trans-
parency, poverty, and environmental-impact statements, the document
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8. The term “Washington Consensus” was originally coined by John Williamson in 1990 to
describe a set of ten broad policies around which consensus among policymakers seemed to
exist regarding the basic reforms needed in the first stages of economic stabilization. The term
has since been used to refer to a more specific set of neoliberal—or market fundamentalist—
economic policies that go well beyond either consensus or what Williamson himself intended
(Williamson 1997).

9. For additional background, see http://www.globalizethis.org/fightback/feature.cfm?ID
�37. These demands were originally developed in anticipation of the 2001 joint meetings,
which were cancelled following the September 11 terrorist attacks. For the World Bank’s re-
sponse at that time and a counter response by Jubilee USA and nineteen other groups, see
http://www.worldbank.org/html/extdr/pb/pbfourdemands.htm and http://www.jubileeusa.org/
jubilee.cgi?path�/learn_more/&page�rebuttal.html.

10. The report is available on the website of the Bank Information Center at http://www.
bicusa.org.



also includes specific proposals on worker rights, forest protection, pesti-
cides, gender issues, HIV/AIDS, and water policy. These groups are not
against international-financial flows, per se, but they do want to see differ-
ent rules to govern them.

More fundamentally, many critics of globalization argue that it has not
produced the promised growth. The Center for Economic and Policy Re-
search (CEPR), based in Washington, D.C. has published several papers
highlighting the lack of growth in many developing countries during a pe-
riod of rapid globalization under the tutelage of the Bank, IMF, and the
WTO. Their papers, “Scorecard on Globalization” and “The Emperor
Has No Growth,”11 point out that, even as the influence of these institu-
tions increased over the last twenty years, growth in many low- and middle-
income countries lagged. They see this lack of growth as evidence that the
neoliberal Washington Consensus is not benefiting the majority of the
world’s peoples.12

The Fifty Years is Enough (FYIE) organization has taken a more radi-
cal stance than these critics, calling for reparations for the effects of struc-
tural-adjustment policies and for the social and environmental effects
Bank projects; privatization or abolition of Bank entities (the Interna-
tional Finance Corporation [IFC] and the Multilatteral Investment Guar-
antee Agency [MIGA]) that provide assistance to the private sector; and
personal and institutional accountability for Bank and Fund complicity
in corruption. Also, FYIE calls for an assessment of the International Fi-
nancial Institutions’ (IFI) future—including the possibility of abolition
in the absence of radical reform—but, at a minimum, this group wants to
weaken and reduce the funding available to them.13

Although FYIE calls for the money to be transferred to other, more ac-
ceptable (to them) forms of assistance, the demand to reduce IFI funds,
along with differences among some groups over the details of debt relief,
have at times divided Northern and Southern NGOs working on develop-
ment issues (Nelson 2001, 71–72). While largely agreeing with Northern
NGO demands to reform IFI programs and conditionality and to restruc-
ture the institutions to give client countries more of a say in decision mak-
ing, Southern NGOs have been more skeptical of demands to shrink these
institutions. Jubilee South has also gone further than some Northern-
based groups in terms of demanding unconditional debt relief and repa-
rations for slavery, colonialism, and “odious debt” (Collins, Gariyo, and
Burdon 2001; www.jubileesouth.net).

Although development-oriented NGOs from both the North and South
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11. See http://www.cepr.net for links to all of their publications.
12. For other skeptical analyses of growth-globalization links, see Khor (2000), Rodrik

(2001a), and Rodriguez and Rodrik (2001).
13. See http://www.50years.org/s28/demands.html; see also http://www.50years.org/about/

platform.html.



continue to push for broader and deeper debt relief, they are increasingly
focusing on what is needed to restore growth and promote equitable devel-
opment after debt relief. Perhaps inspired by the call in Doha in November
2001 to make the just-launched WTO trade negotiations a development
round, many NGOs are now focusing on what they see as inequities in the
trading system that discriminate against developing-country exports.

In two publications linked to the launch of the new Doha round or to
multilateral trade negotiations, Oxfam International recognizes the poten-
tial contribution of international trade and investment to economic devel-
opment in poor countries, and it criticizes the hypocrisy of rich countries
that promote globalization’s growth benefits while disproportionately re-
stricting developing-country exports to their markets. The Oxfam reports
focus, in particular, on the inequities in the agriculture and intellectual-
property agreements that were negotiated during the Uruguay Round.
But, unlike World Bank and other traditional trade economists who have
written reports with similar titles, Oxfam International has not embraced
unconditional free trade, and their vision of “Harnessing Trade for Devel-
opment” (Oxfam International 2001) couples increased market access for
poor-country exports with increased flexibility for those countries to use
industrial and trade policies as part of their development strategy. Thus,
Oxfam recommends

• “[T]ransition periods for implementing WTO agreements [that are]
based on development milestones not arbitrary dates;”

• Replacement of the single undertaking to give developing countries
more flexibility in signing on to WTO agreements;

• Reform of the dispute settlement understanding to make it fairer and
more workable for the less-developed countries (LDCs) and to ensure
that rulings take into account poverty, human rights, and environ-
mental effects (consider joint panels with specialized UN bodies)

• Increased technical assistance and capacity-building for LDCs.
• Decision-making processes that “increase effective participation of

developing countries;” and
• Increased access to documents and public scrutiny through “more ac-

tive involvement of national parliaments and regular consultations
with civil society” (Oxfam International 2001, executive summary and
policy proposals, 9–10).

In addition, the report underlying the new Oxfam International cam-
paign to make trade fair puts trade into the broader context of national and
international development policies, including trade-related conditionality
and project selection in the IMF and World Bank, as well as the applica-
tion of WTO rules to poor countries. But the concluding chapter, “Making
Trade Work for the Poor,” begins with the national policies to improve
health and education and to reduce corruption that need to be in place if
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poor countries are to take advantage of the opportunities offered by glob-
alization.14

Finally, an issue that has led to increased criticism of the World Bank in
recent years is its support of natural-resource-extraction projects, particu-
larly in institutionally weak and often corrupt developing countries. The
NGOs, including many local ones, have criticized these projects for in-
fringing upon human rights (particularly of indigenous groups), degrading
the environment, and feeding corrupt, often repressive regimes. Oxfam
America recently weighed in on these issues in a policy paper that con-
cludes that heavy dependence on resource extraction fails to reduce
poverty in many cases, even if it succeeds in raising growth (Ross 2001).
The report calls for international assistance to oil- and mineral-dependent
countries to diversify their economies; full disclosure of financial transac-
tions between extractive firms and host governments; international finan-
cial assistance to develop extractive sectors only if the host governments
are democratic and “have demonstrated a commitment to fighting pov-
erty” (Ross 2001, 18); and support only for projects with safeguards to en-
sure that some revenue goes to poverty alleviation and with independent
monitoring to guard against corruption.

One example of efforts to address some of these issues may be found in
the guidelines negotiated by the World Bank and other stakeholders when
the Bank agreed to support a Chad-Cameroon oil pipeline project (avail-
able at http://www.worldbank.org/afr/ccproj). The safeguards include ex-
tensive reviews of the potential environmental impacts; dialogue with local
people along the pipeline route regarding resettlement, compensation, and
a revenue management plan; and independent external monitoring to
guard against corruption. While the agreement may serve as a model for
these projects, questions about implementation were raised almost imme-
diately when Chad’s government appeared to divert some of the project
revenues to buy weapons for the military. Additional criticisms followed
quickly (e.g., see Friends of the Earth International 2001).15

1.4.2 Labor and Environmental Critiques of Globalization

A principal aim of development NGO’s critiques of globalization is to
increase resource transfers from North to South, and, therefore, Northern
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14. “Harnessing Trade for Development” seems a more apt title or slogan for Oxfam’s cam-
paign, which includes special and differential treatment for developing countries, than does
the more recent and more polemical “Rigged Rules and Double Standards” (Oxfam Inter-
national 2002). Both reports are available on the Oxfam International website at http://www.
oxfam.org. See also Rodrik (2001b; The Global Governance of Trade as if Development Really
Mattered ).

15. At the end of the Clinton administration, the U.S. State Department and the U.K. Foreign
Ministry unveiled a narrower initiative involving a set of voluntary principles negotiated with
MNCs and NGOs to ensure that security arrangements to protect investments do not result in
human-rights abuses, as has been alleged in mining projects in Indonesia and oil extraction in
Nigeria (http://www.state.gov/www/global/human_rights/001220_fsdrl_principles.html).



and Southern NGOs are generally on the same page. When it comes to la-
bor and the environment, however, the direction of the redistribution of
incomes is less clear and divisions between groups—for example, between
environmentalists and unions or between North and South—tend to in-
crease. Sometimes the differences are over ends, such as whether develop-
ment of oil resources in the Alaskan National Wildlife Refuge would de-
stroy the environment or create thousands of jobs at acceptable cost. But
often the differences are over means, such as whether or not trade measures
should be used to enforce labor or environmental standards.

The key labor critique of globalization rules is that they protect property
rights for investors and for intellectual property owners, but not worker
rights. These critics argue that international rules that promote and protect
capital mobility while restricting labor mobility skew economic outcomes
in favor of capital and against labor, especially low-skilled labor.

Although WTO members have steadfastly refused to discuss labor is-
sues, activist and union pressures on the trade system contributed to the
willingness of governments and employer groups to agree to a consensus
definition of core labor standards at the ILO. The 1998 Declaration on
Fundamental Principles and Rights at Work affirms that all 175 members,
regardless of whether or not they have ratified the related conventions and
regardless of their level of development, have an obligation to respect and
promote

• Freedom of association and the right to organize and bargain collec-
tively;

• Freedom from forced labor;
• Freedom from child labor; and
• Freedom from discrimination.

Differences remain over how to implement these principles in practice, but
the declaration establishes the legitimacy of these core standards and cre-
ates a follow-up mechanism to monitor countries’ efforts to promote
them.

While the meaning of freedom of association remains controversial in
many countries, particularly nondemocratic ones, the most divisive part of
the debate has been over proposals to incorporate labor standards in trade
agreements and to give the WTO the major role in enforcing them. While
much of the discussion of social clauses has been general and driven pri-
marily by the individual biases of the debater, at least two specific propos-
als have been made by the International Labor Rights Fund and the Inter-
national Confederation of Free Trade Unions (ICFTU). Both proposals
show sensitivity to the concerns of developing-country governments, trade
economists, and MNCs regarding the possibility of protectionist abuse. In
the former, the proposal requires that a panel of independent experts must
verify that a violation has occurred before any sanction can be imposed,
while the latter relies on the ILO to play a similar role. In neither case are
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individual governments authorized to impose sanctions without indepen-
dent or multilateral review.16

In addition to trying to use trade to strengthen enforcement of core la-
bor standards, labor and human-rights NGOs are also pressing develop-
ment institutions to be more sensitive to workers’ concerns when respond-
ing to financial crises or planning development projects. In particular, they
argue that IFI concerns about labor-market flexibility should be balanced
with concern for protection of worker rights and the adequacy of social
safety nets to ease the adjustment of displaced workers. Labor and human-
rights organizations are also involved in monitoring corporations (e.g., the
Workers Rights Consortium and the Fair Labor Association) and in put-
ting pressure on individual companies to change their practices (e.g.,
Sweatshop Watch and United Students Against Sweatshops).

Environmental concerns are the most difficult to summarize or distill.
The range of issues is broad, the linkages to globalization complex, and the
differences between North and South often sharp. Important issues in-
clude combating pollution, climate change, species loss, deforestation, pre-
serving ecosystems that are particularly rich in biodiversity, and ensuring
adequate food health and safety.

There is a tension within the environmental community, however, be-
tween the desire to preserve domestic-policy autonomy and, at the same
time, the need to negotiate enforceable multilateral agreements to address
global problems—at least when those agreements are not universal. Thus,
environmentalists slammed WTO dispute-settlement rulings that ap-
peared to impinge upon domestic-policy autonomy—for example, Amer-
ican clean-air regulations on gasoline or the European ban on hormone-
treated beef. Another target is chapter 11 of NAFTA, which allows
investors to mount legal challenges to environmental or other regulations
that lower the value of their investments. At the same time, many of the
same groups have been equally harsh in criticizing other WTO decisions
intended to protect other countries’ sovereignty by limiting the use of trade
measures to enforce environmental laws (e.g., shrimping, tuna fishing, and
turtle- and dolphin-protection disputes). In some of these cases there are
multilateral agreements, but they are without enforcement rules that ad-
dress the dispute; in other cases there are no rules at all. The concern is that
rules restricting the use of trade measures against nonsignatories to multi-
lateral environmental agreements encourage free riding.

There are also tensions between Northern and Southern groups regard-
ing priorities. The LDCs tend to be more concerned about developed-
country regulations, for example, those relating to food safety—that im-
pede their exports and their lack of capacity to develop standards of their
own. They also strongly oppose use of trade measures to enforce environ-
mental standards and agreements. There are also differences between de-
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veloping-country governments and Northern groups over the latter’s ad-
vocacy of increased transparency and access, especially in dispute settle-
ment in the WTO context, because of the asymmetries in capacity between
Northern and Southern NGOs and because of the lack of LDC govern-
ments’ legal capacity in dispute-settlement cases.

Biotechnology is a relatively new source of conflict, sometimes between
the North and the South as well as in other cases among developed coun-
tries. Some developing-country researchers join U.S. companies and advo-
cates in defending the potential benefits for poor people of disease-resistant
strains of subsistence crops, but others oppose patenting of traditional
knowledge, which may restrict access while failing to adequately compen-
sate the “inventors.” Perhaps the most intense conflicts to date, however,
have been between the United States and European Union. There are areas
of agreement between environmentalists, economists, and LDC govern-
ments in some areas—for example, the need to address market failures in
resource pricing or the perniciousness of subsidies to fishery fleets, forestry
firms, and other resource sectors. There is also agreement between many
environmentalists and economists on agriculture subsidies, but differences
arise with small-farm advocates and some developing-country advocates
that want protection for small farmers and the rural poor for poverty rea-
sons. There is also often broad agreement on the reality of global commons
problems (e.g., global warming and the ozone hole), but there are big differ-
ences on the distribution of the costs of addressing those problems and over
the relative use of carrots and sticks in implementation.

1.4.3 Globalization from the Ground Up

Ultimately, many critics view current international rules as promoting a
particular neoliberal economic model that they reject and clearly do not
want to see globalized. Responding to complaints from pro-globalization
critics, such as New York Times columnist Thomas Friedman, that they
have no coherent alternative, the International Forum on Globalization
embarked in 1999 on a multiyear, transnational effort to develop a broad,
comprehensive proposal for the fundamental reform of the global econ-
omy as well as of national and local economies. The preliminary result,
published in the book titled Alternatives to Economic Globalization: A Bet-
ter World is Possible!, stresses that supporters and critics of globalization
trends have very different views of the direction of those trends—one side
believes that globalization is creating growth and spreading prosperity, and
the other sees mainly increasing inequality, erosion of community values,
and a degraded environment.17 The IFG is an alliance of sixty leading ac-
tivists, scholars, economists, researchers, and writers from twenty-five
countries, including the United States, Canada, Europe, Brazil, Chile,
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India, Japan, Mexico, Malaysia, the Philippines, South Africa, and
Thailand. Their alternative vision tilts relatively more toward anti-
globalization than toward alternative globalization because it does not
agree that maximizing incomes and growth should be the goal of economic
policy and, therefore, rejects the key theoretical arguments in favor of freer
trade and capital flows. The central values in this vision are democracy and
sustainability, and the key policy approach derived by the IFG is “sub-
sidiarity,” an approach to policy that “consciously favor[s] the local,” and
that redistributes power from “global bureaucracies and global corpora-
tions” to local communities and national governments. In this alterna-
tive view, “The proper role of global institutions is to facilitate the cooper-
ative coordination of national policies on matters where the interests
of nations are inherently intertwined—as with action on global warming”
(IFG 2002, 6).

1.5 How Are Economists To Understand It All?

Many economists in universities and think tanks, as well as in policy po-
sitions, have been taken aback by the growing scope and intensity of the
global protest movement over the past ten years. To them, the recent his-
tory of globalization seemed largely to have delivered the once-wishful
hopes of the 1960s for development and prosperity.18 “What’s it all about?”
is still a common question.19

In this section, we try to respond especially to international and some
development economists. This presentation may not do full justice to an
ideal characterization of the critics’ concerns, but it is at least an early at-
tempt to translate the concerns cross-culturally for a tribe who speak a
different language. It will also not do justice to diversity within the tribe of
economists, but it is intended to highlight work from other fields within
economics and from other disciplines that may put the critics’ concerns in
a new light.

We try here to rationalize the opposition to globalization, using the logic
of rational choice, of course, but not of individualistic self-interest nor
materialism. Neither self-interest nor materialism is necessary to the dis-
course of economics, however prevalent.

In every case, we try to explain how an economist might more easily
understand the agendas of the critics and, where appropriate, respond
to them more constructively. We organize our discussion in three parts:
microeconomics, macroeconomics, and “metaeconomics.”
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18. Three recent and comprehensive articulations of the gains from globalization are made
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1.5.1 Microeconomic Critiques

Microeconomics is the study of decision-making by various types of
agents under various constraints and in various environments. Although
identified with individualism, microeconomic agents often represent social
groups, such as profit-seeking and not-for-profit firms, households, and
governments. This is perhaps the simplest and most fundamental way to
understand the critics’ agenda. It is often motivated by social identity, not
individual identity, and sometimes it is motivated by relative social-group
objectives (solidarity) in a manner familiar to most social scientists, but
less so to economists. In this microeconomic spirit, globalization’s critics
often emphasize different objectives and preference sets and show greater
sensitivity to political as well as market failures that can undermine as-
sumptions about how markets work in some cases.

Different Objectives

Family Preference. Some of today’s globalization critics still have at heart
the welfare of the national family with whom they identify. To them, fam-
ily preference is not protectionism any more than is the kind of special
treatment accorded to one’s own spouse, siblings, and children. It makes
sense from this perspective that those outside the family should be toler-
antly and justly treated, but not specially. To be indiscriminate in one’s
treatment of family members and outsiders would be just wrong and un-
loving.

But discrimination in favor of one’s family is implicit discrimination
against others. And classic free trade is defined as the absence of such dis-
crimination or family preference at a national level. This is not popularly
understood. The case for open trade (i.e., no border barriers) is not the case
for free markets uber alles. Open trade simply implies no border discrimi-
nation against foreign suppliers or demanders. Open trade does not imply
unregulated markets; only that such regulation be even-handed, applying
equally to “us” and “them” (nondiscrimination). Likewise is the case for
openness in services and foreign direct investment (national treatment of
firms).

Of course, even classical, well-accepted reasons for discrimination and
national preference include responsibilities of citizenship (hence migration
barriers at the border) and national security, but some critics want a more
thorough return to the view that one’s nation is one’s family and should be
treated specially.20

Class Identity. Others, however, have emphasized class and other common
interests and experience as the grounds for social identity and suspect free
traders of having corporate-class interest at heart, whatever their rhetoric.
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These critics are often themselves internationalist. Some critics emphasize
traditional class categories, such as workers, and favor globalized labor re-
lations.21 Others emphasize religious identity (e.g., Muslim opposition to
globalization of secularism) or cultural parallelism (e.g., global opposition
on behalf of the world’s indigenous peoples), and still others emphasize
gender (Cagatay 2001; Heyzer 2001).

With these understandings, economists may see better that what matters
most to many critics are the aspects of globalization that economists usu-
ally call income-distributional effects and consider less important than the
efficiency gains that globalization allows to national families. The critics,
by contrast, see the income-distributional effects as primary.

Relative Position and Positional Goods. To many critics, furthermore, the
relative welfare of one’s family or community is just as important or more
important than its absolute welfare. They object to the globalization that
makes some elite countries and groups much better off than others, even if
all gain on average. Economists have been willing to accept this from the
perspective of national security, and political economists from the per-
spective of international power. But, increasingly, microeconomists are an-
alyzing the general microeconomics of relative objectives (e.g., envy, altru-
ism, power, and revenge) and discovering rational behaviors that appear
costly and inefficient, yet satisfy deep nonmaterial human and social needs
and preferences.22

Greater Sensitivity to Values Reflected in “Goods”

Not all goods are “good” in the value schemes of many of the critics.
Globalization has facilitated exchange in a number of perceived social
“bads” (i.e., bad for me and bad for thee—which is the community of oth-
ers with whom I identify). Many progressives identify arms trade as bad;
many moralists oppose globalized gambling. People of many persuasions
oppose global sexual trafficking and trade in drugs, although often for
different reasons. Economists traditionally claim to be reluctant to include
normative values in their reasoning. Yet when they are included as a type
of preference, they have the same foundational character as other prefer-
ences, including some nonmaterial preferences that economists have come

38 Kimberly Ann Elliott, Debayani Kar, and J. David Richardson

21. See, for example, Frank (1999). This is, obviously, one way of rationalizing why I might
care about how things are made abroad, but production processes are not usually admitted by
trade economists as a permissible reason to oppose trade (but also see Rodrik 1997).

22. Much of the recent work of Robert Frank represents this view, as does research by
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ogy research as well. Recent experimental-economics research (Zizzo and Oswald 2001, as
summarized in The Economist, 16 February 2002, 69) suggests that the poor are indeed will-
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to accept without hesitation (e.g., risk aversion and altruism), and norma-
tive preferences can be analyzed using familiar economic methods.

Greater Sensitivity to the Unevenness of Constraints

International economists never tire of showing how global trading op-
portunities expand the choices available to individuals, groups, and coun-
tries. Critics are sensitive both to the gap between those enjoying greater
choice and those without it and to the possibility that when the “haves” ex-
ercise their expanded choice, the opportunities available to the “have-
nots” may actually shrink.

Thus, for example, it is not clear that the world’s indigenous peoples or
illiterate populations find enhanced choices from globalization, and they
may in fact lose.23 Nor is it clear that globalization enhances choice for the
immobile, which are those whose genes or culture make them locally and
occupationally stationary relative to others (e.g., women and teachers of
tribal languages). Nor is it obvious that those who are geographically im-
mobile (workers of average skills facing migration barriers) gain opportu-
nity as a group from the enhanced choices of geographically mobile skilled
workers and owners of capital and other mobile resources.

International economists almost always answer that social redistribu-
tion of the overall gains from globalization (compensation) can leave
everyone better off, which is of course true. But as public advocates, they
rarely argue as strongly for practical diffusion-of-gains schemes within so-
cieties as they do for increased openness. “I do international economics,
not public or distributional economics,” they say implicitly and often
boldly, “potential compensation is enough,” but that does not satisfy the
critics who sense irresponsibility.24

It is surprisingly rare for economists to construct comprehensive distrib-
utional accounts of a Northern country’s gainers and losers from global in-
tegration; the identification of such gainers and losers occupies much of the
political debate. (There is much more Southern research on these themes.25)
There is, of course, massive economic research on the functional income
distribution26 and on sectors (appropriate work when there are sector-
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mestic government simultaneously criticize government for doing its business wastefully and
corruptly. The legitimate core of the argument is that compensation (redistribution) itself may
have a resource cost that should be factored into a three-way evaluation of the status quo,
deeper integration with compensation, and deeper integration without it. For a more detailed
discussion of how economists have struggled with the principle of compensation and how the
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25. We have in mind research in development studies on Gini coefficients and on rural-
urban differences.

26. Showing that, as a presumption for small- and modest-sized countries, deeper global-
ization necessarily worsens the living standards of some factor owners (Stolper-Samuelson)—
unlike other policy trends and reforms.



specific factors). Yet there is little research on the regional effects of glob-
alization,27 little research on its effects by size distribution,28 and little re-
search on its effects on income-distribution volatility and mobility (e.g.,
mobility between quintiles within generations and across generations).

Realism About the Need for Protest

Economists sometimes find conflict and protest, in contrast to negotia-
tion, to be intrinsically baffling.29 Yet microeconomists who study the eco-
nomics of contracts are familiar with the “hold-up” problem and its im-
plicit tensions. Applying its insights to explicit or implicit social contracts
is perhaps a helpful way to understand the economics of protest from a mi-
croeconomic perspective.

The hold-up problem is endemic to contracts. Once negotiated, con-
tracts are usually costly to break. In many cases, the contract’s value de-
pends on the sustainability of the relationship among the contracting
agents, and the assets involved in that contract have relationship-specific
value. In that case, there is an incentive for each agent through oppor-
tunistic behavior, including threats, to tilt the distribution of the relation-
ship-specific value in their favor. The natural response of the other agent is
resistance and protest, and opportunistic behavior is often provoked by
some change in the external environment of the contract that widens global
opportunities, for example.

Such opportunism and protest turn out to be more than just a distribu-
tional question. Hold-up problems cause microeconomic inefficiency—
specifically, underinvestment in all relation-specific assets.

Applied to social contracts, commercial opportunism coupled with
protest may be more than just a distributional matter, too. It may cause in-
efficient, economy-wide underinvestment. Economists should perhaps be
as concerned as the critics if globalization encourages opportunism and
protest, and these problems in turn cause underinvestment in social capi-
tal of all kinds, ranging from “hard” infrastructure to “softer” trust in in-
stitutions and in each other.30 This material provides a natural transition to
macroeconomic articulations of the critics’ concerns.
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27. But, see Yusuf, Wu, and Evenett (2000) and McCulloch, Winters, and Cirera (2002).
28. Smeeding and Rainwater (2000), along with others, have pioneered cross-country com-

parisons of welfare of similar groups at similar positions in their own country’s size distribu-
tion, but there is not yet enough time depth in the underlying data to do cross-country stud-
ies of response to trends such as globalization. International economists who have pioneered
continuum-of-goods models of general-equilibrium trade might easily shift their attention
and skills to continuum-of-talents models of factor rewards and exhaustively explore the
complete distributional effects of globalization. Yeaple (2002) is a recent paper in this direc-
tion; Bond (1985) was a start.

29. As always, there are exceptions (e.g., Hirshleifer 2001).
30. A putative example of hold-up opportunism leading to loss of trust in the multilateral-

trade context is the history of the TRIPs Agreement and the possible reneging by the rich
countries on agricultural and textile/apparel concessions made in the Uruguay Round in re-
turn for poor-country acceptance of TRIPs.



1.5.2 Macroeconomic, General-Equilibrium, and Political-Economic Critiques

In a more macroeconomic spirit, globalization’s critics often seem to
have intuitively sensed thorny problems. They are often skeptics about
markets in general, whereas economists are enthusiasts, especially for
global and intertemporal (financial) markets. But economists turn out of-
ten to share the skepticism of the critics in very specific ways. They recog-
nize and accept familiar shortcomings of markets across time, contingency,
and jurisdiction (e.g., local public goods). Unfortunately, in the policy de-
bate over globalization, these amendments to the general model too often
get lost.31 This failure in communication is in part because economists are
often skeptics about government intervention, whereas critics are enthusi-
asts, especially for intervention by accountable, transparent, democratic
governments—their preferred polity. But, since many developing-country
governments still lack these attributes, it is also odd that the critics focus so
little attention on national governments, compared to that focused on in-
ternational organizations.32

Financial Volatility, Dependence, and Debt Relief

Globalization makes available immense gains from intertemporal trade
and trade across contingencies,33 but it also exposes economies to financial
volatility and crises of many kinds—bubbles, banking crises, exchange
crises, and sovereign-debt crises. Though there is a strong economic consen-
sus on best-practice (and second-best-practice) national institutions and
policies designed to modulate and deter financial crises, almost none of these
institutions and policies exist at the global level. There is no global-equities
regulator, merely informal protocols for difficulties of sovereign debtors (or
the private agents that they guarantee) and only primitive, systemic banking
regulation (the Basel Agreements on bank capital). But financial and insur-
ance markets have grown at the global level without adequate prudential dis-
cipline and insurance against fraud.34 Under these conditions, international
economists might have been more chary than they were about “unpro-
tected” financial globalization and more sympathetic to the critics.35

Furthermore, there is a longstanding economics of efficient debt relief
on which much of modern bankruptcy law is based (Miller 2002). Without
any formal provisions at the global level, there is no guarantee that open
global financial markets will avoid inefficient rationing and discrimination,
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nor inequitable odious debt36—to say nothing of the “bad equilibria” dis-
cussed later.

Concerns over Homogenization and Vicious Circles

Critics often oppose both homogenization (Westernization or Ameri-
canization) and wasteful diversity (excessive variety and excessive provision
of luxury), and they can find support for these concerns in economic mod-
els showing the uncertain general-equilibrium optimality of free-entry diff-
erentiated-product (monopolistic) competition. From Hotelling’s classic
example of inefficient concentration of hot dog vendors on a beach to the
familiar conclusion that monopolistic competition can sometimes create
excess competition and excess capacity,37 economists have a suitcase full of
reasons to doubt the automatic welfare-maximizing character of free trade
under differentiated-product monopolistic competition, which is itself a
strong candidate for the most relevant and truly global market structure.

Furthermore, critics often worry—more generally than regarding merely
debt relief—about poverty traps and vicious circles that might afflict poorer
countries and subpopulations. Once again, they can look to economists
who have pioneered models of multiple equilibria in spatial and dynamic
competition both within and among nations.38 In such models, some equi-
libria are demonstrably better than others on the usual welfare criteria. It is
not clear that economists should have so reflexive and unyielding confidence
that capital markets will assure that the best equilibrium gets picked, since
imperfect-information economics shows us so often how capital markets
fail to do so and are themselves subject to multiple equilibria (Hoff 2002).

So with these models in mind, economists and policymakers might dia-
logue with critics more fruitfully if they adopted a more nuanced, prag-
matic, and less ideological defense of globalization.

Intertemporal Concerns over Environment, Public Health, and Education

Critics worry over inadequate bequests of environment, durable public
goods, educational capital, and other property to the future, and they
worry further that globalization increases the rate at which the future is
mortgaged to reward those living now.39 It is ironic that economists cannot
reassure them better, often relying instead on models with infinitely-lived
actors and on overcasual appeals to the way that history hasn’t worked out
that way (yet).40 One reason, of course, is that market solutions seem im-
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possible when the problem is missing markets for intergenerational valuing
of durable goods, both public and private. And democratic social-choice
solutions do not help if there is the corresponding problem of missing poli-
ties for voting on relevant policies.

Elementary models of ideal intergenerational equity and sustainable
development are, of course, well-established.41 But such models often in-
volve extra-market ombudsmen and planners with (fiduciary?) responsibil-
ity to the future and ignore how such actors should be institutionally situ-
ated, for example, on the issue of ideal political scope and accountability.
(Should they have local, national, global constituents?) A very practical
application of the economics called mechanism design is called for, but, to
the authors’ knowledge, this does not exist.

Cases in point are easy to identify; these are not just abstract, academic
theories. Future generations, for example, are excluded from planning how
to cope with global warming and from debating how to manage global-
investment markets and worker (hence, taxpayer) migration with an eye to
the looming public-pension underfunding of many currently rich North-
ern countries.

Grassroots and Median Voter Concerns

Critics also worry about whether globalization overempowers elites and
what it does to the ordinary citizen and to the poor. Economists should rec-
ognize such concerns as relating to medians and “lower tails” of the income
and other distributions. But most international economists seem preoccu-
pied instead with aggregate gains from global integration—that is to say,
with mean gains, not medians or similar measures.42 Again, in the context
of the policy debate, globalization enthusiasts often seem reluctant to con-
cede that there are any losers at all.

Regarding the policy context, questions about the distribution of the
gains should be addressed explicitly. Is globalization less attractive the
greater the difference between a nation’s mean gains from trade and the
gains from trade earned by the median earner in the distribution?43 And if
the median earner actually loses, why would or should a democracy em-
brace policies that deepen global integration? Should it not resist or
protest at least until some explicit provision is made for diffusing the gains
from trade more widely (i.e., until potential compensation becomes ac-
tual)?
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41. For example, either Phelps-Solow “golden-rule” saving, consumption, and growth
paths, overlapping-generations models of social insurance, or equitable equilibrium-dynamic
price trajectories for nonrenewable resources.
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43. Dutt and Mitra (2002), for example, show this empirically in capital-abundant coun-
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rowly theoretical.



Concerns About Regulatory Capture, Corruption, Checks and Balances

Capture. Critics often complain that the institutional architecture of glob-
alization unduly reflects a corporate agenda. They may have it right with
respect to business capture of nascent global regulatory initiatives, such as
in the TRIPs Agreement, in the attempt to forge a multilateral investment
pact with legal recourse for foreign investors that arguably exceeds that of
local firms,44 and in quasi-official institutions, such as the Transatlantic
Business Dialogue, and standards-setting bodies. Economists familiar
with the economics of regulatory capture will immediately recognize the
potential for global versions of its inefficiencies and inequities.

Corruption. Furthermore, there are many channels by which globalization
may facilitate the diversion of public goods, property, and revenues into
private gains.45 Resource-wasting rent seeking and the possible growth of
cross-border versions of it are just two examples of how open trade can fa-
cilitate trade in perceived bads as well as goods. Since openness can also
constrain venality and corrupt policy, however, neither economists nor oth-
ers ought to rush to judgment over whether the gains of the goods exceed
the banes of the bads in any particular case. Measuring the bads ought to
be a natural cooperative enterprise of globalization’s critics and enthusiasts.

Checks and Balances. Finally it is worth remembering that the WTO and
GATT have a peculiar and unique parentage in the Havana Charter for the
stillborn International Trade Organization. Whatever one thinks of its
merits and demerits, its intent was clearly to provide balanced rules for
global commerce, including attention to small business and workers.
Therefore, why is it so obvious to defenders of status quo globalization that
the current boundaries and precedents of the WTO are appropriate and
that there are adequate checks and balances to the narrowly commercial
interests reflected there? Why not a constitutional convention on the new
WTO46 or on a genuinely new international economic order? As the critics
often say, “we don’t oppose globalization; we oppose the unbalanced rules
governing this globalization.”

Centralization and Subsidiarity Concerns

Last, it is worth remembering that some of the classic (and often com-
plex) economics of fiscal federalism and urbanization have some morpho-
logical application to the concerns of globalization critics. Examples are

44 Kimberly Ann Elliott, Debayani Kar, and J. David Richardson

44. For example, see chapter eleven of the NAFTA agreement (available at http://www.sice.
oas.org/trade/nafta/naftatce.asp).

45. See Elliott (1997).
46. Esty (2002) can be read as sympathetic to this view. Barfield (2001) and Howse and

Nicolaidis (2001), by contrast, recognize the constitutional problem in the WTO, but think a
procedural exercise in constitution-building would be fatal to it.



• The uncertain welfare economics of interjurisdictional tax and infra-
structure competition with capital (and other factor) mobility across
boundaries;47

• The efficiency and equity implications of global and local regulation,
the value of local political autonomy (e.g., better information about
activities being regulated), and optimal subsidiarity;” and

• Among other considerations, whether burdens of capture and perils of
corruption are greater or less when regulation is global versus local.

1.5.3 Metaeconomic Critiques

In addition, there are still broader concerns that we call metaeconomic.
Most spring from the fact that commercial rights are being harmonized
and globalized steadily—property rights, intellectual-property rights,
rights to have local regulatory standards recognized abroad (mutual recog-
nition), rights to local judicial standing and compensation for foreign in-
vestors in host countries, and rights to migrate temporarily for skilled busi-
ness professionals. But is such narrow global momentum on commercial
rights self-evidently desirable?

• Is it desirable without equal global momentum on other important hu-
man rights, such as freedom from forced labor and freedom of asso-
cation?48

• Is it desirable without renewed debate over whether such rights should
be assigned only to individuals or to groups also? If so, what kind of
groups would be sanctioned to enjoy rights? Free labor unions, reli-
gious and civil-society associations, and indigenous-people groups
(i.e., land and resource rights)? This is an issue because global com-
mercial rights increasingly accrue to incorporated firms that are taken
all too reflexively to be groups of persons entitled to enjoying such
rights. But if so, why not rights for other groups? Historical American
jurisprudence validated the identification of American firms as per-
sons with respect to property rights, but the global suitability of such
validation has not yet been established.49

• Is it desirable without global governance structures that nest those
rights within some democratically accountable (possibly global)
polity that develops such rights, conditions them, implements them,
and enforces them? If the only real human rights (as opposed to hor-

Assessing Globalization’s Critics: “Talkers Are No Good Doers?” 45

47. See Wilson (1996).
48. See Charnovitz (1999), among others, for a sympathetic treatment.
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tatory ideals) presuppose nation-states that oversee them,50 shouldn’t
international human rights, including commercial rights, presuppose
a more serious global political order than is currently embedded in the
United Nations?

1.6 Where do We Go From Here?

Having tried to characterize globalization’s critics in terms and concepts
familiar to its defenders, we finish by asking whether there is any common
ground between critics and defenders (rather than just a fight for raw su-
premacy). Can talkers and doers talk together? Can they do together?
What might the doing look like?

Thus far, there has been some working together on issues related to the
process of international economic policymaking. The World Bank, IMF,
and WTO are all more transparent than they used to be and, to varying
degrees, also more open to input from a broader variety of stakeholders
than before. The NGOs and grassroots groups do not necessarily get a vote
in these intergovernmental institutions, but the institutions, particularly
the Bank, have recognized the value in designing more effective and sus-
tainable projects and in policies of listening to a wider variety of voices.
Although critics still complain that the consultation process is more rhe-
torical than real, these organizations accept the need for increased
transparency and accountability in Bank and Fund policy development.
The WTO remains the least open of the three, but it is releasing more doc-
uments more quickly and the appellate body has agreed that it can accept
submissions from NGOs in dispute settlement cases. However, the latter
remains controversial, and the WTO remains the most government cen-
tered of the international economic institutions and the least open to civil
society input.

Policy economists and the three major international economic institu-
tions are also responding to the critics by addressing poverty and inequal-
ity more explicitly in their analyses of globalization and, to varying de-
grees, in their programs. While some question whether or not the IMF
should be in this area at all, it is shifting the focus of its long-term lending
from extended structural adjustment to poverty reduction and growth. The
World Bank is funding fewer large infrastructure project and lending more
for human resource development. Health and education, which are at the
top of the list of millennium development goals developed by the United
Nations, along with social protection accounted for nearly one-third of
new World Bank loan commitments in 2001 (World Bank 2001b). There is
also evidence of changing attitudes at the WTO, the most obvious being
that the outcome of the ministerial meeting in Doha, Qatar, which

46 Kimberly Ann Elliott, Debayani Kar, and J. David Richardson
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launched a new round of trade negotiations in November 2001, is being
called the Doha Development Agenda.

The area that remains the most contentious is the substance of the rules
themselves. What needs to be harmonized, coordinated, or globalized, and
what can be reserved to national or local governments? But there are areas
upon which pro-globalizers and the critics of current globalization should
be able to agree on the need for new rules. Concerns about corruption are
broadly shared, although reactions to this issue also underscore the differ-
ent approaches that fuel the debate over globalization. The critics focus on
the alleged role of the international financial institutions in feeding cor-
ruption through loans and projects that are diverted for personal gain. The
IFIs focus on the need for corrupt and inept national governments to get
their own houses in order. Nevertheless, both defenders and critics funda-
mentally agree that corruption can be a major impediment to development
and that steps to increase transparency and accountability are required.

Promoters and critics of globalization might also agree on trade rules in
some new areas that could both improve the functioning of markets and
make globalization more equitable, environmentally friendly, and politi-
cally sustainable. Already, a number of governments, economists, NGOs,
and others agree that an unquestionably positive proposal for promoting
trade, environmental sustainability, and development would target subsi-
dies for farming and fishing. More controversially, economists and ac-
tivists might agree that reforms to the TRIPs agreement could balance in-
tellectual-property protection with incentives for diffusion (Richardson
2001). Activists who are concerned about the increased and potentially
anticompetitive reach of MNCs might join with economists and others
who favor limited competition rules to guard against cartels, for example
(Richardson 2001; Oxfam International 2002). The role of corruption in
deterring or perverting foreign investment might also logically lead to
some agreement on at least minimal rules to protect investors from arbi-
trary actions by predatory governments and to protect people from hu-
man-rights or environmental abuses by corporations that are unregulated
by those same governments.

Increasingly, the question that we started with—whether or not the do-
ers willing to stop and talk—is being turned around: Are the critics only
talkers or are they also doers? As South African Finance Minister Trevor
Manuel said at the IMF World Bank Annual Meeting in Prague in Sep-
tember 2000, “I know what they’re against but have no sense of what
they’re for” (“Protestors Paralyze Prague,” Washington Post, 27 September
2000, A16). The NGOs are being asked to demonstrate their own legiti-
macy through increased transparency (e.g., regarding funding) and to be
explicit about to whom they are accountable and who they represent. One
close observer, who has worked both with NGOs and as a civil-society spe-
cialist at the World Bank, notes that it is important to analyze “who enjoys
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the benefits and suffers the costs of what the movement achieves, especially
at the grassroots level” (Edwards 2001, 6)?51

Moving forward together will also require some changes in method. Af-
ter the death of the young man during the G8 protests in Genoa and, par-
ticularly, the September 11 terrorist attacks, organizing large protests
around each major international economic meeting appears to be reaping
diminishing returns. Concrete demonstrations of protest will almost cer-
tainly continue to play an important role, but the movement seems ready
to move beyond serial protesting or being “a movement of meeting-
stalkers, following the trade bureaucrats as if they were the Grateful Dead”
(Klein 2000, 20–21). Forgoing large street protests outside the Waldorf As-
toria in New York during the World Economic Forum meeting in January
2002 and gathering instead in Porto Alegre to discuss alternatives could
prove to be a turning point toward dialogue and toward more constructive
interaction between the critics and defenders of economic globalization.

48 Kimberly Ann Elliott, Debayani Kar, and J. David Richardson

51. See Florini (2001, 39) and Clark (2001, 26) for other recommended NGO reforms to in-
crease transparency and accountability.
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Comment Harry Flam

My comments are about the second part of the paper. The first part is a
very interesting and useful survey and categorization of the anti-
globalization movement, for which the authors should be commended.
The anti-globalization movement is—we learn—to a considerable extent
pro-globalization, but wants globalization to proceed in different ways and
with different goals. The authors limit their scope to groups concerned
with economic globalization and involved in advocacy. These are placed
into four categories: development and poverty, human and worker rights,
environment, and multi-issue groups (global reformers).

Economists tend to have a dim and unfair view of the anti-globalization
movement and what it has to say, perhaps under the influence of television
coverage of violent protests in the streets of Seattle, Genoa, and other
places. The second part of the paper seeks to make the arguments under-
standable and acceptable to economists by using the language and con-
cepts of economics and appealing to well-known imperfections of institu-
tions, markets, and economic policies. I think Elliott, Kar, and Richardson
are quite convincing and successful in this. When translated into the lan-
guage of economists, it is obvious that many of the concerns raised by such
groups as Oxfam International make sense. But I cannot avoid a lingering
suspicion that as a description of the movement as a whole, much igno-
rance, misplaced criticism, and nonsense have been left out.

Furthermore, the paper tends to give the impression that most of the is-
sues brought up by the critics have been of no concern to academic econo-
mists, while it is possible to argue that the opposite is true. To take one of
the most obvious examples: Growth, development, and income distribu-
tion, both inside and between nations, have been on the agenda of devel-
opment and trade research for decades, including research at such institu-
tions as the World Bank (e.g., work by Hollis Chenery in the 1970s). Other
examples include the relations among growth, trade, and the environment;
the trade and wages debate; various aspects of the world trading system;
and the debt crisis. It is perhaps true that economists tend to be more in-
terested in what determines the size of the pie than how it is shared, but I
do think that it needs to be emphasized that many of the issues brought up
by the critics of globalization are not new.

What is puzzling to mainstream economists like myself is the emphasis
of the globalization critics on globalization, international organizations,
and multinationals in the context of poverty, underdevelopment, lack of
human and worker rights, and environmental degradation. Admittedly, the
World Bank can be criticized for putting too much emphasis on large in-
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frastructure investments in the past, the IMF for being insensitive to the
distributional consequences of stabilization programs, the WTO for giving
developed-country firms too strong property rights in the TRIPS agree-
ment, and multinationals for their conduct in poor countries and against
weak governments. But the fact is that these institutions have made great
contributions to the improvement of living conditions for the world’s poor.
Developing countries are very actively seeking World Bank loans and are
participating in project design. The IMF steps in when national gover-
nance and governments have failed. The WTO system provides much-
needed rules for world trade and has contributed to a substantial reduction
of trade barriers during the last half-century. As for multinationals, most
developing countries actively seek and compete for their investments.

One cannot help thinking that the focus on international trade and in-
vestment and on international institutions is opportunistic and largely mis-
placed. The focus should be on national governance and national policies:
the lack of democracy, corruption, bad policies, badly protected property
rights, privileges for the elite, and so on. The international institutions and
globalization serve as scapegoats, when the really important barriers to
economic development and well-being lie in the national, not the interna-
tional, arena.

In fact, one can well argue that globalization has very positive effects in
putting restrictions on national governance and policies. National auton-
omy is often used to pursue bad governance and policies, as in North Ko-
rea and Burma (to take extreme examples). Exposure to international
trade and factor movements, and participation in international coopera-
tion and institutions tend to prevent government mismanagement. (We do
not have to go to developing countries to find examples: the creation of the
European Monetary Union has placed much-needed discipline on bad na-
tional monetary and fiscal policies.)

It must be pointed out that my misgivings about the anti-globalization
movement are not intended as criticism of the paper. They can, however,
explain why economists are less than enthusiastic in their views of the
movement.
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2.1 Introduction

It is for good reasons that many people regard the world as unjust and
plagued with poverty. From that observation, one could draw the conclu-
sion that the state of the world is the result of existing international insti-
tutions and today’s ruling political ideologies. If you take this view, it is
hardly surprising that you also protest when international leaders and rep-
resentatives of fifty-plus long-standing international organizations declare
that the recipe is “more of the same”—more and freer trade, stricter and
more norm-based fiscal and monetary policies, and the like. In addition,
although many of these leaders themselves come from democratic coun-
tries, they do not seem to bother too much about the absence of democracy
for poor people in many developing countries. Is it surprising that some
protest?

This paper takes as its starting point the criticism coming from the anti-
globalist movement. Two distinctly different claims are looked into. First,
the claim that globalization is undemocratic and, second, that institutions
like the World Trade Organization (WTO), the World Bank, and the Inter-
national Monetary Fund (IMF) should be democratic.
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2.2 Globalization, Anti-Globalists, and Democracy.

Following Sen (1999, chap. 6, 152), any country that “is independent,
that goes to elections regularly, that has opposition parties to voice criti-
cisms, and that permits newspapers to report freely and question the wis-
dom of governments policies without extensive censorship” is regarded as
democratic. The concept includes not only political rights (like the right to
form political parties that openly can compete for and be elected to posi-
tions of power in government), but also crucial civil liberties, like personal
freedoms, freedom of the press, belief, and association. Countries’ level of
democracy has been measured by index. One such index has been con-
structed from the Policy III data set, but there are several other indexes, like
the Freedom House index1 (see Gurr and Jaggers 1995).

The word “globalization” means different things to different people. To
limit confusion, here globalization means international trade in goods and
services and foreign investment.

Who are the anti-globalists?

There are strong tensions between organised labour and campaigning
non-governmental organisations (NGOs); between people who want to
protect national autonomy and those who want to override it; between
those who want to save the environment and those whose main aim is de-
velopment; between those who want to protect traditional ways of life
and those who want to upset them; and, of course, those who want re-
form and those who seek a revolutionary transformation. Some protest-
ers are self-interested. Others are idealistic. (Martin Wolf, Financial
Times, September 4, 2001)2

In the light of this description, is it possible to find a common denomina-
tor among the anti-globalist NGOs?

First, many take one of three views: there should be less globalization
than there is today; globalization at least should not increase from today’s
magnitudes, or, if globalization would increase, it should not do so unless
there are some additional conditions attached to it. Second, many anti-
globalists take a skeptical view of international organizations like WTO, the
World Bank, and IMF (the latter two are generally regarded as international
financial institutions [IFI]). Of course, it is possible to be positive toward
globalization and negative toward the present work of WTO and the IFIs.

2.3 Undemocratic Globalization?

What distinguishes many anti-globalists from others—like scholars and
journalists—is that some of them claim that they are able to represent the
preferences of others and not just themselves. There are
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grassroots NGOs claiming to represent people whose lives and liveli-
hood are being directly affected by the actions and policies of the IMF,
the World Bank and the WTO. The argument here is that representation
in international institutions is imperfect. The emissaries of existing gov-
ernments fail to represent many groups’ rights and predicament. NGOs
acting in international fora are necessary to fill the gap in representation
and accountability that results. (Woods and Narlikar 2001, 15)

This argument, as it stands, is not that globalization is necessarily bad, but
that not all views are represented when important decisions are taken in
international fora on for example, the rules of the multilateral-trading
system.

However, implicitly or explicitly, the critique is also that the preferences
of those who are not represented in international institutions are more neg-
ative on globalization than are the preferences of those who are repre-
sented. If the preferences of all concerned—the set of which is difficult to
define precisely and whose preferences are more difficult than usual to ag-
gregate—had been taken into account, then the decisions of the IFIs
would have yielded different outcomes and less trade and foreign invest-
ment.

Let us consider a claim that the true preferences of peoples of the world
on globalization are more skeptical than the preferences reflected in the
policies of WTO’s member states and of member states and staff of the
IFIs.

Can a hypothesis be rejected which states that the present ruling prefer-
ences on trade, economic integration, and investment—as reflected in the
policies of important rich and poor countries and consequently also in the
WTO and the IFI—reflect the views of a majority of the populations in
the rich and poor countries?

To discuss the popular preferences on globalization, two approaches are
used. Since we want to capture the history of Gatt/WTO rounds during the
last forty-plus years, we start off by dividing countries into democratic Or-
ganization of Economic Cooperation and Development (OECD) member
countries and “other countries.” For the subset of OECD member coun-
tries, the question is whether or not it is possible that the preferences of the
electorate on trade and integration in a systematic way in elections have
differed from that of the democratically elected governments’ positions?
For the other countries, comparative international opinion polls on glob-
alization, trade integration, and protectionism are considered. With good
polls, one should be able to learn how respondents in different countries
look upon globalization and trade. If such polls consistently would yield
the result that globalization and free trade are disliked and that respon-
dents are inward looking and in favor of protectionism, then the polls
would call into question the basis for many member countries’ positions
and of the policies of the IFIs.
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2.3.1 Democratic OECD Countries

Do democratic member countries of, for example, the WTO differ in pol-
icy positions from the voters’ preferences in a systematic pro-globalization
way?

Even if every government in the world were democratically elected, a
large problem of accountability would still remain for international or-
ganisations. . . . We have seen that in national politics a government
rarely wins or loses an election on a particular issue. Yet rarer would be
a government that won or lost an election (or office through some other
means) due to a position taken by its representative within an interna-
tional organisation. Indeed, given that elections do not hold politicians
to account on domestic issues, it would be rather ludicrous to assert that
they might serve as a mechanism of accountability in the international
sphere where voters have even less information, and less motivation to
cast their votes on such issues. Clearly elections as a mechanism of do-
mestic restraint on public officials cannot be stretched into an effective
mechanism of accountability for international institutions even if every
government in the world were democratically elected. Yet this is pre-
cisely what the arguments about the traditional structure of governance
and representation attempts to do. (Woods and Narlikar 2001, 7)

The authors are hardly correct that “a government rarely wins or loses an
election on a particular issue.” There are plenty of counter examples unless
one defines “issue” in an extremely narrow sense. Apart from this flaw in
the quote, the authors are probably correct if one would consider individ-
ual decisions in the WTO and most countries at a particular point in time.
But do isolated cases of narrowly defined issues constitute the appropriate
sample? Our answer is no: The authors seem unlikely to be correct when
considering the direction of policy embedded in the large number of suc-
cessive decisions over some forty years on multilateral trade rounds result-
ing in lower trade barriers and enhanced economic integration.

Let us consider the OECD countries. To be a member of the OECD, a
country must fulfill the requirements of being a pluralistic democracy, en-
forcing respect for human rights, and having a market economy exposed to
international competition. Assuming that on average there has been at
least twenty-five such members per year since 1960 and that the average pe-
riod between general elections has been four years, this means that there
have been at least 250 general elections among this group. (The true num-
ber is higher since the number of members has increased, and the average
term is less than four years.) If these governments’ decisions to liberalize
(manufacturing) trade had been in a systematic conflict with the voters’
preferences, it is likely that such a misrepresentation at some points in time
had become serious election issues in some of the 250 elections.

Are voters in OECD countries—as a general rule—unmoved by issues
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like trade, economic integration, and globalization? Trade has on several
occasions been an issue in U.S. elections—as reflected in the U.S. handling
of the Seattle WTO meeting in 1999 and the U.S. steel protection following
the 2000 presidential campaign. Trade has also figured on several earlier
occasions in U.S. politics (e.g., see Scheve and Slaughter 2001, chap. 1).
The post–World War II history of Western Europe has had many national
elections and referenda fought on aspects of economic and political inte-
gration. The outcomes of these elections and referenda have sometimes
forced governments to resign and have permanently split political parties.
From Western Europe we also have the additional experience that demo-
cratic countries—through elections and referenda—choose different de-
grees of integration with the surrounding world. Switzerland has decided
to stay out of the European Union (EU), as well as the European Eco-
nomic Area (EEA). Norway and Iceland are members of the EEA, but they
are not members of the EU. Denmark, the United Kingdom, and Sweden
are members of the EU, but they have not (yet) adopted the common cur-
rency. The United Kingdom is a member of the EU, but not the Schengen
agreement on passport-control-free movement of persons. One can also
note that over time the European countries have decided, in democratic
processes, to integrate more and more.

The hypothesis does not seem possible to reject: The forty-plus years of
pro-globalization positions and decisions of OECD democracies represent
the preferences of their electorates.

If, on the other hand, it had been a correct description that trade issues
seldom have been significant election issues, such an observation does not
warrant a claim that voters are unmoved by globalization issues. Precisely
for the opposite reason, political parties and governments may try to en-
sure that trade and integration issues do not become significant ones in
elections. They can do this by trying to ensure beforehand that trade and
integration policies will be unlikely to cause—from their perspective—dis-
ruptive conflicts and undermine efforts to control the agendas of the elec-
tion campaigns. Then the hypothesis cannot be rejected, of course.

Also, if voters had been opposed to a continued opening up of markets
for goods and services and investment, in Europe, for example, nationalis-
tic politicians at times can be expected to have capitalized on such senti-
ments. Indeed, one has seen inward-looking nationalistic movements in
many European countries, but these have typically focused on immigration
and asylum seekers and not on trade in goods and services and foreign in-
vestment. In several polls, xenophobia does not correlate reliably with the
respondents’ views on globalization.3

The conclusion is that the trend to liberalize in the multilateral trade ne-
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gotiations—including exceptions like agriculture and textiles—cannot
be said to have been in conflict in a systematic way with the preferences of
the voters in the OECD countries. Thus, one cannot reject the hypothesis
that some forty years of (pro-globalization) positions and decisions of the
OECD democracies have been in line with the OECD electorates’ prefer-
ences.

2.3.2 Other Countries

With the help of three international and comparative polls, the group of
countries is widened to include also important non-OECD ones, including
several ones that are not democratic.

Globalization

In October to December 2001, a poll on globalization was taken with
representative samples of individuals in twenty-five countries.4 Some of the
questions are seen in the head of table 2.1. The survey results can be said to
be within a 3 percent positive or negative range of what they would have
been nineteen times out of twenty had the entire population been surveyed.
Globalization was defined as international trade in goods and services and
in investment. In the table, the countries have been grouped in two classes,
richer and poorer ones. The column heads of table 2.1 supply, first, the par-
ticipating countries’ GNP per capita and, second, the three different ques-
tions that the respondents were asked.

The (unweighted) averages are strikingly similar (column [2]). Among
the OECD countries, Australia, France, and Spain stand out as the more
negative ones. Argentina’s and Turkey’s recent economic crises seem to be
reflected in strongly negative attitudes. Note the similar results for the
populous countries—China, India, Indonesia, and Nigeria—but also for
Qatar, Venezuela, and South Korea. They all report weak negative (col-
umn [2]) and strong positive (column [3]) attitudes to globalization. When
the results for poorer countries are weighted by population size, the pro-
globalization results of the four populous countries dominate. Thus, ac-
counting for some 43 percent of total world population and 51 percent of
all low- and middle-income countries’ population (in 1998), only some 10–
15 percent of the sample regarded globalization as negative. As many as
70–80 percent regarded globalization as positive. One should note in par-
ticular the positive Chinese responses to the country’s benefits from inte-
gration with the world economy (columns [4], [7], and [10]).

Considering the two biggest economies, the United States and Japan, the
respondents of Japan were more skeptical to globalization than those of
the United States. In fact, the respondents of the United States and the

68 Carl B. Hamilton

4. See the table 2.1 source and note for reference and some information on the method-
ology.



T
ab

le
 2

.1
P

ol
l o

n 
A

tt
it

ud
es

 to
 G

lo
ba

liz
at

io
n,

 2
5 

C
ou

nt
ri

es
, R

ep
re

se
nt

at
iv

e 
S

am
pl

es
 o

f 1
,0

00
 C

it
iz

en
s,

 O
ct

ob
er

 to
 D

ec
em

be
r 

20
01

“W
ill

 th
e 

N
um

be
r 

of
 J

ob
s 

in
 

O
ur

 C
ou

nt
ry

 G
et

 B
et

te
r 

or
 

“W
ill

 th
e 

E
co

no
m

y 
of

 O
ur

 
P

er
ce

iv
ed

 E
ff

ec
ts

 o
f G

lo
ba

liz
at

io
n 

C
ou

nt
ry

 G
et

 B
et

te
r 

or
 W

or
se

 
W

or
se

 B
ec

au
se

 o
f 

G
lo

ba
liz

at
io

n?
”

B
ec

au
se

 o
f G

lo
ba

liz
at

io
n?

”
on

 R
es

po
nd

en
t a

nd
 F

am
ily

P
P

P
 G

N
P

 P
er

C
ap

it
a 

19
98

N
eg

at
iv

e
Po

si
ti

ve
(3

) –
 (2

)
W

or
se

B
et

te
r

(6
) –

 (5
)

W
or

se
B

et
te

r
(9

) –
 (8

)
C

ou
nt

ry
(1

)
(2

)
(3

)
(4

)
(5

)
(6

)
(7

)
(8

)
(9

)
(1

0)

T
he

 U
ni

te
d 

St
at

es
29

,2
40

21
76

55
27

65
38

45
46

1
C

an
ad

a
22

,8
14

22
74

52
34

59
25

45
47

2
F

ra
nc

e
21

,2
14

34
37

3
57

31
–2

6
72

17
–5

5
G

er
m

an
y

22
,0

26
20

77
57

37
59

22
70

28
–4

2
It

al
y

20
,3

65
22

61
39

21
62

41
29

48
19

T
he

 U
ni

te
d 

K
in

gd
om

20
,3

14
22

73
51

25
64

39
43

44
1

T
he

 N
et

he
rl

an
ds

22
,3

25
13

87
74

26
75

49
41

59
18

Sp
ai

n
15

,9
60

33
36

3
34

39
5

48
24

–2
4

A
us

tr
al

ia
21

,7
95

35
60

25
29

63
34

58
33

–2
5

Ja
pa

n
23

,5
92

12
32

20
43

40
–3

76
10

–6
6

Q
at

ar
18

,8
71

11
78

67
11

88
77

21
75

54
So

ut
h 

K
or

ea
13

,2
86

21
75

54
36

62
26

52
45

–7
A

vg
. a

bo
ve

20
,9

84
22

64
42

32
59

27
50

40
–1

0

A
rg

en
ti

na
11

,7
28

48
39

–9
69

24
–4

5
73

22
–5

1
B

ra
zi

l
6,

46
0

27
62

35
41

51
10

54
39

–1
5

C
hi

le
8,

50
7

20
60

40
30

55
25

42
40

–2
C

hi
na

3,
05

1
10

75
65

10
83

73
41

49
8

In
di

a
2,

06
0

15
79

64
26

69
43

50
43

–7
In

do
ne

si
a

2,
40

7
16

74
58

57
40

–1
7

65
33

–3
2

K
az

ak
hs

ta
n

4,
31

7
11

60
49

11
69

58
19

59
40

(c
on

ti
nu

ed
)



T
ab

le
 2

.1
(c

on
ti

nu
ed

)

“W
ill

 th
e 

N
um

be
r 

of
 J

ob
s 

in
 

O
ur

 C
ou

nt
ry

 G
et

 B
et

te
r 

or
 

“W
ill

 th
e 

E
co

no
m

y 
of

 O
ur

 
P

er
ce

iv
ed

 E
ff

ec
ts

 o
f G

lo
ba

liz
at

io
n 

C
ou

nt
ry

 G
et

 B
et

te
r 

or
 W

or
se

 
W

or
se

 B
ec

au
se

 o
f 

G
lo

ba
liz

at
io

n?
”

B
ec

au
se

 o
f G

lo
ba

liz
at

io
n?

”
on

 R
es

po
nd

en
t a

nd
 F

am
ily

P
P

P
 G

N
P

 P
er

C
ap

it
a 

19
98

N
eg

at
iv

e
Po

si
ti

ve
(3

) –
 (2

)
W

or
se

B
et

te
r

(6
) –

 (5
)

W
or

se
B

et
te

r
(9

) –
 (8

)
C

ou
nt

ry
(1

)
(2

)
(3

)
(4

)
(5

)
(6

)
(7

)
(8

)
(9

)
(1

0)

M
ex

ic
o

7,
45

0
23

69
46

34
54

20
41

45
4

N
ig

er
ia

74
0

10
70

60
31

61
30

28
59

31
R

us
si

a
6,

18
0

13
32

19
17

46
29

26
33

7
So

ut
h 

A
fr

ic
a

8,
29

6
18

61
43

46
42

–4
61

28
–3

3
T

ur
ke

y
6,

59
4

61
27

–3
4

43
45

2
13

70
57

V
en

ez
ue

la
5,

70
6

13
87

74
30

65
35

39
55

16
A

vg
. a

bo
ve

5,
65

4
22

61
39

34
54

20
42

44
2

S
ou

rc
e:

D
at

a 
fr

om
 W

or
ld

 E
co

no
m

ic
 F

or
um

 “
G

lo
ba

l P
ub

lic
 O

pi
ni

on
 o

n 
G

lo
ba

liz
at

io
n,

” 
co

nd
uc

te
d 

by
 E

nv
ir

on
ic

s 
In

te
rn

at
io

na
l L

td
. i

n 
co

lla
bo

ra
ti

on
 w

it
h 

th
e

W
or

ld
 E

co
no

m
ic

 F
or

um
, F

eb
ru

ar
y 

20
02

.
N

ot
e:

G
lo

ba
liz

at
io

n 
is

 d
efi

ne
d 

as
 in

cr
ea

se
d 

tr
ad

e 
be

tw
ee

n 
co

un
tr

ie
s 

in
 g

oo
ds

 a
nd

 s
er

vi
ce

s 
an

d 
in

ve
st

m
en

t.
 I

n 
ea

ch
 c

ou
nt

ry
, f

ac
e-

to
-f

ac
e 

or
 te

le
ph

on
e 

in
te

rv
ie

w
s

w
er

e 
co

nd
uc

te
d 

w
it

h 
re

pr
es

en
ta

ti
ve

 s
am

pl
es

 o
f 1

,0
00

 c
it

iz
en

s 
(f

or
 a

 to
ta

l o
f 2

5,
00

0)
. E

ac
h 

na
ti

on
al

 p
ol

l i
s 

ac
cu

ra
te

 to
 w

it
hi

n 
±

3 
p

er
ce

nt
, 1

9 
ti

m
es

 o
ut

 o
f 2

0.
 T

he
G

N
P

 o
f U

ni
te

d 
A

ra
b 

E
m

ir
at

es
 is

 ta
ke

n 
as

 p
ro

xy
 fo

r 
Q

at
ar

’s
 G

N
P.



United Kingdom in this poll display very similar preferences on globaliza-
tion. One can also note the positive attitude to globalization found in Rus-
sia. The respondents throughout are more skeptical about the effect of
globalization on jobs than on the economy as a whole. This is especially
striking for Germany, Japan, and Australia.

Trade and protection

The Ipsos-Reid Global Poll (2000) was taken at about the same time as
the previous one (i.e., November to December 2001).5 It covers twenty
countries, some of which overlap with the first poll (see table 2.2). This poll
asks about free trade versus protection rather than the more vague concept
of globalization. Also, from this poll, it is difficult to nail down any distinct
difference in opinions between, for example, rich and poor countries. An
open orientation of respondents in China and South Korea is confirmed,
and Taiwan can be added as well. Mexicans seem distinctly positive to
openness in both polls, while the opposite holds for the Argentineans’ at-
titudes at the beginning of the acute phase of the country’s 2001–2002 cri-
sis. Again, France and Australia stand apart as skeptics to trade and glob-
alization. The U.S. respondents seem positive regarding globalization
generally, but seem negative toward free trade. This confused attitude is
shared with the United Kingdom and Brazil. The second question in table
2.2 tries to capture the response regarding the freedom to shop versus re-
strictions. Here there is another type of confusion, which is to say that in
four countries many respondents seem to prefer freedom to shop and re-
strictions on imports at the same time (i.e., the United States, Australia,
Poland, and Portugal).6

Scheve and Slaughter (2001) have looked more deeply into U.S. atti-
tudes. Their polls indicate that Americans think that international trade is
beneficial from an overall perspective, but at the same time Americans
worry about job destruction and lower wages, in particular among lower-
skilled and lower-paid Americans.

The papers by Mayda and Rodrik (2001) and O’Rourke and Sinnott
(2001) both use the same database to look into similar questions. The data-
base that they use is the International Social Survey Program (ISSP), a sur-
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5. See the Ipsos-Reid Global Poll, 20 February 2002. The poll is available from http://www.
Thomas.riehle@ipsos-reid.com, and the methodology from http://www.rob.breitzkreutz@
ipsos-reid.com.

6. Given the French respondents’ consistently skeptical views on globalization and free
trade, it is somewhat surprising in the Ipsos-Reid poll that in no other country—apart from
the respondents in Japan and the United States itself—is it more popular to work for an
American company than in France. (That part of the poll is not discussed further here.) The
polls for France underscores one of France’s European dilemma, that is to say, wanting to be
the leader and engine of European integration and at the same time often being more skepti-
cal than other European countries about the benefits of international trade, investment, and
globalization. It is difficult to have it both ways.
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vey that was conducted in twenty-four countries in 1995 to 1996 and con-
cerned countries that can be characterized as old OECD plus Eastern Eu-
rope.7 The sample thus did not cover third-world countries (with the ex-
ception of the Philippines) and it was taken five years before the above two
polls. In the survey, the respondents were asked how much they agreed or
disagreed with the statement that their country “should limit the imports
of foreign products in order to protect its national economy.” In spite of
slightly different methods being used to analyze the data, the two papers
arrive roughly at the same empirical conclusion. In a country that is abun-
dant in unskilled labor, relative to most of the rest of the world, the un-
skilled labor should be in favor of free trade. Mayda and Rodrik (2001, 3)
state the conclusion as such: “individual trade preferences interact with
country characteristics in exactly the manner predicted by the factor-
endowments model. . . . It is a robust result and perhaps our strongest
single finding.” They later elaborate that “Highly educated individuals tend
to be pro-trade in countries that are well endowed with human capital (the
USA), but against trade in countries that are poorly endowed with human
capital (the Philippines)” (2001, 32). O’Rourke and Sinnott (2001, 5) dis-
cuss the result outside the ISSP’s sample and the possibility that the con-
clusion would hold also for a larger sample, including the world’s poor
countries: “Of course, this is pure speculation on our part: nonetheless, the
results we are able to obtain from these data seem entirely consistent with
the insights of Eli Heckscher and Bertil Ohlin.”

The results of the two polls presented above, if anything, support
O’Rourke and Sinnotts speculation that in populous countries, abundant
as they are in unskilled labor, the population on the whole would have a
free-trade orientation, in line with the predictions of the factor endow-
ments theory.

WTO

In a poll conducted by TEMO in June 2001 in Sweden, the respondents
were asked how they regarded WTO. The result was, first, that the WTO
was regarded as “very positive” or “positive” by 44 percent, which was
much less than for the UN (88 percent), but slightly more than for the EU
(40 percent). However, almost half of the respondents answered either that
they were neither positive nor negative to WTO, or that they didn’t know.8

74 Carl B. Hamilton

7. Specifically, the countries are Australia, West Germany, East Germany, Great Britain,
the United States, Austria, Hungary, Italy, Ireland, the Netherlands, Norway, Sweden, the
Czech Republic, Slovenia, Poland, Bulgaria, Russia, New Zealand, Canada, Philippines,
Japan, Estonia, Latvia, and Slovakia.

8. See Svenska folket om globalisering (The Swedish population on globalization), TEMO
investigation no. T-21950, 26 June, 2001; see http://www.temo.se. Several questions were
asked in addition to the one on WTO. One of these was on child labor: Of the generally free-
trade-oriented group of Swedish respondents, no less than 74 percent agreed with the state-
ment that Sweden should not trade with countries allowing child labor.



From these polls, it does not seem possible to reject the hypotheses that
when governments and international institutions advocate and promote
openness, they reflect the views of the majority of populations of the
OECD countries and distinctly poor countries of the world.

2.4 Can Non-Governmental Organizations (NGOs) 
Fill a Gap in Representation and Accountability?

Suppose that the above conclusions—based on some polls and the re-
vealed record of decades of policy making in democracies—were wrong.
Still the question remains as to whether or not NGOs’ preferences could be
said to be less wrong. To quote a view presented in Woods and Narlikar
(2001, 15), is it true that “NGOs acting in international fora are necessary
to fill the gap in representation and accountability”? Are the preferences of
NGOs focusing on trade and development more representative and more
correct as a starting point for decisions on globalization and trade rules
than current polls and the revealed positions of the democracies of the
world?

First of all, there are many hundreds of NGOs; they do not think alike,
and their internal systems of representation and accountability differ. Sec-
ond, most NGOs have their origin in developed countries and are likely to
reflect knowledge of and concerns about development felt in their home
countries. These values and priorities need not be same as those of the poor
countries, of course: “A long standing concern about these NGOs is that
their activities further magnify the voice and influence of industrial coun-
tries’ peoples and governments in international debates and institutions
which already disproportionately represent the industrialised world”
(Woods and Narlikar 2001, 15). Of the 738 NGOs accredited to the 1999
WTO-meeting in Seattle, 87 percent were based in industrialized coun-
tries (UNDP 2002, 8). The largest Swedish NGO—Forum Syd (Forum
South)—is an umbrella organization for all Swedish-development NGOs
and it is financed entirely by the Swedish state through its aid agency
Swedish International Development Authority (SIDA). The interest of
rich countries in poor countries’ labor standards and environmental pro-
tection is often in those poor countries regarded as a particularly hypo-
critical form of protection against their exports.9

The NGOs are like multinational firms (MNF), trade unions, and farm-
ers’ organizations in the sense that they all have roles to play in domestic
policy discussions. They can also be invited and included in country dele-
gations since the composition of these is a national decision. An NGO or
an individual from a developed country can quite legitimately be made a
member of a poor country’s team. However, a formalized role for NGOs,
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9. See Bhagwati (1995) and (2002b).



MNFs, trade unions, farmers’ organizations, and the like in the inter-
national debates, negotiations, and decision making of the WTO or IFIs
raises serious questions about representation and accountability. What cri-
teria should be applied when selecting MNFs and NGOs? To state that
“such a selection [of NGOs] should be done in collaboration with civil
society”—as suggested by Bellman and Gerster (1996, 40)—is not a start-
ing point since it just raises the question of the operational content of the
concept of “civil society.” Furthermore, there are no guarantees against—
but instead the very real risk—that a formal role for MNFs and NGOs
would give some countries extra votes. Likewise, there are no guarantees
against—but the opposite due to the logic of realpolitik—that some NGOs
would be funded (and founded) by MNFs, farmers’ organizations, trade
unions, and other organized interest groups, and operate under the cover
of a NGO label.

A typical NGO often starts with concerns for specific projects or issues.
Perhaps it is for this reason that most NGOs have developed a micro-
perspective of development. They can be involved in projects focusing on
farming in some region; the plight of women, children and education;
microcredits; environmental concerns; and so forth. These are all honor-
able causes, but—from the point of view of representation of views—the
overall result is likely to be tilted in favor of distributional issues and 
“soft” policy stances. There are few, if any, NGOs devoted to “hard” issues,
like the enhancement of better and more stringent rules for budget disci-
pline, financial-sector reforms, the reform and abolition of bad banks, 
a unified exchange rate, a rent-free trade policy, or simply economic effi-
ciency.

There are some particular aspects of the links between democracy,
NGOs, and developing countries that merit consideration. First, if a (poor)
country is on its way to democracy, it can be risky for an international in-
stitution to bypass the fragile democracy and its institutions and instead
use an NGO as the institution’s channel to the population, even if the NGO
is run in an exemplary manner. There need not be a conflict between frag-
ile democracy and an NGO, of course, but there is a clear procedural
dilemma.

Second, poor countries have well-known difficulties with participation
in the WTO. If well-funded NGOs, MFNs, and so forth are given formal-
ized roles—like the right to be heard or speak in decision-shaping pro-
cesses (as urged by Bellman and Gerster 1996)—that is very likely to result
in a crowding out of poor countries’ struggle for attention and influence in
WTO. Today, well-funded and capable NGOs already can achieve what
many poor countries cannot afford, that is a presence in Geneva and being
continuously involved in WTO activities. If scarce resources, like time in
the WTO machinery, are spent on presentations of the views of NGOs,

76 Carl B. Hamilton



MNFs, and others, such a time allocation will almost certainly be at the ex-
pense of weaker parties, like poor countries’ and their interests.10

A most surprising aspect of Bellman and Gerster (1996) is that they do
not seem to recognize that their demand for significantly larger influence
of NGOs in WTO would be at the expense of their other major request—
a vastly expanded role for national parliaments. Neither do they seem to
realize the separation of roles in a parliamentary democracy regarding de-
cision preparation and decision making between the government (execu-
tive) and the parliament (their description of the role of parliaments in the
formulation of countries’ trade policy is not always correct).11

In conclusion, it is impossible to give a definite answer for all places and
times on the value and a proper role of NGOs. Neither does it seem pos-
sible to deliver an answer to the question if NGOs can fill a gap when it ex-
ists and properly reflect the preferences of others, like the poor persons of
a country. However, in the light of the above, it seems very unlikely that
NGOs normally could fill a gap. The burden of proof rests heavily on the
NGOs themselves.

2.5 International Institutions, Globalization, and Democracy.

Now the second criticism—the claim that decisions taken in interna-
tional institutions like WTO and IFI are undemocratic—is considered. It
is clearly correct that these decisions are imperfect reflections of the views
of the peoples of the world. This is so in spite of a statement like the fol-
lowing from an otherwise excellent book on WTO: “Some would argue that
. . . the WTO is probably the most democratic international organisation
extant, in that it operates by consensus and, if voting occurs, it is on the
basis of one-member-one-vote” (Hoekman and Kostecki 2001, 70).12 For
example, not all of WTO members are democracies (e.g., China and Saudi
Arabia), and such member countries’ representatives should not be as-
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10. Bellman and Gerster (1996) argue for NGO participation in several ways in WTO: In
the dispute settlement process (Article 13.2), they suggest that “NGO participation could
possibly be enhanced if recourse to [NGO contributions] were to be made compulsory” (37).
The WTO and NGOs (jointly?) should undertake systematic “impact assessment studies on
development and the environment” (40, 62). In addition, NGOs should have observer status
in WTO’s Committee on Trade and Development (CTD) and on WTO’s Committee on Trade
and Environment (CTE). However, Bellman and Gerster (1996) do not suggest that there
would be any NGO interest for a role in WTO’s Committee on Budget, Finance, and Admin-
istration. This reinforces an impression of wanting to play with the angels only.

11. Bellman and Gerster (1996, 50) write, “Parliamentarians are authorized to participate
only . . . as observers [in the WTO].” What other role could they possibly take on without re-
placing the government?

12. Also, the UNDP (2002, 8) takes the view that democracy in WTO would be one
country, one vote: “Consider the World Trade Organization. Every member has one vote,
which is very democratic.”



sumed even to have the representation of the population as their ambition.
Furthermore, why should Iceland and India—with 350,000 and nearly one
billion inhabitants, respectively—have the same number of votes? If one
were thinking about even some imperfect approximation of democracy, it
would be reasonable for India to have more votes than Iceland. These re-
marks do not mean that the issue of representation of preferences in inter-
national institutions would be trivial or unimportant—quite the contrary;
Demands for more democracy in intergovernmental organizations is more
complex than many critics of WTO and the IFIs seem prepared to discuss.
One cannot ignore the basic undemocratic feature, namely, that it is the
nation-state that has a right to membership of WTO and IFIs.

One would have thought that demands for global democracy, a global
parliament, and a world government would be the logical visionary alter-
native suggested by the critics of today’s intergovernmental organizations
(e.g., one along the lines suggested by the world federalist movements). But
just the opposite seems to be the rule: The anti-globalists seem more local
than global in their visions when it comes to political decision making
(“glocalism”).

Thus, issues on international trade and globalization will likely continue
to be handled by governments in intergovernmental organizations and by
diplomats and other civil servants. Then, negotiations and decisions are
prepared and taken in processes that are not always open and—to be effec-
tive—many times cannot be open except with a time lag.13 This is a classic
problem of democratic accountability in foreign and security policy, and it
is not specific to WTO and IFIs. The problem is handled in slightly differ-
ent ways in different democracies, and generally speaking, through parlia-
mentary committees with special rights to secret information, to closed
sessions, and to the possibility of being consulted and deciding on negoti-
ating positions. However, compared to a normal parliamentary control of
governments’ domestic actions, the control of what goes on in interna-
tional organizations is often weak and indirect and is dominated by the
participating governments’ agendas and selection of information. Fur-
thermore, it is only in the subset of democratic member states of WTO and
IFI that parliamentary control can be exercised.

Moreover, the parliamentary perspective is typically a national one. The
economist’s interest in the global-welfare effects of trade reform, systemic
aspects of the global trading system, and problems of regionalism attract
few votes and have few pressure groups working for them. This, of course,
just makes economists’ contributions on these matters relatively more im-
portant.
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13. The time lag normally can be anything between two hours or a few weeks, and only
rarely would it be necessary to last for years.



2.6 Globalization, Democracy, and Poverty Reduction

The democratic deficit that is part and parcel of the intergovernmental
form of decision making makes the WTO and IFIs natural targets for
many anti-globalists.14 However, the fact that the WTO and the IFIs are
not actually being run in a democratic way does not exclude the possibility
that they would advocate democracy as the preferred mode of government
of nations. However, the IFIs are not seen to argue in favor of democracy.
Should the IFIs be neutral on the issue? This section looks into the issue
both in the light of the anti-globalist critique and the UN’s poverty-
reduction objective.

It is likely that the anti-globalists’ criticism that owners and staff of the
IFIs promote globalization from an undemocratic platform would lose
ground if the IFIs would argue openly for democracy in member states, but
avoiding such criticism cannot be the aim of the IFIs. There is a much more
substantive issue, namely whether democracy is instrumental in achieving
the IFIs’ stated overriding objective (i.e., poverty reduction) in addition to
being a desirable objective per se.

Second, the IMF and the World Bank support the UN’s Millennium De-
velopment Goals. These are, by the year 2015, “to have reduced by half the
proportion of people living on less than a dollar a day, and to have reduced
by half the proportion of people who suffer from hunger,” while improving
health, education, and the environment (see the UN website at http://
www.un.org/milleniumgoals/index.htlm).

2.6.1 Governance, Poverty, and Democracy

Individuals have preferences not only over outcomes, but also over pro-
cesses. Thus, measures taken to enhance openness and globalization that
have been decided upon through a democratic process are more legitimate
and should have a better chance of long-term survival than if the same
decisions were arrived at in some other way (e.g., through a dictator’s de-
cision, occupation of territory, or external pressures). This is described by
the IFIs as the importance to apply “participatory approaches” and for gov-
ernments to “own” domestic reforms and policies. A democratic process
is—among other things—a participatory approach. Ceteris paribus, democ-
racy thus seems desirable for the IFIs from a governance point of view.

Of course, the World Bank has for many years been working on so-called
governance issues, but the Bank has not seen it proper to argue openly and
clearly in favor of democracy.
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14. After the ISTI conference, the UNDP (2002) published its development report. It con-
tains much material on governance, poverty, and democracy. The UNDP—like the UN,
WTO, and the IFIs—is not a democratic organization, of course.



The World Bank has identified three distinct aspects of governance: (i)
the form of political regime; (ii) the process by which authority is exer-
cised in the management of a country’s economic and social resources
for development; and (iii) the capacity of governments to design, for-
mulate, and implement policies and discharge functions. The first aspect
is deemed outside the Bank’s mandate. (World Bank 1994, xiv, our italics)

The Bank at times seems very close to endorsing democracy with a gover-
nance motivation, although it never calls for a democratic process or democ-
racy: “It is all about equal opportunity and empowerment for people,
especially the poor,” as stated by director James Wolfenson (World Bank
2002, iii). The Bank can go to great lengths not to use the word democ-
racy when it describes desirable governance policies.

Exchanging information through open debate creates demand for insti-
tutional change by holding people accountable, by changing behaviour,
and by supplying ideas for change from outside the community . . . De-
veloping country actors often face too little competition, often because
of current institutional structures.” (World Bank 2002a, 4 and iv)

Democracy and desirable economic reforms are about power, of course.

The effectiveness of institutional designs adopted by governments will
be affected by the political distribution of power. . . . Sometimes policy-
makers wishing to embark on reforms may have to create new institu-
tions . . . ineffective institutions may exist in part because there are no in-
terest groups pressing for change—not because some interest groups
oppose change. (World Bank 2002a, 10)

Against this background of World Bank descriptions of desirable ap-
proaches to governance—to reach the objective of reducing poverty by half
to 2015—there seems reason for the Bank and its owners to be clearly in fa-
vor of democracy from a governance point of view (if for no other reason).

It seems important to note, before leaving the governance argument, to
point out that the above conclusion is not a claim that democracy itself nec-
essarily fosters economic growth. There is a fairly large and inconclusive
discussion of this different, but related, issue (e.g., Bhalla 1997; Przeworski
and Limongi 1993, 1997; Stiglitz 1999) and a brief survey in the United Na-
tions Development Program (UNDP; 2002, 56 box 2.4). Good arguments
are put forward both for and against the suggestion that democracy is good
for growth. However, in surveys, like UNDP (2002), the observation is
made that “democracy appears to prevent the worst outcomes, even if it
does not guarantee the best ones” (56).

2.6.2 Famines as Acute Poverty and Democracy

An important example in which democracy provides a channel for in-
formation and an early warning system is when there is a risk of famine.
Sen and Drèze have focused on this acute form of poverty.

80 Carl B. Hamilton



No substantial famine has ever occurred in any independent country
with a democratic form of government and a relatively free press.
Famines have occurred in ancient kingdoms and contemporary author-
itarian societies, in tribal communities and in modern technocratic dic-
tatorships, in colonial economies run by imperialists from the north and
newly independent countries of the south run by despotic national lead-
ers or by intolerant single parties. But they have never materialised in
any country that is independent, that goes to elections regularly, that has
opposition parties to voice criticisms, and that permits newspapers to re-
port freely and question the wisdom of governments’ policies without
extensive censorship. (Sen 1999, 152)15

An interpretation of this result is that the effect of democracy is to reduce
variance of economic performance: “One can argue that regimes affect the
variance of rates [of economic growth], and specifically, that democracies
are less likely to generate both miracles and disasters than dictatorships”
(Przeworski and Limongi 1997, 166).16 Against this background and since
the IFIs have as their objective to reduce poverty by half by 2015, the IFIs
should be in favor of democracy as an antifamine method, if for no other
reason.

2.6.3 The “Democratic Peace” and Poverty Reduction

A second important claim for democracy is that there have been no wars
between democracies (the democratic peace). The argument does not ap-
ply to wars between democracies and nondemocracies, it does not apply
just to self-defense situations, and it does not apply to peace within democ-
racies. The latter is important to note since a large part of today’s violence
occurs in conflicts within states. The huge discussion in the international
relations literature on democratic peace has been summarized as follows.

Although some still argue that the hypothesised impact of democracy
on peace is spurious, or that causality runs from peace to democracy
rather than from democracy to peace [references], there is a growing
consensus that the pacifying effects of joint democracy are real. While
some say that it goes too far to claim that the absence of war between
democracies ‘comes as close as anything we have to an empirical law
in international relations’ (Levy 1980, 270), no one has identified a
stronger empirical regularity, and many make the law-like claim that
joint democracy is a sufficient condition for peace [references]. (Levy
2002, 358–59)17
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15. Sen (1999) also refers to this point in chapters 2 and 6. See also Drèze and Sen (1989).
16. The infant mortality rate is a measure of basic hygiene and health conditions and thus

has been used as a proxy measure of poverty. Bhalla (1997) arrived at the conclusion that the
increased democracy of a country results in a faster decline in the infant mortality rate.

17. Other references on the democratic peace discussion are Brown, Lynn-Jones, and
Miller (1996); Russett (1993); Cederman (2001); Russett and Oneal (2001); and Hegre et al.
(2001).



The next question is why democracies do not wage war against each
other. There are basically two lines of explanations. The first one is ideo-
logical and refers to a democratic ethos that is being developed—toler-
ance, moderation, basic inclination to seek peaceful conflict resolution,
and so forth. The other one is structural. A democratic structure implies
that there is power sharing, public accountability, and so forth, and this
makes it difficult for leaders to convince citizens to go to war. However, for
the present purpose, there is no need to have an answer to the debate on
the causality.18 It is enough to conclude that it has a significant value if
countries are democracies since it prevents wars against other democra-
cies and reduces poverty that would otherwise have been a consequence of
such conflicts. For example, had Africa’s nations become democracies af-
ter independence, some of the violence on the continent would not have
occurred, and poverty and other disasters would have been less wide-
spread. However, the numerous and bloody civil wars (e.g., in Angola,
Rwanda, and Burundi) would not necessarily have been prevented—but,
on the other hand, it may be that the drawn-out and disastrous civil war in
Angola would have been a brief and limited conflict had South Africa, So-
viet Union, and Cuba been democracies at the time. There are probably
more examples of this kind.19

To summarize, starting from the objective of the UN and the World
Bank to reduce poverty, which is endorsed by the Bank’s owners, there
are at least three arguments for the Bank to state that democracy is the
preferred mode of government, that is to say, governance, elimination of
famines, and reduction in war. This does not mean that the Bank’s mem-
bership would be limited to democracies only or that only democratic
member countries would be allowed to borrow or receive technical as-
sistance from the Bank. However, it would imply that the Bank—to en-
hance its own poverty-reduction objective—should be crystal clear on
the issue that the Bank prefers democracy to other modes of govern-
ment. A link between democracy and poverty reduction implies also that
the Bank should support projects with the objective of enhancing
democracy, like fostering and supporting independent media, technical
assistance on the practicalities of democracy in the legal system, and so
forth.

By analogy, the IMF could consider the same policy on democracy as
the preferred form of government.
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18. For a recent survey, see chapter 18 of the Handbook of International Relations, as quoted
by Levy (2002).

19. There seems to be a parallel to the democratic peace, that is, democratic trade liberali-
sation: Democratic pairs of countries tend to be more likely to cooperate to lower trade bar-
riers and to sign trade-liberalizing agreements than are autocratic ones (Mansfield, Milner,
and Rosendorff 1997, 1998).



2.6.4 Openness and Democracy

We now return to the globalization theme. Taking democracy to be the
preferred mode of government, and if openness—as a suggestion—would
enhance democracy, then increased openness would be desirable as an in-
strument for enhanced democracy and (in the next step) reduced poverty.

What can be said about the relationship between economic openness
and democracy?

Is there causality from democracy to openness or vice versa? Milner and
Kubota (2001) ask the question of whether or not democracy is conducive
to trade liberalization. They find empirical evidence that democracy, in
general, and democratization have contributed to the lowering of trade
barriers in a number of developing countries since the 1970s (i.e., they find
a causality from democracy to increased openness). The model that they
test defines democratization as an expansion of the group of actors in-
volved in government.

Democratisation means a movement toward majority rule with univer-
sal suffrage . . . [and] the democratisation of the political system may
open up new avenues of support for free trade . . . and reduce the ability
of governments to use trade barriers [and rents] as a strategy for building
political support. . . . Political leaders may have to compensate more vot-
ing consumers for the same level of protection [i.e. with the same amount
of total rent], and may no longer be able to afford as much protection
[rent per supporter]. . . . Hence an increase in the size of the electorate
and thus the winning coalition may change political leaders’ optimal
policy in the direction of freer trade, ceteris paribus. (Milner and Kub-
ota 2001; 6, 19, and 10–11)

Using data for over 100 developing countries in the period 1970–1999, the
authors then provide empirical evidence for the hypothesis that more dem-
ocratic countries have lower trade barriers and are more open economies.
However, as the authors themselves acknowledge, they regard democrati-
zation as exogenous. “It might be that having a more open trade regime
exerts an impact on the type of political regime. Although we lag all our
independent variables [in the testing] this could be a longer term effect”
(Milner and Kubota 2001, 41).

Two estimates undertaken in this chapter suggest that openness and
democracy go together. I do not claim to establish a direction of causality.
Since the early 1970s, Freedom House (FH) has evaluated almost all coun-
tries’ status with regard to political rights and civil liberties in its annual
surveys20 and has constructed a democracy index with a scale running
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20. The methodology, criteria, and so forth that have been developed over the years can be
found on http://www.freedomhouse.org.



from 1 to 8. The lower the number, the more democratic the country. In the
2000–2001 survey, the traditional developed countries, as well as many
other countries, take on values below 2.21 To measure countries’ openness,
two proxies were used: The first one was countries’ simple mean tariff
(from World Bank 2002b, table 6.6). The hypothesis is that there would be
a correlation between the level of the simple mean tariff at the end of the
1990s (mostly either in 1998 or 1999) and the value of the 2000–2001
democracy index. A standard (Pearson) correlation coefficient yields r 2 �
0.44 for the tariff variable (significant at the 99.9 percent level; n � 91). The
hypothesis that openness—measured as a lower mean tariff—is positively
correlated with democracy cannot be rejected.

As a second proxy for openness was used for the relative change between
1989 and 1999 in trade as share of GNP, that is, (X � M )/GNP, measured
in purchasing power parity (PPP) terms and calculated from World Devel-
opment Indicators 2001, table 6.1 (World Bank 2002b). The hypothesis is
that there is a negative correlation between a change in share of trade in
GNP and the value of the democracy index (remember, the more democ-
racy, the lower the index value). Again, a correlation calculation yields r2

� –0.19, and a significant correlation at just about the 90 percent level be-
tween our measure of change in openness and the FH measure of democ-
racy (n � 75). Again, the hypothesis that openness and democracy are pos-
itively correlated cannot be rejected.

Finally, one should note one of the poll results of table 2.3 (statement 5).
Respondents were asked about the perceived effect of globalization on
different aspects of life. Globalization was regarded as much more positive
than negative for human rights, individual freedom, and democracy.22

In summary, it may be that the character of political regimes has a direct
effect on trade policy, and, at the very least, it seems very plausible that
openness and democracy go together. If so, it has important implications
for the present conflict over the value of globalization. If the causality goes
from openness to democracy, and if anti-globalists’ demand for less open-
ness and reduced world economic integration was satisfied, it would mean
reduced prospects for democratic development. Accepting the positive
effect of democracy on governance, famine prevention, and peace, less
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21. Examples are Argentina, Belize, Bolivia, Cape Verde, Costa Rica, Mauritius, Panama,
South Africa, Surinam, Taiwan, and Uruguay. Most Caribbean countries and also Benin,
Botswana, Bulgaria, the Dominican Republic, Ghana, Guyana, India, Jamaica, South Ko-
rea, Madagascar, Mali, Mexico, Mongolia, Namibia, Papua New Guinea, the Philippines,
and Thailand are found just above the value 2. The least democratic ones take on numbers at
the other end of the scale, like Algeria, Angola, Belarus and most other Commonwealth of
Independent States countries, Bahrain, Brunei, Burma, Cameroon, China, Cuba, Egypt,
Iran, Kenya, North Korea, Libya, Pakistan, Qatar, Saudi Arabia, Sudan, Swaziland, Syria,
Tunisia, Uganda, the United Arab Emirates, Vietnam, and Zimbabwe.

22. An aggregate view of the meaning of the other economic variables of table 2.2 is hard
to formulate since they seem rather contradictory.



openness would be negative for poverty reduction over and above the tra-
ditional arguments in favor of division of labor through international
trade.

If, on the other hand, the causality goes from democracy to openness
(e.g., in the developing countries, as suggested by Milner and Kubota
2001), the anti-globalists would have two channels for their argumenta-
tion: First, to argue directly against international trade and investment or,
second, to argue against the spread and enhancement of democratic rule in
poor countries. Alternatively put, the Milner-Kubota result points to a
choice that would have to be made with regard to developing countries be-
tween either (a) more democracy and more openness or (b) less democracy
and less pressure for openness.

2.7 The World Trade Organization (WTO) and Accountability

Anti-globalists criticize the WTO for working without proper demo-
cratic accountability and being dominated by a few countries, leaving the
others outside. Member governments have handled this criticism by im-
proving transparency, public observation, and openness to the press.23

Focusing on the European perspective, the EU Commissioner for Ex-
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Table 2.3 The Perceived Relationship between Globalization and Fifteen Variable Conditions
for Twenty-Five Countries, October–December 2001 (%)

Response

Statement Worse Better Difference

1. Access to foreign markets 22 66 44
2. Availability of inexpensive products 25 63 38
3. Your family’s quality of life 23 60 37
4. Natural cultural life 28 60 32
5. Human rights, individual freedom, and democracy 28 57 29
6. National economy 33 56 23
7. Your income and buying power 27 54 27
8. Economic development in poor countries 36 51 15
9. Quality of jobs in country 39 48 9

10. World peace and stability 38 47 9
11. Workers’ rights, working conditions, and wages 40 47 7
12. Economic equality in the world 40 45 5
13. Number of jobs in country 46 42 –4
14. World poverty and homelessness 45 41 –4
15. Environmental quality in the world 47 41 –6

Source: Data from World Economic Forum “Global Public Opinion on Globalization,” conducted by
Environics International Ltd. in collaboration with the World Economic Forum, February 2002

23. See Sampson (2001).



ternal Trade, Pascal Lamy, in 2001 provided four suggestions to democra-
tize the WTO. First, Lamy suggested more transparency “at home” in
member countries; second, “a closer involvement of Parliaments in WTO
matters, both in capitals and in Geneva”; and third, “a substantial rein-
forcement of the rights of the European Parliament [EP] in the formulation
and control of trade policy” (Lamy 2001). Finally, Lamy thought that
“there is merit in discussing the establishment of a WTO Parliamentary
Consultative Assembly” (Lamy 2001). While there seems to be little reason
to oppose the first or second proposals (see the following discussion), there
are important argument against the last one.24

A Parliamentary Consultative Assembly of the WTO would cause consti-
tutional confusion. First, the WTO was set up in the mid-1990s as an inter-
governmental organization in which governments and the EU, through its
commission, are represented. In such a system, there is no decision-shaping
or decision-making role for a parliamentary body. The body would risk be-
ing a pseudodemocratic side scene. If so, first, the end result could be just the
opposite one to the proclaimed one, that is to say, to discredit the WTO. Sec-
ond, all delegates would not be elected (directly or indirectly) through a
democratic procedure (China and Saudi Arabia, again, are clear examples).
Third, “at home” in the WTO’s democratic member states, a consultative as-
sembly would cause constitutional confusion about the roles of the execu-
tive and legislative branches in the area of external trade policy.

Democratically elected parliamentarians and free media are two of the
most important democratic control mechanisms. Considering Lamy’s sec-
ond suggestion, it may well be an advantage for the WTO and for the de-
bate in member states if a larger number of democratically accountable
persons learned more about the world trading system—what the WTO can
and cannot do, since enhanced globalization and WTO-related issues have
become increasingly domestic and more important in domestic politics.
With regard to parliamentarians, two to three members of a country’s par-
liament, for example, could be attached to the task of following WTO mat-
ters more closely. They could do this at home through hearings and inves-
tigations in parliamentary committees, as well as through regular observer
participation in, for example, WTO seminars on specific issues, key coun-
tries and country groups, and systemic aspects of world trade. To achieve
this enhancement of accountability, there is no need for any new interna-
tional agreements or bodies, but instead for national decisions by national
parliaments to become more active in this area. (Some countries already
have such arrangements.)

86 Carl B. Hamilton

24. The convention on the future constitution of the European Union suggested 2003 that
the EP would have a bigger role in the EU’s external trade policy. If implemented, the result
is likely to be reduced effectiveness on the part of the EU in international trade negotiations.



2.8 Concluding Remarks: The Globalization Paradox

Globalization in the sense used in this paper, opens up increased possi-
bilities for citizens as well as governments through an enhanced global di-
vision of labor. Potentially, all citizens can enjoy the fruits of increased spe-
cialization, for example, in the form of higher incomes and a larger menu
of goods and services to choose from. Governments can exploit a larger tax
base and provide more public goods and services as well as transfers. Glob-
alization is also likely to enhance democracy. However, globalization at the
same time reduces governments’ room for maneuvering because of a more in-
tensive international competition and international rules, like those of
WTO. This is a paradox of globalization. Unfortunately the global anti-
globalist movement seems unable to see anything but the latter part of this
paradox, in spite of being a typical product of the globalization age.
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Comment Kimberly Ann Elliott

The survey of anti- or alternative globalization activists by myself, De-
bayani Kar, and J. David Richardson (in this volume) finds that critics are
as concerned about the legitimacy of the process by which globalization is
occurring as they are about the outcome. But process and outcomes are
also linked in their minds. Many critics believe that the globalization out-
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comes they perceive as being unbalanced and unsustainable, both ecolog-
ically and socially, result from a negotiation and rule-making process that
is also unbalanced and undemocratic.

Carl Hamilton’s interesting paper approaches these issues from a variety
of angles. He examines survey results to ask whether pro-globalization
policies are at odds with public opinion and finds that, in most countries,
it does not appear that they are. He then asks whether it is plausible that
fifty years of post–World War II liberalization could be fundamentally at
odds with voter preferences in democratic countries and, again, concludes
that it is not. Hamilton also argues that NGOs do not necessarily make ex-
isting institutional arrangements any more representative or accountable
and that including them more formally in the process could squeeze out the
voices of developing countries with, sometimes, more limited resources
and influence. Hamilton concludes that governments do pretty well at rep-
resenting the interests of their citizens and that existing intergovernmental
institutions should remain just that. He does, however, recommend that
the international financial institutions embrace democratic governance
more explicitly in their work—for both legitimacy and pro-development
reasons—and that the WTO consider engaging parliamentarians from
member countries more intensively, through observer status and education
programs, and encouraging these representatives to learn about and follow
WTO activities more closely.

While the call for the IFIs to embrace democracy would clearly be wel-
comed by globalization’s critics, Hamilton’s other responses to their con-
cerns are unlikely to sway many. Breaking the analysis down along slightly
different lines, however—on the nature of democratic process and the
changing nature of the globalization—could help to move the dialogue
further along. This comment will focus on three distinctions that could
help:

• transparency and accountability as core elements of democracy,
which highlights the distinction between having a voice but not neces-
sarily a vote;

• changes in the negotiating agenda, from lowering border barriers to
writing rules to govern globalization that potentially conflict with na-
tional laws and regulations; and,

• the need to recognize important nuances in the polling data that sug-
gest broad support for globalization is contingent on complementary
policies to address the costs.

The Meaning of Democracy

The ultimate measure of effective democracy is a government that is ac-
countable to its citizens. Transparency is a key tool in ensuring democratic
accountability. Voting is a means of allowing citizens to express their pref-
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erences, but that alone does not deliver democratic governance if corrup-
tion, media repression, or other illiberal institutions impede transparency,
give certain groups or individuals in a society preferential access, and pre-
vent officials’ being held accountable for their actions. This suggests that
democratic legitimacy could be improved by increasing transparency, as
both the IFIs and the WTO have done in recent years, and by ensuring that
all relevant constituencies, and not just privileged ones, have access to the
process. This does not mean that NGOs or other representatives of civil so-
ciety need to have a vote or a veto, but allowing them more access in the
form of voice could result in outcomes that are more acceptable and more
sustainable.

How this might be done would differ from institution to institution . . .
more meaningful consultation with affected populations in World Bank
projects? amicus curae briefs in WTO dispute settlement? less extensive, de-
tailed IMF conditionality?

Finally, there is another large hole in the argument that governments ad-
equately represent their citizens and that intergovernmental institutions
should remain as such. As the WTO membership has expanded, more non-
democratic countries have joined, most notably China, and as developing
countries have become more active in negotiations and in decision making,
questions about the legitimacy of outcomes have grown. The consensus
rule of decision making in the WTO ameliorates this concern to some de-
gree (thanks to Robert Baldwin for pointing this out), but the greater the
weight of large and undemocratic regimes in the WTO (China, Egypt,
Malaysia, Burma, potentially Vietnam) the more the concern will grow.

Process and the Changing Agenda

Negotiation and ratification rules appropriate for bargaining over bor-
der barriers may be less appropriate for writing rules that constrain na-
tional and local policy autonomy in areas previously regarded as primarily
domestic—food health and safety, services regulation, and professional
certification and licensing.

Although there were always import-competing industries that opposed
liberalization that threatened their interests, there is a broad consensus that
eliminating tariffs, quotas, and other explicit discrimination between for-
eign and domestically produced goods and services improves national and
global welfare. There is no such consensus regarding the appropriate level
of regulation for health and safety or other public purposes; and as the
WTO has moved from removing de jure discrimination to de facto discrim-
ination, which requires judging the legitimacy of the regulations themselves
(e.g., with respect to genetically modified organisms or the use of hormones
or antibiotics in meat production), the conflicts have sharply increased.

In these areas, single-undertaking and fast-track (in the United States)
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rules, which were efficient and effective in promoting trade liberalization
and preventing log-rolling in tariff bargaining—may be neither.

Examining the Polling Data More Carefully

General questions about people’s attitudes toward globalization do not
tell us much. More detailed surveys, such as those conducted or summa-
rized by the Program on International Policy Attitudes (PIPA), show that
most people are not opposed to trade per se but that they are concerned
about the conditions under which liberalization takes place. While simi-
larly detailed surveys are not (yet) available for other parts of the world, ex-
tensive analysis of poll questions on trade by Slaughter and Scheve find
that U.S. voters are split right down the middle. They recognize the bene-
fits of trade, in terms of lower costs and greater variety, but they are con-
cerned about the costs and they tend to weigh the costs more heavily than
the benefits.

If the costs are addressed, however, (e.g., by providing training or other
adjustment assistance to those dislocated by trade), support for further lib-
eralization increases markedly. Respect for minimum labor standards is
also widely supported. In sum, most people are supportive of globaliza-
tion, as long as their other concerns are also addressed. Knowing more
about what those concerns are requires international economic institu-
tions to be more open and more willing to listen—and respond—to con-
stituencies beyond the business community and narrowly focused central
bankers, finance ministers, and trade negotiators.

Globalization and Democracy 91





II 
Trade Flows and
Their Consequences





95

3.1 Introduction

There have been wide variations in countries’ export performance over
the last quarter century. East Asian countries have seen real exports in-
crease by more than 800 percent since the early 1970s, while those of sub-
Saharan African have increased by just 70 percent. Across individual
countries, real export growth varies from over 1,000 percent for the top five
countries to minus 40 percent or worse for the bottom five. This divergent
performance has raised concerns that although some countries are bene-
fiting from globalization, others are, at best, passed by. It has also stimu-
lated a huge debate about what lies behind the differences. Are certain
countries excluded from major markets by virtue of their geography, their
commodity specialization, or discriminatory trade policies? Is export per-
formance beyond the control of governments, or are poorly performing
countries largely responsible for their own fates with weak performance re-
flecting poor institutions and policies?

This paper investigates some of the determinants of divergent export
performance, looking in particular at the roles of external and internal geo-
graphy. This issue is not only of interest in itself, but, insofar as export
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growth is thought to influence economic performance more generally, it is
also of wider interest in identifying policy priorities nationally and inter-
nationally.1 Whether or not globalization creates opportunities for all or
whether or not some countries benefit more than others is clearly of para-
mount importance in shaping attitudes to globalization and the political
economy of future rounds of international trade negotiations.

Geography may be expected to influence export performance in a num-
ber of ways. One way is through external geography—a country’s location,
in particular its proximity to rapidly growing export markets, and the
consequent extent to which it is a recipient of international-demand link-
ages. For example, countries in Southeast Asia have been at the center of a
fast growing region, which creates growing import demand. Given every-
thing we know about the importance of distance as a barrier to trade, the
export opportunities created by these growing import demands are likely
to be geographically concentrated, creating spillover effects between coun-
tries in the region. Our first objective in this paper is to measure the
strength of these effects. This we do by developing a theoretical model of
bilateral trade flows and using gravity techniques to estimate the model’s
parameters. Each country’s export growth can then be decomposed into
two parts. One is based on the country’s location relative to sources of im-
port demands, which we call the country’s foreign-market access. The
other is due to changes within the country, which we call internal-supply
capacity.

We find that a substantial part of the differential export growth of vari-
ous countries and regions since 1970 can be attributed to variations in the
rate at which their foreign-market access has grown. Changes in countries’
foreign-market access arise because of changes in aggregate import de-
mand from other countries—particularly countries that are close. There
may also be particular regional effects arising, for example, from regional
integration agreements. We capture these by refining our modeling to al-
low the intensity of intraregional trade to differ from trade as a whole.
These effects are positive for Western Europe and negative for sub-Saharan
Africa. They also exhibit significant changes through time, with increasing
intraregional intensities in North America and in Latin America.

Having separated out the foreign-market access and internal-supply ca-
pacity contributions to export growth, our next objective is to investigate
the determinants of each country’s internal-supply capacity. We develop a
simple theoretical structure to show how this depends on countries’ inter-
nal geography (such as access to ports), on measures of their business en-
vironment (such as institutional quality), and also—in equilibrium—on
their foreign-market access. The theoretical structure provides the basis for
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1. There is, of course, an extensive debate on the relationship between trade and growth.
See, for example, Sachs and Warner (1995) and Frankel and Romer (1999) for the positive
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econometric estimation of countries’ export performance as a function of
these variables, and we find that all three characteristics are significant and
quantitatively important. We use our results to explore the performance of
different regions, and show how almost all of sub-Saharan Africa’s poor
export performance can be accounted for by poor performance in each of
these dimensions.

The paper is organized as follows. The next section outlines a theoretical
framework, and section 3.3 constructs the measures of foreign-market ac-
cess and internal-supply capacity. The contribution of these measures to
regions’ export performance is reported, so too are interregional linkages,
giving the contribution of each region to the foreign-market-access growth
of every other region. Section 3.4 extends the analysis to a more detailed
investigation of intraregional trade, showing how the intensity of this trade
has changed through time. Section 3.5 endogenises each country’s supply
capacity. A simple theoretical framework is developed and provides the
motivation for the export equation that we econometrically estimate to es-
tablish the effects of foreign-market access, internal geography, and insti-
tutions.

3.2 Theoretical Framework

A key feature of theoretical models of international trade in the presence
of product differentiation and trade costs is the existence of a pecuniary-
demand effect across countries. An increase in expenditure on traded
goods in one country raises demand for traded goods in other countries,
and, because of trade costs, the size of this effect is much greater for neigh-
boring countries than for distant countries. How much of countries’ dif-
ferential export performances can be accounted for by variation in these
demand conditions, and how much by differences in internal supply-side
characteristics? Our main task in this paper is to separate these different
forces and thereby identify the foreign-market access and internal-supply
capacity of each country.

Performing this decomposition requires use of bilateral trade informa-
tion in a gravity model. Gravity models offer an explanation of countries’
trade flows in terms of exporter and importer country characteristics and
between-country information, particularly distance. The gravity model is
consistent with alternative theoretical underpinnings (see, e.g., Anderson
1979; Deardorff 1998; Eaton and Kortum 2002), and here we start by de-
veloping one of them—namely, a trade model based on product differenti-
ation derived from a constant elasticity of substitution (CES) demand
structure (see, e.g., Fujita, Krugman, and Venables 1999).

The world consists of i � 1, . . . , R countries whose tradeable-goods sec-
tors produce a range of symmetric differentiated products. For the mo-
ment, we take the range of products produced in each country and their
prices as exogenous; section 3.5 deals with general equilibrium. Demand
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for differentiated products is modeled in the usual, symmetric, constant
elasticity of substitution way; � is the elasticity of substitution between any
pair of products, implying a CES utility function of the form,

(1) Uj � �∑R

i

nixij
(��1)/���/(��1)

, � � 1,

where ni is the set of varieties produced in country i; xij is the country j con-
sumption of a single product variety from this set, and all such varieties are
symmetric.

Dual to this quantity aggregator is a price index in each country, Gj , de-
fined over the prices of individual varieties produced in i and sold in j, pij ,

(2) Gj � �∑R

i

ni pij
1���1/(1��)

,

where we have again exploited the symmetry of products.
Given country j’s total expenditure on differentiated products, Ej, its de-

mand for each variety is (by Shephard’s lemma on the price index)

(3) xij � pij
��EjGj

(��1).

Thus, the own-price elasticity of demand is �, and the term EjG j
(�–1) gives

the position of the demand curve in market j.
We assume that all country i varieties have the same producer price, pi ,

and that the cost of delivery to market j gives price pij � pi tiTij tj . Trade costs
thus take the iceberg form, and ti and tj are the ad valorem cost factors in
getting the product to and from the border in countries i and j, while Tij is
the cost of shipping the product between countries. Thus, ti and tj capture
internal geography, and Tij the external geography of trade flows.

The value of total exports of country i to country j is therefore

(4) ni pi xij � ni pi
1��(tiTij tj )

1��EjG j
��1.

This equation for bilateral trade flows provides a basis for estimation of a
gravity trade model. The right-hand side of this equation contains both im-
porter and exporter country characteristics. The term Ej (Gj /tj )

�–1 is the
market capacity of country j; it depends on total expenditure in j, on inter-
nal transport costs tj , and on the number of competing varieties and their
prices (summarized in the price index). On the supply side, the term
ni ( pi ti )

1–� measures what we refer to as the supply capacity of the exporting
country; it is the product of the number of varieties and their price com-
petitiveness, such that doubling supply capacity (given market capacities)
doubles the value of sales.2 We will denote market capacity and supply ca-
pacity by mi and si respectively, so
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2. For further discussion of the concepts of market and supply capacity and the related con-
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(5) mi � Ei(Gi /ti )
��1, si � ni ( pi ti )

1��.

From equation (4), bilateral trade flows can be expressed simply as the
product of exporter supply capacity, importer market capacity, and the
term (Tij )

1–�, which measures bilateral transport costs between them

(6) ni pi xij � si(Tij )
1��mj .

Empirically, supply capacity will capture all observed and unobserved
characteristics of an exporting country i that affect its bilateral trade with
all importers. Similarly, market capacity will capture all observed and un-
observed characteristics of an importing country j that affect its bilateral
trade with all exporters.

We are concerned with each country’s overall export performance, that is,
the value of its exports to all destinations, denoted Vi . This can be decom-
posed between supply capacity and foreign-market access by noting that,

(7) Vi � ni pi ∑
j�i

xij � si ∑
j�i

(Tij )
1��mj � siMi ,

where Mi is the foreign-market access of country i,

(8) Mi � ∑
j�i

(Tij )
1��mj .

This is simply the sum of the market capacities of all other countries j,
weighted by the measure of bilateral trade costs of reaching each country.

Analogous to foreign-market access is the concept of foreign-supplier
access, Si , defined as the sum of the supply capacity of all other countries,
weighted by the measure of bilateral trade costs in obtaining goods from
each individual supplier j.

(9) Si � ∑
j�i

(Tij )
1��sj

This measures proximity to sources of export supply, and the total value of
imports of country i, Zi , is the product of its market capacity and foreign-
supplier access.

(10) Zi � miSi

Given observed values of total exports and imports, Vi and Zi , and val-
ues of bilateral trade costs, (Tij )

1–�, for R countries, equations (7) through
(10) comprise a system of 4R equations in 4R unknowns (mi , si , Mi , and Si

for all i). Solving these gives the required decomposition.3 In particular, we
can find each country’s supply capacity, si , and foreign-market access, Mi ,
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giving the decomposition of exports that we seek, Vi � si Mi . However, do-
ing this requires that we have values of bilateral trade costs, (Tij )

1–�, as well
as exports and imports, and it is to this matter that we now turn.

3.3 Sources of Export Growth: Decomposition

3.3.1 Data Sources and Gravity Estimation

Estimates of bilateral trade costs are derived from gravity estimation. We
use data on the value of bilateral trade flows for 101 countries during the
period 1970–1997, obtained from the NBER World Trade Database (Feen-
stra, Lipsey, and Bowen 1997; Feenstra 2001). Since we are concerned with
the growth in the real value of countries’ exports, the current dollar data in
the NBER World Trade Database are deflated by the U.S. gross domestic
product (GDP) deflator to obtain a measure of real trade flows. A country’s
market and supplier access depend on its trade with all other countries, and
these trade data have the advantage of being available for a large cross sec-
tion of countries. It is likely that there are substantial year-to-year fluctu-
ations in bilateral trade flows—particularly for small countries—and we
are concerned here with the determinants of long-run real export growth.
Therefore, in the empirical analysis that follows, bilateral trade flows are
averaged over four-year periods. With twenty-eight years of data, this
yields seven periods of analysis. See the appendix for further details.

To obtain measures of bilateral trade costs, we estimate the gravity equa-
tion (6), which implies a relationship between bilateral trade, supplier ca-
pacity, and market capacity. The equation is estimated using bilateral dis-
tance and a dummy for whether or not countries share a common border.
Supplier capacity and market capacity are controlled for respectively using
an exporter-country and importer-partner dummy.4 The estimation results
are summarized in table 3.1, and we take the predicted values for bilateral
trade costs from this equation as our measures of trade costs: Thus, (T̂ij )

1–�

� dist�̂
ij � exp(�̂bordij ), where distij is the distance between a pair of coun-

tries i and j, and bordij is a dummy variable that takes the value of 1 if the
two countries share a common border.

3.3.2 Export Growth Decompositions

We are now in a position to decompose each country’s total exports into
the contributions of supplier capacity and foreign-market access. The mea-
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4. This specification is more general than the standard gravity model in which country and
partner dummies are replaced by income and other country characteristics. In particular, the
importer-partner dummies capture variation in the manufacturing price index G that is a de-
terminant of market capacity m, and this specification thus controls for what Anderson and
van Wincoop (2003) term “multilateral resistance.” For a recent survey of alternative ap-
proaches to estimating the gravity equation, see Feenstra (2002).



sures of trade costs derived above are combined with data on countries’ to-
tal imports and exports to solve the system of simultaneous equations (7)
through (10) for all countries’ market capacities, supply capacities, for-
eign-market access, and foreign-supplier access. This implies, of course,
that the product of each country’s supply capacity and foreign-market ac-
cess exactly equals its actual exports (and analogously on the import side
in equation [10]), permitting an exact decomposition of actual export vol-
umes.

An alternative approach would be to use the estimates of the exporter-
country and importer-partner dummies obtained from the gravity equa-
tion as measures of market capacity and supply capacity. This approach
was used in another context by Redding and Venables (2003) but, for the
present purposes, has the disadvantage that the decomposition of total ex-
ports into foreign-market access and supply capacity would not then be ex-
act. In practice, we find a high degree of correlation between measures of
foreign-market access and supplier capacity constructed from solving the
system of equations for all countries’ total imports and exports and those
constructed based on estimates from bilateral trade flows.5
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Table 3.1 Bilateral Trade Equation Estimation (country and partner dummies)

ln(Xij ) (1) (2) (3) (4) (5) (6) (7)

N 9,981 9,981 9,981 9,981 9,981 9,981 9,981
Period (years) 1970–73 1974–77 1978–81 1982–85 1986–90 1990–94 1994–97

ln(dist ij) –0.831 –0.866 –0.882 –0.883 –0.853 –0.866 –0.866
(0.072) (0.062) (0.059) (0.061) (0.05) (0.05) (0.046)

bordij 0.532 0.494 0.483 0.449 0.528 0.607 0.688
(0.179) (0.157) (0.154) (0.16) (0.146) (0.151) (0.152)

Country dummies yes yes yes yes yes yes yes
Partner dummies yes yes yes yes yes yes yes
Estimation WLS WLS WLS WLS WLS WLS WLS

F (�) 96.56 106.83 124.23 128.43 172 198.71 212.87
Prob � F 0.000 0.000 0.000 0.000 0.000 0.000 0.000
R2 0.863 0.85 0.852 0.844 0.897 0.906 0.898
Root MSE 0.879 0.89 0.891 0.954 0.761 0.7 0.723

Notes: Huber-White heteroscedasticity robust standard errors in parentheses; ln(Xij ) is log bilateral ex-
ports from country i to partner j plus one; ln(dist ij ) is bilateral distance between countries i and j ; and
bordij is a dummy for whether or not the two countries share a common border. All specifications include
exporting-country and importing-partner fixed effects. Observations are weighted by the product of
country and partner GDP. N � number of observations; Prob. � probability; F (�) � F-statistic; WLS �
weighted least squares; MSE � mean square error.

5. The correlation across countries and over time between the measure of foreign-market ac-
cess constructed from solving the system of equations for total exports and total imports and
the measure based on estimated exporter and importer dummies from the gravity equation is
0.99. The corresponding correlations for market capacity and supplier capacity are 0.98.



The decomposition we undertake is extremely general. Although we de-
rived Vi � si Mi from a precise theoretical model, this decomposition holds
for any theoretical model that yields a gravity equation of the form in equa-
tion (6), where bilateral trade is explained by exporting-country effects, im-
porting-partner effects, and bilateral trade costs.

We begin by examining the evolution of foreign-market access and
supply capacity. To provide a broad overview, we aggregate countries to
nine geographical regions: Eastern Europe, Latin America, the Middle
East and North Africa, North America, Oceania, Southeast Asia, Other
Asia, sub-Saharan Africa, and Western Europe. Thus, R(k) denotes the set
of countries in region k, and the foreign-market access (FMA) of the re-
gion is simply the sum MR(k) � ∑i�R(k)Mi . Similarly, the supply capacity of
the region is the sum of values for individual countries. The upper two pan-
els of figures 3.1 and 3.2 display the evolution of regional FMA, while the
lower two panels graph the time series of supply capacity. To control for re-
gions having different numbers of countries, the figure graphs average val-
ues rather than totals. To clarify changes over time, we normalize supplier
capacity so that it is expressed relative to its initial value.

At the beginning of the sample period, Eastern and Western Europe
have the highest levels of FMA. The Eastern European position is not as
surprising as it first seems because of its proximity to the countries of West-
ern Europe. These regions are followed by North America. Looking at the
upper right panel (and noting the vertical scale) the initial ranking then
proceeds as Southeast Asia, Latin America, Other Asia, sub-Saharan
Africa, and Oceania. The obvious features over time are the rapid growth
of Southeast Asia and the acceleration of Other Asia in the second half of
the sample period.

Turning now to export growth, the proportionate growth rates of supply
capacity and FMA compound to the observed growth rate of exports.6 In-
tuitively, the decomposition of export growth into these two components
reveals the extent to which increases in a country’s exports are due to im-
proved own-country performance or external developments in trading
partners. Appendix table 3A.1 reports the decomposition for each country,
and table 3.2 of the text gives the regional aggregates. The first rows of table
3.2, the benchmark case, report the rate of growth of overall world exports
in each period and the growth of supply capacity and market capacity that
would be observed if all countries had identical export performance.

A number of results stand out. Southeast Asian countries experience ex-
port growth much faster than the benchmark in both periods. In the first
period this was driven particularly by supply-capacity growth, and, in the
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6. This is so because Vi � si Mi , (1 	 g i
V ) � (1 	 g i

s )(1 	 g i
M ), where g is a proportional

growth rate. When we aggregate to the regional level, this decomposition is no longer exact
since Σi�R(�)Vi � Σi�R(�)si Mi � Σi�R(�)si Σi�R(�)Mi .



second, FMA growth becomes relatively more important. Looking at in-
dividual countries in Southeast Asia (table 3A.1) shows that FMA growth
was generally faster in the first period than in the second. For some of the
earlier developers, supply-capacity growth slowed sharply in the second
period (e.g., Japan, Taiwan, and Korea) while the later developers experi-
enced a dramatic increase in second period supply-capacity growth (e.g.,
the Philippines, Thailand, and Vietnam).7
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Fig. 3.1 Average regional FMA

7. For a discussion of the commodity structure of East Asian export growth and its rela-
tionship to factor endowments and nonneutral technology differences, see Noland (1997).



Other Asia experienced below-world-average export growth in the first
period, but this is accounted for by significantly faster than benchmark
market-access growth coupled with much slower than benchmark supply-
capacity growth. This is in sharp contrast to the second period in which
market-access growth close to the benchmark was associated with supply-
capacity growth at twice the benchmark, giving overall export growth of
nearly twice the world rate.

Latin America shows a different picture. Close to benchmark market-
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Fig. 3.2 Index of average regional supplier capacity



access growth in both periods was associated with close to benchmark
supply-capacity growth in the first period and weak growth in the second.
Results for the Middle East and North Africa aggregate are dominated by
oil exporters, and those for sub-Saharan Africa elaborate on a familiar
story. Taking the two periods together, the contribution of FMA to sub-
Saharan Africa’s export growth was nearly 20 percentage points below the
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Table 3.2 Regional Sources of Export Growth, 1970/1973–1994/1997, Percentage Rates
of Growth

Supplier
Period Exports, V FMA, M Capacity, s

Region (1) (2) (3) (4)

Benchmark Periods 1–7 326.3 106.5 106.5
Periods 1–4 104.4 42.9 42.9
Periods 4–7 108.5 44.5 44.5

North America Periods 1–7 288.99 166.07 110.86
Periods 1–4 92.74 59.42 54.00
Periods 4–7 101.82 66.90 36.92

Latin America Periods 1–7 193.32 110.82 48.11
Periods 1–4 90.17 40.39 43.45
Periods 4–7 54.24 50.17 3.25

Western Europe Periods 1–7 269.37 94.29 96.82
Periods 1–4 75.05 33.02 34.12
Periods 4–7 111.01 46.06 46.75

Eastern Europe Periods 1–7 187.43 94.84 39.62
Periods 1–4 44.03 33.95 10.95
Periods 4–7 99.56 45.45 25.84

Sub-Saharan Africa Periods 1–7 70.38 86.44 –7.24
Periods 1–4 54.18 34.71 10.80
Periods 4–7 10.50 38.40 –16.28

North Africa and Middle East Periods 1–7 189.77 102.82 41.20
Periods 1–4 245.48 48.38 135.71
Periods 4–7 –16.13 36.69 –40.10

Southeast Asia Periods 1–7 826.17 146.35 238.04
Periods 1–4 233.67 47.88 119.01
Periods 4–7 177.57 66.59 54.35

Other Asia Periods 1–7 371.95 117.80 119.31
Periods 1–4 76.45 45.74 21.01
Periods 4–7 167.48 49.44 81.23

Oceania Periods 1–7 166.82 104.30 29.86
Periods 1–4 48.35 37.34 7.89
Periods 4–7 79.85 48.75 20.36

Notes: Periods 1–4 � 1970/1973–1982/1985; periods 4–7 � 1982/1985–1994/1997. Regional variables
are the sum of those for countries within a region; see appendix for the countries included in each region.
Columns (2) through (4) of the table are based on equation (7). Column (2) is the rate of growth of ex-
ports; column (3) is the rate of growth of FMA; and column (4) is the rate of growth of supplier capac-
ity. The rates of growth of supplier capacity and FMA compound to the rate of growth of total exports.
At the country level, this decomposition is exact. When we aggregate to regions, the decomposition is
approximate since Σi�Rk

Vi � Σi�Rk
si Mi � Σi�Rk

si Σi�Rk
Mi .



benchmark case, suggesting the importance of geographical location in ex-
plaining the region’s poor export performance. However, supply capacity
grew less fast than the benchmark in both periods, and positive export
growth in the second period was achieved by market-access growth offset-
ting a reduction in supply capacity.

The main messages from this section are that both levels and rates of
change of FMA vary widely across countries and regions. Foreign-market
access levels in Western Europe are nearly three times those in sub-
Saharan Africa. Thus, taking as given supplier capacity, FMA plays an im-
portant role in accounting for export performance. In general equilibrium,
there will typically also be an endogenous response of supplier capacity to
external conditions, and we consider this idea further in Section 3.5. Before
doing so, we look in more detail at the regional structure of FMA growth.

3.3.3 Regional Effects

The decomposition of table 3.2 looks at each country’s FMA growth,
but does not divide the sources of this growth geographically. How much
FMA growth do countries receive from the performance of other countries
in their own region, and how much do they receive from growth in other re-
gions? Out of these other regions, which ones are the more important?

A country’s FMA can be divided according to geographical regions in
which the markets are located and expressed as the sum of the access to
markets in each region. Thus, if Mi

R(k) is the market access derived by coun-
try i from region k, then

(11) Mi
R(k) � ∑

j�R(k)

(Tij )
1��mj , and Mi � Mi

R(1) 	 Mi
R(2) 	 . . . 	 Mi

R(K).

Changes in Mi
R(k) can be computed for each country, and the final two col-

umns of table 3A.1 report, for each country, the FMA growth contribu-
tions from a country’s own region and from other regions as a whole.

We concentrate on results not for individual countries, but for their re-
gional groupings. Thus, MR(�)

R(k) is the market access derived by all countries
in region � from region k, given by

(12) MR(�)
R(k) � ∑

i�R(�)

Mi
R(k) and MR(�) � MR(1)

R(�) 	 MR(2)
R(�) 	 . . . 	 MR(�)

R(K).

The change in the market access of region � can be decomposed into the
contribution of regions k according to
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where there are two components to the contribution of each region. Region
Rk may make a large contribution to region R�’s FMA growth either be-
cause it constitutes a large share of the region’s FMA [MR(�)

R(k) /MR(�)] or be-
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cause there is rapid growth in market demand in the countries making up
that region [�MR(�)

R(k) /MR(�)
R(k)].

Results are reported in table 3.3, panel A for the period as a whole, and
in panels B and C for the two subperiods.8 Reading across the first row of
the tables we see that North America derived virtually all of its FMA
growth from itself. This reflects the fact that Canada’s FMA is large rela-
tive to that of the United States (FMA captures access to markets other
than one’s own), and the United States constitutes an extremely large share
of Canada’s FMA. Canada benefits much more from being located close to
the United States than the United States benefits from being located close
to Canada, and own-region FMA growth in Canada thus accounts for over
98 percent of total Canadian FMA growth.

Latin America was much more dependent on FMA growth from outside
the region—almost entirely so in the first period. Of these extra-regional
sources, North America is far and away the most important. Turning to
Europe, Western Europe provides a major source of FMA growth both for
itself and for Eastern Europe.

The striking features of sub-Saharan Africa are the negative contribu-
tion of the own-region effect and the lack of a dominant external source of
FMA growth. Over the period as a whole, North America was the most im-
portant, followed by Western Europe, with the Middle East and North
Africa playing a noticeable role in the first subperiod.

The Asian figures illustrate two main points. One is the dominant role of
intraregional linkages within Southeast Asia, and the other is the growth
in the importance of Southeast Asia for Other Asia. This arises partly from
the growing import demands of Southeast Asia and partly also from the
westwards expansion of economic activity in the Southeast Asia region. It
is also interesting to look down the Southeast Asia column in table 3.3,
panel A, indicating the contribution of this region to FMA growth in other
regions; the region now provides a major potential source of demand for
African exports.

3.4 Regional Trade Intensities

In the gravity model used so far, trade frictions between countries are
measured simply by distance and whether or not the countries share a com-
mon border. In this section, we present a brief exploration of the impor-
tance of regional trading by allowing the costs of trading within a region to
differ from those of trading between regions.

To allow trade costs to vary in this way, we augment the distance and
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8. Note that this decomposition of FMA growth shares features with the literature con-
cerned with a shift-share analysis of countries’ export growth (see, e.g., Richardson 1971), al-
though it uses our theoretically based measures.
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border effects with dummies for whether or not two countries lie within
the same geographical region. Thus the measure of bilateral trade costs be-
comes (Tij )

1–� � dist�̂
ij � exp(�̂bordij )∏k exp(�̂k regionkk ), where �̂k is the es-

timated coefficient on the dummy for whether or not countries i and j lie
within region k. This specification allows for differences in trade costs on
within-region transactions and between-region transactions in a general
way that imposes minimal structure on the data. At the same time, we are
able to analyze how the coefficient on the within-region trade dummy
changes over time and relate these changes to explicit policy-based at-
tempts at regional integration, including, for example, the North Ameri-
can Free Trade Agreement (NAFTA) and the European Union (EU).

The results of estimating the gravity equation including the within-
region trade dummies are reported in table 3.4. As shown in the table, the
within-region trade dummies are jointly statistically significant at the 10
percent level in all periods, and their level of joint statistical significance in-
creases markedly over time. The dummies capture anything that affects the
ease of trading within the region, and therefore it is not surprising that
some of the estimated coefficients are negative, particularly at the begin-
ning of the sample period. Sub-Saharan Africa is a case in point, where a
recent literature has emphasized the importance of physical geography and
infrastructure in explaining trade and development in Africa (see, e.g.,
Amjadi, Reincke, and Yeats 1996; Gallup, Sachs, and Mellinger 1998; Li-
mao and Venables 2001). Africa has few east-west navigable rivers to facil-
itate water-borne trade within the continent, and there is much evidence of
low levels of transport infrastructure investment that may have a particu-
larly severe impact on within-region trade. International political conflict
and patterns of specialization clearly also play a role. For example in the
Middle East, within-region conflict and the importance of petroleum ex-
ports to industrialized countries outside the region generate a negative es-
timated within-region effect.

Over time, we observe a systematic increase in the estimated values of
almost all the within-region effects. This provides evidence of the increas-
ing regionalization of international trade that does not rely on a particular
parameterization of the regional integration process. Nonetheless, one im-
portant explanation for increasing regionalization is clearly the prolifera-
tion of regional preferential trade agreements. This is particularly clear for
North America. Here, at the beginning of the sample period, we find a neg-
ative within-region effect, which may reflect policies of import substitution
in Mexico that particularly restricted within-region trade or the fact that
the largest cities of Canada and United States (on which our measures of
distance are based) are closer than the true economic centres (taking into
account the whole distribution of economic activity). Nevertheless, over
time, we observe a rise in the estimated within-region effect that is both
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Table 3.4 Bilateral Trade Equation Estimation and Within-Region Trade Costs 
(country and partner dummies)

Period

ln(Xij ) (1) (2) (3) (4) (5) (6) (7)

N 9,981 9,981 9,981 9,981 9,981 9,981 9,981
Period (years) 1970–73 1974–77 1978–81 1982–85 1986–89 1990–93 1994–97

ln(distij) –0.669 –0.69 –0.71 –0.779 –0.704 –0.688 –0.74
(0.089) (0.077) (0.076) (0.081) (0.071) (0.075) (0.086)

bordij 0.778 0.659 0.578 0.526 0.488 0.416 0.401
(0.145) (0.124) (0.119) (0.12) (0.112) (0.113) (0.118)

Within North America –0.467 –0.277 –0.205 –0.333 –0.019 0.417 0.543
(0.289) (0.271) (0.281) (0.278) (0.273) (0.327) (0.335)

Within Latin America –0.531 –0.278 –0.168 –0.013 0.313 0.626 0.58
(0.233) (0.202) (0.201) (0.209) (0.191) (0.201) (0.24)

Within Western Europe 0.565 0.642 0.732 0.657 0.811 0.876 0.802
(0.161) (0.14) (0.135) (0.142) (0.13) (0.142) (0.172)

Within Eastern Europe 1.038 –0.274 3.424 4.139 4.014 2.409 1.817
(1.452) (1.75) (0.305) (0.28) (0.261) (0.212) (0.256)

Within Sub-Saharan Africa –3.913 –4.067 –4.849 –5.615 –5.2 –1.485 –1.334
(0.586) (0.609) (0.609) (0.525) (0.449) (0.316) (0.322)

Within North Africa and –2.972 –4.225 –4.903 –4.257 –4.073 –3.631 –3.381
Middle East (0.658) (0.595) (0.704) (0.664) (0.683) (0.804) (0.853)

Within Southeast Asia 0.852 0.638 0.225 –0.174 –0.217 –0.232 –0.382
(0.297) (0.272) (0.265) (0.293) (0.223) (0.219) (0.23)

Within Other Asia –4.65 –0.715 –0.422 –0.574 –0.86 –0.356 –1.278
(1.637) (0.751) (0.962) (0.773) (0.788) (0.634) (0.789)

Within Oceania 0.929 1.09 1.214 0.965 1.177 1.483 1.591
(0.525) (0.429) (0.431) (0.339) (0.289) (0.29) (0.39)

Country dummies yes yes yes yes yes yes yes
Partner dummies yes yes yes yes yes yes yes
Estimation WLS WLS WLS WLS WLS WLS WLS

Prob. > F (dummies) 0.077 0.011 0.005 0.004 0.000 0.000 0.000
Prob. > F (�) 0.000 0.000 0.000 0.000 0.000 0.000 0.000
R2 0.868 0.856 0.859 0.853 0.903 0.912 0.904
Root MSE 0.864 0.873 0.869 0.933 0.736 0.677 0.701

Notes: Huber-White Heteroscedasticity robust standard errors in parentheses; ln(Xij ) is log bilateral ex-
ports from country i to partner j plus one; ln(distij ) is log bilateral distance between countries i and j; and
bordij is a dummy for whether or not the two countries share a common border. All specifications include
exporting-country and importing-partner fixed effects. Within North America is a dummy that takes the
value of 1 if both trade partners lie within North America and zero otherwise. The other within-region
dummies are defined analogously. Prob � F (dummies) is the p-value for a F-test of the null hypothesis
that the coefficients on the regional dummies are jointly equal to zero. Prob � F (�) is the p-value for a F-
test of the null hypothesis that all coefficients are jointly equal to zero. Since the within-region dummies
exploit bilateral information, they are separately identified from the country and partner fixed effects.
Observations are weighted by the product of country and partner GDP. To capture the effects of
NAFTA, Mexico is included in the definition of North America. N � number of observations; Prob. �
probability; F (�) � F-statistic; WLS � weighted least squares; MSE � mean square error.



large and statistically significant. Thus, the estimated coefficient becomes
positive in the period 1990–1993 during which NAFTA was signed.

The exception is Southeast Asia where the intraregional effect dimin-
ishes sharply through time. This does not reflect diminishing intraregional
trade, but rather the particularly rapid growth of trade with countries out-
side the region. Thus, it shows the extent to which the region’s trade was be-
coming more externally rather than internally oriented over the period.

Other examples of the importance of trade policy in shaping regional
integration include Western and Eastern Europe. In Western Europe, we
again observe a systematic rise in the estimated within-region effect over
time. In Eastern Europe, the value of the within-region effect follows an in-
verted U-shape, rising between the 1970s and 1980s consistent with the
policies of the Council for Mutual Economic Cooperation (COMECON)
in stimulating trade within the former Soviet bloc and declining markedly
in the 1990s following the fall of the Berlin Wall and the abandonment of
the COMECON system of public procurement and trading preferences.

3.5 Determinants of Export Performance

We have so far undertaken decompositions based on the identity that a
country’s exports are the product of its supply capacity, si, and FMA, Mi .
We now turn to the next stage of the analysis—asking what determines
supply capacity? We expect that it depends on a number of underlying
country characteristics including country size, endowments, and internal
geography. It will also depend, in equilibrium, on FMA, since this is one of
the variables that determines the potential return to exporting. Our objec-
tive in this section is to econometrically estimate the importance of these
factors. We contribute to a growing literature on the role of geography in
determining the ratio of trade to income and trade performance more
generally (see, e.g., Ciccone and Alcalá 2001; Frankel and Romer 1999;
Leamer 1988; Radelet and Sachs 1998; Wei 2000).

3.5.1 Theory

In order to endogenize supply capacity, we have to add to the material of
section 3.2 some general equilibrium structure of the economy. We do this
in a very compact way by simply specifying a supply curve for exports, im-
plying that as the quantity of exports produced in a country increases, so
does their price. Using our previous analysis, the quantity of exports de-
manded from country i, ni xi � ni ∑j�i xij , is given by

(14) nixi � 

siM

pi

i
 � ni ( pi )
��(ti )

1��Mi

(using equations [4] and [8]). The supply relationship we specify by the
function  is
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(15) nixi � ai( pi /ci ), � � 0.

We assume that the function  is the same for all countries, but add coun-
try-specific parameters ci and ai to the relationship; ci is a measure of com-
parative costs in the export sector of country i, and ai is a measure of the
size of the economy. This is a general equilibrium relationship capturing
the opportunity cost of resources used in the export sector. Expanding the
volume of exports produced moves the economy around the production-
possibility frontier, increasing the price of exports. Thus, as the export sec-
tor expands, it draws resources out of other sectors of the economy—the
import-competing and nontradeable-activities sectors. Drawing resources
out of other sectors tends to bid up their prices, raising costs and hence
price in the export sector.

Cross-country variation is captured by linearization of these relation-
ships. Logarithmically differentiating equations (14) and (15) gives

(16) n̂ 	 x̂ � ��p̂ 	 (1 � �)t̂ 	 M̂,

n̂ 	 x̂ � â 	 �( p̂ � ĉ ),

where � is the price elasticity of export supply and ̂  denotes a proportional
deviation from some reference point. Eliminating the price term gives

(17) x̂(� 	 �) 	 �n̂ � �[M̂ � �ĉ 	 (1 � �)t̂ ] 	 �â .

The total value of exports, Vi � ni pi xi � si Mi (equation [7]), varies accord-
ing to

(18) V̂ � n̂ 	 p̂ 	 x̂ � â � ĉ� 	 [M 	 (1 � �)t̂ � x̂]

(1 	

�

�)

,

where the second equation uses equation (16). One further step is needed,
which is to specify whether export volumes vary through changes in the
number of varieties, n, or through output per variety, x. In a standard mo-
nopolistic-competition model equilibrium, output per commodity is a
constant, x̂ � 0; in which case, equation (18) is

(19) V̂ � â � ĉ� 	 [M̂ 	 (1 � �)t̂ ]

(1 	

�

�)

.

At the other extreme, if the number of varieties that can be produced by a
country is fixed, n̂ � 0, then using equations (17) in (18) gives

(20) V̂ � .

These equations form the basis of the econometric investigation, with
variation in terms provided by cross-country observations. Notice that the
coefficient on FMA in these equations is not generally equal to unity, re-
flecting the endogeneity of supply capacity. Thus if � is large relative to �

{(� � 1)(â � ĉ�) 	 [M̂ 	 (1 � �)t̂ ](1 	 �)}







(� 	 �)
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(or, in the second equation if � � 1), then the coefficient on M̂ is less than
unity. High levels of FMA are associated with a less than proportional in-
crease in exports and a lower level of supply capacity (since Vi � si Mi ). This
arises because increased demand for exports encounters diminishing re-
turns in the domestic-supply response, bidding up pi . The coefficient on M̂
is smaller for low values of �, this measuring a more tightly curved pro-
duction-possibility frontier and lower supply elasticity.

Other terms in the equations are as would be expected. Cross-country
variation in internal geography is captured by t̂, entering with negative co-
efficient providing � � 1. Domestic size, â , increases the value of exports,
although not necessarily proportionately. And a high-cost export sector, ĉ
� 0, means that a lower volume of exports is supplied for a given price.

3.5.2 Estimation

Motivated by the theoretical analysis of the previous section (equations
[19] and [20]), we estimate the following empirical specification.

(21) ln(Vi ) � �0 	 �1 ln(GDPi ) 	 �2 ln(Popni ) 	 �3 ln(Mi ) 

	 �4 ln(ti ) 	 �5ci 	 �k 	 εi

The dependent variable is the log of the value of exports. The log of GDP
and of population are included as two separate measures of country size,
and Mi is FMA as calculated in section 3.3; ti represents the internal geo-
graphy of the country and is measured empirically using the percentage of
the population living within 100 kilometers of the coast or navigable rivers
(see appendix for sources).

To capture the comparative costs of exporting in each country, ci, we use
a measure of institutional quality, as has been widely used in the cross-
country growth literature (see, e.g., Acemoglu, Johnson, and Robinson
2001; Hall and Jones 1999; Knack and Keefer 1997). The measure is an in-
dex of the protection of property rights and risk of expropriation (see ap-
pendix), and a higher value of the index corresponds to better institutional
quality.

We also include a full set of dummies for the nine geographical regions,
�k, in order to control for unobserved heterogeneity across regions in the
determinants of export performance, including other unobserved institu-
tions, features of technology, and characteristics of regions.

Before presenting estimates of equation (21), a number of points merit
discussion. First, the measure of FMA (M ) included on the right-hand side
as a determinant of countries’ export performance has itself been con-
structed from the export data. It is constructed from the solution of a sys-
tem of simultaneous equations for all countries’ total exports and total
imports, and any individual country’s exports enter this system of
simultaneous equations as just one out of the 2R observations on exports
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and imports. A country’s FMA depends on market capacities in all other
countries, weighted by bilateral trade costs (equation [8]). Nevertheless, to
ensure that shocks to an individual country’s exports are not driving our
measure of FMA, we also construct for each country an alternative mea-
sure that completely excludes information on the country’s own exports. In
this alternative measure, M∗, we exclude one country i at a time and solve
the system of equations in equations (7) to (10) for the R – 1 other countries
j � i (excluding information on country i’s exports to and imports from
these other countries). This yields measures of market capacity and sup-
plier capacity in all other countries j � i. The alternative FMA measure for
country i is then constructed as the trade-cost-weighted sum of these mar-
ket capacities. We repeat the analysis for all countries i � R. This alterna-
tive measure provides a robustness check, and the measure turns out to be
very highly correlated with the FMA measure of section 3.3.

Second, the income term, GDPi , may itself be endogenous. We consider
two approaches to this problem. First, we impose a theoretical restriction
that �1 � 1 and take as the dependent variable the export-income ratio,
Vi /GDPi . In this specification, we focus on the ability of the explanatory
variables to explain variation in the share of exports in GDP. Second, we
use lagged values of GDPi for the independent variable. We estimate equa-
tion (21) using the cross-sectional variation in the data and focus on the
final time period 1994–1997. Here, the corresponding lagged income vari-
able is 1990–1993.

Third, our primary interest in this section is not consistently estimating
the structural parameters of equation (21). Rather, our main concern is
conditioning on the right-hand side variables and examining how much of
the cross-country variation in export performance can be statistically ex-
plained by these considerations and how much remains unexplained in the
regional dummies.

Estimation results are reported in table 3.5. The first column gives our
base specification, using the lagged GDP variable. As expected, the coeffi-
cient on GDP is positive and highly significant, although also significantly
less than unity, reflecting the fact that large economies are less open than
smaller ones. This suggests that working with the ratio of exports to GDP
as dependent variable would be inappropriate. The other size measure,
population, is insignificant.

We find a positive and statistically significant effect of both external and
internal geography in determining exports. The coefficient on ln(M ) is sig-
nificantly less than unity, indicating that an increase in FMA increases ex-
ports less than proportionately. This is in line with the preceding theoreti-
cal discussion as the expansion in exports raises costs and prices in the
sector, thereby reducing supply capacity. This finding is also consistent
with earlier work (Redding and Venables 2003; Overman, Redding, and
Venables 2003), which shows that a higher level of FMA is associated with
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higher wages. The coefficient on the proportion of population within 100
kilometers of the coast or a navigable river is also significant and positive,
capturing internal geography. Similar results are obtained if the proportion
of population is replaced by the proportion of land area. The measure of
institutional quality (risk of expropriation) has a positive and statistically
significant effect on export performance, consistent with an important role
for the protection of property rights in determining countries ability to ex-
port.

The second column of table 3.5 gives results for the specification with the
export ratio taken as the independent variable. Coefficients on ln(M ) and
on internal geography are similar to those in the first column. However,
the population term becomes negative and significant, and the coefficient
on institutional quality becomes smaller and insignificant. The fact that
smaller economies tend to export less is being captured by the negative co-
efficient on population and perhaps also by a positive correlation between
institutional quality (now with a smaller coefficient) and per capita in-
come.

Columns (3) and (4) repeat the exercise with the alternative measure of
FMA discussed above, M∗. Signs and significance levels are unchanged us-
ing this alternative variable. The size of the coefficient on ln(M∗) is some-
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Table 3.5 The Role of Internal Geography, External Geography, and Institutions in
Determining Export Performance, 1994–1997

(1) (2) (3) (4)

Dependent variable ln(V ) ln(V/GDP) ln(V ) ln(V/GDP)
Period (years) 1994–97 1994–97 1994–97 1994–97
No. of observations 95 95 95 95

ln[GDP(1991–93)] 0.734 0.730
(0.052) (0.051)

ln(population) –0.038 –0.262 –0.025 –0.256
(0.057) (0.043) (0.057) (0.043)

ln(M ) 0.46 0.479 0.342 0.298
(0.195) (0.205) (0.119) (0.127)

Population within 
100km coast and 0.581 0.416 0.596 0.441
rivers (%) (0.191) (0.061) (0.187) (0.199)

Institutional quality 0.202 0.023 0.198 0.016
(0.062) (0.387) (0.061) (0.061)

Region effects yes yes yes yes

Estimation OLS OLS OLS OLS
F (13,81) � 137.600 F (12,82) � 7.732 F (13,81) � 142.200 F (12,82) � 7.747

Prob � F 0.000 0.000 0.000 0.000
R2 0.957 0.531 0.958 0.531

Notes: Standard errors in parentheses. Columns (1) and (2), FMA is as computed in section 3.3. Col-
umns (3) and (4), FMA is computed omitting own country, M*.



what smaller than that on ln(M ), although the difference is not statistically
significant at conventional critical values.

3.5.3 Effects by Region

We use these econometric estimates to shed light on patterns of export
performance across the nine geographical regions. To what extent are the
divergent performances of these regions explained by this model, and
which of the independent variables are more important in explaining the
variation in performance across regions?

The expected value of exports by region k relative to the expected value
for the world, Ei�R(k) ln(Vi ) – Ei ln(Vi ), can be expressed as a linear function
of regional deviations in independent variables multiplied by their esti-
mated coefficients. Formally, regression equation (21) implies that

(22) Ei�R(k) ln(Vt ) � Ei ln(Vi ) � �k(a) 	 �k(M ) 	 �k(t) 	 �k(c) 	 �k,

where �k is the regional dummy of equation (21), and remaining terms are
the regional contributions of the independent variables.

(23) �k(a) � �1[Ei�R(k) ln(GDPi ) � Ei ln(GDPi )] 

	 �2[Ei�R(k) ln(Popni ) � Ei ln(Popni )],

�k(M ) � �3[Ei�R(k) ln(Mi ) � Ei ln(Mi )],

�k(t) � �4[Ei�R(k) ln(ti ) � Ei ln(ti )],

�k(c) � �5[Ei�R(k)ci � Eici ].

Thus, �k(M ) � �3[Ei�R(k) ln(Mi ) – Ei ln(Mi )] is region k’s FMA, relative to
that of the world, multiplied by the estimated coefficient on FMA. Terms
�k(t) and �k(c) are the analogous measures for internal geography and in-
stitutions, while size effects are combined in �k(a).

We illustrate results for each region in figure 3.3, where values are based
on the estimates given in the first column of table 3.5. The first bar in each
of the regional boxes, labeled �k(V ), is the region’s export performance rel-
ative to the world average once size effects have been conditioned out,
�k(V ) � Ei�R(k) ln(Vi ) – Ei ln(Vi ) – �k(a). Remaining bars sum to this first
bar, since they divide �k(V ) into four components (see equation [22]). Bars
two to four give the contributions of FMA (M ), internal geography (t), and
institutions (c), respectively. The residual, after controlling for these fac-
tors, is the regional dummy �k, illustrated as the final bar in each chart.

What do we learn from this decomposition? North America (including
Mexico) has high trade relative to the world, given its income and popula-
tion. This is explained partly by relatively good market access and partly
by institutions. It is offset by relatively poor internal geography, leaving a
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substantial unexplained residual. Western Europe’s high level of exports is
accounted for by a combination of good market access, good internal geo-
graphy, and good institutions, leaving virtually nothing to the residual
dummy variable. For Eastern Europe, the benefits of good market access
and better than average internal geography and institutions are not fully
reflected in the actual level of trade, leaving a large negative regional
dummy. This is consistent with the idea that the legacy of communism dur-
ing the postwar period has had a long-lasting effect on Eastern Europe’s
exports, captured here in the regional dummy. The outcome for Oceania
combines low market access with good internal geography and institu-
tions.

Sub-Saharan African has low trade volumes given its income level, and
these are accounted for by below average performance on all three mea-
sures together with some negative residual. Thus, each of �k(M ), �k(t),
�k(c) and �k account for between 20 percent and 30 percent of sub-Saharan
Africa’s low level of trade after conditioning on country size, �k(V ). At the
other extreme is the performance of Southeast Asia, with high trade levels
only partly explained by good institutions and internal geography. There
remains a large positive residual, in part due to the entrepôt activities of
Hong Kong and Singapore and in part due to aspects of the Asian Miracle
that are not captured by our approach.

3.6 Concluding Comments

The changes in countries’ export performance over recent decades are
symptomatic, at least, of the extent to which they have succeeded in bene-
fiting from globalization. The real value of world exports doubled between
the early 1970s and mid-1980s and doubled again from the mid-1980s to
late 1990s. In the second of these periods, Latin American exports went up
by just 54 percent, sub-Saharan Africa’s went up by 10 percent, and those
of the Middle East and North Africa fell by 16 percent.

This paper takes some steps towards understanding the determinants of
cross-country variation in both the levels and growth of exports. There are
several main findings. First, geography creates substantial cross-country
variation in the ease of access to foreign markets, and this is an important
determinant of countries’ export performance. For example, once country
size factors are controlled for, sub-Saharan Africa has poor export perfor-
mance, about one-quarter of which is attributable to its poor foreign-
market access. Furthermore, the growth of FMA varied widely across re-
gions during the periods we studied. This accounted for some of the poor
performance of regions, such as sub-Saharan Africa, not neighbored by
countries with fast-growing import demand.

Second, export performance also depends on internal geography, which
is measured in this paper by the proportion of the population close to the
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coast or navigable rivers. Looking at sub-Saharan Africa again, another
one-quarter of its poor export performance is accounted for by this vari-
able.

Finally, export performance also depends on many other domestic
supply-side factors. This paper takes a small step towards analysis of these
by looking at the role of institutional quality in determining exports. This,
as it turns out, accounts for a further one-quarter of sub-Saharan Africa’s
low export levels. Perhaps the main contribution of this paper is to show
how to measure and control for the external and internal geographic fac-
tors that shape performance. Our hope is that, once these are successfully
controlled for, then research will be better able to identify domestic factors
(some of them subject to policy control) that also determine export perfor-
mance.

Appendix

Data

• Bilateral Trade: Data on bilateral trade flows are from the NBER
World Trade database. Declared by U.S. GDP deflator

• GDP per capita: Data on current price (U.S.$), GDP, and on popula-
tion are from the World Bank. Deflated by U.S. GDP deflator

• Geographical variables: Data on bilateral distance, existence of a
common border (from the World Bank)

• Physical geography: Data on proportion of land and population close
to coast or navigable rivers from Gallup, Sachs, and Mellinger
(1998; the data can be downloaded from http://www.2.cid.harvard.
edu/ciddata)

• Institutions: Expropriation risk from International Country Risk
Guide database

• Regional groupings:
North America—Canada, the United States, and Mexico
Latin America and the Caribbean—Argentina, Bolivia, Brazil,

Chile, Colombia, Costa Rica, Dominican Republic, Ecuador, El
Salvador, Guatemala, Haiti, Honduras, Jamaica, Nicaragua,
Panama, Peru, Trinidad and Tobago, Uruguay, and Venezuela

Western Europe—Austria, Belgium (including Luxembourg), Den-
mark, Finland, France, Germany, Greece, Ireland, Italy, Nether-
lands, Norway, Portugal, Spain, Sweden, Switzerland, Turkey,
and the United Kingdom

Eastern Europe—Albania, Bulgaria, Czechoslovakia, Hungary,
Poland, and Romania
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Sub-Saharan Africa—Angola, Benin, Cameroon, Côte d’Ivoire,
Cameroon, Ethiopia, Gabon, Ghana, Guinea, Kenya, Madagas-
car, Malawi, Mali, Mauritius, Mozambique, Morocco, Nigeria,
Senegal, South Africa, Sudan, Tanzania, Uganda, Zaire, Zam-
bia, and Zimbabwe

Middle East and North Africa—Algeria, Egypt, Iran, Israel, Jor-
dan, Kuwait, Lebanon, Morocco, Oman, Saudi Arabia, Syria,
Tunisia, and United Arab Emirates

Southeast Asia—Cambodia, China, Hong Kong, Indonesia,
Japan, Korea, Malaysia, Papua New Guinea, Philippines, Singa-
pore, Taiwan, and Thailand

Other Asia—Bangladesh, India, Sri Lanka, Nepal, and Pakistan
Oceania—Australia and New Zealand

Geography and Export Performance 121

Table 3A.1 Country Sources of Export Growth and the Regional Concentration of 
Foreign-Market-Access Growth (%)

Own Other
Supply Region Region

Period Capacity FMA Exports FMA FMA
Country (1) (2) (3) (4) (5) (6)

North America
Canada 1970/73–1982/85 2.71 73.91 78.62 69.4 4.5

1982/85–1994/97 2.46 70.61 74.81 65.3 5.3
Mexico 1970/73–1982/85 307.49 46.72 497.87 36.3 10.4

1982/85–1994/97 56.81 65.22 159.09 48.8 16.4
The United States 1970/73–1982/85 52.56 20.65 84.06 3.3 17.3

1982/85–1994/97 37.90 49.10 105.61 19.4 29.7

Latin America
Argentina 1970/73–1982/85 3.96 29.04 34.15 0.5 28.5

1982/85–1994/97 41.04 63.79 131.01 30.3 33.5
Bolivia 1970/73–1982/85 13.40 29.65 47.02 –1.6 31.2

1982/85–1994/97 –35.03 59.35 3.53 24.8 34.6
Brazil 1970/73–1982/85 105.77 31.49 170.58 –1.6 33.1

1982/85–1994/97 –6.65 51.21 41.16 14.1 37.1
Chile 1970/73–1982/85 18.58 28.77 52.70 –2.0 30.8

1982/85–1994/97 83.77 56.08 186.83 19.9 36.2
Colombia 1970/73–1982/85 23.71 40.40 73.69 3.3 37.1

1982/85–1994/97 53.89 46.69 125.74 11.7 35.0
Costa Rica 1970/73–1982/85 4.72 45.78 52.65 5.1 40.7

1982/85–1994/97 62.72 45.46 136.68 8.3 37.2
Dominican 1970/73–1982/85 –10.00 49.76 34.78 2.7 47.1

Republic 1982/85–1994/97 108.67 40.72 193.64 3.3 37.4
Ecuador 1970/73–1982/85 151.37 39.19 249.88 2.0 37.2

1982/85–1994/97 –8.07 48.06 36.11 11.1 37.0
El Salvador 1970/73–1982/85 –28.01 44.20 3.81 2.2 42.0

1982/85–1994/97 –18.40 48.24 20.97 8.6 39.6
(continued )



Table 3A.1 (continued)

Own Other
Supply Region Region

Period Capacity FMA Exports FMA FMA
Country (1) (2) (3) (4) (5) (6)

Guatemala 1970/73–1982/85 –0.24 45.09 44.75 2.2 42.9
1982/85–1994/97 –16.50 56.30 30.51 7.3 49.0

Haiti 1970/73–1982/85 180.97 48.56 317.41 2.2 46.3
1982/85–1994/97 –81.19 43.96 –72.92 6.8 37.2

Honduras 1970/73–1982/85 6.25 44.23 53.24 2.1 42.1
1982/85–1994/97 –36.84 46.62 –7.40 7.7 38.9

Jamaica 1970/73–1982/85 –43.36 50.44 –14.79 2.9 47.6
1982/85–1994/97 3.69 42.64 47.90 4.4 38.3

Nicaragua 1970/73–1982/85 –51.99 44.38 –30.69 2.7 41.7
1982/85–1994/97 –24.25 47.62 11.82 9.1 38.6

Panama 1970/73–1982/85 –14.80 42.78 21.64 1.8 41.0
1982/85–1994/97 6.19 47.03 56.12 9.4 37.7

Peru 1970/73–1982/85 –10.25 35.59 21.69 1.2 34.4
1982/85–1994/97 –1.93 53.90 50.92 17.7 36.2

Trinidad and 1970/73–1982/85 40.46 44.13 102.44 3.0 41.2
Tobago 1982/85–1994/97 –52.42 41.09 –32.87 4.6 36.5

Uruguay 1970/73–1982/85 52.02 15.49 75.57 –6.4 21.9
1982/85–1994/97 –7.14 87.22 73.85 58.5 28.7

Venezuela 1970/73–1982/85 39.69 43.63 100.63 1.9 41.8
1982/85–1994/97 –32.04 47.58 0.30 10.6 37.0

Western Europe
Austria 1970/73–1982/85 44.54 28.48 85.71 16.8 11.7

1982/85–1994/97 58.77 54.54 145.37 39.8 14.7
Belgium (incl. 1970/73–1982/85 11.74 33.90 49.62 24.9 9.0

Luxembourg) 1982/85–1994/97 45.43 48.24 115.58 40.5 7.8
Denmark 1970/73–1982/85 22.67 31.32 61.09 19.6 11.7

1982/85–1994/97 34.43 50.51 102.34 39.6 10.9
Finland 1970/73–1982/85 37.30 30.62 79.33 12.0 18.6

1982/85–1994/97 77.39 40.70 149.60 23.6 17.1
France 1970/73–1982/85 27.92 29.60 65.79 18.0 11.6

1982/85–1994/97 43.09 52.71 118.51 42.6 10.1
Germany 1970/73–1982/85 27.51 28.29 63.59 14.5 13.8

1982/85–1994/97 37.36 49.64 105.55 32.3 17.3
Greece 1970/73–1982/85 65.23 40.26 131.76 15.4 24.9

1982/85–1994/97 20.21 39.84 68.11 23.5 16.4
Ireland 1970/73–1982/85 102.15 34.20 171.28 18.6 15.6

1982/85–1994/97 133.79 45.39 239.91 32.1 13.3
Italy 1970/73–1982/85 40.84 34.67 89.67 15.2 19.5

1982/85–1994/97 61.49 43.50 131.74 28.5 15.0
The Netherlands 1970/73–1982/85 32.22 32.16 74.74 21.5 10.7

1982/85–1994/97 19.07 46.99 75.02 37.5 9.5
Norway 1970/73–1982/85 93.16 31.80 154.59 15.0 16.8

1982/85–1994/97 22.67 40.04 71.79 24.8 15.2
Portugal 1970/73–1982/85 21.12 38.31 67.52 16.1 22.2

1982/85–1994/97 125.85 49.78 238.28 32.5 17.3



Table 3A.1 (continued)

Own Other
Supply Region Region

Period Capacity FMA Exports FMA FMA
Country (1) (2) (3) (4) (5) (6)

Spain 1970/73–1982/85 100.36 35.68 171.84 15.1 20.5
1982/85–1994/97 116.11 41.68 206.18 26.2 15.5

Sweden 1970/73–1982/85 5.65 33.87 41.43 16.0 17.9
1982/85–1994/97 39.53 40.54 96.10 24.3 16.2

Switzerland 1970/73–1982/85 33.72 31.84 76.30 20.5 11.4
1982/85–1994/97 43.52 51.53 117.47 41.7 9.8

Turkey 1970/73–1982/85 129.06 36.75 213.24 11.8 24.9
1982/85–1994/97 87.06 35.69 153.82 19.2 16.5

The United 1970/73–1982/85 36.68 38.55 89.38 22.7 15.8
Kingdom 1982/85–1994/97 36.49 35.09 84.38 22.0 13.1

Eastern Europe
Albania 1970/73–1982/85 84.57 36.57 152.07 0.0 36.5

1982/85–1994/97 –43.46 37.34 –22.35 1.3 36.0
Bulgaria 1970/73–1982/85 27.01 35.56 72.17 –0.7 36.3

1982/85–1994/97 –9.33 43.17 29.81 3.0 40.2
Czechoslovakia 1970/73–1982/85 2.86 31.08 34.83 –0.5 31.6

1982/85–1994/97 77.54 54.48 174.26 2.9 51.6
Hungary 1970/73–1982/85 –11.31 34.92 19.66 –0.6 35.5

1982/85–1994/97 44.67 41.52 104.73 3.3 38.2
Poland 1970/73–1982/85 –0.44 31.34 30.76 –0.2 31.5

1982/85–1994/97 57.83 49.69 136.25 1.8 47.8
Romania 1970/73–1982/85 47.75 37.74 103.52 0.1 37.6

1982/85–1994/97 –28.69 38.34 –1.36 2.4 35.9

Sub-Saharan Africa, North Africa, and Middle East
Angola 1970/73–1982/85 14.67 30.48 49.62 –2.8 33.3

1982/85–1994/97 13.81 37.95 57.01 –1.9 39.9
Benin 1970/73–1982/85 4.81 36.35 42.91 3.1 33.2

1982/85–1994/97 –5.98 32.10 24.21 –4.9 37.0
Cameroon 1970/73–1982/85 154.00 37.41 249.03 3.7 33.7

1982/85–1994/97 –53.45 31.61 –38.73 –5.1 36.7
Côte d’Ivoire 1970/73–1982/85 30.17 32.94 73.04 –1.5 34.5

1982/85–1994/97 –22.83 39.04 7.30 –1.1 40.1
Ethiopia 1970/73–1982/85 –33.83 41.87 –6.12 –0.8 42.7

1982/85–1994/97 –29.71 35.62 –4.68 –0.9 36.5
Gabon 1970/73–1982/85 169.54 35.08 264.10 0.9 34.2

1982/85–1994/97 –16.34 34.97 12.92 –3.5 38.4
Ghana 1970/73–1982/85 –51.31 35.75 –33.90 1.5 34.2

1982/85–1994/97 35.02 35.38 82.80 –3.3 38.6
Guinea 1970/73–1982/85 134.95 33.49 213.63 –1.9 35.4

1982/85–1994/97 –23.31 39.84 7.25 –1.2 41.0
Kenya 1970/73–1982/85 29.93 36.42 77.24 –1.8 38.2

1982/85–1994/97 –12.85 38.40 20.61 –0.5 38.9
Madagascar 1970/73–1982/85 –37.96 35.22 –16.11 –1.5 36.7

1982/85–1994/97 –50.35 42.61 –29.19 0.0 42.6
(continued )



Table 3A.1 (continued)

Own Other
Supply Region Region

Period Capacity FMA Exports FMA FMA
Country (1) (2) (3) (4) (5) (6)

Malawi 1970/73–1982/85 20.67 30.46 57.43 –3.6 34.0
1982/85–1994/97 –18.21 40.66 15.05 0.3 40.4

Mali 1970/73–1982/85 –88.27 36.63 –83.97 0.5 36.1
1982/85–1994/97 –12.42 38.54 21.33 –1.3 39.9

Mauritius 1970/73–1982/85 37.04 36.29 86.77 –1.5 37.7
1982/85–1994/97 97.37 43.71 183.63 –0.5 44.2

Mozambique 1970/73–1982/85 –75.03 27.47 –68.17 –3.5 30.9
1982/85–1994/97 –56.84 43.73 –37.96 4.1 39.6

Nigeria 1970/73–1982/85 122.31 35.22 200.60 –1.0 36.2
1982/85–1994/97 –49.43 39.04 –29.69 –0.7 39.7

Senegal 1970/73–1982/85 –13.97 35.84 16.87 –1.3 37.1
1982/85–1994/97 –48.02 40.77 –26.83 –0.9 41.6

South Africa 1970/73–1982/85 –6.22 34.18 25.83 –1.2 35.4
1982/85–1994/97 33.19 44.56 92.54 –0.5 45.1

Sudan 1970/73–1982/85 –42.06 43.21 –17.02 –0.8 44.1
1982/85–1994/97 –67.13 34.88 –55.67 –0.5 35.4

Tanzania 1970/73–1982/85 –48.49 34.51 –30.72 –2.3 36.8
1982/85–1994/97 –29.50 39.75 –1.48 0.0 39.7

Uganda 1970/73–1982/85 –48.21 35.19 –29.98 –1.8 37.0
1982/85–1994/97 –27.45 37.45 –0.28 –0.6 39.0

Zaire 1970/73–1982/85 –34.05 33.43 –12.00 –0.9 34.3
1982/85–1994/97 –54.51 37.86 –36.87 –1.3 39.2

Zambia 1970/73–1982/85 –67.90 33.14 –57.26 –0.8 33.9
1982/85–1994/97 –49.35 41.39 –28.38 1.6 39.8

Zimbabwe 1970/73–1982/85 341.18 24.27 448.27 –6.8 31.1
1982/85–1994/97 19.76 41.05 68.92 1.7 39.3

Algeria 1970/73–1982/85 203.95 37.06 316.59 5.7 31.4
1982/85–1994/97 –51.74 40.67 –32.12 0.4 40.3

Egypt 1970/73–1982/85 85.79 40.23 160.54 13.8 26.4
1982/85–1994/97 –36.75 40.37 –11.21 0.4 36.2

Iran 1970/73–1982/85 131.64 48.88 244.86 18.8 30.0
1982/85–1994/97 –50.45 37.76 –31.74 –2.9 40.7

Israel 1970/73–1982/85 30.83 59.69 108.92 34.2 25.5
1982/85–1994/97 130.86 23.37 184.80 –7.5 30.9

Jordan 1970/73–1982/85 312.61 46.86 505.96 26.9 20.0
1982/85–1994/97 –20.10 50.75 20.46 24.4 26.4

Kuwait 1970/73–1982/85 –5.83 72.11 62.07 44.9 27.2
1982/85–1994/97 –60.10 22.24 –51.23 –8.8 31.0

Lebanon 1970/73–1982/85 –42.87 51.98 –13.17 27.6 24.4
1982/85–1994/97 –41.90 35.03 –21.45 4.0 31.1

Morocco 1970/73–1982/85 8.57 38.31 50.16 6.6 31.8
1982/85–1994/97 17.92 40.40 65.56 –1.9 42.3

Oman 1970/73–1982/85 153.43 63.84 315.21 33.8 30.0
1982/85–1994/97 –18.49 37.80 12.32 3.0 34.8



Table 3A.1 (continued)

Own Other
Supply Region Region

Period Capacity FMA Exports FMA FMA
Country (1) (2) (3) (4) (5) (6)

Saudi Arabia 1970/73–1982/85 181.50 42.94 302.39 15.1 27.8
1982/85–1994/97 –55.62 42.06 –36.96 3.7 38.3

Syria 1970/73–1982/85 107.20 41.39 192.95 18.5 22.9
1982/85–1994/97 8.35 42.70 54.62 9.6 33.1

Tunisia 1970/73–1982/85 134.51 38.48 224.75 7.8 30.7
1982/85–1994/97 59.91 34.60 115.24 –2.3 36.9

United Arab 1970/73–1982/85 510.10 63.88 899.83 34.9 29.0
Emirates 1982/85–1994/97 –27.55 26.40 –8.42 –7.8 34.2

Southeast and Other Asia
Cambodia 1970/73–1982/85 –95.59 38.73 –93.89 22.4 16.4

1982/85–1994/97 3187.36 85.00 5981.78 69.7 15.3
China 1970/73–1982/85 149.75 47.05 267.26 31.3 15.7

1982/85–1994/97 208.31 62.89 402.20 48.0 14.9
Hong Kong 1970/73–1982/85 127.59 47.08 234.75 29.3 17.8

1982/85–1994/97 184.02 67.31 375.21 51.2 16.1
Indonesia 1970/73–1982/85 291.97 45.78 471.92 27.1 18.7

1982/85–1994/97 –4.76 63.79 55.99 46.0 17.8
Japan 1970/73–1982/85 91.49 45.33 178.30 19.4 26.0

1982/85–1994/97 10.83 70.04 88.46 44.9 25.2
Korea, 1970/73–1982/85 361.86 50.83 596.65 35.3 15.6

Republic of 1982/85–1994/97 113.44 44.47 208.37 30.4 14.1
Malaysia 1970/73–1982/85 97.90 62.23 221.05 47.0 15.3

1982/85–1994/97 85.98 87.44 248.59 75.1 12.3
Papua New 1970/73–1982/85 83.12 40.37 157.04 20.0 20.4

Guinea 1982/85–1994/97 37.54 50.31 106.73 28.2 22.1
Philippines 1970/73–1982/85 24.96 47.43 84.24 30.2 17.2

1982/85–1994/97 64.21 60.92 164.25 44.8 16.2
Singapore 1970/73–1982/85 201.65 45.31 338.34 27.9 17.5

1982/85–1994/97 123.47 74.01 288.86 58.0 16.0
Taiwan 1970/73–1982/85 201.47 53.89 363.93 37.2 16.7

1982/85–1994/97 85.18 64.30 204.26 49.5 14.8
Thailand 1970/73–1982/85 111.71 44.20 205.30 24.3 19.9

1982/85–1994/97 230.18 60.93 431.34 43.6 17.3
Viet Nam 1970/73–1982/85 3.95 48.86 54.74 31.0 17.9

1982/85–1994/97 844.27 70.77 1512.52 55.0 15.7
Bangladesh 1970/73–1982/85 132.16 45.29 237.32 3.7 41.6

1982/85–1994/97 114.21 53.24 228.26 2.1 51.2
India 1970/73–1982/85 20.29 45.17 74.61 2.7 42.5

1982/85–1994/97 89.57 48.34 181.20 1.1 47.2
Nepal 1970/73–1982/85 –2.75 45.52 41.52 4.6 40.9

1982/85–1994/97 114.41 53.92 230.02 2.5 51.4
Pakistan 1970/73–1982/85 13.46 48.16 68.10 5.8 42.4

1982/85–1994/97 55.26 43.67 123.07 3.6 40.1
Sri Lanka 1970/73–1982/85 7.04 44.18 54.34 3.6 40.6

1982/85–1994/97 52.39 48.27 125.94 0.5 47.7
(continued )



Table 3A.1 (continued)

Own Other
Supply Region Region

Period Capacity FMA Exports FMA FMA
Country (1) (2) (3) (4) (5) (6)

Oceania
Australia 1970/73–1982/85 9.21 37.74 50.43 0.6 37.1

1982/85–1994/97 20.59 49.90 80.77 0.6 49.3
New Zealand 1970/73–1982/85 2.81 36.97 40.81 4.2 32.8

1982/85–1994/97 19.38 47.66 76.29 3.8 43.9

Notes: Columns (2) through (4) of the table are based on equation (7). Column (2) is the rate of growth
of supplier capacity (s); column (3) is the rate of growth of foreign-market access (FMA); and column
(4) is the rate of growth of exports. The rates of growth of supplier capacity and FMA compound to the
rate of growth of total exports. Columns (5) and (6) are based on equation (13). Column (5) reports the
contribution of a country’s own region FMA growth, while column (6) gives the corresponding contri-
bution of other-region FMA growth.
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Comment Keith E. Maskus

I would like to congratulate Steve Redding and Tony Venables on provid-
ing another solid contribution that helps establish a useful empirical con-
text for analyzing how processes of geography, trade, and growth fit to-
gether. They do this by offering a decomposition of changes in the value of
exports over several time periods into changes arising from domestic
supply capacity (coming from size, as a measure of endowments, internal
trade costs, and an index of the quality of governance) and from foreign
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market access (FMA; coming from bilateral trade costs and foreign mar-
ket demand).

This approach is straightforward and appealing. It generates sensible re-
sults that reinforce our basic understanding of the sources of export growth
in various regions. For example, sub-Saharan Africa (SSA) has performed
worse than the world average in every factor but it is clear that weakness
in institutions (protection of property rights) is particularly important in
restraining supply capacity. For another, East Asia saw greatly expanded
market access in the 1980s but also subsequently developed large average
increases in domestic supply capacity. Finally, market access within North
America is itself largely responsible for export growth within that region.
The paper reminds us that both FMA and supply capacity are important,
a significant message for developing countries hoping to succeed through
export-led growth. Simply observing larger foreign market growth may not
raise exports much without reducing domestic supply costs.

Again, I appreciate the approach for being straightforward and easy to
implement if one has the data. However, I would like to raise a few ques-
tions about the inevitable simplifications that must be made in order to get
the approach to work.

First, is it really the case that supply-capacity factors and FMA are so
neatly separable that they can be treated without considering any inter-
actions between them? Here is one obvious example, consistent with the
globalization theme of this conference, although many others could be
suggested. Suppose that a particular country finds that all its export mar-
kets increase their effective access by cutting trade barriers. Under some
circumstances this might induce more inward foreign direct investment
(FDI) into low-wage countries, a direct increase in supply capacity. It
could also generate an indirect expansion of capacity through enhancing
competition and learning spillovers. In such a case we might not be at-
tributing enough export-growth impact to FMA.

Clearly sorting out such interrelationships would require a different kind
of model structure and would not lend itself to readily available measures.
However, I think more effort to entertain such interrelationships could be
rewarding and perhaps could help explain the many large residuals that
show up in the later regional export-growth decompositions.

Second, a related point is that while the decomposition of supply capac-
ity growth into its determinants is quite useful, it leaves room for much
more work. For example, even given the same growth in size and institu-
tional capacity, an economy that is more open to technology flows may
have greater capacity growth. Here, an important concept that goes un-
measured and unused in the paper is technology distance, or how costly it is
to transfer and absorb advanced technology from abroad. This process de-
pends on a number of market features, such as market competition, access
to science and technology information, regulation of technology transfer,
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skill endowments, and so on. Consider, for example, a country with an
effective telecommunications structure that permits ready access to Inter-
net-based science. That country is likely to increase its supply capacity
more rapidly in response to growth in foreign knowledge (and therefore de-
mand) than would be a country with a weak telecommunications infra-
structure.

Third, I find it surprising that the measure of trade costs, coming from
the inclusion of distance and border dummies into a gravity equation of
trade, does not explicitly account for trade barriers, especially tariffs. To an
important degree, such trade restrictions are embedded into the general
gravity equation. However, it would be useful for policy purposes to say
something explicit to African policymakers about the nature of their trade
costs. If the problem is simply that they are far from export markets, which
is an important observation made by the authors, there is not much that
can be done about that basic geography. But if distance were needlessly
augmented by high trade barriers a completely different policy message
would emerge.

Fourth, how readily can we make inferences about policy changes from
the results presented? The authors find large market access effects in North
America and attribute this to the effects of NAFTA and to earlier Mexican
trade liberalization. It is conceivable, however, that NAFTA itself was an
endogenous response to regional trade growth and may indeed be divert-
ing some trade relative to an underlying export trend. This is an important
question, for the implicit message in the paper is favorable to regional trade
agreements. This message cannot readily be supported simply on the basis
of the results here.

Fifth, I wonder about the endogeneity of some capacity measures to
trade growth. The authors do a commendable job of controlling for endo-
geneity arising from home market growth. But consider the measure of in-
ternal trade costs, which is the percentage of the population near rivers and
coasts. This measure places a heavy weight on water transport, which is
questionable in light of effective road and railroad infrastructure in many
nations. As for endogeneity, surely the decisions of people to locate near
the coast are dependent on export growth, as the case of China exemplifies.
Thus, I am not sure that this measure really is a primitive of the model.

Sixth, I like the idea of attributing supply-capacity growth to underlying
determinants. However, it is hard to see how the governance measure, an
index of property rights protection, actually captures rising costs as the
economy specializes in export goods. The theory refers to rising marginal
costs as the economy concentrates its resources in exports, which is a nat-
ural way of capturing general-equilibrium resource constraints. However,
the limiting impacts of weak property rights surely operate at any level of
commodity mix or unemployment and there seems little relationship to its
claimed use in the paper.
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A final comment, which is a bit inconsistent with the fourth point above,
is to ask for more comments about the policy relevance of the results. What
can we conclude about policy changes that we did not already know?
Surely we want to raise FMA for poor countries, although one wonders
how likely this is in the wake of the recent U.S. agricultural bill. We also
want to cut internal trade barriers and improve governance that restrains
trade. All of this makes sense at the aggregate level. But, to get more spe-
cific, can we conclude much from these results about specific institutional
reforms to recommend? How might such reforms interrelate with barriers
to trade in goods and services and to restraints on investment? I suppose I
am asking for more thinking about what explains the residuals that emerge
for many of the regional aggregates.

These comments are more in the nature of asking for better measures
and more analysis than in criticizing the underlying model and approach.
The paper provides interesting evidence on the sources of export growth
for a large cross-section of countries, which in itself is a valuable exercise.
The results for SSA in particular are compelling and convincing. Thus, I
look forward to seeing more analysis using this model and additional per-
spective on the nature of institutional and geographical restraints on ex-
port growth.
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4.1 Introduction

Since the early 1980s, dramatic changes in export commodity markets,
shocks associated with price declines, and changing views on the role of the
government have ushered in widespread market-liberalization programs
to agricultural commodity markets in Africa. These programs have signif-
icantly reduced government participation in marketing and pricing of ex-
port commodities. Market liberalization entails a greater reliance on mar-
kets to direct resource utilization and investment. In the context of this
paper, market liberalization refers to steps taken toward opening domestic
and export markets to competition and toward putting in place public and
private institutions consistent with and supportive of private markets.1

Critics have raised several concerns about the trend toward market lib-
eralization. These include the claim that, although liberalization may make
sense for an individual exporting country, when several countries do it si-
multaneously, they increase exports so strongly that they drive down the
prices and revenues that they receive from exporting and make themselves
worse off. Critics also sometimes argue that liberalization has opened
farmers up to price and income fluctuations from which they were previ-
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ously insulated. Economic theory makes it clear that all these problems
can arise in particular circumstances, so the real questions are empirical.
This chapter provides some answers by exploring one case of primary-
commodity liberalization in some detail: cocoa in West Africa. We show
that such distributional issues are of first-order importance to the political
debate about globalization.

We need to distinguish between liberalization and globalization. Liber-
alization is the move to market-determined prices from what was previ-
ously a regulated regime. One of the implications of liberalization is that
the prices received by farmers in different producing countries move to-
gether much more closely than prior to liberalization. It also implies that
markets in each producing country are more closely interconnected than
previously, with the result that decisions taken in one country affect farm-
ers in each of the other producing countries. We refer to these two aspects
of liberalization as globalization. Governments decided (or agreed) to lib-
eralize, while globalization was a consequence of these decisions and not
an objective in itself.

For commodity markets, liberalization has meant reducing government
involvement in marketing and in production, increasing participation of
the private sector in these activities, and reducing distortions in commod-
ity prices, especially producer prices. Measures implemented to achieve
these goals vary, but often they have included the elimination of govern-
ment marketing agencies, the introduction of competition in marketing,
the elimination of administered prices, reduction in explicit and implicit
taxes, and the privatization of government-owned assets.

Events triggering market liberalization were not independent of broader
political and economic changes in most countries, and the consequences of
liberalization are often linked as well. However, issues related to the ap-
proaches and effects of general and agricultural market liberalization have
been discussed elsewhere and receive minimal treatment here (for full
treatment, see World Bank 1994; Engberg-Pedersen et al. 1996; and Mos-
ley, Harrington, and Toye 1991). Instead, our purpose is to discuss mar-
ket liberalization in the specific context of cocoa and, particularly, to ex-
amine the impact of liberalization on the prices obtained by west African
cocoa producers and the revenues they receive. We also empirically esti-
mate supply and demand elasticities for west African producers and use
these to simulate the welfare effects of liberalization on west African cocoa
producers, non-African producers and world consumers of cocoa prod-
ucts, and the revenue loss to west African governments.

West Africa accounts for nearly two-thirds of the world’s cocoa produc-
tion. Before the late 1980s, west African cocoa was entirely produced and
marketed under government-controlled systems. However, starting in the
late 1980s and continuing into the 1990s, all four of west Africa’s largest
cocoa-producing countries—Cameroon, Côte d’Ivoire, Ghana, and Ni-
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geria, together with Togo (a smaller cocoa producer)—took steps toward
liberalizing their cocoa markets. Much of the aim of the reforms was to im-
prove efficiency by reducing domestic marketing costs, provide a higher
pass-through of international prices to producer prices, and increase the
producer share of the free on board (f.o.b.) price. According to Akiyama et
al. (2001), market liberalization in cocoa had a positive effect on producer
prices, relative to both f.o.b. prices and production.

The claimed increase in production raises the question of whether or not
liberalization by the west African producers, despite the relative rise in pro-
ducer prices, may have led to a net loss in total welfare in these countries as
the result of the likely negative impact of the production increase on the
world cocoa price. To the extent that this occurred, the incidence of the
benefits from liberalization will have been on cocoa consumers, most of
whom are in the developed market economies. Developed country govern-
ments already have to counter the charge of hypocrisy (“incoherence,” in
official parlance) in that they advocate market liberalization in the Third
World while maintaining regulated and subsidized domestic agricultural
markets. If it is also the case that the incidence of the liberalization bene-
fits is significantly enjoyed by developed-country consumers, it may be
difficult to avoid the impression that these governments and the interna-
tional agencies are guilty of pursuing self-interested policies in the devel-
oping world.

This is an instance of the well-known adding-up problem. Here, the
problem arises as the welfare effects of unilateral liberalization by an indi-
vidual and relatively small cocoa producer will differ from and be lower
than the welfare effects of multilateral liberalization by a group of produc-
ing countries, which collectively constitute a large proportion of the world
market. In the former case, it may be reasonable to take the world price as
unaffected by the liberalization, while in the latter case, this assumption
would be absurd. The adding-up problem has generated a large literature
starting from Johnson (1953, 1958) and Bhagwati (1958) and, more re-
cently, Krishna (1995). Schiff (1994) states that countries with market
power in commodities should proceed with trade and domestic liberaliza-
tion and should apply optimal export taxes to those commodities in which
they have market power. Akiyama and Larson (1994) argued as a practical
matter that it is not feasible to design a regional commodity-production
and trade policy for cocoa-producing countries in Africa mainly because
of the difficulty of equitably distributing the benefits of such a policy.

In a related literature, Evenson (2002) looks at the impact of technology
on agricultural prices. He finds that there are significant costs to countries
that do not adopt new technology because they suffer from low prices and
lack of production growth. New technologies have led to lower prices, but
countries that have adopted new technologies have benefited from ex-
panded production. Liberalization has lowered marketing costs and mar-
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gins in the same way as has technological advance, and its impact on pro-
duction should therefore also be similar. Countries cannot afford to be left
behind in this process.

The choice of cocoa to examine these questions is deliberate and ad-
vised.

• Along with coffee, rice, sugar, and wheat, cocoa has historically been
one of the most heavily regulated commodity markets.

• In common with coffee, but unlike sugar and wheat, it is almost en-
tirely a developing-country commodity.2

• Unlike coffee, regulation was predominantly at a national rather than
an international level.3

• The liberalization process can be fairly cleanly dated in the cocoa mar-
ket. The rice, sugar, and wheat markets remain less fully liberalized.

It is our belief that the concentration of production in four west African
countries, all of which had heavily regulated internal markets, makes it
likely that the adverse (from the point of view of the liberalizing countries)
adding-up effects of liberalization will be both larger and more clear than
in any other major market.

The present paper is structured as follows. Section 4.2 discusses the eco-
nomics of liberalization, while section 4.3 highlights certain aspects of the
world cocoa market, particularly in relation to market liberalization. In
section 4.4, we look at the direct consequences of liberalization and glob-
alization in the world cocoa market. Section 4.5 presents a world cocoa-
market model, and section 4.6 indicates the beneficiaries of market liber-
alization based on the results of the model simulations. Section 4.7
concludes.

4.2 The Economics of Market Liberalization

The market-liberalization programs enjoined upon developing-country
governments in the markets for tropical commodities had two comple-
mentary objectives. The first was to ensure that farmers would receive a
higher proportion of world prices than had been the case in the preliberal-
ization period. This often involved a reduction in (implicit or explicit) ex-
port tax rates. The second objective was to align incentives with world
prices, both for farmers and more generally in the marketing chain, with
the expectation that production and marketing would be more efficient. It
was hoped that these incentives would increase both production and rev-
enues in the liberalizing economies. This price-realignment process in-
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volved an ending of previous interannual, intra-annual, and intranational
(interregional) price stabilization arrangements and paralleled the simul-
taneous abandonment of attempts to stabilize international prices through
commodity agreements. At the same time, previously monopsonistic mar-
keting systems were opened up to competition. See Akiyama et al. (2001)
and Gilbert and ter Wengel (2001) for a summary of these developments.

Market liberalization is part of the globalization phenomenon in that
producers of tropical commodities now react in a more or less uniform
manner to a common world price whereas, previously, domestic and inter-
national marketing arrangements often shielded them from the world
price.

The practical effects of market liberalization are often both complicated
and controversial. We will accept that liberalization has indeed increased
the farmers’ share of the port (f.o.b.) price, because of both reduced taxa-
tion and reductions in marketing cost. Varangis and Schreiber (2001) dis-
cuss the cocoa outcomes. The balance between these two effects, the first of
which is a transfer and the second a pure efficiency gain, undoubtedly
varies across commodities and also across countries for the same com-
modity.4

The globalization aspects of market liberalization align domestic prices
more closely with the volatile world cocoa price, and the reining back of the
marketing boards and caisses de stabilisation (see section 4.3) reduces gov-
ernments’ capacities to offset this volatility. The consequence is that farm-
ers, in general, will be more exposed to commodity-price variability. This
imposes additional costs on them, both through the costs of uncertainty as
well as from the direct costs of low prices (see Gilbert 2002). We make the
standard assumption that developing-country farmers lack access to either
credit or risk-management instruments. They are therefore obliged to self-
insure through diversification.5

Proponents of liberalization hoped and intended that, by ensuring that
farmers would get a higher share of f.o.b. prices, they would be better off.
The farmers themselves note that, in practice, they have been rewarded by
a higher share of a lower price. They often go on to argue that they are no
better off and perhaps worse off than before liberalization. Of course, be-
cause prices are volatile, these complaints are more often heard in low-price
than in high-price years. It is also possible to respond with the counterfac-
tual argument that, because of continued productivity advances in tropical
agriculture, prices would have fallen relative to the prices of manufactures
in the absence of liberalization so that, even if it is true that farmers are no
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4. There are also arguments, which we do not explore in this paper, that market liberaliza-
tion may have resulted in a deterioration in crop quality (see Gilbert and Tollens 2003).

5. It might be suggested that even if farmers lack access to credit, they are always able to
save in good times, but not in bad times (see Paxson 1993). However, the almost complete ab-
sence of rural banks in West Africa makes it difficult even to save.



better off than previously, they are at least better off than they would have
been in the absence of liberalization. In our experience, it is difficult to per-
suade developing-country farmers that this is more than self-justifying
sophistry. Furthermore, farmers believe that the fall in tropical-commodity
prices has been induced in large measure by the liberalization process itself.

It is easy to see why this should be the case. Holding the world price con-
stant, the farmers will be willing to supply more at that world-price level to
the extent that market liberalization has increased the price obtained by
those farmers. They can do this either by exploiting existing capital more
intensively (by increased application of effort and purchased inputs) or by
expanding the area under cultivation. The supply curve from the liberaliz-
ing country therefore shifts right and, so long as the supply of the liberal-
izing country is not negligible compared to world supply, the aggregate
supply function will also shift right. This will induce a fall in the world price
which will be larger to the extent that (a) a significant fraction of world pro-
duction is affected in this way and (b) the demand curve is inelastic.

This is a standard instance of the old Johnson (1953, 1958) and Bhagwati
(1958) adding-up problem. If one confines attention to market liberaliza-
tion in a single “small” country, it is legitimate to hold the world price con-
stant, at least as a first approximation. However, if one considers liberal-
ization either in a major producer of the commodity or in a significant
group of individually small producers, it will be important to take into ac-
count the effect on the world price. The implication is that the sum of the
benefits to each of the individual liberalizers, under the assumption the
world price does not change, will exceed the actual total welfare effects in
the liberalizing countries, taking into account the decline in the world co-
coa price. Proponents of liberalization have always admitted the principle
of this argument but have proceeded on the basis that the adding-up effect
is of the second order of importance. Instead, the anti-liberalizers may be
interpreted as suggesting that the adding-up costs are of a comparable or-
der to the original liberalization benefits, and indeed that they may even ex-
ceed these benefits (see figure 4.1 where supply shifts from S to S � and the
world price falls from P to P �).

It is straightforward to obtain a first-order approximation for the size of
the adding-up effect.6 The international price of the commodity is P; the
domestic-producer price in producing country j is pj ( j � 1, . . . , n); and the
production in country j is Qj � Q j ( pj , �j ), where we have supposed that pro-
duction depends not only on the price received by farmers in j, but also on
the variability of the price as measured by the log standard deviation of do-
mestic prices. The aggregate (world) demand for the commodity is D(P).
Suppose the effects of liberalization on the level of the domestic price in
country j can be represented as
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6. The estimates reported in section 4.6 are based on exact numerical solution of the model.



(1) � ln pj � � ln P � �j ,

This equation states that the direct effect of liberalization is to raise the pro-
ducer price in the country by the proportion �j, but there may also be an in-
direct effect through the (negative) impact of liberalization on the world
price P.7 Making the reasonable assumption that liberalization has no
effect on desired inventory holdings, market clearing requires

(2) ∑
n

j�1

Qj ( pj , �j ) � D(P),

and differentiating and approximating by finite differences,
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The supply elasticity in country j is εj � ∂ ln Qj /∂ ln pj , the volatility semi-
elasticity is �j � ∂ ln Qj / ∂�j, and the aggregate price elasticity of demand is
� � –∂ ln D/∂ ln P, and we define the production share of country j as 	j

� Qj /Σn
i�1Qi . Using this notation, we may approximate equation (3) to give

(4) � ln P � 
 .
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Fig. 4.1 The price impact of market liberalization

7. It is possible that this volatility effect may be sufficiently large as to dominate the impact
of the higher price on production. This would result in an increase in the world price (see New-
bery and Stiglitz 1981, 327–29). Kanbur (1984) shows that in the case of cocoa, under plaus-
ible assumptions, the risk benefits from stabilization are lower than the transfer benefits.



Consider the simple case in which supply elasticities and volatility semi-
elasticities are equal in all producing countries. Suppose further that there
are m liberalizing countries (aggregate share �) each of which sees pro-
ducer prices rise relative to the world price by a uniform amount of � and
price volatility rise by the uniform amount �. By implication, there are n –
m nonliberalizers with share 1 – �. Equation (4) simplifies to

(5) � ln P � 
��
ε�

�




�

�

ε
�

� ,

and the domestic price in liberalizing country j rises by

(6) � ln pj ��
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Consider first the case in which production is unaffected by changes in
price variability (� � 0). A unilateral liberalization by a small producer will
be associated with a value of � close to zero. The impact on the world price
will be negligible, and the incidence of the producer price will be entirely
on the producers in the liberalizing country. However, the larger the share
of the liberalizing countries and the higher the supply elasticities relative to
the demand elasticity, the greater the dissipation of the effects of liberal-
ization through decline in the world price. The limiting case is if demand is
completely inelastic (� � 0), and the entire set of producers liberalize (� �
1). In this case, � ln pj � 0 ( j � 1, . . . , n) and � ln P � –�, implying that
liberalization results in a transfer from producing-country governments to
consumers with farmers unaffected. Farmers are never made worse off by
liberalization, but they may not be much better off. Consumers will always
be better off, and producing-country governments worse off. Depending
on the welfare weight given to government, producing countries as a whole
may well be worse off.

Allowing a production response to increased volatility reduces the im-
pact of globalization on the world price, hence raising local prices ceteris
paribus, but also opens the possibility that liberalization may worsen the
position of farmers.

4.3 The World Cocoa Market and Cocoa-Market Liberalization

Cocoa is a tropical-tree-crop commodity. Furthermore, it is the west
African crop par excellence. Côte d’Ivoire is the single largest producer and
exporter of cocoa and Côte d’Ivoire, Ghana, Nigeria, and Cameroon, to-
gether, are responsible for over 60 percent of world production (see figure
4.2, which gives averages for the 1990s). In west Africa, cocoa is almost
entirely a smallholder crop. All four of the major west African cocoa-
producing countries had regulated marketing structures that they inher-
ited from their colonial administrations. The major non-African cocoa ex-
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porters are Indonesia (the second most important exporter) followed by
Malaysia and Brazil where, for different reasons, production has been de-
clining.

The standard crop marketing structure adopted in countries with a
British colonial history was of monopoly-monopsony marketing boards.
In the ex-French colonies ownership of the crop remained with the private
sector, but the state intervened by setting producer and export prices, by is-
suing export licenses, and by stabilizing prices through a caisse de stabili-
sation. In cocoa, Ghana and Nigeria operated marketing boards, while
Côte d’Ivoire operated a caisse system. Cameroon, which combines ex-
British and ex-French colonial territories, adopted a hybrid model. Mar-
keting boards and caisses were never a feature of non-African cocoa-
producing countries.

Marketing board and caisse structures were justified in terms of price
stabilization (interyear and intrayear), quality assurance, and provision of
services to farmers (subsidized-input purchase and extension). These sys-
tems came under significant pressure over the 1980s and 1990s, in particu-
lar from the two major donor institutions—the World Bank and the Euro-
pean Union (EU), which was involved as the consequence of the Stabex
program established under the succession of Lomé Treaties with the ACP
(Asian, Caribbean, and Pacific) group of countries.

Donor pressure is often seen as having been ideologically motivated,
and there is no doubt an element of truth in this, although it is difficult to
argue that the EU has always exhibited an overriding general commitment
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Fig. 4.2 Cocoa production 1990–1991 to 1999–2000



to liberalized agricultural markets. In any case, other factors were of
greater importance.

• Primary-commodity prices were at historically low levels in the second
half of the 1980s. The cocoa price fell more or less steadily from its
1977 peak to a low in the early 1990s, and subsequently has recovered
only to a modest extent. Stabilization agencies that attempted to
maintain cocoa-producer prices at levels that had been feasible in the
1970s and early 1980s consequently found themselves in financial
problems. In certain countries, these were exacerbated by the fact that
accumulated stabilization surpluses from earlier years had typically
been “invested” in illiquid and poorly performing assets. The result
was that a number of boards and caisses became technically insolvent.

• Marketing-board and caisse arrangements were viewed as nontrans-
parent. Accounts were often late and opaque. It was difficult to distin-
guish taxes, which were potentially available to finance government
expenditure, from marketing costs.

• The stabilization agencies became large organizations, often exercis-
ing significant political power and absorbing a substantial share of
countries’ cocoa-export earnings. Cocoa-marketing costs were there-
fore significantly higher in African producing countries than else-
where, and there was reason to suppose that this involved a significant
element of rent extraction. For example, Williams (1985) wrote of the
Nigerian agricultural-marketing boards shortly before their abolition
in 1986, “They have replaced the European firms at the apex of the
buying system and shaped it to serve the needs of ruling parties, gov-
ernments and the Northern aristocracy to expand and consolidate
their networks of patronage” (13).

• Farmers have the residual claim on crop revenues. Falling world prices
in conjunction with an unchanged marketing wedge exerted signifi-
cant downward pressure on farm incomes.

• Stabilization also proved to be expensive for farmers. For them, stabi-
lization often meant lower overall prices in exchange for stable prices.
McIntire and Varangis (1999) evaluated the trade-off between stabil-
ity and level of prices for the case of Côte d’Ivoire. They found that the
benefits of stable prices did not compensate for the overall lower level
of prices paid to the Ivorian cocoa farmers.

Donor institutions balked at refinancing the insolvent stabilization
agencies, perhaps in part because they preferred free markets, but also be-
cause it was clear that the major beneficiaries of refinancing would be the
stabilization agencies, themselves, and the political causes they espoused.
Furthermore, nontransparency made it difficult to account for uses of
funds provided. Farmers were seen by the donors as being poorly repre-
sented in the African political process, particularly in countries where
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regimes are less than fully democratic. Liberalization therefore came to be
seen as a means of reducing marketing costs and raising farmers’ share of
the f.o.b. price.

The first African cocoa liberalization was that of Nigeria in 1986. Al-
though the World Bank had argued that the Nigerian agricultural-
marketing boards were ineffective and had sought their abolition as part of
a structural adjustment program, the Nigerian government rejected that
program but decided to abolish the marketing boards unilaterally. The
World Bank would have preferred agricultural liberalization to be se-
quenced after foreign-exchange liberalization, which was not implemented
at that time. There was little preparation for liberalization, and the process
is regarded as having been unnecessarily chaotic (see Gilbert 1997).

Cameroon, the smallest of the major African producers, was next to
move. This liberalization took place in stages starting in 1989 and con-
cluding in 1995 (see Gilbert 1997 for details). The major impetus to liber-
alization was the insolvency of the stabilization agency, the Office National
du Commercialisation des Produits de Base (ONCPB), which had respon-
sibility for coffee as well as cocoa. The EU made replacement of the ON-
CPB by an organization with a more limited role (the Office National du
Café et du Cacao; ONCC) a condition of Stabex financial support and re-
quired a sharp reduction in the price offered to farmers. The World Bank
was never significantly involved with the Cameroon cocoa sector. Unlike
the Nigerian liberalization, the Cameroonian reforms were never fully
“owned” by the government or the Cameroonian media, which has consis-
tently seen them as imposed by the donors. But despite the questionable
ownership of reforms in Cameroon and problems in Nigeria, cocoa farm-
ers in these two countries benefited significantly as prices paid to them rose
substantially following the reforms.

Both Nigeria and Cameroon may be seen as small producers (see figure
4.1). This cannot be said of Côte d’Ivoire. Ivorian cocoa policy was ad-
ministered through the Caisse de Stabilisation et du Soutien des Prix des
Produits Agricoles, normally known simply as the Caistab. Prior to 1989,
Ivorian cocoa prices were set at levels very similar to those in Cameroon,
partly reflecting the common currency, but possibly also on the basis of
common external advice. Caistab therefore experienced financial problems
in the late 1980s similar to those of the Cameroonian ONCPB. However,
the EU was prepared to offer greater assistance to the Ivorians. A sequence
of piecemeal reforms was made through the 1990s with the objective of
increasing the transparency of the process by which exporters bid for
déblocage (i.e., permission to export). Supposedly complete liberalization
came in 1999, largely as the consequence of World Bank insistence, al-
though in practice there has been considerable back-tracking on the spirit
of those commitments. As in the Cameroonian case, reform ownership re-
mains problematic.
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It is notable that the 1999 Ivorian liberalization coincided with a sharp
fall in cocoa prices attributed by many farmers and also by some govern-
ment officials and their advisors to the liberalization process. Our view,
which coincides with that of the cocoa industry, is that this price fall was
due to lack of growth in cocoa consumption and was completely unrelated
to the liberalization process.8 In any case, the fall in price led to significant
civil disobedience and put pressure on the government to assist cocoa
farmers. Cocoa prices recovered sharply in 2001 and 2002 as consumption
rose in the context of weak production, which reflects the neglect of cocoa
trees during the previous low-price years.

Ghana is the remaining major African cocoa producer. Currently
(2003), it has only liberalized partially and tentatively. The Ghana Cocoa
Board, generally referred to as Cocobod, historically enjoyed monopsony-
monopoly power. Licenced private buyers are now permitted to operate,
but they are still required to sell to Cocobod and, in principle, are required
to buy from farmers at a uniform regulated price. Ghanaian farmers, how-
ever, are now obtaining a significantly higher share of the f.o.b. price than
during the 1980s, reflecting a partial retreat from the interannual-
stabilization objective, some reduction in cocoa taxation, and a sharp fall
in the Cocobod establishment.

Ghanaian cocoa sells at a significant premium relative to cocoa from
other origins, in part because of a good fat content, but most importantly
because of the reliability and rigor of Cocobod quality controls. These con-
trols depend in large measure on Cocobod’s monopoly-monopsony pow-
ers. Although there is an issue of the size of the Ghanaian premium in re-
lation to the cost of producing cocoa of this quality,9 the Ghanaians are
clearly correct to worry that liberalization could result in an erosion of this
premium.

4.4 The Direct Impact of Liberalization and Globalization

The complexity and diversity of the west African cocoa-market-
liberalization process makes it difficult to identify the appropriate dates for
before-and-after comparisons. Liberalization is a legal act and can there-
fore be dated precisely—1986–1987 for Nigeria, 1989, 1991, and 1995 for
Cameroon, and 1999 for Côte d’Ivoire, with Ghana still to fully liberalize.
By contract, globalization is a process that is partially consequential on lib-
eralization, as in Nigeria and Cameroon, but that may also anticipate lib-
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8. Cocoa grindings were effectively constant in 1998–1999 (2.77 tonnes against 2.78 tonnes
in 1997–1998), while production rose 4.5 percent over the same period (from 2.61 tonnes to
2.80 tonnes; ICCO 2002).

9. The major cost arises from the diversion of sub-export-quality beans to domestic pro-
cessing, for which purpose they are sold at what is believed to be a significant discount to
world prices.
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Fig. 4.3 Deflated cocoa producer prices and deflated ICCO indicator price 
(1985 � 100)

eralization if, as in Côte d’Ivoire and Ghana, administered prices are
brought increasingly into line with the world price.

Figure 4.3 charts producer prices in the four west African countries and
also the International Cocoa Organization (ICCO) indicator price, which
we interpret as the world price.10 It is apparent that these five prices have
moved much more closely together since 1990 than in earlier years. This vi-
sual impression is broadly confirmed by the correlations shown in table 4.1.
The nonitalic correlations above the diagonal give correlations between the
proportionate price changes in the four producing countries over crop years
1968–1969 to 1985–1986 (the year prior to the Nigerian liberalization). The
italicized correlations beneath the diagonal give the same correlations over
crop years 1989–1990 to 1998–1999. The table also includes the correlations
with changes in the ICCO indicator price lagged one year. The table shows
the prices in Cameroon, Côte d’Ivoire, and Ghana (as well as Nigeria, al-
though to a much lesser extent) moving much more closely together after
1990 than before 1986. The leading principal component of the four price-
change series accounts for 43.9 percent of the price variation prior to liber-
alization and 69.8 percent after liberalization. All four prices also move
more closely with the ICCO price in the postliberalization period.

On the basis of these figures, we conclude that the west African cocoa

10. The four producer prices are in domestic-currency units and are deflated by national
consumer price indexes. The ICCO price is in U.S.$ and is deflated by the U.S. CPI (Interna-
tional Monetary Fund [IMF] 2001). The five prices are measured as indexes normalized at
100 in 1990. There is, however, no implication that the five 1990 prices are equal.



producers globalized, in the sense of moving to a common world-cocoa
price from the start of the 1990s. The Nigerian liberalization was three
years prior to this, and the institutional liberalizations in Cameroon and
Côte d’Ivoire came over the course of the following decade. However, cru-
cially, the start of the 1990s saw the move away from interannual price sta-
bilization in both these two countries (under EU pressure) and also in
Ghana. In the calculations that we report in section 4.6, we therefore re-
gard the period up to (and including) 1985–1986 as preglobalization and
the period from 1989–1990 to date as postglobalization.

The principal objective of liberalization was to raise the share of the
f.o.b. price received by farmers. There are two possible approaches to the
problem of measuring this impact.

• The first approach is to take time averages of the shares of the pro-
ducer prices, converted into dollars, in the world price before and af-
ter liberalization. However, this exercise is complicated by the compli-
cated nonmarket-exchange-rate regimes operated by Ghana and
Nigeria over the periods of interest.

• The second uses point estimates of the shares of producer prices in
f.o.b. port prices, both measured in local currency. This procedure
gives a clearer comparison but necessarily introduces a degree of arbi-
trariness in the dates selected for the comparison; it is apparent from
figure 4.1 that the extent to which the various producer prices were di-
vorced from the world price varies considerably over time.

We adopt the second of these procedures. Table 4.2 brings together some
estimates of the effects of liberalization on the farmers’ share of the f.o.b.
price. These figures allow comparison of the four liberalizing origins in
west Africa with Brazil, Indonesia, and Malaysia, which have no history of
internally regulated cocoa markets. Figures relating to liberalized markets
are italicized. There is broad agreement between the Ruf and de Milly
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Table 4.1 Price Correlations 1968–1969 to 1985–1986 (above diagonal) and
1989–1990 to 1998–1999 (beneath diagonal)

1968–1969 to 1985–1986

1989–1990 to 1998–1999 Cameroon Côte d’Ivoire Ghana Nigeria ICCO

Cameroon 0.1183 –0.0404 0.5161 0.6345
Côte d’Ivoire 0.4773 0.0816 0.3703 0.6035
Ghana 0.7011 0.8038 0.2950 0.0170
Nigeria 0.6395 0.4334 0.5061 0.6251
ICCO 0.8051 0.7820 0.7575 0.8115

Note: Correlations are between annual changes in the logarithms of the producer prices. The
ICCO price change is lagged one year.



(1990) figures for 1989 and those taken from the World Bank, LMC Inter-
national,11 and Gilbert and Tollens (1999). This comparison highlights not
only the sharp jump in the Cameroonian share after liberalization, but also
the steady increase in the Ivorian share prior to the formal liberalization in
the 1999–2000 season.

On the basis of these figures, we take the preliberalization shares in
Cameroon and Côte d’Ivoire to be those given by Ruf and de Milly (1990)
and the postliberalization shares to be equal to the 81 percent average re-
ported by LMC for 1996. Ghana and Nigeria pose greater problems. In
Ghana, which has yet to fully liberalize, we lack a postliberalization share,
while for Nigeria, which liberalized before the Ruf and de Milly (1990) sur-
vey, we lack a preliberalization estimate. Furthermore, it is apparent from
figure 4.1 that Ghana had already commenced raising its producer-price
share prior to 1989. We take a starting value for both countries of 47 percent,
the nonliberalized average from Ruf and de Milly (1990), and see the Niger-
ian share rising by 41 percent to the LMC figure of 88 percent, with the
Ghanaian share rising by 34 percent to the LMC liberalized average of 81
percent.12 These estimates are clearly orders of magnitude at best and should
be treated as such. The impact of rises in the producers’ share of the f.o.b.
price on actual producer prices will depend on the impact on the world price.

These increases in the farmers’ share of the world price result from two
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Table 4.2 Producer Prices as Share of F.O.B. Price (%)

Ruf and World Gilbert and
de Milly (1990) Bank LMC Tollens (1999)

1989 1994–95 1996 1998–99

Cameroon 41 71 75 73
Côte d’Ivoire 48 48 47 63
Ghana 52 49 56 56
Nigeria 74 72 88 90
Brazil 79 72 72 n.s.
Indonesia 87 78 78 88
Malaysia 72 94 91 n.s.

Average, liberalized 78.0 77.4 80.8 84.0
Average, nonliberalized 47.0 48.5 51.2 59.7
Liberalization effect 31.0 28.9 29.6 24.3

Note: Figures relating to liberalized markets are italicized. n.s. � not stated.

11. The figures were received by private communication (LMC International is a commod-
ity consulting firm).

12. The very high LMC estimate of the share of the Nigerian producer price in the f.o.b.
price reflects the lack of dependence of the Nigerian government on taxes on agricultural ex-
ports. We would expect Ghana to continue to tax cocoa-export revenues even after full liber-
alization. Note that, because intermediation costs are largely independent of the cocoa price,
the producer share, which is a residual, will be positively correlated with the price.



separate effects. The first is cost reductions arising out of more efficient in-
termediation. The second is the reduction in taxation. One might, in prin-
ciple, regard the administrative expenses of the stabilization agencies as
either taxation or as an intermediation-cost item—we follow the latter
approach. Figure 4.4, which is based on statistics taken from Gilbert and
Tollens (1999), shows the dramatic differences between tax levels in the two
nonliberalized countries (Côte d’Ivoire and Ghana) compared with that in
the liberalized economies. On the basis of these statistics, we estimate that
75 percent of the increase in the producers’ share in the liberalization pro-
cess arises from reduced taxation.

That estimate is conjectural. Reductions in intermediation costs are im-
portant in the welfare analysis we perform in section 4.6 because these may
be interpreted as efficiency gains, while reductions in taxation generate
transfers. Relatively little information is available on the scale of these ben-
efits. Gilbert and Tollens (1999), who interviewed new and established co-
coa exporters in Cameroon, estimated that intermediation costs had fallen
by 5 percent (relative to the producer price) in the three years following full
liberalization.13

Globalization will also have affected, and generally increased, the vari-
ability of the prices received by farmers. Figure 4.5 shows the uncondi-
tional, interannual, logarithmic standard deviations of the four (deflated)
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Fig. 4.4 Taxes and marketing costs as shares of the producer price, 1998–1999

13. They attributed these differences to the fact that newer exporters utilized less capital
and made greater use of specialized intermediaries (such as transportation companies). De-
spite this, Cameroonian intermediation costs remained (and remain) high.
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producer prices before and after globalization. Farmers in Cameroon have
experienced the largest increase in price variability—a 32 percent rise from
12 percent to 44 percent. Instead, Côte d’Ivoire and Nigeria have seen
more modest rises, while volatility in Ghana has actually fallen. This last,
paradoxical, finding is the consequence of the lack of success of Cocobod
in its declared stabilization objective during the 1980s, when sharp move-
ments in inflation movements resulted in the supposedly stabilized domes-
tic price becoming, in real terms, more variable than the world price. Note
that, except in Ghana, where the nominal producer price continues to be
fixed for the entire crop-year, the figures tabulated in figure 4.4 may under-
estimate the extent to which the increase in variability experienced by
farmers since liberalization has also increased intra-annual-price variabil-
ity.

Figure 4.4 also reports the variability of the world (ICCO indicator)
price over the same period. The modest decline in world-price variability
implies that the rises in Cameroon, Côte d’Ivoire, and Nigeria cannot be
attributable to any greater variability in the postglobalization world price.

4.5 A Model of the World Cocoa Market

Because our interest is in the four major west African producing coun-
tries that have liberalized their cocoa sectors, our strategy is to model pro-
duction in these countries in detail but to embed these equations in what is
otherwise a highly aggregated world model. A benefit of this approach is
that we do not need to make gratuitous assumptions about other aspects
of the cocoa market. A cost is that highly stylized modeling of consump-
tion and non-African production may distort our results.

For each of the four origins ( j � 1, . . . , 4) we consider, we model pro-
duction Qjt in period t as a linear function of a quadratic time trend, cur-
rent and lagged expected prices, and price volatility.

(7) ln Qjt � j 0 � j1t � j 2 �
1
t
0

2

0
� � j 3Et
1 ln Pjt � j4Et
2 ln Pjt
1

� j5�jt � ujt

The quadratic trend is required to account for the declines and subsequent
rises in production in Ghana and Nigeria. It may be argued that these
changes were determined, in fact, by the movements in producer prices in
those countries; if this is so, these effects arise from the cumulative effects
of prices over a long period and are not easily modeled in terms of simple
lag distributions. In any case, part of these two declines and the subsequent
reversals reflect changes in infrastructure investment, the provision of ex-
tension, and other factors that cannot be directly related to price levels.

The expected producer prices Et–1 ln Pjt and Et–2 ln Pjt–1 in equation (7) are
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generated as the one-period predictions from estimated trend-augmented
first-order autoregressions.

(8) ln Pjt � �0 � �1 ln Pj,t
1 � vjt

Equation (8) is estimated separately for each country for the preglobaliza-
tion and postglobalization periods.14 This specification supposes that
farmers form price expectations rationally on the basis of the limited in-
formation set consisting of the local price history and without any need to
learn the price processes.15 In principle, one would expect only the current-
period expectations Et–1 ln Pjt to explain production, but in practice the
lagged expectation Et–1 ln Pjt–1 is also required.

The price volatility �jt is the unconditional standard deviation of pro-
portionate price changes in country j estimated separately for the pre- and
postglobalization periods.16 The expected sign of the coefficient j5 is neg-
ative as farmers self-insure by diversifying effort away from the risky crop.

The estimated-price autoregressions (equation [8]) are given in table 4.3.
The divide between the preglobalization sample I and the postglobaliza-
tion sample II is taken as between the 1988–1989 and 1989–1990 crop years
for Cameroon, Côte d’Ivoire, and Ghana, and between the 1986–1987 and
1987–1988 crop years for Nigeria. The trend terms are dropped from the
Cameroonian and Ivorian price autoregression equations, as they are in-
significant (real producer prices in these two countries dropped sharply in
1989, but not within the two samples). Chow tests give clear rejections of
sample homogeneity for Cameroon and Côte d’Ivoire, but not for Ghana,
where full liberalization has yet to take place, or (more surprisingly) for
Nigeria.17

Estimates of the production equations (equation [7]) are given in table 4.4.
The first set of estimates for each origin employs ordinary least squares
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14. The time periods are as follows: Cameroon and Côte d’Ivoire, 1960–1961 to 1988–1989
and 1990–1991 to 1998–1999; Ghana, 1964–1965 to 1988–1989 and 1989–1990 to 1999–2000;
Nigeria, 1968–1969 to 1985–1986 and 1988–1989 to 1998–1999; and the ICCO, 1962–1963 to
1988–1989 and 1989–1990 to 2000–2001.

15. We explored two alternative specifications for the price-expectations variables. The first
was to allow the preliberalization expectations to be formed on the basis of actual, an-
nounced, nominal-producer prices in conjunction with a rational expectation of the rate of
inflation. This specification gave a significantly inferior fit in the production equations. The
second alternative was to allow price expectations to be formed on the basis of the lagged
world (i.e., ICCO indicator) price in addition to the lagged domestic price. This gave qualita-
tively similar results for the estimated production equations to the specification employed and
was marginally inferior in terms of fit for Cameroon, Côte d’Ivoire, and Ghana, and margin-
ally superior for Nigeria.

16. An alternative would have been to use a volatility conditional on generalized autore-
gressive conditional heteroscedasticity (GARCH). The only price equation that showed evi-
dence of GARCH effects and was the preliberalization equation for Cameroon.

17. The differences between the two samples are more evident in the set of estimates (not
reported) based on the specification that also includes the lagged world price. These estimates
show the burden of the dependence shifting from the lagged domestic price in sample I to the
lagged world price in sample II.
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(OLS). The coefficient 23 in the Ivorian equation, where the unrestricted es-
timate was negative, was set to zero. The significance of the individual-price
coefficients for the remaining three origins is not high in every case, but the
joint significance of the two coefficients, examined by the standard F-test, is
high. Estimated supply elasticities j3 � j4 vary from 0.26 (Côte d’Ivoire) to
0.71 (Ghana).

These single-equation estimates suffer from two problems.

• They result in different supply elasticities for the different origins. It is
plausible to argue that these differing estimated responses reflect sam-
pling error rather than genuine differences in farmers’ behavior.

• They do not permit estimation of the volatility effects (since the
volatility variable for a single country is indistinguishable from a shift
dummy at the sample break).

We address these two problems by reestimating the model as a system us-
ing full information maximum likelihood (FIML).18 The system estimates
allow us to impose the restriction of equal supply elasticities across all four
producing countries.

(9) j3 � j4 � 13 � 14 ( j � 2, 3, 4)

It also allows us to estimate the volatility coefficients by imposing the re-
strictions

(10) j5 � 15 ( j � 2, 3, 4).

The estimated equations using the FIML procedure are given in the sec-
ond set of country columns in table 4.3. The (uniform) estimated supply
elasticity is 0.43, and the volatility response is estimated as –0.24, in both
cases the coefficients being significantly different from zero. A standard
likelihood-ratio test establishes that coefficient restrictions in equations (9)
and (10) are acceptable.19

Ideally, we should also estimate supply elasticities for the remainder of
the world. Unfortunately, we have not been able to obtain producer-price
series of sufficient length for the other major origins to estimate realistic
equations. This is in part a consequence of the fact that, in a liberalized
regime, domestic prices are not uniform and that there is seldom any offi-
cial interest in collecting information on prices actually paid. Pursing the
alternative track of specifying equations in terms of the world (ICCO indi-
cator) price failed to generate a production elasticity that was either eco-
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18. A third problem is that the standard errors in the reported OLS regressions will suffer
from generated regressor bias (see Pagan 1984). We do not correct for this because we will be
primarily interested in the FIML estimates.

19. The most problematic restriction is that relating to the Ivorian price elasticity 24. One
may have some confidence that the estimated volatility coefficient is indeed measuring a
volatility effect due to the fact that volatility has declined in one the four origins (Ghana) in
the period since 1989, while it has increased in the remaining three origins.



nomically or statistically significant. Since it would be unreasonable to
suppose that non-African cocoa production is unresponsive to prices, we
have chosen to suppose that the estimated non-African elasticity is equal
to the elasticity previously reported for the major African origins.

We also require a demand-elasticity estimate. Apparent consumption of
cocoa is referred to in the trade as grindings. We estimate a standard, log-
arithmic, partial-adjustment-demand function relating aggregate world
grindings Gt to the gross domestic product (GDP) of the industrialized
countries (GDPt ), a linear time trend, and the current-dollar world price
deflated by the U.S. consumer price index (CPI; PWt ). The resulting esti-
mates only conform moderately well with theory—there is evidence of a
continuing shift in taste toward cocoa consumption at around 2 percent
per annum but no evidence that this is related to income, at least as mea-
sured by GDP.20 The estimated price elasticity is relatively small at 0.19.
This may seem surprising, but it should be noted that cocoa now only
makes up between 5 percent and 10 percent, by value, of a chocolate bar
and even less of a chocolate-covered confectionary product. Estimation is
by instrumental variables,21 treating the current world price as endoge-
nous. The estimated equation is (t-statistics in parentheses)

(11) ln Gt � 4.1567 � .0100t � 0.4812 ln Gt
1

(3.73) (3.88) (3.50)

� 0.5991� ln GDPt 
 0.0961 ln PWt

(1.71) (3.08)

Sample: 1969–1970 to 1998–1999
Standard errors: 0.0266
Instrument validity: �2(7) � 3.04 [88.1%]

In section 4.6, we use the estimated elasticity from this equation in con-
junction with the supply-elasticity and volatility coefficient from the FIML
estimates reported in table 4.3 to evaluate the effects of globalization of the
cocoa market.

4.6 Incidence—Who Benefited?

We consider two scenarios:

• Unilateral liberalization-globalization by each country considered
separately and

• Joint liberalization by all four origins.
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20. The t-statistic on the variable ln GDPt, dropped from equation, was 0.19.
21. We use as instruments the exogenous variables included in the production equations.

These are the current and lagged expected producer prices in the four west African origins
(only the lagged expected price for Côte d’Ivoire was dropped since the current price was in-
correctly signed from the Ivorian production equation) and the quadratic trend.



As discussed in section 4.3, the actual liberalization process was less clear-
cut than this and indeed is still incomplete; globalization has—to some ex-
tent—anticipated full liberalization.

Table 4.5 collects together the parameter values that we use in the inci-
dence calculations. We do this in conjunction with equation (4) to estimate
the effects of unilateral and joint (multilateral) liberalization, which are re-
ported in table 4.6. The small-country assumption appears reasonable for
Cameroon and Nigeria, where liberalization is seen as having depressed
the world price by 3 percent in each case, but not for Côte d’Ivoire, where
liberalization is seen as reducing the world price by 10 percent. Ghana,
where liberalization would push the world price down by 5 percent, is in-
termediate. It is notable that Nigeria and Cameroon were the first major
African cocoa producers to liberalize and that liberalization was resisted
in Ghana and Côte d’Ivoire, where the spillover effects onto the world price
are larger. The impact of increased volatility on the world price is seen as
small but nonnegligible. Turning to the multilateral liberalization, the
world price is seen as falling by 20 percent in conjunction with a weighted-
average rise in African producer prices of 76 percent.

The global-welfare impact of these changes may be analyzed by refer-
ence to figure 4.6, which has the world price on its vertical axes. The first
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Table 4.5 Parameter Values

Côte Weighted
Cameroon d’Ivoire Ghana Nigeria Average Source

� increase in producers’ 
share of world price (%) 83 73 72 87 75 Table 4.2

ε production elasticity 0.45 0.45 0.45 0.45 0.45 Table 4.4
� demand elasticity 0.19 0.19 0.19 0.19 0.19 Equation (11)
� increase in price volatility (%) 32.2 13.7 –14.8 14.8 9.0 Figure 4.4
� volatility semi-elasticity 0.24 0.24 0.24 0.24 0.24 Table 4.4
	 share of liberalizing countries 5.6 30.9 11.2 6.1 53.7 1985–86 to

in world production (%) (total) 1989–90

Table 4.6 Impacts of Unilateral and Multilateral Liberalization (%)

Côte Multilateral
Cameroon d’Ivoire Ghana Nigeria Impact

Producer price shock 95.0 56.8 66.8 84.4
Unilateral impact on 

world price –3.7 –12.4 –4.2 –3.3 –20.0
Impact of volatility shock 0.7 1.6 –0.6 0.3 2.0
Total unilateral impact –3.0 –10.8 –4.8 –3.0 –19.3
Net unilateral price rise 91.6 50.6 64.1 81.7
Net multilateral price rise 59.5 36.2 39.1 51.1

Notes: Calculated using parameter values given in table 4.5. Blank cells indicate that no
effects are calculated.
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panel (a) shows the non-African supply curve SR, while the second panel
(b) displays the preliberalization African supply curve SA, which is above
the marginal cost curve CA by the taxation wedge. The producer price is PA.
The initial world price is P but this falls to P� after liberalization.

We see liberalization as shifting the marginal-cost curve in the liberaliz-
ing economy down to CCA through cost reductions and as eliminating the
tax wedge. This shifts the postliberalization supply function to SSA, which
is coincident to the new marginal cost schedule CCA. The producer price is
shown as rising to PA�.22 World supply SW is the horizontal sum of SA and SR

(QW � QA � QR), which becomes SSW after liberalization (see panel [c]). The
world-demand curve is DW. Production in the nonliberalizing economies
falls from QR to QR�, and consumption rises from QW to QW�. Ignoring the
complicating factor of price volatility, welfare changes are as follows.

Farmers in nonliberalizing economies: –A
Governments of liberalizing economies: – (C � D � E � F )
Farmers in liberalizing economies: E � F � G � H � I � J
Consumers: K � L � M

Provided we count one dollar to an African government as equivalent to
one dollar to an African farmer, the net benefit to the liberalizing country
is (G � H ) � (I � J ) – (C � D). The country benefits in net terms so long
as the efficiency gains (I � J ) exceed the transfer to foreign consumers (C
� D). With the same assumption and noting that A � C � K and B � D �
L, the net world benefit is B � (G � H ) � (I � J ) � M. Triangle B is the
efficiency gain from substituting low-cost cocoa in the liberalizing econ-
omies for higher-cost cocoa in the rest of the world; rectangle G � H is the
cost reduction on the original quantity QA in the liberalizing economies;23

triangles I � J represent the efficiency gain from cost reduction in the
liberalizing countries; and triangle M is additional consumer surplus aris-
ing from the lower world price.

We evaluate these quantities using the parameters displayed in table 4.5
and in relation to average price and production levels for the period 1985–
1986 to 1989–1990 (i.e., prior to the impact of all the liberalizations except
that of Nigeria). The effect of liberalization-globalization on the world
price is obtained by numerical solution of the production and consump-
tion equations through the market-clearing identity. The results of this ex-
ercise are given in table 4.7 (unilateral, country-by-country liberalization)
and table 4.8 (multilateral liberalization and globalization by the four
African cocoa-producing countries). Table 4.9 gives a break down of the
estimated efficiency gains.
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22. If the cost reduction is large relative to the tax reduction, PA� can be beneath PA.
23. One might argue that G � H is not entirely a benefit to the liberalizing economy if the

resources liberated by the cost reduction do not find alternative use.



Considering first the unilateral liberalization calculations (table 4.7), the
major effect is a transfer of resources from government to farmers. Farm-
ers benefit most in Côte d’Ivoire (nearly $500 million per annum), followed
by Ghana (nearly $225 million per annum) and then Cameroon and Nige-
ria (around $125 million per annum). These benefits are in proportion to
the size of the respective producing sectors. However, they are offset by
governmental losses of tax revenue, which are of the same order of magni-
tude, so the net dollar benefits to the countries are much smaller—a little
less than $40 million on an annual basis for each of Cameroon, Côte
d’Ivoire, and Nigeria, and a little more than $55 million for Ghana.24 The
Ivorian benefits are relatively modest since the producer price is seen as ris-
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Table 4.8 Incidence of Multilateral Liberalization and Globalization Benefits 
(annual $US millions)

Côte Africa Other Total
Cameroon d’Ivoire Ghana Nigeria Total Producers Consumers World

Benefit to 
farmers 92.3 382.8 154.8 83.5 713.4

Benefit to 
government –92.7 –446.5 –164.6 –89.7 –793.4

Total benefit –0.3 –63.8 –9.8 –6.1 –80.0 –315.8 730.2 334.4
Total benefit 

(%) –0.2 –5.7 –2.4 –2.9 –4.1 –18.6 20.1 9.2

Notes: Parameter values as in table 4.5. Prices and quantities are averages of 1985–1986 to 1989–1990.
Percentage benefit is relative to average revenues or expenditures over that period. Blank cells indicate
that no effects are calculated.

Table 4.7 Incidence of Unilateral Liberalization Benefits (annual $US millions)

Relation to Côte
Figure 4.6 Cameroon d’Ivoire Ghana Nigeria

Benefit to farmers E � F � G � H � I � J – N 130.8 486.3 221.4 126.8
Benefit to government –(C � D � E � F ) –92.7 –446.5 –164.6 –89.7
Total producing 

country benefit (G � H ) � (I � J ) – (C � D) – N 38.2 39.8 56.8 37.1

Benefit to other 
African producers A (part) –53.2 –89.3 –74.7 –52.3

Benefit to non-
African producers A (part) –51.2 –180.6 –81.2 –50.8

Benefit to consumers K � L � M 111.8 404.6 178.3 110.9
Total world benefit B � G � H � I �J �M – N 45.5 174.6 79.1 44.9

Notes: Parameter values as in table 4.5. Area N is not identifiable on figure 4.6.

24. If one were to take the view that one dollar to a government is worth less than one dol-
lar to a smallholder farmer, then the producing countries would benefit more substantially.



158 Christopher L. Gilbert and Panos Varangis

Table 4.9 Analysis of Efficiency Gains (annual $US millions)

Unilateral

Cameroon Côte d’Ivoire Ghana Nigeria Multilateral

Allocation gains
Liberalizing producers 15.0 32.8 19.2 14.7 57.8
Other producers 0.7 6.9 1.7 0.7 15.2
Consumers 0.3 4.4 0.8 0.3 14.9

Cost reductions 30.9 148.8 54.9 29.9 264.5
Volatility costs –1.4 –18.3 2.6 –0.8 –17.9

Total 45.5 174.6 79.1 44.9 334.4

ing by less than in the other origins (the preliberalization level was higher),
and the price rise is dissipated to a greater extent through a fall in the world
price. Consumers, who are predominantly in the developed economies, are
seen as major beneficiaries, particularly from an Ivorian liberalization,
while nonliberalizing producers lose heavily. Total world benefits are mod-
est and in broad proportion to sectoral size—around $45 million annually
from Cameroonian and Nigerian liberalizations, $80 million from Ghana-
ian liberalization, and $175 million from Ivorian liberalization. They are
dominated by the transfer benefits both within the liberalizing economy
(from the government to farmers) and from nonliberalizing producers to
consumers.

Table 4.8 gives the estimated results of a multilateral liberalization. It is
important to note that this does not represent the actual experience to date
in that both Côte d’Ivoire and Ghana have both only partially liberalized
marketing and maintain export taxes. (The price shocks we list in table 4.5
are substantially greater than those observed to date in these two countries.)
The estimates given in table 4.8 therefore relate to a hypothetical full liber-
alization and not to the actual observed events. An analysis of the impact
of the actual liberalizations would be considerably more complicated and
would require a fully specified econometric model.

The estimates in table 4.8 show that although farmers would have bene-
fited in each Cameroon, Ghana, and Nigeria, these benefits are almost ex-
actly offset by the losses of governmental tax revenue with the result that
the countries as whole would be slightly worse off. In Côte d’Ivoire, the rev-
enue loss so substantially exceeds the benefit to farmers that the net loss is
unambiguous. As in the unilateral exercise, to the extent that government
cocoa revenues were spent on wasteful activities, the countries (taken as
wholes) may have benefited in welfare terms even in this case. This must be
a judgmental matter. Nonliberalizing countries also are seen as losing rev-
enues, and their farmers would have been worse off. The major beneficiar-



ies would have been consumers in the developed-market economies, who
would have benefited to the order of $725 million per annum, around 20
percent of their cocoa expenditures.

The analysis of the net efficiency gains reported in table 4.9 shows that
cost reductions consequential on liberalization are the major source of net
benefit. We have supposed that 25 percent of the increase in the producer-
price share may be attributed to cost reductions, but we acknowledge that
this figure is highly conjectural. Allocational gains in the liberalizing
economies are the next largest item. These arise from elimination of the tax
wedge between the producer price and marginal-production costs. Alloca-
tional gains in consuming and nonliberalizing producer countries are
small, reflecting low elasticities. The increased volatility arising out of glob-
alization imposes only small costs, except in Côte d’Ivoire.

These exercises assume that liberalizing governments totally eliminate
export taxes. The unilateral liberalization exercise reported in table 4.7
shows that Cameroon, Ghana, and Nigeria all benefit from increasing pro-
duction and would therefore lose revenues from export taxes. In Côte
d’Ivoire, the net benefit is small in relation to production, implying that
revenues would be broadly unaffected by restricting production. The re-
sults of the multilateral exercise reported in table 4.8 further show that the
four African producers would all benefit substantially from a coordinated
restriction of production. This must be subject to the qualifications that
prolonged periods of high prices may provoke new production in other
countries (including countries that are not currently significant cocoa ex-
porters) and that the conclusion will not follow if government revenues are
less highly valued than farmers’ incomes. However, our model, which is
specified as having isoelastic demand and supply functions, is not well
suited to the calculation of optimal export taxes.

4.7 Conclusions

Donor agents and the developed-country governments have exerted
considerable pressure on African producers of tropical export crops to lib-
eralize their internal marketing systems for these products. They have also
pressed for the elimination or reining back of intertemporal and interre-
gional stabilization schemes, which were seen as responsible for fiscal ex-
cess and manifest waste. The major objective of these liberalization pro-
grams has been to ensure that farmers obtain a higher share in the f.o.b.
prices for which the crop is sold at the ports.

Globalization of these markets is a direct consequence of liberaliza-
tion—the prices in the now liberalized markets move substantially more
closely together than did the preliberalized prices so that the world price
has become the effective pricing basis in the producing as well as the con-
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suming countries. Globalization has two unsought consequences for pro-
ducing countries:

• The prices received by farmers have become more volatile (except in
Ghana, where the nominal price stabilization had been counter pro-
ductive). 

• The effects of one country’s actions in the market have a much more
direct impact on farmers in other producing countries than previously.

This second aspect of globalization is the cause of the adding-up problem.
A cost-reducing market liberalization in a small producing country raises
the share of the world price obtained by farmers and has a negligible effect
on the world price itself. However, if a country with a large share of the
world market liberalizes, this will shift the world-supply curve to the right
and, in conjunction with highly inelastic demand, will depress the world
price. Farmers will then find that they obtain a larger share of a lower price.
The same is true if one considers multilateral liberalization in a large group
of individually small producers.

Cocoa is produced entirely in developing countries and largely in west
Africa, where a system of internal market regulation inherited from colo-
nial governments prevailed until the late 1980s. In our view, these unin-
tended consequences of globalization are likely to be more apparent in the
cocoa market than in any other commodity market. The first African pro-
ducers to liberalize their internal cocoa-marketing systems were Nigeria in
1986 and Cameroon in 1989–1995, both of which had small shares in
world exports. Adding-up effects were therefore unimportant. In 1999, af-
ter a long period of pressure, the donors pushed Côte d’Ivoire, the largest
producer with one-third of world production, into reluctant liberalization.
Ghana, which is also a significant producer, still maintains significant con-
trols. If both of these producers fully liberalize their markets, the impact
on the world price will be significant. Our calculations indicate that the
world price would fall in total by around one third of the rise in producer
prices calculated on a constant world-price basis. This figure reflects the
inelasticity of demand and the high market share of the African produc-
ers.

Despite the projected fall in the world cocoa price, African farmers do
benefit from liberalization, so in that sense the liberalization programs
achieve their intended objective. However, these benefits are largely the
consequence of a transfer from governments to farmers. The net dollar
benefit to the country is positive for a country that liberalizes unilaterally,
but the depressing effect on the world price is such that these benefits be-
come negative if all four African cocoa-producing countries liberalize. For
this reason, consumers, most of whom live in the developed-market
economies, turn out to be the major beneficiaries from lower cocoa prices.
The scale of this benefit is substantial. The losers are non-African farmers
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and the governments (and hence the taxpayers) of the African producing
countries. The overall efficiency gains to the world are dominated by cost
reductions consequent on liberalization, but it is difficult to be confident
about the size of these gains.

One reaction to these results would be to argue that producing countries
are better advised not to liberalize their agricultural-export sectors, and
there are many who have taken this position. We regard this view as ill
advised. First, the policy is not obviously feasible since individual produc-
ing countries each do have an incentive to liberalize. (In cocoa, this incen-
tive is relatively small for Côte d’Ivoire.) The result is a classic Prisoners’
Dilemma in which the cooperative nonliberalization equilibrium is not
sustainable. But even if the African producers were able to devise an en-
forcement mechanism to support the nonliberalization equilibrium, they
would be unable to prevent increased production elsewhere, including
from countries that are currently not major cocoa exporters. Furthermore,
to the extent that liberalization does significantly reduce production costs,
intermediation costs or both (and we have discussed some evidence that
suggests this is the case), nonliberalizing producers will find that any com-
petitive advantage they currently possess will be steadily eliminated.

The development agencies have tended to see liberalization as a means
of redistributing resources back to farmers. We have shown, however, that
the incidence of the long-run benefits of liberalization is predominantly for
developed-country consumers. It is therefore essential that liberalization
should be accompanied by policies that attempt to redress the unfavorable
redistributive effects arising from global liberalization.

Our thesis is not about market liberalization per se, but about the global
impact of multilateral liberalizations by a group of commodity-producing
countries responsible for a large share of the world market. Liberalization
benefits each country taken individually; but, with inelastic demand, mul-
tilateral liberalization shifts the benefits away from the producers and to-
ward the consumers. At the country level, primary-producing developing
countries will feel that they have been cheated if, collectively, they do not
receive a significant share of the benefits. Political support for liberaliza-
tion will depend on the distribution of the gains both within the producing
countries themselves and on a global level. Governments need to apply
complementary policies to accompany liberalization, and the interna-
tional agencies should be prepared to advise and assist in this process.

Clearly, one case study is insufficient to allow generalizations about
globalization even in the primary sector. Furthermore, we have focused on
cocoa as presenting what is possibly the most extreme case of an adverse
distributional impact. We hope that our analysis and results will shed light
on the globalization process affecting all primary-commodity markets and
provide a benchmark against which other commodity markets and coun-
tries might be compared.
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Comment Joshua Aizenman

This interesting paper deals with a case study of the effects of liberalizing
the cocoa market. The facts that make this study interesting are that cocoa
is produced exclusively by developing countries. The demand for cocoa is
relatively inelastic. The major suppliers are located in Africa. Hence, this
case study provides insight into the challenges facing attempts to liberalize
the production of major crops and commodities that are frequently domi-
nated by the supply of developing countries.

The objective of the liberalization was to increase farmers’ share of the
crop’s prices. Prior to the liberalization, most farmers obtained artificially
low prices for their crops as part of the operation of schemes intended to
tax exports, either for the direct benefit of the taxpayer or for the indirect
benefits of the holders of the quasi rent generated by this tax.

The liberalization was initiated by countries that are minor players in the
global market: Nigeria in 1986, and Cameroon in 1989–1995. The largest
producer, Ivory Coast (counting for one-third of the global share), liberal-
ized in 1999. Ghana, another large producer, still maintains controls.

By-products of the liberalization have been the following:

• The domestic price facing farmers moved closer to the international
price.

• The prices facing farmers are more volatile.
• Global supply rose, thereby reducing the global prices.
• Farmers are getting a greater share of a lower global price.
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The paper conducts an estimation of the global market for cocoa, and a
simulation in order to evaluate two scenarios: unilateral liberalization by
each country separately, and joint liberalization by all four countries. The
estimated effects are as follows:

• African governments in the producing countries are worse off.
• African farmers and world consumers are better off.
• The losers are non-African farmers, and the agents in Africa that ben-

efited from the quasi rents prior to the liberalization (taxpayers, agen-
cies, etc.).

• Multilateral liberalization would imply that the gains of the farmers in
the liberalized countries would be almost exactly offset by the losses of
governmental tax revenue, with the result that the countries as a whole
should be slightly worse off. To the extent that government cocoa rev-
enues were spent on wasteful activities, the countries, taken as wholes,
will have benefited in welfare terms even in this case.

• The world price would fall by about one-third of the rise in producer
prices. The major beneficiaries would have been the consumers in the
importing OECD countries, who would have benefited on the order of
20 percent of their cocoa expenditure (about $0.7 billion per annum).
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Fig. 4C.1 Optimal export tax for the African producers, and the welfare cost 
of liberalization
Notes: For simplicity, we assume a negligible share of domestic consumption of the major
supplies of Cocoa in Africa. Right-hand side: global demand and non-African supply of co-
coa. Left-hand side: the market for cocoa facing the African countries. Price A � world price
before liberalization; Price C � price paid to farmers before liberalization; A – C � export tax
prior to liberalization; and Price B � price paid to farmers after liberalization � world price
after liberalization. The rectangle is the tax revenue lost following liberalization; the trapezoid
is the farmers’ gain following liberalization; and the triangle is the welfare cost of liberaliza-
tion to African countries.



Ignoring coordination costs and rent seeking, the optimal policy for the
African cocoa producers is to impose an export tax. This is a classical ap-
plication of the market power enjoyed by the “cartel” of cocoa producers.
As farmers are atomistic, the optimal policy requires an export tax, or the
adaptation of institutions that would deliver a similar outcome. Figure
4C.1 summarizes this argument. For simplicity, it is drawn for the case
where the share of domestic cocoa consumption is negligible relative to the
supply of the African exporting nations. The right-hand side plots the
world demand (W. D.) and the supply of the non-African producers
(N. A. S.). The left-hand side focuses on the situation confronting the
African exporters. The derived demand facing these exports is obtained by
the horizontal subtraction W. D. – N. A. S. The marginal revenue curve
corresponding to the derived demand is MR. The competitive supply of
cocoa of the African countries is the upward-sloping curve. The optimal
policy for the African cocoa-producing countries is to restrict the supply
to the level where the marginal cost equals the marginal revenue. This can
be accomplished by imposing an export tax of A – C. Such a tax will artifi-
cially depress the prices facing the farmers, to the benefit of the tax au-
thorities. A complete liberalization will eliminate the tax revenue (given by
the rectangle corresponding to the tax A – C), and will increase farmers’
rents by the trapezoid. The net welfare effect is the difference between the
two, as is captured by the shaded triangle. Starting from the optimal tax,
the liberalization reduces welfare. The main beneficiaries are the world
consumers, benefiting by about $0.7 billion dollars a year.

Secondary beneficial effects of the liberalization may include a drop in
rent seeking associated with the “tax rectangle.” An issue that deserves fur-
ther attention is to what degree such benefits had been observed in the re-
forming countries. Indeed, one wonders why the African countries would
not link the liberalization process with foreign aid (AIDS funds, education,
etc.).
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5.1 Introduction

In the debate on globalization and the environment, there is concern that
the erasing of national borders through reduced barriers to trade will lead
to competition for investment and jobs, resulting in a worldwide degrada-
tion of environmental standards (the “race-to-the-bottom” effect) and/or
in a delocalization of heavily polluting industries in countries with lower
standards (the “pollution-havens” effect). Moreover, environmentalists
and ecologically oriented academics argue that the political economy of
decision making is stacked up against the environment. In the North, Or-
ganization for Economic Cooperation and Development (OECD) interest
groups that support protectionist measures for other reasons continue to
invoke the race-to-the-bottom model, relying on the perception that the
regulatory gap automatically implies a race to the bottom, even though
some have argued that countries may circumvent international agreements
on tariffs by choosing strategic levels of domestic regulation. Because
avoidance of a race to the bottom would call for the enforcement of uni-
form environmental standards in all countries, which cannot be created,
they argue for trade restrictions until the regulatory gap is closed. In the
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South, corruption is likely to result in poor enforcement of the regulatory
framework. Finally, at the international level, environmental activists fear
that the dispute settlement mechanism of the World Trade Organization
(WTO) favors trade interests over environmental protection.

To sum up, the arguments raised above, as well as empirical evidence re-
viewed below, suggest that trade liberalization and globalization (in the
form of reduced transaction costs) could lead to a global increase in envi-
ronmental pollution as well as to an increase in resource depletion as nat-
ural resource–exploiting industries, from forest-logging companies to min-
ing companies, relocate to places with less strict standards or use the threat
of relocation to prevent the imposition of stricter standards. These effects
are likely to be more important the further environmental policy is from
the optimum and the less well-defined property rights are (as is the case for
the so-called global commons). It is therefore not surprising that, even if
trade liberalization and globalization more generally can lead both to an
overall increase in welfare (especially if environmental policy is not too far
from the optimum) and to a deterioration in environmental quality, a fun-
damental clash will persist between free-trade proponents and environ-
mentalists.

This paper addresses the relation between globalization and the en-
vironment by reexamining evidence of a North-South delocalization of
heavily polluting industries.1 Section 5.2 reviews the evidence on pollution
havens,2 arguing that it is either too detailed (firm-specific or emission-
specific evidence) or too fragmentary (case studies) to give a broad appre-
ciation of the extent of delocalization over the past twenty years. The sub-
sequent sections then turn to new evidence based on worldwide production
and trade data (fifty-two countries) at a reasonable level of disaggregation
(three-digit international standard industrial classification [ISIC]) and
over a sufficiently long time period, 1981–1998.3 In section 5.3, we report
on the worldwide evolution of heavy polluters (the so-called dirty indus-
tries) and on the evolution of North-South revealed comparative advan-
tage indexes. Section 5.4 then estimates a gravity trade model to examine
bilateral patterns of trade in polluting products. Estimates reveal that trans-
port costs may have acted as a brake on North-South relocation, and fail
to detect a regulatory-gap effect.
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1. The causes of any detected relocation will not be identified because we are dealing with
fairly aggregate data.

2. In the public debate, the “pollution-havens” effect refers either to an output reduction of
polluting industries (and an increase in imports) in developed countries or to the relocation
of industries abroad via foreign direct investment in response to a reduction in import pro-
tection or a regulatory gap.

3. The main database has been elaborated by Nicita and Olarreaga (2001). The appendix
to this chapter describes data manipulation and the representativity of the sample in terms of
global trade and production in polluting activities.



5.2 Pollution Havens or Pollution Halos?

We review first the evidence on trade liberalization and patterns of trade
in polluting industries based on multicountry studies that try to detect
evidence of North-South delocalization. We then summarize results from
single-country (often firm-level) studies that use more reliable environ-
mental variables and are also generally better able to control for unobserv-
able heterogeneity bias. We conclude with lessons from case studies and
political-economy considerations.

5.2.1 Evidence on Production and Trade in Dirty Products

Evidence from aggregate production and trade data is based on a com-
parison between “clean” and “dirty” industries, the classification relying
invariably on U.S. data, either on expenditure abatement costs or on emis-
sions of pollutants.4

Table 5.1 summarizes the results from these studies. Overall, the studies,
which for the most part use the same definition of dirty industries as we do,5

usually find mild support for the pollution-havens hypothesis.
The large number of countries and the industrial-level approach gives

breadth of scope to the studies described in table 5.1, but at a cost. First,
changing patterns of production and trade could be due to omitted vari-
ables and unobserved heterogeneity that cannot be easily controlled-for in
large samples where aggregated data say very little about industry choices
which would shed light on firms or production stages (Zarsky 1999, 66).
For example, as pointed out by Mani and Wheeler (1999) in their case
study of Japan, changes in local factor costs (price of energy, price of land)
and changes in policies other than the stringency of environmental regula-
tions could account for observed changes in trade patterns. Second, these
studies give no evidence on investment patterns and on how these might re-
act to changes in environmental regulation, which is at the heart of the pol-
lution-havens debate.6 It is therefore not totally surprising that the papers
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4. Most work on the United States is based on pollution-abatement capital expenditures or
on pollution-abatement costs (see, e.g., Levinson and Taylor 2002, table 1). It turns out that
the alternative classification based on emissions (see Hettige et al. 1995) produces a similar
ranking for the cleanest and dirtiest industries (five of the top six pollution industries are the
same in both classifications).

5. As in this paper, polluting industries were classified on the basis of the comprehensive in-
dex of emissions per unit of output described in Hettige et al. (1995). That index includes con-
ventional air, water, and heavy metals pollutants. As to the applicability of that index based
on U.S. data to developing countries, Hettige et al. conclude that, even though pollution in-
tensity is likely to be higher, “the pattern of sectoral rankings may be similar” (1995, 2).

6. Smarzynska and Wei (2001) cite the following extract from “A Fair Trade Bill of Rights”
proposed by the Sierra Club: “In our global economy, corporations move operations freely
around the world, escaping tough control laws, labor standards, and even the taxes that pay
for social and environmental needs.”
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surveyed in Dean (1992) and Zarsky (1999), by and large, fail to detect a sig-
nificant correlation between the location decisions of multinationals and
the environmental standards of host countries. This suggests that, after
all, when one goes beyond aggregate industry data, the pollution-havens
hypothesis may be a popular myth.

Recent studies respond to the criticism that the evidence so far does not
address the research needs because of excessive aggregation. However, this
recent evidence, summarized below, is still very partial, and heavily fo-
cused on the United States.

5.2.2 Evidence on the Location of Dirty Industries

Levinson and Taylor (2002) revisit the single-equation model of Gross-
man and Krueger (1993), using panel data for U.S. imports in a two-
equation model in which abatement costs are a function of exogenous in-
dustry characteristics while imports are a function of abatement costs.
Contrary to previous estimates, they find support for the pollution-havens
hypothesis: Industries whose abatement costs increased the most saw the
largest relative increase in imports from Mexico, Canada, Latin America,
and the rest of the world.7

Drawing on environmental costs across the United States that are more
comparable than the rough indexes that must be used in cross-country
work, Keller and Levinson (2002) analyze inward foreign direct investment
(FDI) into the United States over the period 1977–1994. They find robust
evidence that relative (across states) abatement costs had moderate deter-
rent effects on foreign investment.

Others have analyzed outward FDI to developing countries. Eskeland
and Harrison (2003) examine inward FDI in Mexico, Morocco, Venezuela,
and Côte d’Ivoire at the four-digit level using U.S. abatement-cost data
controlling for country-specific factors. They find weak evidence of some
FDI being attracted to sectors with high levels of air pollution, but no evi-
dence of FDI to avoid abatement costs. They also find that foreign firms are
more fuel-efficient in that they use lower amounts of “dirty fuels.” This ev-
idence supports the pollution-halo hypothesis: superior technology and
management, coupled with demands by “green” consumers in the OECD,
lift industry standards overall.8

Smarzynska and Wei (2001) estimate a probit of FDI of 534 multina-
tionals in twenty-four transition economies during the period 1989–1994
as a function of host-country characteristics. These include a transformed
(to avoid outlier dominance) U.S.-based index of dirtiness of the firm at the
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7. Ederington and Minier (2003) also revisit the Grossman and Krueger study, assuming
that pollution regulation is endogenous, but determined by political-economy motives. They
also find support for the pollution-havens hypothesis, this time because inefficient industries
seek protection via environmental legislation.

8. The mixed evidence on the pollution-halo hypothesis is reviewed in Zarsky (1999).



four-digit level, an index of the laxity of the host country’s environmental
standards captured by a corruption index, and several measures of envi-
ronmental standards (participation in international treaties, quality of air
and water standards, observed reductions in various pollutants). In spite of
this careful attempt at unveiling a pollution-haven effect, they conclude
that host-country environmental standards (after controlling for other
country characteristics, including corruption) had very little impact on
FDI inflows.

5.2.3 Case Studies and Political-Economy Considerations

Reviewing recently available data, Wheeler (2001) shows that suspended
particulate matter release (the most dangerous form of air pollution) has
been declining rapidly in Brazil, China, and Mexico, fast-growing coun-
tries in the era of globalization and big recipients of FDI. Organic water
pollution is also found to fall drastically as income per capita rises (poor-
est countries have approximately tenfold differential pollution intensity).9

In addition to the standard explanations (pollution control is not a critical
cost factor for firms; large multinationals adhere to OECD standards),
Wheeler also points out that case studies show that low-income communi-
ties often penalize dangerous polluters even when formal regulation is ab-
sent or weak. Wheeler concludes that the “bottom” rises with economic
growth.

This result is reinforced by recent evidence based on a political-economy
approach that endogenizes corruption in the decision-making process. As-
suming that governments accept bribes in formulation of their regulatory
policies, Damia, Fredriksson, and List (2000) find support in panel data
for thirty countries over the period 1982–1992 that the level of environ-
mental stringency is negatively correlated with an index of corruption and
positively with an index of trade openness. Given that corruption is typi-
cally higher in low-income countries, this corroborates the earlier finding
mentioned above, that environmental stringency increases rapidly with in-
come.

5.3 Shifting Patterns of Production and 
Comparative Advantage in Polluting Industries

Direct approaches to the measurement of pollution emission (e.g.,
Grossman and Krueger 1993; Dean 2002; Antweiler, Copeland, and Tay-
lor 2001; and several of the studies mentioned above) use emission esti-
mates at geographical sites of pollutant particles (sulfur dioxide is a fa-
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9. These results accord with independent estimates of environmental performance con-
structed by Dasgupta et al. (1996) from responses to a detailed questionnaire administered to
145 countries (they find a correlation of about 0.8 between their measure of environment per-
formance or environment policy and income per capita).



vorite) or the release of pollutants into several media (e.g., air, water, etc.).
That approach has several advantages: Emissions are directly measured at
each site, and it is not assumed that pollutant intensity is the same across
countries. On the other hand, activity (e.g., production levels) is not mea-
sured directly. Arguably, this is a shortcoming if one is interested in the pol-
lution-havens hypothesis. Indeed, emissions could be high for other rea-
sons than the relocation of firms to countries with low standards (China’s
use of coal as an energy source is largely independent of the existence of
pollution havens).

The alternative chosen here is to use an approach in which emission in-
tensity is not measured directly. We adopt the approach in the studies sum-
marized in table 5.1, where dirty industries are classified according to an
index of emission intensity in the air, water, and heavy metals in the United
States described in footnote 4. We selected the same five most polluting in-
dustries in the United States in 1987 selected by Mani and Wheeler (1999;
three-digit ISIC code in parenthesis): iron and steel (371), nonferrous met-
als (372), industrial chemicals (351), nonmetallic mineral products (369),
and pulp and paper (341).10 According to Mani and Wheeler, compared to
the five cleanest U.S. manufacturing activities—textiles, (321), nonelectric
machinery (382), electric machinery (383), transport equipment (384), and
instruments (385)—the dirtiest have the following characteristics: 40 per-
cent less labor-intensive; capital-output ratio twice as high; and energy-
intensity ratio three times as high.

5.3.1 Shifting Patterns of Production

We start with examination of the broad data for our sample of fifty-two
countries over the period 1981–1998. The sample (years and countries) is
the largest for which we could obtain production data matching trade data
at the three-digit ISIC level. Compared to the earlier studies mentioned in
table 5.1, this sample has production data for a larger group of countries,
though at a cost because comprehensive data—only available since 1981—
implies that we are missing some of the early years of environmental regu-
lation in OECD countries in the seventies.

Because there is a close correlation between the stringency of environ-
mental regulation and income per capita, we start with histograms of in-
dexes of pollution intensity ranked by income per capita quintile (the data
are three-year averages at the beginning and end of period). Given our
sample size, each quintile has ten or eleven observations.

Figure 5.1 reveals a slight change in the middle of the distribution of pro-
duction and consumption of dirty industries, as the second-richest quintile
sees a reduction in production and consumption shares in favor of the
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10. Mani and Wheeler (1999, table 1) describe the intensity of pollutant emissions in water,
air, and heavy metals.



highest and lowest quintiles. Turning to export and import shares (fig. 5.2),
one notices a reduction in both trade shares of the highest quintile in favor
of the remaining quintiles.

These aggregate figures mask compositional shifts apparent from in-
spection of the histograms at the industry level (see appendix fig. 5A.1).
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A

B

Fig. 5.1 Histograms of output and consumption shares of polluting products: 
A, Output; B, Consumption 



For the second-richest quintile, the output share is always decreasing, but
changes in the export share vary a lot across sectors. For the richest quin-
tile, the output share is decreasing except for paper and products (ISIC
341) and other nonmetallic mineral products (369), while the export share
is always decreasing, except for nonferrous metals (372).
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A

B

Fig. 5.2 Histograms of exports and imports shares of polluting products: 
A, Exports; B, Imports 



In sum, these broad figures suggest some delocalization of pollution in-
dustries to poorer economies. However, aggregate effects are weak, partly
because of opposite patterns at the sector level.

5.3.2 Shifting Patterns of Revealed Comparative Advantage

We look next for further evidence of changes in trade patterns in dirty
industries. We report on revealed comparative advantage (RCA) indexes
computed at the beginning or at the end of the sample period; RCA indexes
are not measures of comparative advantage, since they also incorporate the
effects of changes in the policy environment (trade policy, regulatory envi-
ronment, etc).

The RCA index for country i and product p is given by

(1) RCA i
p � �

S

S

i

i

p
w

a
w

p

a

� � �
S

S

w

ip
ia

a
wp
�

where Sip
wp(S

ia
wa) is country i’s share in world exports of polluting products

(of all products) and Sip
ia (Swa

wp) is the share of polluting products in total ex-
ports of country i (of the world).

Countries are split into two income groups (see appendix table 5A.1)
that replicate the distinction between the three poorest and two richest
quintiles of the previous section: twenty-two high-income countries (1991
gross national product [GNP] per capita larger than U.S.$7,910 according
to the World Bank) and thirty low- and middle-income countries. Here-
after, the former group is designed by developed countries (DCs) or
“North,” and the latter by less-developed countries (LDCs) or “South.”

A first glimpse at the aggregate figures (see table 5.2) confirms that
LDCs’ share in world trade of polluting products is on the rise. But the av-
erage annual rate of growth is lower for polluting products than for exports
in general. As a result, LDCs as a whole exhibit a decreasing RCA (and an
increasing revealed comparative disadvantage) in polluting products (see
last columns of table 5.2).

However, inspection at the industry level (see appendix table 5A.5) re-
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Table 5.2 Developing Countries’ World Trade Shares (percentages except for RCA, RCD)

Revealed Comparative
Indexes

Polluting Products All Products
Advantage Disadvantage

Exports Imports Exports Imports (RCA) (RCD)
(1) (2) (3) (4) (1)/(3) (2)/(4)

1981–83 9.08 18.87 9.40 15.73 0.97 1.20
1996–98 14.46 22.98 15.93 18.67 0.91 1.23
Average annual 

growth rate 3.15 1.32 3.58 1.15

Note: Blank cells indicate not calculated.
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A

B

Fig. 5.3 Revealed comparative advantage indexes in polluting products: A, Devel-
oping countries; B, Developed countries (countries ranked by decreasing RCA)

veals that this reverse-delocalization outcome is due to the dominating
effect of nonferrous metals (ISIC 372). All four of the other industries pre-
sent some ingredient of delocalization, with a particularly strong increase in
RCA for industrial chemicals (351). Interestingly, nonferrous metals rep-
resented more than 40 percent of LDCs exports at the beginning and less
than 25 percent at the end of the period, while the pattern is exactly oppo-
site for industrial chemicals.

To unveil cross-country variations, figure 5.3 ranks countries by decreas-



ing order of RCAs for both income groups. In each case, the dashed line
represents the end-of-period pattern, with countries ranked by decreasing
order of comparative advantage so that all observations above (below)
unity correspond to countries with a revealed comparative advantage (dis-
advantage). A shift to the right (left) implies increasing (decreasing) RCA,
and a flattening of the curve, a less-pronounced pattern of specialization.

Overall, LDCs’ pattern of RCAs is characterized by higher upper values
of RCAs and a steeper curve than for high-income countries. Over time,
both curves appear to shift right11 and to become somewhat flatter. The
increase in RCAs seems larger in LDCs, where it is concentrated in the
middle of the distribution, while it basically affects the end of the distribu-
tion in the other income group. At the industry level (see appendix figure
5A.2) results for LDCs are quite similar, except for nonferrous metals,
where the RCA curve shifts in.12

Still, the above pattern does not say anything about the changing pat-
tern of RCAs between the North and the South, which is what the delocal-
ization hypothesis is about. To measure this effect, we introduce a new
decomposition that isolates the impact of geography on the RCA index.
From equation (1), note that the RCA of country i in product p (RCA i

p) can
be decomposed into

(2) RCAi
p � ∑

N

j�1

RCAp
ijS

ija
iwa ,

where the bilateral RCA (RCA ij
p ) is defined as the ratio between the share

of product p in all exports of country i to country j (S ijp
ija) and the share of

product p in total world exports (S wa
wp). This share is weighted by the share

of country j in total exports of country i to the world (S ija
iwa).

Now let the world be divided in two groups of countries: nS in the South
and nN in the North (nS � nN � N ). Then equation (2) can be rewritten as

(3) RCA i
p � Si

p � Ni
p � ∑

nS

j�1

RCAp
ijS

ija
iwa � ∑

nN

j�1

RCAp
ijS

ija
iwa,

where S i
p is the South’s contribution and N i

p the North’s contribution to
RCA i

p. Thus, in terms of variation between the end (1996–1998) and the
beginning (1981–1983) of the sample period, one obtains
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11. This result may seem puzzling, but the contradiction is only apparent: the weighted sum
of RCAs is indeed equal to 1.0, but the weights can vary. Thus, a simultaneous increase in all
RCA indexes may well happen, provided a larger weight is put on smaller values.

12. Note that the pattern illustrated by figure 5.3 reflects only a “structural” effect, i.e., the
change of individual RCAs. The evolution of the aggregate RCA for LDCs as a group is also
governed by a “composition” effect, namely the impact of changes in countries’ shares keep-
ing RCA indexes constant. Straightforward calculations reveal that for LDCs the composi-
tion effect (–0.19) has been stronger than the structural effect (0.13), leading to a net decrease
of the aggregate RCA reported in table 5.2 (for results at the industry level, see table 5A.6).



(4) �RCA i
p � �Si

p � �Ni
p

Results from applying this decomposition to the two groups of countries
are reported in table 5.3. For each polluting sector, we report the (un-
weighted) average of both sides of equation (4) over the LDCs’ group. It
appears that in all cases but one, the North’s contribution to the change in
LDCs’ RCA is positive. This result is consistent with the pollution-havens
effect. Again, the only exception is nonferrous metal, where North-South
trade has negatively contributed to the RCA of the South.

In sum, the RCA-based evidence on delocalization of polluting activi-
ties toward the South is rather mixed. As a group, developing countries
exhibit a surprising reverse-delocalization pattern of increasing revealed
comparative disadvantage in polluting products. However, as shown
above, this reflects both the pattern of one particular industry (nonferrous
metals) and a composition effect: within the group of developing coun-
tries, those less prone to export polluting products have gained ground. In
fact, most developing countries have actually experienced an increase in
their RCA in polluting products. Moreover, after controlling for geo-
graphy, it turns out that for all but for one case (nonferrous metals), North-
South trade has had a positive impact on LDCs’ comparative advantage
in these products.

5.4 Bilateral Trade Patterns in Polluting Products

Dirty industries are typically weight-reducing industries. They are also
intermediate-goods-producing industries. As a result, if they move to the
South, then transport costs must be incurred if the final (consumer goods)
products are still produced in the North—as would be the case, for ex-
ample, in the newspaper-printing industry. Hence the reduction in trans-
port costs and protection that has occurred with globalization may not
have had much effect on the location of these industries.

Our third piece of evidence consists of checking if, indeed, polluting in-
dustries are not likely to relocate so easily because of relatively high trans-
port costs. To check whether this may be the case, we estimate a standard
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Table 5.3 North-South Bilateral RCAs for Polluting Products

Sector �RCA �N �S

Pulp and paper (341) 0.23 0.10 0.13
Industrial chemicals (351) 0.41 0.21 0.20
Nonmetallic minerals (369) 0.38 0.61 –0.22
Iron and steel (371) 0.66 0.39 0.27
Nonferrous metals (372) –0.57 –0.79 0.22

Note: Computed from equation (4).



bilateral trade gravity model for polluting products, and compare the co-
efficients with those obtained for nonpolluting manufactures.

Take the simplest justification for the gravity model. Trade is balanced
(in this case at the industry level, which some would find unrealistic), and
each country consumes its output, and that of other countries according to
its share, Si , in world GNP, Y W. Then (see Rauch 1999) bilateral trade be-
tween i and j will be given by Mij � (2YiYj )/Y W � f (Wij ). The standard “gen-
eralized” gravity equation (which can be obtained from a variety of theo-
ries) can be written as Mij � f (Wij )(�ij )

–� where �ij is an index of barriers to
trade between i and j. Wij is a vector of other intervening variables that in-
cludes the bilateral exchange rate, eij , and prices, and � is an estimate of the
ease of substitution across suppliers.

In the standard estimation of the gravity model, �ij is captured either by
distance between partners, or if one is careful, by relative distance to an av-
erage distance among partners in the sample, D�I�S�T�(i.e., by DTij � DISTij /
D�I�S�T�). Dummy variables that control for characteristics that are specific
to bilateral trade between i and j (e.g., a common border, BOR ij , land-
lockedness in either country, LL i [LLj ]) are also introduced to capture the
effects of barriers to trade.13 Here, we go beyond the standard formulation
by also including an index of the quality of infrastructure in each country
in period t, INFit(INFjt ), higher values of the index corresponding to better
quality of infrastructure.14 Finally, because we estimate the model in panel,
we include the bilateral exchange rate, RER ijt , defined so that an increase
in its value implies a real depreciation of i’s currency.

The above considerations lead us to estimate in panel the following
model (expected signs in parenthesis):

(5) ln Mijt � �0 � �t � �ij � �1 ln Yit � �2 ln Yjt � �3 ln INFit

� �4 ln INFjt � �5 ln RER ijt � �6BOR ij � �7LL i

� �8LL j � [�9 ln DYijt ] � �1 ln DTij � 	ijt

(�1 
 0, �2 
 0, �3 
 0, �4 
 0, �5 � 0, �6 
 0, �7 � 0, �8 � 0, �1 � 0)

In equation (5), �0 is an effect common to all years and pairs of countries
(constant term), �t an effect specific to year t but common to all countries
(e.g., changes in the price of oil), �ij an effect specific to each pair of coun-
tries but common to all years, and 	 ijt the error term.

In a second specification we introduce the difference in GNP per capita
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13. Brun et al. (2002) argue that the standard barriers-to-trade function is misspecified and
propose a more general formulation that captures both variables that include country-specific
characteristics and variables that capture time-dependent costs (e.g., the price of oil). Since
here we are interested only in country-specific characteristics, time-dependent shocks are
captured by time dummies.

14. The index is itself a weighted sum of four indexes computed each year: road density,
paved roads, railway, and the number of telephone lines per capita.



DYij � [(Yi /Ni ) – (Yj /Nj )] in the equation, this additional variable presum-
ably capturing the effects of the regulatory gap across countries. If the reg-
ulatory-gap effect is important, one would expect a positive sign for �9.

15

For estimation purposes, equation (5) can be rewritten as

(6) ln Mijt � X ijt� � Zij � uijt with uijt � �ij � �ijt ,

where X(Z) represents the vector of variables that vary over time (are time
invariant) and a random error-component is used because the within-
transformation in a fixed-effects model removes the variables that are
cross-sectional time invariant. To deal with the possibility of correlation be-
tween the explanatory variables and the specific effects, we use the instru-
ment variable estimator proposed by Hausman and Taylor (1981). How-
ever, we also report fixed-effects estimates which correspond to the correct
specification under the maintained hypothesis (columns [1] and [2] of
table 5.4).

Because the null hypothesis of correlation between explanatory vari-
ables and the error term cannot be rejected, we reestimated the random-
effects model treating the gross domestic product (GDP) variables as en-
dogenous. The results are reported in columns (3) through (6) of table 5.4.
Coefficient estimates are robust and, after instrumentation, the coefficient
estimates are quite close in value to those obtained under the fixed-effects
estimates.

First note that all coefficients have the expected signs and, as usual in
gravity models with large samples, are robust to changes in specification.16

Notably, the dummy variables for infrastructure have the expected signs
and are highly significant. So is the real exchange rate variable, which cap-
tures, at least partly, some of the effects of trade liberalization that would
not have already been captured in the time dummy variables (not reported
here). Income variables are also, as expected, highly significant. Overall
then, except for the landlocked variables, which are at times insignificant,
all coefficient estimates have expected signs and plausible values.

Compare now the results between the panel estimates for all manufac-
tures—except polluting products—(column [5]) with those for the five pol-
luting industries (column [6]). Note first that the estimated coefficient for
distance is one-third higher for the group of polluting industries compared
to the rest of manufacturing.17 Second, note that the proxy for the regula-
tory gap captured by the log difference of per capita GDPs is negative for
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15. In a full-fledged model with endogenous determination of environmental policy,
Antweiler, Copeland, and Taylor (2001) obtain a reduced form in which the technique effect
(change in environmental policy) is captured by changes in income per capita.

16. We also experimented with other variants (not reported here) by including population
variables and obtained virtually identical estimates for the included variables.

17. One could note that the coefficient estimates on infrastructure are much higher for these
weight-reducing activities, which is also a plausible result signifying another brake on North-
South delocalization.
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nonpolluting manufactures (as one would expect from the trade-theory lit-
erature under imperfect competition where trade flows are an increasing
function of the similarity in income per capita) while it is insignificant
(though positive) for polluting industries. Now, if indeed the regulatory
gap can be approximated by differences in per capita GDPs across part-
ners, the presence of pollution havens would be reflected in a significant
positive coefficient for this variable.

Compositional effects for the coefficients of interest are shown in table
5.5. Nonferrous metals (and, to a lesser extent, iron and steel) stand out
with low elasticity estimates for distance. If one were to take seriously
cross-sector differences in magnitude, one would argue that the South-
North “reverse” (in the sense of the pollution-havens hypothesis) delocal-
ization of nonferrous metals according to comparative advantage in re-
sponse to the reduction in protection would have occurred because of
fewer natural barriers to trade. Of course, there are other factors as well to
explain the developments in these sectors, including the heavy protection
of these industries in the North.

The sectoral pattern of estimates for �9 indicates that the regulatory gap
would have had an effect on bilateral trade patterns for two sectors: non-
metallic minerals and iron and steel, and marginally for the pulp and paper
industry. Again, nonferrous metals stands out, suggesting no effect of dif-
ferences in the regulatory environment once other intervening factors are
controlled for.

In sum, the pattern of trade elasticities to transport costs obtained here
makes sense. Most heavily polluting sectors are intermediate goods, so
proximity to users should enter into location decisions more heavily than
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Table 5.5 Panel Estimates, by Industry

Equation (5)

Industry �1 �9

Nonpolluting industries –0.82** –0.06**
All polluting industries –1.12** 0.007

Pulp and paper (341)a –1.40** 0.08*
Industrial chemicals (351) –1.23** 0.03
Nonmetallic minerals (369) –1.21** 0.12**
Iron and steel (371) –1.12** 0.11**
Nonferrous metals (372)a –0.95** –0.04

aAn estimate of –1.40 [–0.95] implies that if trade flows are normalized to 1 for a distance of
1,000 km, a doubling of distance to 2,000 km would reduce bilateral trade volume to 0.38
[0.52].
**Significant at the 99 percent level.
*Significant at the 95 percent level.



customs goods that are typically high-value, low-weight industries that can
be shipped by air freight. Interestingly, after controlling for a number of
factors that influence the volume of bilateral trade, we find little evidence
of the presence of a regulatory gap, thus broadly supporting (indirectly)
the pollution-halo hypothesis.

5.5 Conclusions

Concerns that polluting industries would “go south” was first raised in
the late eighties, at a time when labor-intensive activities like the garment
industries were moving south in response to falling barriers to trade
worldwide. Such delocalization could be characterized as a continuous
search for “low-wage havens” by apparel manufacturers in an industry
that has remained labor intensive. Fears about pollution havens were al-
ready expressed at the time, notably because of the possible impact of the
regulatory gap between OECD economies where polluters paying more
would lead them to search for “pollution havens” analogous to low-wage
havens. Later, with the globalization debate, the hypothesis gained new
momentum by those who have read into globalization a breakdown of na-
tional borders, making it difficult to control location choices by multi-
nationals.

This paper started with a review of the now-substantial evidence sur-
rounding this debate, which can be classified in three rather distinct fam-
ilies. First, aggregate comparisons of output and trade trends based on a
classification of pollution industries based on U.S. emissions revealed
very marginal delocalization to the South. Second, firm-level estimates
of FDI location choices by and large found at best marginal evidence ei-
ther of location choice in the United States in response to cross-state dif-
ferences in environmental regulations, or of location choices by multi-
national firms across developing countries in response to differences in
environmental regulations. Reasons for this lack of response to the 
so-called regulatory gap were found in the third piece of evidence largely
assembled from developing-country case studies. Taking into account
political-economy determinants of multinational behavior in host coun-
tries and the internal trade-offs between leveling up emission standards
(to avoid dealing with multiple technologies) and cutting abatement ex-
penditures, overall this literature finds no evidence of havens, but rather
of “halos.”

Turning to new evidence, this paper drew on a large sample of countries
accounting for the bulk of worldwide production and trade in polluting
products over the period 1980–1998. Globally, we found that RCA in pol-
luting products by LDCs fell as one would expect if the environment is in-
deed a normal good in consumption. At the same time, however, the de-
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composition indicates that the period witnessed a trend toward relocation
of all (but one) polluting industries to the South. The exception was the re-
verse delocalization detected for nonferrous metals. We argued that this
reverse delocalization was as one would expect, according to a comparative-
advantage-driven response to trade liberalization in a sector where barri-
ers to trade turn out to be relatively small. Finally, in the aggregate, RCA
decompositions revealed no evidence of trade flows’ being significantly
driven by the regulatory gap, again with the exception of some positive ev-
idence for the nonmetallic and the iron and steel sectors.

Estimates from a panel gravity model fitted to the same industries
showed that, in comparison with other industries, polluting industries had
higher barriers to trade in the form of larger elasticities of bilateral trade
with respect to transport costs. These results confirm the intuition that
most heavy polluters are both weight-reducing industries and intermedi-
ates for which proximity to users should enter location decisions more
heavily than for customs goods (i.e., differentiated products) that are typi-
cally high-value products. Finally, after controlling for several factors that
influence the volume of bilateral trade, we find little evidence of the pres-
ence of a regulatory gap.

In sum, the paper provided some support for the pollution-havens hy-
pothesis, a result in line with several earlier studies reviewed here. Beyond
this result, the paper contributed to the debate by identifying a new expla-
nation for the less-than-expected delocalization that had been neither
identified nor quantified in the literature: relatively high natural barriers to
trade in the typical heavily polluting industries.

In concluding, one should however keep in mind two important caveats
with respect to the pollution-havens debate. First, like the rest of the liter-
ature reviewed in the paper, we only examined manufactures. This implies
that we did not take into account resource-extracting industries that may
have successively sought pollution havens. Second, even within the narrow
confines of trade-pattern quantification, a fuller evaluation of the debate
on trade, globalization, and the environment would also have to examine
the direct and indirect energy content of trade.

Appendix

This appendix describes the data, transformations, and sample represen-
tativity; gives sectoral tables corresponding to the aggregate results for all
polluting products given in tables 5.2 and 5.4 in the text; and does the same
for figures 5.1 to 5.3 in the text.
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Data Sources and Sample Representativity

The database is extracted from the Trade and Production Web site of the
World Bank (www1.worldbank.org/wbiep/trade/data/TradeandProduc-
tion.html) and covers the period 1976–1999 for sixty-seven countries. It in-
cludes ISIC three-digit data on imports, exports and mirror exports. For
the first five years and for the last year of the open-sample period, many
countries reported missing values. Moreover, mirror exports are only avail-
able since 1980. Therefore, a closed sample was defined over the years 1981
to 1998, with fifty-two countries (five low-income countries, twenty-five
middle-income countries, twenty-two high-income countries) reporting
nonmissing values for the three-digit trade data over this period. Cate-
gories of polluting products are presented in table 5A.1, and closed-sample
countries18 are listed in table 5A.2.

Sample Representativity

Open and Closed Samples

With respect to the open sample, and using the average trade shares for
1995–1996 (the years with the maximum amount of nonmissing values),
the closed sample represents about 95 percent of the open-sample trade.

Regarding the representativity of the open sample itself, this was esti-
mated using world trade data reported by the World Bank (2001). Results
are shown in table 5A.3. These figures may appear quite low. However, it
should be kept in mind that world trade figures used in these calculations
are, themselves, estimated. As a result, even in the original World Bank
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Table 5A.1 Categories of Polluting Products

ISIC Code Descriptiona

341 Paper and products (6)
351 Industrial chemicals (3)
369 Other nonmetallic mineral products (5)
371 Iron and steel (1)
372 Nonferrous metals (2)

Notes: Ranks in parentheses.
aMani and Wheeler (1999, table 8.1). As in Mani and Wheeler, we have excluded petroleum
refineries (ISIC = 353) from the sample.

18. Income groups were defined on the basis of 1991 GNP per capita figures. Following the
World Bank cut-off levels, the sample was split into three income groups: low- (income lower
than U.S.$635), middle- (between U.S.$635 and U.S.$7,910), and high- (larger than
U.S.$7,910) income countries.



data, the sum of exports and imports over 207 countries represent less than
100 percent of world totals (see last two columns of table 5A.3).

Income Groups

Similar world totals were not available for income groups. In this case,
world totals were estimated by the sum of exports or imports over all the
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Table 5A.2 Countries of the Closed Sample (1981–1998)

Low-Income Middle-Income High-Income

EGY Egypt ARG Argentina AUS Australia
HND Honduras BOL Bolivia AUT Austria
IDN Indonesia CHL Chile CAN Canada
IND India COL Colombia CYP Cyprus
NPL Nepal CRI Costa Rica DNK Denmark

ECU Ecuador ESP Spain
GRC Greece FIN Finland
GTM Guatemala FRA France
HUN Hungary GBR The United Kingdom
JOR Jordan GER Germany
KOR Korea, Republic of HKG Hong Kong
MAC Macau IRL Ireland
MAR Morocco ITA Italy
MEX Mexico JPN Japan
MYS Malaysia KWT Kuwait
PER Peru NLD The Netherlands
PHL The Philippines NOR Norway
POL Poland NZL New Zealand
PRT Portugal SGP Singapore
THA Thailand SWE Sweden
TTO Trinidad and Tobago TWN Taiwan
TUR Turkey USA The United States
URY Uruguay
VEN Venezuela
ZAF South Africa

Table 5A.3 Representativity of the Open and Closed Samples (%, using reported
world totals by the World Bank)

Open Sample Closed Sample Original Sourcea

Exports Imports Exports Imports Exports Imports

1981 48.8 44.3 48.7 43.7 81.5 81.3
1990 58.9 59.5 57.3 57.9 86.4 86.2
1998 63.6 66.3 60.5 63.6 94.5 94.5

Sources: Sample data and World Bank (2001).
aSum over the 207 countries reported in the World Bank database.



countries available in the World Bank source. To account for a maximum
number of nonmissing reporters, these calculations, whose results appear
in table 5A.4, are limited to year 1998.19

Generally speaking, representativity is larger for high-income countries
(and of course for the open sample). However, even for low- and middle-
income countries in the closed sample, the coverage of world trade is larger
than 50 percent (except for low-income countries’ imports).

Polluting Products

Similar calculations were not possible for polluting products, as world
trade data were not available at this level of disaggregation. However, a
very crude indicator of the representativity of the sample for these products
is simply the ratio of imports over exports, which should be equal to 1.0 in
case of complete coverage. These figures, along with their standardized
value obtained by dividing them by the import/export ratio for all products
in the sample, are reported in table 5A.5.

Overall, the ratio is reasonably close to 1.0, which suggests an acceptable
level of representativity for polluting products. The sectoral results appear
in tables 5A.6–5A.8, and in figures 5A.1 and 5A.2.

Table 5A.4 Representativity of the Open and Closed Samples by Income Groups 
(%, 1998)

Open Sample Closed Sample

Exports Imports Exports Imports

Low-income countries 64.6 61.4 52.1 46.8
Middle-income countries 74.9 72.2 56.4 56.1
High-income countries 92.8 92.9 92.8 92.9

All 88.3 87.5 84.1 83.7

Sources: Sample data and World Bank (2001).
Notes: Using calculated world totals (sum over the 207 countries reported in the World Bank
database).

Table 5A.5 Imports-over-Exports Ratios

Polluting Products All Products
(1) (2) (1) /(2)

1981 0.96 0.92 1.04
1990 1.11 1.03 1.08
1998 1.14 1.03 1.10
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19. Accordingly, it is a more recent classification of countries by income groups (based on
1999 GNP figures) that is applied in this particular table.



Table 5A.6 Shares of Developing Countries in World Trade

Polluting Products All Products Revealed Revealed
Comparative Comparative

Exports Imports Exports Imports Advantage Disadvantage
(1) (2) (3) (4) (1) /(3) (2) /(4)

Paper and Products (ISIC � 341)
1981–83 3.70 12.70 9.40 15.73 0.39 0.81
1996–98 9.55 19.92 15.93 18.67 0.60 1.07
Rate of growth 6.53 3.05 3.58 1.15

Industrial Chemicals (ISIC �351)
1981–83 5.11 21.55 9.40 15.73 0.54 1.37
1996–98 12.12 24.33 15.93 18.67 0.76 1.30
Rate of growth 5.92 0.82 3.58 1.15

Other Nonmetallic Mineral Products (ISIC � 369)
1981–83 11.42 22.33 9.40 15.73 1.22 1.42
1996–98 16.28 19.16 15.93 18.67 1.02 1.03
Rate of growth 2.39 –1.02 3.58 1.15

Iron and Steel (ISIC � 371)
1981–83 9.09 23.63 9.40 15.73 0.97 1.50
1996–98 18.38 26.85 15.93 18.67 1.15 1.44
Rate of growth 4.81 0.86 3.58 1.15

Nonferrous Metals (ISIC � 372)
1981–83 24.01 10.31 9.40 15.73 2.56 0.66
1996–98 22.91 17.88 15.93 18.67 1.44 0.96
Rate of growth –0.31 3.73 3.58 1.15

Table 5A.7 Decomposition of Aggregate Change in Revealed Comparative
Advantage (RCA) for Developing Countries

ISIC Total Change Composition Structural
Code in RCA Effect Effect

341 0.206 –0.060 0.266
351 0.216 –0.087 0.303
369 –0.193 –0.301 0.108
371 0.186 –0.260 0.446
372 –1.118 –0.529 –0.589



Table 5A.8 Gravity Equation: Hausman-Taylor Estimates

Mijt

Independent Variable POL-HT 341 351 369 371 372

ln(Yit ) 1.50** 1.26** 1.27** 1.69** 1.82** 1.91**
(19.4) (12.6) (16.39) (15.4) (16.5) (17.8)

ln(Yjt ) 0.92** 0.58 1.86** –0.58** –0.32* –0.16
(10.9) (5.0) (21.8) (5.0) (2.5) (1.3)

ln(Yit /Nit ) – ln(Yjt /Njt ) 0.007 0.08* 0.03 0.12** 0.11** –0.04
(0.3) (2.0) (1.1) (3.5) (2.7) (1.1)

ln DISTij –1.12** –1.40** –1.23** –1.21** –1.12** –0.95**
(17.7) (14.4) (19.1) (12.9) (7.9) (6.8)

BOR ij 1.30** 1.68** 1.15** 1.70** 0.96** 0.87
(5.5) (4.01) (4.6) (4.2) (2.8) (1.6)

LL i 0.49 0.52 –0.28 1.76** 2.79** 2.26**
(1.66) (1.0) (0.9) (3.4) (4.23) (3.3)

LLj –0.42** –2.48** –1.99** –4.39** –3.79** –2.48**
(1.22) (3.8) (5.4) (6.9) (4.25) (3.3)

ln INFit 0.46** 0.48** 0.43** 0.98** 0.51** 0.55**
(6.43) (5.1) (6.1) (9.3) (4.4) (4.9)

ln INFjt 0.64** 1.19** 0.26** 2.22** 1.43** 0.15
(7.7) (9.9) (3.0) (18.6) (9.9) (1.2)

ln RER ijt –0.40* –0.57** –0.35** –0.66** –0.71** –0.19**
(14.3) (14.3) (12.6) (16.3) (16.6) (5.1)

No. of observations 30,345 21,831 28,087 20,907 21,122 21,591
(NT )

No. of bilateral (N ) 2,300 2,017 2,240 1,970 1,938 1,956
R2 0.52 0.51 0.52 0.44 0.51 0.35
Hausman test HT 614.7** 413.1** 589.6** 13.7** 97.9** 182.5**

vs. Chi-2(K ) Chi-2(25) Chi-2(25) Chi-2(25) Chi-2(25) Chi-2(25) Chi-2(25)

Notes: Dependent variable: Mijt (imports of i from j in period t). T-student in parentheses. Time dummy
variables and constant term not reported. Random effect estimates (endogenous variables: Yi and Yj and
[Yi /Ni ] – [Yj /Nj ]).
**Significant at the 99 percent level.
*Significant at the 95 percent level.
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Fig. 5A.2 Beginning-of-period (1) and end-of-period (2) RCAs, by country group:
A, ISIC � 341; B, ISIC � 351; C, ISIC � 369; D, ISIC � 371; E, ISIC � 372



B

Fig. 5A.2 (cont.) Beginning-of-period (1) and end-of-period (2) RCAs, by 
country group: A, ISIC � 341; B, ISIC � 351; C, ISIC � 369; D, ISIC � 371; 
E, ISIC � 372
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Fig. 5A.2 (cont.) 



D

Fig. 5A.2 (cont.) Beginning-of-period (1) and end-of-period (2) RCAs, by 
country group: A, ISIC � 341; B, ISIC � 351; C, ISIC � 369; D, ISIC � 371; 
E, ISIC � 372
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Fig. 5A.2 (cont.) 
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Comment Simon J. Evenett

Although much commentary on the consequences of the latest wave of
international market integration has focused on economic matters, a vo-
cal and important element of the policymaking community has been con-
cerned with the environmental effects of globalization. With an eye to
journalistic and policymaking audiences, environmental critics of trade,
investment, and other reforms quickly coined two terms that have subse-
quently gained widespread currency, specifically the “pollution havens”
hypothesis and the “race to the bottom” hypothesis. These seemingly
plausible conjectures about how firms and governments behave in the glo-
bal economy have now been subject to considerable scrutiny by research-
ers, as the balanced and methodical paper by Grether and de Melo ably
demonstrates. It turns out that neither hypothesis is an accurate general
characterization of firm or government behavior; yet certain circum-
stances can be identified where these hypotheses might not be at odds with
observed behavior. This conclusion probably confirms what cautious ob-
servers from all camps have known all along, and serves the useful purpose
of taking some of the wind out of the sails of the more partisan commen-
tators.

In this comment I shall focus on the fourth section of Grether and de
Melo’s chapter, which attempts to quantify the effects of regulatory gaps on

Globalization and Dirty Industries: Do Pollution Havens Matter? 203

Simon J. Evenett is a university lecturer at the Said Business School, Oxford University, and
fellow of Corpus Christi College, Oxford.



international trade flows in selected nonpolluting and polluting industries.
One of the goals of their analysis is to examine whether higher interna-
tional transportation costs in polluting industries would—for a given reg-
ulatory gap—diminish the incentives for firms to relocate production from
the industrialized economies to the developing countries. The logic, ap-
parently, is that relocation would require shipping products from a pro-
duction location in a new, developing country to customers in industrial-
ized countries and that high international transportation costs would
erode (if not entirely offset) any cost advantage of shifting production to a
jurisdiction with less-stringent environmental regulations. Consistent with
this thesis, Grether and de Melo found that, in a traditional gravity equa-
tion framework, the (absolute value) of the estimated distance elasticities
were larger for five goods that are known to involve greater pollution dur-
ing production than a composite of other goods that are thought to involve
less pollution. In interpreting this finding, much turns on how convinced
one is that the estimated distance parameters are really picking up inter-
national transportation costs and not some other distance-related cost of
conducting international trade, such as the cost of acquiring information
at potential sales opportunities. Indeed, one might ask what the evidence
is that the latter costs are greater for products made in polluting industries.
In this regard, it is also worth noting Grossman’s (1998) skepticism about
the plausibility of the magnitude of estimated distance elasticities in grav-
ity equation studies.

In my view, the weakest aspect of Grether and de Melo’s analysis con-
cerns the construction and interpretation of the variable proxying for the
regulatory gap. Grether and de Melo use bilateral differences in per capita
national income to proxy for national differences in the stringency of envi-
ronmental regulation, an assumption that they justify by making reference
to a prediction of a theoretical model in Antweiler, Copeland, and Taylor
(2001). They then go on to examine whether the estimated parameter for
this proxy variable is a statistically significant determinant of bilateral
trade flows. In only two of the five polluting industries (nonmetallic min-
erals, and iron and steel) is the estimated proxy positive and statistically
significant (see the parameter estimates for �9 in table 5.5). Moreover, these
positive elasticities are remarkably small when compared to the size of the
estimated elasticities of the traditional gravity variables, such as national
income. Taking a unitary elasticity for national income (which is in line
with the relevant parameter estimates reported in table 5.4), in the case of
nonmetallic minerals the estimated elasticity on the regulatory gap term
implies that a 1 percent increase in this gap would have an effect on trade
flows equal to an eighth of the size of a 1 percent change in gross domestic
product of either trading partner. It would seem, then, in terms of the im-
pact on trade flows, that national differences in environmental regulation
have little economically significant effect on trade flows.
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Or do they? The interpretational problem arises from the fact, as
Grether and de Melo note, that in many trade models differences in per
capita national incomes are an independent determinant of international
trade flows—that is, independent of environmental regulation. Unfortu-
nately, the authors do not draw out the implications of this observation for
the interpretation of the estimated parameters. Essentially, the estimated
parameter on differences in per capita national incomes conflates the effect
on trade flows created by national differences in environmental regulations
with another independent determinant of trade flows. Worse, in the ap-
proach taken in this chapter, there appears to be no way to separate out
these two influences. This implies that the estimated parameter for per
capita income differences of –0.06 for nonpolluting manufacturing indus-
tries could include a small component that is due to regulatory gaps (say,
�0.02). Or the latter could be large (say, �0.7). The point is that we just
cannot tell how large the effects of the regulatory gap are. Consequently,
this chapter does not accomplish one of its own objectives, namely, to esti-
mate the effect of national differences in environmental regulation on in-
ternational trade flows. It would appear, then, that another proxy for those
national differences is called for if this hurdle is to be overcome in future
research.
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6.1 Introduction

An important correlate of recent extensions in international trade and
globalization has been the observation that in nearly all countries less-
skilled labor has fared less well than skilled labor. In some cases the wages
of the unskilled have fallen absolutely whereas elsewhere they have simply
increased much less rapidly. Likewise, while job opportunities for the
skilled have been increasing strongly, those for the unskilled have been
falling, frequently resulting in high involuntary unemployment rates
among them. At the same time, an important component of recent global-
ization has been the huge growth in vertical specialization—the comple-
tion of the different production stages of a good in different countries and
the international transportation of parts and components between coun-
tries. Moreover, the trends suggest that such “dividing up of the value
chain” is likely to become more important in future.

This paper asks whether these two phenomena are linked—in particu-
lar, whether vertical fragmentation has allowed firms to move unskilled-
labor-intensive activities away from industrial countries and toward less-
developed ones, and thus to reduce their demand for the relatively
expensive unskilled workers in the former. If so, globalization of this form
could explain the poor relative showing of unskilled labor in industrial
countries. This in turn suggests that the internal politics of trade liberal-
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ization and international investment will become more difficult and com-
plex, as the unskilled—already a major force in industrial-country trade
policy determination—become further detached from the increase in pros-
perity. Ultimately, such distributional consequences of globalization will
need to be addressed by governments, by means of complementary policies
or even by modifying the nature or extent of openness.

Strauss-Kahn (2002) sets forth theoretically the potential role of trade
(via international vertical specialization) in explaining an increase in the
within-industry share of unskilled labor. The present paper aims at assess-
ing empirically the magnitude of this vertical specialization effect. I first
show that international vertical specialization occurred in France over the
past two decades and then estimate its contribution to the observed within-
industry shift away from unskilled workers. Following Krugman’s (1995)
argument, I focus on employment rather than wages because of the partic-
ularly inflexible aspects of the French labor market (e.g., strong unions and
a high minimum wage). This choice will be discussed more extensively in
section 6.4. To determine the extent of international vertical specialization,
I build an index that measures the value of imported inputs embodied in
goods produced, using primarily data from input-output tables. The labor
data used in the regression analysis distinguish workers per occupation
within industry. All data come from the French National Institute of Sta-
tistics and Economic Studies (INSEE).1 I find that international vertical
specialization rose significantly over the period, from 9 percent in 1977 to
14 percent in 1993. A more limited index, restricted to inputs purchased
from the same aggregated sector as the good being produced, shows an in-
crease from 5 percent to 7.5 percent for the same period. I then show that
international vertical specialization has contributed from 11 percent to 15
percent of the decline in the share of unskilled workers in manufacturing
employment over the 1977–1985 period and for 25 percent of the decline in
the 1985–1993 period.

France features several relevant characteristics that make it a particularly
good case study. It has a large and diverse trading area because of (among
other factors) preferential trade agreements with Eastern European coun-
tries and former colonies. Moreover, free markets in France have dramati-
cally increased over the past three decades, as the European Union (EU) has
been enlarged from six to fifteen member states and the free movement of
goods, persons, services, and capital among members has been progressively
established. Because labor costs differ across member countries, this market
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integration has probably increased international vertical specialization be-
tween France and its partners. In addition, the high French unemployment
rate affects unskilled workers more than their skilled counterparts. The
skilled-unskilled unemployment rate differential in France widened in the
1980s, rising from 2.4 percentage points in 1981 to 7.6 percentage points in
1994.2 This increase in the unemployment rate of unskilled workers has been
accompanied by a decrease in the share of the unskilled in total employ-
ment, as labor demand has shifted away from unskilled workers. Accord-
ingly, many French citizens perceive international vertical specialization as
one of the main causes of unskilled unemployment. To my knowledge, the
accuracy of this belief has yet to be tested in any empirical work.

This paper is related to two strands of literature: one on vertical special-
ization and the other on the impact of trade on income distribution.
Campa and Goldberg (1997) study vertical specialization in Japan, the
United Kingdom, Canada, and the United States; Hummels, Ishii, and Yi
(2001) consider the French case among other countries in the Organization
for Economic Cooperation and Development (OECD). While both papers
focus on the magnitude and evolution of vertical specialization, they neg-
lect the effect of vertical specialization on the labor market. I also use a
different index of vertical specialization and a higher level of industrial dis-
aggregation than Hummels, Ishii, and Yi. In the large literature on trade
and income distribution, my work is closest to Feenstra and Hanson (1996,
1997), which estimate the impact of outsourcing (vertical specialization)
for the United States. They find that outsourcing made a significant con-
tribution in explaining the observed increase in the relative wages of skilled
workers during the 1980s.

The remainder of the paper is in five parts. Section 6.2 explains my mea-
sure of vertical specialization and the data used to construct it. It also pre-
sents results on vertical specialization levels and trends. In section 6.3, I
examine the accuracy of the index by carrying out two different variance
decompositions. Section 6.4 presents evidence on the within-industries
shift away from unskilled labor. In section 6.5, I estimate the impact of ver-
tical specialization on employment inequality through a regression anal-
ysis. Section 6.6 concludes.

6.2 The Index of Vertical Specialization

In order to assess the degree of vertical specialization across industries
and its evolution over time, I build and study an index denoted by V. The
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percent in 1981 to 5.9 percent in 1994. The gap for female unemployment rate per education
level is even larger. Data are from the OECD.



index is computed at the industry level and measures the share of imported
inputs embodied in production. I primarily use input-output tables that in-
clude sector-level data on inputs. Data for outputs, value-added, imports,
and consumption are derived from national account tables. All data come
from INSEE and encompass 100 sectors, among which 50 are of interest
for this paper.3 The database covers the 1977–1993 period. Input-output
tables provide the value of inputs used in production and distinguish be-
tween the different sources of supplies (i.e., the industries in which the in-
puts have been produced). However, these tables do not distinguish be-
tween domestically produced and imported inputs. In order to obtain an
estimate of the value of imported input from industry j used in producing
the output of industry i, I multiply the total value of inputs from industry
j used in producing the output of industry i, namely, qji , by the ratio of the
value of imported goods from industry j to the value of the domestic use of
goods from industry j, namely, mj , where domestic use includes use as final
goods, intermediate goods, and capital goods. Dividing this estimate of
imported inputs from industry j by the value of total production in indus-
try i, and summing this ratio for all the n industries with imported inputs
into industry i, yields the vertical specialization index for industry i,
namely, Vi .

(1) Vi � ∑
n

j�1

�
m

p
jq

i

ji
�

The fact that the import penetration ratio mixes final goods, intermedi-
ate goods, and capital goods limits the precision of the index. It is indeed
likely that the share of imported inputs in total consumption of intermedi-
ate inputs differs from the share of imported final goods in total consump-
tion of final goods. One might expect the first ratio to be lower than the sec-
ond due to quality/adequacy issues of international trade in intermediate
goods. If such is the case, the index of international vertical specialization
is overstated. However, because changes in variables are considered in the
regression analysis, this issue is not a significant concern. More impor-
tantly, it is likely that imports in intermediate goods do not vary across in-
dustries in the same proportion as imports in final goods over the period
considered. The manner in which this issue will bias the index, however, is
unclear. Given this limitation, the import penetration ratio is used as the
best available approximation of the share of intermediate-goods imports in
intermediate-goods consumption.

This index V seems to capture adequately any changes in production
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3. The 100 sectors are divided in six industries: agriculture, business, manufactures, min-
ing, services, and transportation. Agriculture, mining, and manufactures account for 90 per-
cent of traded goods and are the sectors covered in this study. Index V has been computed for
the services, transportation, and business sectors, however, and indicates low levels of verti-
cal specialization (under 5 percent in 1996).



structure toward more or less international vertical specialization (i.e., if V
increases then an industry becomes more vertically specialized). However,
in order to measure the impact of vertical specialization on unskilled labor
shares, I also calculate a modified version of the original index. The modi-
fied index only measures inputs purchased from the same aggregated sec-
tor as the good being produced. This provides information on the relative
extent of international intermediate-goods specialization within the same
industry. As most of the decline in unskilled labor shares occurred within
industries (see section 6.4), the modified index captures such an intra-
industry movement. The rationale of using the so-called limited index may
be illustrated as follows. If (to use a common example) the French auto-
mobile industry imports more steel, this will not affect French workers in
the automobile industry but rather those in the steel industry. In contrast,
if the French automobile industry imports more automobile parts, then
automobile workers will be affected—especially if the parts were formerly
made by the same company (or, at least, were purchased in France). The
limited index of vertical specialization, Vl, is constructed the same way as
V, with the input subscripts i and j belonging to the same aggregated sec-
tors (i.e., three-digit industry j belongs to two-digit industry i.)

In constructing the Vl index, I would ideally like to have firm-specific
data on the production process that included the amount of imported in-
puts in total production, among which are parts and components and also
contracts done by others. Such data would be more precise than the data
used here and would provide information on stages of production that are
located abroad. For example, many French-contracted goods involve do-
mestic design, marketing, and headquarter activities but are produced
abroad and then directly exported to their final destinations. Hence such
goods do not appear in the French input-output tables. This type of out-
sourcing, which tends to separate production and nonproduction activities
internationally, has dramatically increased over the past few decades.
Among the multitude of European- and U.S.-branded goods made abroad,
a typical example is Nike,4 which employs 2,500 persons for marketing
and headquarter activities in the United States and about 75,000 persons
for production activities in Asia. Firm-specific data are collected for the
United States in the Annual Survey of Manufactures.5 Unfortunately, equiv-
alent data do not exist for France. The unavailability of “contracts done by
others” data tends to reduce the level of international vertical specializa-
tion and therefore to underestimate its impact on the changes in the share
of unskilled workers. Nevertheless, I believe that Vl, using available data,
captures a significant part of the vertical specialization trend. One should,
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others.
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Table 6.1 Index V and Limited Index Vl of International Vertical Specialization:
Overall and Selected Results

1977 1993 % Growth

Index V
Overall 0.092 0.138 50.0

Apparel and other fabricated textile products 0.080 0.181 126.3
Synthetic fibers 0.164 0.323 96.9
Miscellaneous plastic products 0.155 0.303 95.5
Textile industries 0.097 0.188 93.8
Aircraft 0.129 0.239 85.3
Motor vehicles 0.084 0.154 83.3
Nonelectrical industrial machinery 0.093 0.169 81.7
Industrial chemicals 0.117 0.196 67.5
Farm machinery and equipment 0.083 0.137 65.1
Electronic computing equipment 0.081 0.123 51.9
Primary steel industries 0.143 0.216 51.0
Metalworking machinery 0.067 0.098 46.3
Wood product 0.093 0.074 –20.4
Iron mining 0.085 0.030 –64.7

Limited Index Vl
Overall 0.049 0.073 49.0

Miscellaneous plastic products 0.012 0.037 208.3
Apparel and other fabricated textile products 0.072 0.164 127.8
Textile industries 0.059 0.127 115.3
Synthetic fibers 0.136 0.279 105.2
Motor vehicles 0.039 0.079 102.6
Aircraft 0.107 0.212 98.1
Industrial chemicals 0.085 0.168 97.7
Electronic computing equipment 0.042 0.079 88.1
Farm machinery and equipment 0.028 0.047 67.9
Nonelectrical industrial machinery 0.049 0.080 63.3
Metalworking machinery 0.015 0.024 60.0
Primary steel industries 0.139 0.208 49.6
Wood product 0.084 0.059 –29.8
Iron mining 0.016 0.004 –75.0

however, keep in mind that Vl represents the lower bound of the potential
magnitude of international vertical specialization.

Table 6.1 presents overall estimates of the level of international vertical
specialization as measured by V and Vl, as well as sectoral results for se-
lected industries. It also shows growth rates in the indexes for the 1977–
1993 period. Overall, V increases from 9 percent to 14 percent, which rep-
resents more than a 50 percent growth over the period. Campa and Gold-
berg (1997) computed a similar measure of vertical specialization for the
1974–1993 period for the United States and other countries. They found
that V rose from 4 to 8 percent in the United States, from 16 to 20 percent
in Canada, and from 13 to 22 percent in the United Kingdom. Japan, in



contrast, experienced decreasing vertical specialization, with V falling
from 8 to 4 percent. My growth rate estimates for France are roughly sim-
ilar (although somewhat lower) than Campa and Goldberg’s estimates for
the United Kingdom when their longer-coverage period is taken into ac-
count. This similarity may be explained by the fact that the two countries
have several common features (European countries, part of the EU, size,
etc.). Moreover, Campa and Goldberg use more aggregated data (about
twenty sectors) than in this paper and do not include the agricultural sec-
tor in their calculation, which tends to increase the index’s value.6 Hum-
mels, Rapoport, and Yi (1998) and Hummels, Ishii, and Yi (2001) consider
the value of imported inputs embodied in goods that are exported. Their
measure, although more limited than mine, gives a useful estimate of ver-
tical specialization in goods sold abroad. However, my index measures the
shift in labor demand whether the final good is exported or consumed do-
mestically. Their index shows a rise in vertical specialization in France
from 18 percent in 1972 to 24 percent in 1990. Two factors inflate their in-
dex compared to mine. First, Hummels and colleagues take into account
the imported inputs embodied in domestic inputs purchased. Second, sec-
tors featuring the highest share of imported inputs are relatively more ex-
port-oriented (the correlation between the levels of vertical specialization
and the level of export orientation is 0.45).7 This observation supports the
idea of undertaking vertical specialization for cost-advantage reasons,
since export-oriented sectors must be competitive in international markets.

In examining V by sector, two broad relationships emerge.8 First, the
level of vertical specialization varies widely across sectors. Although cer-
tain industries experience a rapid increase, V declines in a number of in-
dustries (e.g., iron mining or wood products). Second, the sectors most
affected by international vertical specialization in France (in level as well
as in trend) tend to be the same than in other countries. In France, among
the industries that experience the greatest rise (for a significant level of V )
are chemicals and allied products (drugs and medicines, industrial chemi-
cals, soaps and cosmetics, and synthetic fibers); electronic computing
equipment; nonelectrical industrial machinery; textiles (apparel and other
fabricated textile products, footwear industries, leather and leather prod-
ucts, and textile industries); transportation equipment (aircraft, motor
vehicles, and ship and boat building); and rubber and plastics products.
These findings are consistent with those of Hummels, Rapoport, and Yi
(1998), Hummels, Ishii, and Yi (2001), and Campa and Goldberg (1997)
for other industrial countries.
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6. Omitting the agricultural sector, the French vertical specialization rises from 10 percent
in 1977 to 16 percent in 1993, with a growth of 67 percent.

7. Author’s calculation.
8. Table 6.2 reports the index for selected representative sectors. Results for all sectors are

available upon request.



Results obtained with the restricted measure of international vertical
specialization are also reported in table 6.1. Overall, Vl increases from 5
percent in 1977 to 7.5 percent in 1993, a 49 percent growth over the period.
As would be expected, Vl is lower than V across all sectors. Certain sectors,
however, exhibit significantly high limited vertical specialization index and
growth in limited vertical specialization. Such sectors belong to the chem-
icals and allied products industries, transportation equipment industries,
machinery industries, and textile industries. In these sectors it is apparently
relatively easy to “divide up the value chain” and import inputs from
abroad.

Distinguishing international vertical specialization by regional source of
imported inputs provides interesting results. In disaggregating these im-
ports into OECD versus non-OECD import sources I find that the levels
and growth rates of the overall V and Vl can be mainly imputed to OECD
imports.9 In fact, 79 percent of international vertical specialization is at-
tributed to OECD countries in 1977, and 85 percent in 1993. Breaking the
results down by subperiods reveals that vertical specialization involving
OECD countries accounts for 100 percent of the growth in vertical special-
ization for 1977–1985, but only 80 percent for 1985–1993. The importance
of vertical specialization involving OECD countries reflects the French pat-
tern of trade.10 However, results on trends are more significant. While im-
port growth rates declined during the 1977–1993 period—from 64 percent
for the 1977–1985 period to 42 percent for the 1985–1993 period—interna-
tional vertical specialization growth rates increased over the period. Import
growth rates from OECD countries show a similar declining trend as total
import growth rates. Growth rates in vertical specialization involving
OECD countries reached 27 percent in the two subperiods. More impor-
tantly, whereas imports from non-OECD countries grew by 58 percent from
1977 to 1985, vertical specialization involving nonmember countries did
not increase. However, for 1985–1993, imports from non-OECD countries
grew by 54 percent, with V and Vl increasing by 16 percent and 21 percent,
respectively. This suggests that, in the second period, imports from non-
OECD countries became more oriented toward sectors that vertically spe-
cialize. Sectoral decomposition of the international vertical specialization
index shows a dramatic growth in V and Vl from non-OECD countries in
electronic computing equipment, office and computing machinery, and all
the textiles industries. It is plausible that some issues specific to trade in in-
termediate inputs, such as quality or adequacy of products along the pro-
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9. The OECD data used in this paper cover only those countries that were members prior
to 1994 (i.e., the data exclude the Czech Republic, Hungary, Mexico, Poland, and South
Korea).

10. About 84 percent of French imports came from OECD countries during 1977–1993,
with this share being stable over the period.



duction chain, became less important over time as communication (and
thereby monitoring) was eased. Further research on patterns of trade and
vertical specialization according to source countries would be of great in-
terest. However, such research is beyond the scope of this paper, which fo-
cuses more specifically on the broad impact of international vertical spe-
cialization on French employment shares of unskilled and skilled workers.11

6.3 Is the Index a Good Measure of International Vertical Specialization?

The index of international vertical specialization aims at capturing
changes caused by the relocation of different stages of production across
countries. International vertical specialization is hence expected to occur
at the industry level and to increase international trade. Thus, it is impor-
tant to verify (a) that the index captures the change in intensity of a sector’s
vertical specialization (and not the variation in sector composition of total
production) and (b) that it reflects a variation in the share of imported in-
puts in production for a given level of inputs (and not a variation in the use
of inputs independently of the supply’s source).

A rise in V or Vl could be due simply to an increase in production shares
of highly vertically specializing sectors relative to production of other sec-
tors. I check for this possibility by decomposing the variance of V and Vl.
The change in these indexes for the 1977–1993 period is decomposed into
the variation in intensity of a sector’s vertical specialization (the within
component) and the variation in sector share of total production (the be-
tween component):

�V � � ∑
n

i�l

�iVi � ∑
n

i�l

��i �Vi � ∑
n

i�l

V�i ��i ,

where �i is industry i’s share of total manufacturing production at time t.
(Henceforth, a bar over a variable denotes the mean value over the consid-
ered period.)

Overall results of this variance decomposition are summarized in table
6.2.12 The between-and-within sector decomposition of the rise in vertical
specialization is indicated for the entire period 1977–1993 as well as for the
subperiods 1977–1985 and 1985–1993. The column labeled “Total” reports
the annual percentage-point increase in vertical specialization. A compar-
ison of the rates between periods shows an acceleration over time. In terms
of V (Vl ), the rise in vertical specialization occurred at a rate of 0.20 (0.10)
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11. Note that the importance of vertical specialization with OECD countries does not
affect its potential impact on unskilled and skilled labor shares. Within the OECD, differences
in labor costs could lead France to relocate its unskilled-intensive activities to lower-wage
countries (e.g., southern European countries).

12. Detailed results across sectors are available upon request.



percentage points per year during the 1977–1985 period and increased to
0.31 (0.17) percentage points per year during the 1985–1993 period.

The within component dominates in both periods, accounting for 0.20
(0.09) of the 0.20 (0.10) percentage point per annum increase in vertical
specialization for V (Vl ) in the 1977–1985 period and for all the accelera-
tion between the two periods. Over all sectors, the within component of the
variance decomposition accounts for almost 98 percent (101 percent) of
the total variation in vertical specialization indexes for 1977–1993. The in-
crease in V and Vl is thus due mainly to an increase in the individual sec-
tor’s vertical specialization intensity.

I also want to determine if the observed vertical specialization is inter-
nationally oriented. The growth in V and Vl could actually be caused ei-
ther by an increase in the use of inputs from all sources or by a shift from
domestically produced inputs to imported inputs. Obviously, vertical spe-
cialization affects the domestic labor market only if it occurs internation-
ally, substituting foreign for French labor. For this purpose, I decompose
the variance of the index of vertical specialization by industry into the
variation in the use of production inputs, independently of the supply’s
sources (the within component) and the variation in share of imported in-
put in production for a given level of inputs (the between component):

(3) �Vi � ∑
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j�1

m�j ���
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where Vi is the level of vertical specialization in sector i, mj is the import
penetration ratio of industry j, qji is the value of inputs from industry j used
in the production of industry i, pi is the value of total production in indus-
try i, and n is the number of industries considered.
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Table 6.2 Industry/Sector Decomposition of the Rise in International
Vertical Specialization

Between Within Total Within/Total

V
1977–1985 0.00 0.20 0.20 101%
1985–1993 0.01 0.30 0.31 97%
1977–1993 0.01 0.27 0.27 98%

Vl
1977–1985 0.00 0.09 0.10 98%
1985–1993 –0.01 0.18 0.17 105%
1977–1993 0.00 0.14 0.14 101%

Sources: National Institute of Statistics and Economic Studies (1977–1992, 1977–1996,
1993–1996) and author’s calculations.
Notes: The “Total” columns report the sum of the within and the between components. Due
to rounding, total numbers vary slightly across tables.



Overall results of this decomposition are presented in table 6.3.13 The
between component, which corresponds to a rise in foreign outsourcing,
accounts for all the increase in vertical specialization in each period, and
thus, for all the acceleration. As measured by V (Vl ), it increases from 0.23
(0.11) percentage points per year during the 1977–1985 period to 0.31
(0.19) percentage points per year during the 1985–1993 period. The within
component, which captures the annual rate of change in outsourcing from
all sources, is negative and stable over the entire period.

The variance decompositions indicate that vertical specialization occurs
within-industry and internationally. While results from the second decom-
position are in accordance with the findings of Thesmar and Thoenig
(2002), the fact that we do not observe any decrease in the use of inputs from
all sources (the within component) is somewhat surprising. However, sec-
toral results show that this feature varies widely across industries. In most
machinery, textile, and transportation industries, the within component ac-
counts for a significant share of vertical specialization (i.e., these industries
outsource more of their inputs independently of the supply source). For ex-
ample, the within component represents 20 percent of total change in the
footwear industry and 30 percent in the motor vehicles industry. In contrast,
most agriculture and mining industries show a negative within component,
suggesting that these industries have become increasingly self-sufficient over
time. Technological progress could explain part of this latter development,
as new machines and techniques may allow firms to produce goods that
would have been outsourced otherwise. Excluding the agriculture and min-
ing sectors changes the overall decomposition results. The between compo-
nent now accounts for only 93 percent of the total change. In any case, these
results suggest that most of the vertical specialization occurs internationally
as imports substitute for inputs outsourced from other domestic firms.
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13. Sector results are available upon request.

Table 6.3 Source Decomposition of the Rise in International Vertical
Specialization: Domestic versus Foreign

Between Within Total Between/Total

V
1977–1985 0.23 –0.02 0.21 112%
1985–1993 0.31 –0.01 0.30 103%
1977–1993 0.30 –0.02 0.27 108%

Vl
1977–1985 0.11 –0.01 0.09 114%
1985–1993 0.19 –0.01 0.18 103%
1977–1993 0.16 –0.01 0.14 108%

Sources: See table 6.2.
Notes: See table 6.2.



6.4 The Within-Industry Shift Away from Unskilled Workers

An analysis of the declining intraindustry share of skilled to unskilled
workers or of the widening wage gap between skilled and unskilled work-
ers requires explaining both supply and demand factors. However, there is
evidence that changes in the relative supply of skilled to unskilled labor did
not play a major role. In most industrialized countries, the share of skilled
workers in the labor force rose over the period being studied. For example,
the ratio of low- to high-educated workers in the French population de-
creased from 6.6 in 1981 to 2.7 in 1994; for the United Kingdom, the de-
cline is from 3.6 in 1984 to 1.3 in 1994.14 One would expect this change in
relative supply to be reflected by a decline in the relative wage of skilled
workers and an increase in the ratio of skilled to unskilled workers across
industries. Hence, the observed increase in wage premia for skilled work-
ers seems to refute the hypothesis of predominant supply-side effects on
wage inequality. Moreover, although the supply of unskilled workers fell
relative to the supply of skilled workers, evidence on the employment/pop-
ulation ratio for these two groups indicates a relative decline for unskilled
workers. For example, in France the difference in the employment-
population ratio for highly skilled versus less skilled workers increased by
more than 11 percentage points over the 1981–1994 period.15 Therefore, in
analyzing these changes, I focus on the demand side of the labor market.

In this paper, I focus on the employment shares of skilled versus un-
skilled workers. Although it could be argued that one should focus on the
change in the relative wages (earnings) of these two groups, I believe that
changes in employment shares is the more appropriate variable to analyze
in considering the French case. Over the past three decades the French
earnings dispersion between skilled and unskilled workers did not signifi-
cantly rise, whereas France’s employment share of skilled workers in-
creased dramatically. This behavior of relative wages is common to most
continental European countries and differs greatly from the U.K. and U.S.
experience. Data from the OECD Employment Outlook (1996, 1997) show
the trends: earnings dispersion (as measured by the ratio of the upper earn-
ings limit of the 9th decile of workers to the 1st decile) shows a significant
increase in the United States and the United Kingdom over the 1970–1995
period, while it is stable for France and for most continental European
countries.16 Moreover, employment-share differentials between more-
educated and less-educated workers rose by 95 percent for the 1981–1994
period in France yet increased by only 28 percent in the United States and
48 percent in the United Kingdom for equivalent periods. This suggests
significant factor-price rigidities in the French labor market and the strong
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14. A low level of education corresponds to levels up to lower secondary education. A high
level of education corresponds to levels up to tertiary education.

15. All data in this paragraph are from the OECD Employment Outlook (1997).
16. This feature is robust to the choice of deciles.



role of institutions and regulations. In fact, strong unions and a high min-
imum wage have probably compressed wage dispersion in continental Eu-
rope and have induced instead an increasing employment-share differen-
tial. Hence, following Krugman (1995), I believe that in Europe the effects
of trade are manifested mainly in changes in industry employment shares
of less-educated (unskilled) versus more-educated (skilled) workers.

If firms vertically specialize to take advantage of labor-cost differentials
across countries, the skilled-unskilled relative demand for labor should
change within industries. In relatively high-skill countries (such as France),
the share of unskilled workers within industries should decrease as firms
outsource their unskilled-intensive stages of production. In fact, vertical
specialization, as well as skill-biased technological change, shift the skill
composition of labor demand within industries. In contrast, trade in final
goods shifts the skill composition of labor demand between industries:
from unskilled-intensive to skilled-intensive industries. A variance decom-
position analysis of the aggregate shift away from unskilled labor indicates
which of these effects has been dominant in France during the past two
decades. Following Berman, Bound, and Griliches (1994), the change in
the aggregate share of unskilled workers in total employment is decom-
posed into the change in the allocation of employment across industries
(the between component) and the change in the allocation of employment
within industries (the within component):

(4) �E � ∑
n

i�j

E�i �si � ∑
n

i�l

s�i �Ei ,

where si is the employment share of industry i at the national level. The E
term denotes the aggregate share of unskilled workers, that is, 

E � ∑
n

i�l

Eisi , 

where Ei is the share of unskilled workers in industry i.
Table 6.4 reports the within-and-between components of the change in

Globalization and the Shift Away from Unskilled Workers 221

Table 6.4 Industry/Sector Decomposition of the Decline in the Share of
Unskilled Workers

Between Within Total Within/Total

All sectors
1977–1985 –0.24 –0.40 –0.65 63%
1985–1993 –0.21 –0.48 –0.69 70%
1977–1993 –0.23 –0.44 –0.67 65%

Manufacturing sectors
1977–1985 –0.08 –0.49 –0.57 86%
1985–1993 –0.06 –0.43 –0.50 88%
1977–1993 –0.08 –0.46 –0.53 86%

Sources: Author calculation; Cortes and Jean (1997) database.



the aggregate share of unskilled workers for the entire economy and for the
manufacturing sector. Over all sectors, the shift away from unskilled labor
occurs at a rate of 0.65 percentage points per year for 1977–1985 and ac-
celerates to 0.69 percentage points per year for 1985–1993. The annual rate
of decrease is lower when only the manufacturing sector is considered (0.53
percentage points per year over the entire period) and shows a deceleration
between the two periods.

The within component strongly dominates in each period. In the manu-
facturing sector, for example, it accounts for 0.46 percentage points of the
0.53 percentage points per annum decrease. The within-industry shift away
from unskilled workers accounts for 86 percent of the fall in demand for
this type of worker in total manufacturing employment.

To explain the change in the employment shares of unskilled and skilled
workers, one must therefore focus on factors that affect the within-industry
employment structure. As mentioned earlier, vertical specialization and
skill-biased technological progress are the most likely explanatory fac-
tors.17

6.5 Estimation of the Impact of Vertical Specialization 
on the Labor Market

The contribution of vertical specialization to the observed decrease in
the within-industry share of unskilled workers is assessed through a re-
gression analysis. An appropriate way to do so is to estimate a cost func-
tion. Following Berman, Bound, and Griliches (1994) and Feenstra and
Hanson (1996, 1997), I estimate a cost-share equation of a translog func-
tion. This specification allows using the within-industry share of unskilled
workers as a dependent variable in a regression that estimates the parame-
ters of the cost function. Related studies in the literature use instead the
level change in the share of less-skilled workers in industry wage bill. While
it is theoretically a more appropriate regressand, as it results directly from
the short-run cost-minimization problem of firms which face a translog
production technology, I believe that using level change in the share of less-
skilled workers in industry employment is appropriate for France. As al-
ready discussed in the previous section, relative wages of unskilled to
skilled workers in continental European countries such as France have
been relatively stable over the period and thus the main impact of vertical
specialization has been on changing the employment share of unskilled
workers within industries. Brown and Christensen (1981) also show that,
with such a specification, level data can be used for quasi-fixed factors.
This allows me to use quantity data for the quasi-fixed factor (i.e., capital)

222 Vanessa Strauss-Kahn

17. In the rest of the paper, the limited measure of international vertical specialization is
used in all the calculations, although it will be referred to as vertical specialization.



instead of price data, which are rarely available. Thus, the specification for
estimating the change in the share of unskilled labor in industry i over the
time period t, namely, �Eit , is

(5) �Eit � �0 � �1� ln��
W

W
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i

t

t
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� �4�Vit � �5PDt � εit.

Here, for each period t, Ei is the share of unskilled workers in industry i,
Wui /Wsi represents the relative wages of skilled to unskilled labor in indus-
try i, Ki is industry i’s level of capital utilization, Yi is industry i’s level of
gross output, Vi is industry i’s level of vertical specialization, and PD is a
period dummy.

The sign of the coefficient on the (logarithmic) relative wage, �1, is am-
biguous and depends on the elasticity of substitution between skilled and
unskilled labor. The coefficient on the (logarithmic) share of capital in pro-
duction, �2, should be negative owing to the substitutability between capi-
tal and unskilled labor. Similarly, the coefficient on the (logarithmic) level
of output, �3, is expected to be negative. The output regressor controls for
industry scale, and I expect firms to take the opportunity of increased pro-
duction to decrease their shares of unskilled labor. Such an outcome is
likely in a rigid labor market such as the French one, where layoffs are cum-
bersome and costly. The coefficient on the (logarithmic) index of interna-
tional vertical specialization, �4, should have a negative sign because
French and foreign unskilled labor are supposedly substitutes, and vertical
specialization should take place to exploit lower unskilled labor cost
abroad. The measure �0, of cross-industry changes (including technologi-
cal progress and institutional change), is expected to be negative. Finally,
�0 � εi represents industry-specific changes.

Following Berman, Bound, and Griliches (1994), I assume that, al-
though there might be some industry-specific mixes of skill types, the rela-
tive price of labor does not vary across industries. Then, to avoid endo-
geneity problems, I omit relative wages from equation (5). This omission
should affect only the constant term. Thus, the estimated regression is

(6) �Eit � �0 � �1� ln��
K

Yi

i

t

t
�� � �2� ln Yit � �4PDt � εit.

Endogeneity problems may arise when estimating equation (6), since
changes in the dependent variable and changes in capital utilization may
be correlated. There are, indeed, factors (such as computer innovations),
that could simultaneously affect the share of unskilled workers in total em-
ployment and the level of capital. Consequently, the independent variable
Kit and the unexplained change in the share of unskilled labor (captured in
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εi ) could be correlated. This is a serious issue because the correlation might
significantly bias the slope estimates. Two different approaches are consid-
ered to address this problem.

For the capital variable, I use both net capital stock and electricity con-
sumption as proxies. Net capital stock data, provided by INSEE, are con-
structed according to the rule of perpetual inventories. This method pro-
vides estimated data on net capital stock which are measured with error.
More importantly, French data on net capital stock are not available at
high levels of industrial disaggregation—a restriction that limits the esti-
mation possibilities.18 I therefore use electricity consumption as a proxy for
capital at the three-digit industry level. This strategy was first used by
Griliches and Jorgenson (1967) and thereafter by (among others) Costello
(1993) and Burnside, Eichenbaum, and Rebelo (1995). All these authors
argue that electricity consumption is a good measure of capital utilization,
and Anxo and Sterner (1994) offer convincing proof in a paper devoted to
the issue. Regression analysis performed with both measures of capital at
the two-digit industry level confirms that the choice of the proxy used for
capital does not significantly affect the results.

Assessing endogeneity therefore implies considering both capital stock
and electricity consumption as measures of capital. Following Berman,
Bound, and Griliches (1994) I assume that, when net capital stock is used,
the endogeneity bias should not be significant because investments in cap-
ital and change in the share of unskilled workers should not have the same
timing, since new investments last several years. I also instrumentalize elec-
tricity consumption by its lagged values to verify that it is not an endoge-
nous variable. Past electricity consumption is, a priori, a good instrument
since it is not affected by current innovation and since it is correlated (at
more than 30 percent) with current electricity consumption. Estimations
(not reported here but available upon request) show that the effect of
changes in electricity consumption on changes in the unskilled share in em-
ployment is robust with respect to the instrumentation. A Hausman test
confirms that electricity consumption is nonendogenous.

Determining the appropriate data to be used for Y is also a concern. Two
potential candidates are value-added and gross output. Berman, Bound,
and Griliches (1994) use value-added, since labor and capital are the only
independent variables in their specification. Feenstra and Hanson (1996,
1997) include a measure of outsourcing as regressor but also equate Y to
value-added.19 Equation (6) introduces data on material inputs other than
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18. Data on net capital stock exist at the two-digit standard industrial classification (SIC)
level, whereas data on all other variables are available at the three-digit SIC level. The French
nomenclature differs slightly from the American; the SIC terminology is used for simplicity.

19. Berman, Bound, and Griliches (1994), as well as Feenstra and Hanson (1996, 1997),
equate Y to value-added. However, because of the unavailability of certain price deflators,
these authors use shipment in their empirical estimates. Consequently, using value-added and
gross output interchangeably when performing the regression analysis does not seem to be an
issue of major concern.



capital and labor (recall that vertical specialization is the share of imported
inputs in production). Hence gross output would seem to be a more ap-
propriate measure for Y. However, results are robust to the use of value-
added.20

It is necessary to control for the output level in equation (6). Wald tests
performed on equation (6) strongly confirm that omitting Y would mis-
specify the model, as the null hypothesis of an insignificant Y is systemat-
ically rejected at the 1 percent significance level. The output level controls
for industry scale. Such control is especially important owing to the
French labor market’s inflexibility. Firms willing to alter their shares of
unskilled to skilled labor encounter difficulties in laying off workers be-
cause of strong unions and protective labor laws. Hence, changes in the
share of unskilled labor in employment often occur as firms increase pro-
duction.

Endogeneity of output is also considered as a potential issue. I therefore
perform an instrumental-variables estimation using the lagged value of Y as
the instrumental variable. (Table 6.7 reports results for standard and in-
strumental-variables estimation over the 1982–1987 and 1987–1992 periods
combined.) The coefficient for output varies across specification; however
(and more importantly), the international vertical specialization coeffi-
cient is not greatly affected by the change in specification.

Finally, I consider the possibility of multicollinearity. The tests for cor-
relation between output and vertical specialization and for correlation be-
tween output and capital utilization do not show any evidence of multi-
collinearity (the correlations are always under 0.7 and include some
extremely low levels, depending on the considered data).

Data are weighted by the industry’s average share in total manufactur-
ing employment over each period. A weighted least-squares estimation is
conducted, which considerably reduces the industry-specific heteroskedas-
ticity. The weights have been chosen so that, over each period, summing up
the dependent variables gives the total within-industry change. I estimate
the slope parameters by running equation (6) over the 1977–1985 and
1985–1993 periods combined. Variables are in annual changes averaged
over the corresponding period.21 Both OECD and non-OECD measures of
international vertical specialization are considered. Robustness is checked
by extending the time period to three subperiods: 1977–1982, 1982–1987,
and 1987–1992. Further exploitation of the time-series properties of the
data could give misleading results, since the long-run change relationship
may not be isolated from business-cycle effects.22

Table 6.5 gives the annual rates of change in the (logarithmic) variables
for the three-digit industry sample. As reported in section 6.4, we observe
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20. All the estimations were conducted using value-added. Results are not reported in this
paper but are available upon request.

21. For example, averaged over the 1977–1985 period for the 1977–1985 change.
22. Results are available upon request.



an annual within-industry decrease in the share of unskilled workers in to-
tal employment, with a deceleration in the second period. This share de-
creases at a rate of 0.49 annual percentage points in the first period and of
0.44 annual percentage points in the second period. The annual growth
rate of production rises over time, and production becomes more capital-
intensive in both periods regardless of the measure chosen to proxy capi-
tal. However, while the growth rate of net capital stock used in production
rises over the two periods (results obtained at the two-digit industry level),
the electricity used in production increases at a decreasing rate. Most no-
tably, vertical specialization increases over both periods with an accelera-
tion over time. The growth rate of vertical specialization is 0.094 percent
per year for 1977–1985 and 0.185 percent per year for 1985–1993. Finally,
the table shows that the growth rate in vertical specialization involving
non-OECD countries is actually slightly negative in the first period and is
lower than growth in vertical specialization from OECD countries in both
periods.

The regression results for equation (6) are presented in tables 6.6 and 6.7.
In table 6.6, the subperiods 1977–1985 and 1985–1993 are combined; in
table 6.7, the subperiods 1982–1987 and 1987–1992 are combined. Estima-
tions are made using net capital stock at the two-digit Standard Industrial
Classification (SIC) level and using electricity consumption at the three-
digit SIC level. Specification (1) in table 6.6 reports unweighted estimates
based on the two-digit industry sample, while specification (2) reports un-
weighted estimation using the three-digit industry sample. Specifications
(3) and (4) provide the corresponding weighted estimates. In specifications
(4), (4�), and (4	), results are reported for all countries combined, OECD
countries, and non-OECD countries, respectively. In table 6.7, the instru-
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Table 6.5 Mean Rate of Change of Variables

1977–1985 1985–1993

� Eu –0.485 –0.435
� ln(Kelc /Y ) 2.345 1.905
� ln(Y ) 0.954 1.060
� V 0.094 0.185
� Voecd 0.102 0.146
� Vnoecd –0.008 0.039

Sources: Author calculations; Cortes and Jean (1997) database for labor data; and National
Institute of Statistical Economic Studies (1977–1992, 1977–1996, 1993–1996) for data on out-
put capital, and vertical specialization.
Notes: Data are weighted by the industry share of unskilled employment in total manufac-
turing employment. The sample consists of 50 three-digit industries. Variables are defined as
follows: �Eu � 100 
 annual change in unskilled workers’ share of total employment;
� ln(Kelc /Y ) � 100 
 annual change in ln([electricity consumption] / [real output]); � ln(Y ) �
100 
 annual change in ln(real output); and �V � 100 
 annual change in vertical specializa-
tion.



mental-variables estimations are presented. Specifications (5), (5�), and
(5	) provide estimates of the variables for all countries combined, OECD
countries, and non-OECD countries using current output value for Y,
whereas specifications (6), (6�), and (6	) utilize lagged values of output as
the instrumental variable for Y.23

In all specifications, the coefficient of international vertical specializa-
tion, which ranges between –0.408 and –0.857, is statistically and econom-
ically significant. The decomposition by country source of imports shows
similar features. Results on capital utilization are ambiguous. In most (but
not all) cases, coefficients have the expected negative sign, which reflects
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Table 6.6 Regression Results: 1977–1993

Specification

(1) (2) (3) (4) (4′) (4″)

� ln(K/Y ) 0.008 –0.014 –0.028 0.002 0.001 0.004
(0.034) (0.015) (0.030) (0.015) (0.016) (0.015)

� ln(Y ) –0.063*** –0.032*** –0.126*** –0.082*** –0.079*** –0.081***
(0.025) (0.012) (0.029) (0.02) (0.02) (0.021)

�V –0.511** –0.703*** –0.857*** –0.584***
(0.282) (0.225) (0.331) (0.180)

�Voecd –0.690***
(0.196)

�Vnoecd –1.175**
(0.552)

Constant –0.348*** –0.301*** –0.291*** –0.357*** –0.342*** –0.428***
(0.073) (0.067) (0.064) (0.065) (0.065) (0.054)

1985–1993 –0.052 –0.093 0.138* 0.114 0.091 0.126*
(0.095) (0.084) (0.090) 0.091 0.093 0.093

Adjusted R2 0.123 0.091 0.453 0.438 0.423 0.415
Contribution V

1977–1985 15% 11% 15% 0%
1985–1993 26% 25% 23% 10%

N 44 100 44 100 100 100

Sources: See table 6.5.
Notes: The dependent variable is the annual change in ratio of unskilled employment to total employ-
ment. Regressions are weighted by the average share of industry employment in total manufacturing
employment. Numbers in parentheses are the estimated White standard errors, which are robust to
cross-sectional heteroskedasticity and correlation. N = number of observations.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.

23. A likelihood ratio test and a Wald test are used to test the hypothesis of groupwise het-
eroskedasticity. A Breush-Pagan Lagrange multiplier test is used to test the hypothesis of
cross-sectional correlation.



the substitutability between unskilled labor and capital. However, the cap-
ital coefficients are all statistically insignificant and make only a small con-
tribution in explaining the decline in the share of unskilled workers in em-
ployment. The observed deceleration in the annual rate of change in the
share of unskilled workers in employment is mirrored by the positive co-
efficient on the time dummy. This is especially significant in specifications
(5) and (6) and can be explained by the large deceleration in the annual de-
crease in the share of unskilled employment that occurred between the two
periods: from –0.515 during 1982–1987 to –0.415 during 1987–1992.

Tables 6.6 and 6.7 also report the contributions of the increase in verti-
cal specialization to the decline in the share of unskilled workers in manu-
facturing employment. These are calculated by multiplying the slope co-
efficients by the annual rate of change in the corresponding variable and
dividing them by the annual rate of change in the share of unskilled work-
ers. For example, consider specification (4)’s vertical specialization coeffi-
cient of –0.584 in table 6.6. In the first period, the annual growth rate in ver-
tical specialization at the three-digit industry level is 0.094. Dividing the
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Table 6.7 Regression Results: 1982–1992

Specification

(5) (5′) (5″) (6) (6′) (6″)

� ln(K/Y ) –0.010 –0.011 –0.006 –0.027 –0.028 –0.017
(0.016) (0.016) (0.016) (0.022) (0.023) (0.022)

� ln(Y ) –0.069*** –0.067*** –0.070*** –0.147*** –0.145*** –0.135***
(0.019) (0.020) (0.019) (0.0391) (0.039) (0.040)

�V –0.408*** –0.465***
(0.144) (0.157)

�Voecd –0.513*** –0.481***
(0.206) (0.190)

�Vnoecd –1.178*** –1.219***
(0.399) (0.491)

Constant –0.378*** –0.382*** –0.401*** –0.271*** –0.274*** –0.362***
(0.079) (0.080) (0.076) (0.109) (0.107) (0.110)

1987–1992 0.209*** 0.199*** 0.222*** 0.307*** 0.294*** 0.303***
(0.081) (0.081) (0.081) (0.102) (0.103) (0.098)

Adjusted R2 0.313 0.310 0.317 0.196 0.183 0.207
Contribution V

1982–1987 13% 12% 10% 15% 14% 0%
1987–1992 20% 18% 18% 23% 20% 10%

N 100 100 100 100 100 100

Sources: See table 6.5.
Notes: See table 6.6.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



product of these two numbers by the annual rate of change in the share of
unskilled labor of –0.485 for this period (see table 6.5) yields a figure of 11
percent for the contribution of vertical specialization to the annual de-
crease in the share of unskilled workers in manufacturing employment for
the 1977–1985 period. The contribution of vertical specialization is always
positive for all countries and for OECD countries alone and varies between
11 percent and 26 percent over the two periods. Moreover, contributions
do not significantly vary with either the sample size or the choice made to
proxy capital utilization (see specifications [3] and [4]). In specification (4),
which is the preferred specification due to its high level of disaggregation,
vertical specialization contributes 11 percent of the annual decline in the
share of unskilled workers in manufacturing employment for 1977–1985
and 25 percent for 1985–1993. The observed acceleration in vertical spe-
cialization corresponds to an increase in its contribution to the decline in
the share of unskilled workers. The persistently low level of non-OECD
vertical specialization is reflected by a negligible contribution during 1977–
1985, but this contribution reaches 10 percent during 1985–1993 as non-
OECD vertical specialization takes off.

The results described here are consistent with those found by Feenstra
and Hanson (1996, 1997). These authors find that vertical specialization
contributes from 11 percent to 15.2 percent of the decline in the share of
production workers in the wage bill over the 1979–1990 period. They ob-
tained these results using a limited measure of outsourcing (within the
same two-digit industries) that is similar to mine. I believe that our results
are in line; data discrepancy and country specificity explain the limited
differences. The decrease in the share of unskilled workers in manufactur-
ing employment that is not explained by changes in measured factors is
presumably caused by skill-biased technological change and/or some insti-
tutional factors.

6.6 Conclusion

Vertical specialization rose dramatically in France over the 1977–1993
period. To the extent that this increase is due to a decline in trade costs, one
expects globalization to affect the relative wages and employment shares of
skilled and unskilled workers—by shifting relative labor demand across
countries. In the case of France, which is typical of continental European
countries, the relative wages of skilled to unskilled labor have been com-
paratively stable for various institutional reasons over the period exam-
ined. Consequently, globalization has manifested itself mainly in the form
of a significant decline in the within-industry share of unskilled workers.

Regression analysis indicates that vertical specialization has con-
tributed appreciably to the observed decline in the within-industry share of
unskilled workers in French manufacturing employment. It accounts for
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11 to 15 percent of the within-industry shift away from unskilled workers
toward skilled workers over the 1977–1985 period and to about 25 percent
over the 1985–1993 period. Although such figures are not negligible, most
of the increase in inequality has other causes, among which skilled-biased
technological progress presumably is the most important contributing ele-
ment. It is striking, consequently, to observe that, whereas globalization
often incites strong criticism, it is rare to hear that technological progress
should be limited because of its effect on income distribution. In fact, poli-
cies should be encouraged that aim at supporting (via training or reloca-
tion subsidies) those unskilled workers who suffer from the effects of in-
ternational integration. However, policies in line with the view of
anti-globalization groups, which would aim at reducing trade and thereby
vertical specialization, are economically inappropriate, as international
trade has been widely shown to increase average welfare.
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Comment Mari Kangasniemi

Increasing worker inequality (between skilled and unskilled workers) in
developed countries has been a topic of heated debate during the last
decade. The main reasons for increasing inequality that have been sug-
gested in the earlier literature are globalization, especially trade liberaliza-
tion, and technological change. Vanessa Strauss-Kahn’s paper studies the
effects of a specific form of globalization: international vertical special-
ization. This phenomenon also represents one facet of technical change.
Given the political weight that these considerations carry, as well as the
academic dispute over globalization and inequality, it is important to study
their relevance empirically, and this paper is an excellent contribution to
such a discussion.

Strauss-Kahn’s work on constructing the measures of vertical special-
ization deserves special recognition. The justification for the chosen mea-
sure and discussion of the robustness of the index as a measure of vertical
specialization are in general thorough and detailed. The problems arising
from the fact that the import penetration rate is based on both final goods
and inputs are also discussed to a sufficient extent.

An issue of major importance in the context of inequality is the institu-
tional setup of the labor market. Strong unions and labor laws are briefly
mentioned in Strauss-Kahn’s analysis, but I think institutions enter the
equation more strongly than that. Both the justification for using changes
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in employment as a measure of changing inequality and the details of the
empirical approach chosen would require confirmation that no crucial
changes in the institutional setup have occurred over the period studied.

As Strauss-Kahn points out, the argument that has often been presented
in the inequality debate is that the same underlying phenomenon (e.g.,
trade or technological change) has different implications in countries with
competitive labor markets (United States, United Kingdom) and countries
that have more centralized, regulated wage-settings systems (most of con-
tinental Europe). In the United States and the United Kingdom the in-
crease in wage inequality has been very pronounced, whereas in continen-
tal Europe, more attention has been paid to relative unemployment rates,
which is also what the author does in her introduction. It is not clear-cut,
however, whether the difference in unemployment rates is solely the result
of a major shift in technology and thus in the demand for unskilled labor.
Unemployment rates and differences therein are heavily dependent on the
institutional setup of the labor market. For example, changes in the nature
of employment contracts from permanent to temporary, or changes in
minimum wages or replacement ratios, are likely to have more impact on
the unemployment rates of unskilled than of skilled workers. Nickell and
Bell (1996) also point out that relative, rather than absolute, changes in un-
employment rates are the relevant indicator of asymmetric changes in de-
mand for skilled and unskilled workers.

The author’s justification for concentrating on employment and not
wages is, correctly, the fact that wages in France are relatively rigid. She
points out that changes in wages do not support the hypothesis of supply-
side effects on inequality. However, in the presence of wage rigidity or in-
stitutionally determined wage rates, changes in labor supply may not nec-
essarily have implications for wages either. Although demand shocks are
indeed the most likely reason for the increase in inequality, the issue of la-
bor supply is complicated because effective labor supply also depends on
institutions (like unemployment benefits). Thus it does not necessarily
equal the share of skilled or unskilled workers in the population, which is
the measure mentioned in the paper.

The institutional background is also of major importance when justify-
ing the empirical model chosen. At least the author should justify why in-
stitutional factors need not be controlled for in the estimations, as they can
have considerable impact on the relative employment for aforementioned
reasons. It is not completely clear to me why (at the industry level) factor
prices (or at least the price of labor) would be completely exogenous, al-
though from an individual firm’s point of view this may be the case. Simi-
larly, the assumption of a fixed relative price of skill across industries is
highly restrictive. The definition of skill used is typically broad, and in re-
ality I think it is quite plausible that some industries require very specific
skills, the supply of which may be relatively small or inelastic, and thus that
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industry-specific relative wages will differ. In terms of results this might
have considerable implications, and as pointed out in the paper, the issue
of endogeneity would have to be dealt with if relative wages were used as
an explanatory variable. Also, attributing all the change in relative em-
ployment not explained by vertical specialization to technical change and
some undefined institutional changes is a crude simplification. There is
no reason to assume that institutional changes cannot be observed (and
thus controlled for or at least noted); and, on the other hand, “technical
change” is here interpreted in a very broad manner. An interesting issue to
discuss, also related to the institutional setup, is the extent to which the re-
sults can be generalized and the analysis can be used in the context of other
countries.

I find the decision to ignore the temporal aspect by averaging over peri-
ods slightly troubling, although it is obviously a standard method in this
field of literature. Also, the time periods that the changes are averaged over
are relatively short. More experimentation with different methods could be
done to see if this produces different results. Industry-specific technical
change is mentioned, but actual panel specification (with a firm-specific
effect in the change of employment) is not used. Using the data as a panel
in addition to the current approach (either as an annual one with correc-
tions for the business cycle, or with averages of the periods used in the cur-
rent specification) would also provide an opportunity to take into account
the industry-specific change in relative employment. If this effect is corre-
lated with vertical specialization, which is possible as both of them relate
to technological change, the panel dimension could be used to obtain un-
biased estimates of the coefficient of interest.
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7.1 Introduction

The term “brain drain” appears to have gained wide usage in the late
1960s when growth in the migration of skilled personnel from developing
to developed countries accelerated.1 The developed countries, by attract-
ing scarce skilled labor, were widely held to be pursuing policies that were
costly to developing countries, both in the short and longer run. The costs
were not only in terms of output and employment, but also—depending on
the way in which education was financed—through additional fiscal costs
associated with public subsidies to education. A variety of policy propos-
als, mostly centered around taxation, were floated, although none were ul-
timately implemented. Part of this may be attributed to likely difficulties
with implementation—measurement problems (including temporary mi-
gration and migration linked to education enrolment in developed coun-
tries) and ambiguities with respect to the welfare consequences.

Many of the same issues and debates have undergone a recent revival.
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This can be attributed to a number of factors. In the first place, it is com-
monly believed that the emigration of skilled labor from developing coun-
tries has again accelerated over the last decade, not least in association with
the growth-of-information and knowledge-intensive activities. Second, the
developed economies have actively and openly set out to poach talent, us-
ing a range of incentives and institutional mechanisms for attracting skilled
labor. In particular, the use of temporary skilled-migrant visas whether in
the United States or, more recently, in Western Europe, has been striking.

Possible explanations for why poaching has increased are various. They
include skill shortages resulting from rapid skill-biased technical change as
well as educational failures. Gaining access to international competence—
heterogeneity—may be another factor, while access to technical or market
knowledge may be another. The first explanation generally is taken as bring-
ing in substitutes to local human capital, although this need not necessarily
be the case. The importing firm would gain through lowering wage costs,
dampening any domestic-wage pressure, or both. The other explanations,
however, may be consistent with complementarity (at least in static or short-
run terms). By widening the talent pool, poaching may result in the selec-
tion of the best candidates and hence impart a positive productivity effect.

At the same time, there has been growing recognition not only of the
global benefits of greater mobility, but also that the emigration of skilled
labor may not be negative for the sending country. In the first place, emi-
gration of talent may provide a positive signal that motivates others in the
sending country to acquire more education, thereby raising human capital
and possibly promoting growth. Second, emigrants may, in due course, re-
turn or, through networks and resource repatriation (such as through re-
mittances), provide essential inputs to new businesses and activities in the
sending country. Third, emigration may actively promote a more effective
flow of knowledge and information. Fourth, the changing nature of mobil-
ity—in part due to major advances in communications technology—may
be limiting the extent to which skills are actually lost. A network indus-
try, like software, is possibly a case in point.

This paper has several objectives. First it attempts to take stock of our
knowledge concerning the scale, composition, and direction of migration
from developing to developed countries in the recent period. Second, it
places that mobility in the context of the existing literature, and, third, it
attempts to indicate ways in which, at both an analytical and empirical
level, progress can be made in better understanding the phenomenon and,
in particular, the appropriate policy implications.

The paper is organized as follows. Section 7.2 provides a brief empirical
survey of our knowledge concerning the scale, distribution, and composi-
tion of skilled labor flows. Section 7.3 surveys a class of models developed
in the 1970s that focused primarily on the implications of emigration for la-
bor markets in the sending countries. Section 7.4 surveys the subsequent
class of dynamic models in particular, those that endogenize human-
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capital decisions. We extend the analysis to take account of possible
screening by developed countries. Section 7.5 then examines the empirical
evidence for screening, while section 7.6 looks at the relevance of return
flows, remittances, and diasporas—factors that may offset some of the
negative effects associated with skilled migration. Section 7.7 then turns to
examining the relevance of economic geography models for understanding
the brain drain and not least the reasons for why agglomeration occurs.
Section 7.8 then moves on to look in a little bit more detail at two sectors—
software and health—that have features that may be helpful in under-
standing sectoral differences. Section 7.9 concludes.

7.2 The Facts

Quantification of the movement of skilled individuals across coun-
tries—let alone the exact measurement of any associated brain drain—
remains very patchy. National authorities have maintained very limited
databases on migration with highly inconsistent skill or education cate-
gories.2 There is a lack of data on the attributes of the individual migrants
and the changing nature of migration—which is away from permanent,
point-to-point migration—has itself complicated matters. Furthermore,
the link between education and migration has changed over time. For ex-
ample, a significant component of skilled migration is now accounted for
by students that stay on after completion of degrees.

7.2.1 Skilled Migration in The Recent Period

Carrington and Detragiache (1998) provide a benchmark for skilled mi-
gration in 1990. They compiled the U.S. census and the Organization for
Economic Cooperation and Development (OECD) migration statistics for
that year and then compared the immigrant stocks to the size of the educated
population in the sending country using Barro and Lee’s (1996) education
data for 1993. Their study has several shortcomings: In addition to possible
deficiencies of the basic data they use,3 their figures fail to take into account
skilled migration to the Middle East, which for countries like India actually
accounts for a large proportion of the total migration. Also, the immigration
to the United States in their study includes all types of migration, not only
employment based, which is what is usually understood by brain drain.

Despite their shortcomings, the Carrington and Detragiache estimates
are probably the best available estimates of brain drain. We use them to
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study the relationships between population, the gross domestic product
(GDP), and migration. Table 7.1 provides information on population, on
expenditure on tertiary education, and a measure of the intensity of mi-
gration (i.e., the share of a country’s labor force having tertiary education
that has migrated). The share presented in the table is based on the as-
sumption that the Barro and Lee estimates do not include the migrants.
What emerges is that there are a significant number of small countries—
principally in the Caribbean, Central America, and Africa—with very
high skilled-migration rates. Figure 7.1 plots the migration rates against
the country’s population while excluding some clear outliers. There is a
negative correlation between the migration rates and total population. The
excluded outliers confirm this observation. For large countries like India
and China, which dominate in terms of absolute numbers, skilled migra-
tion does not amount to a significant share of their educated workforces.
Indeed, only 1.1 and 1.4 percent of India and China’s skilled labor forces,
respectively, had moved to the United States in 1990, although additional
evidence suggests that these migrants come from the top end of the skill
distribution. For very small countries, the migration rate is of a significant
magnitude. These patterns are replicated if the reference is extended to the
OECD. In Ghana, for example, over a quarter of the educated labor force
lived in OECD countries in 1990, the share rises to over 60 percent for the
Gambia, and approaches 80 percent for Jamaica.

Similar exercises comparing skilled-migration rates and GDP per capita
also yield negative correlations. Countries where the fraction of highly ed-
ucated workers and general productivity (GDP per capita) is already low
also tend to lose relatively more skilled workers. Of course, this raises some
difficult issues of interpretation. For instance, if the productivity of skilled
labor in these countries is low because of factors—such as lack of mana-
gerial talent (Rauch 1991) and inability to achieve economies of scale that
are hard, if not impossible to correct—then the emigration of skilled labor
may indeed be the best outcome. We return to these questions below.

What has happened since 1990? The general consensus appears to be
that skilled migration has accelerated, yet the data are limited mainly to
census and labor-force surveys. Salt (1997) has arrived at some estimates
for high skilled-migrant flows to selected OECD countries from a number
of developing and transition countries. He draws a number of (weak) in-
ferences to the effect that the stocks of highly skilled foreign workers in
OECD countries have increased since 1990. Certainly, the flows of the
highly skilled have been increasing at a higher rate than those of less-skilled
migrants. With respect to the European Union as a whole, labor-force-
survey data show that highly skilled migrants (International Standard of
Classification of Occupations [ISCO] categories 1–3)4 in 1997 accounted
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Table 7.1 Population, Migration, and Education Expenditure

Total Expenditure on
Tertiary Education,

Population Migration Per Student 
(in millions) Rate (international $)

Fiji 0.79 21.3 n.a.
Guyana 0.85 77.3 n.a.
Mauritius 1.16 7.2 5,080.9
The Gambia 1.22 59.1 3,842.6
Trinidad and Tobago 1.29 57.2 n.a.
Lesotho 2.06 2.9 18,452.6
Jamaica 2.58 67.3 n.a.
Panama 2.76 19.5 2,006.1
Congo 2.78 0.5 n.a.
Uruguay 3.29 3.7 2,047.2
Central African Republic 3.48 1.7 n.a.
Costa Rica 3.53 7 n.a.
Togo 4.46 1.3 6,572.2
Papua New Guinea 4.60 2.2 n.a.
Nicaragua 4.79 18.7 n.a.
Sierra Leone 4.85 24.1 n.a.
Paraguay 5.22 1.9 n.a.
Benin 5.95 0.4 2,141.0
El Salvador 6.06 26.1 312.0
Honduras 6.16 15.7 1,623.9
Bolivia 7.95 4.2 1,176.0
Rwanda 8.11 2.2 n.a.
Dominican Republic 8.25 14.2 1,567.4
Senegal 9.04 1.6 n.a.
Tunisia 9.34 1.6 3,764.8
Zambia 9.67 5 2,574.2
Malawi 10.53 2 9,066.7
Mali 10.60 0.9 2,573.4
Guatemala 10.80 13.5 1,074.4
Zimbabwe 11.69 4.6 8,783.9
Ecuador 12.18 3.8 1,114.3
Cameroon 14.30 3.2 n.a.
Chile 14.82 3.3 1,670.2
Syria 15.28 3.1 n.a.
Mozambique 16.95 8.6 n.a.
Ghana 18.46 15.1 n.a.
Sri Lanka 18.78 3.7 2,476.9
Uganda 20.90 15.4 n.a.
Malaysia 22.18 4.4 4,901.7
Venezuela 23.24 1.6 n.a.
Peru 24.80 3 680.5
Sudan 28.35 1.7 n.a.
Kenya 29.29 9.9 n.a.
Algeria 29.92 0.7 n.a.
Argentina 36.13 1.9 2,325.0
Colombia 40.80 5.6 2,173.6
(continued )
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Fig. 7.1 Population versus migration rate
Source: Carrington and Detragiache (1998).

for around 38 percent of the total migration inflow into employment, but
that inflow represented only a minute fraction of the total employment
stock—no larger than 0.5 percent (Auriol and Sexton 2002).

Available evidence also points to significant variation in the sectoral in-
cidence of skilled migration. In the 1960s and 1970s, much of the concern
about a brain drain revolved around the emigration of doctors, nurses, and
teachers from developing countries. Both sectors are characterized by

Table 7.1 (continued)

Total Expenditure on
Tertiary Education,

Population Migration Per Student 
(in millions) Rate (international $)

South Africa 41.40 2.6 n.a.
Korea 46.43 5.7 881.0
Thailand 61.20 1.2 1,618.3
Egypt 61.40 2.5 n.a.
Iran 61.95 14.7 398.6
Turkey 63.45 1.4 3,365.2
The Philippines 75.17 6.6 560.1
Mexico 95.85 10.3 3,459.9
Bangladesh 125.63 0.6 n.a.
Pakistan 131.58 2.4 448.3
Brazil 165.87 0.6 n.a.
Indonesia 203.68 1.4 387.2
India 979.67 1.1 2,014.4
China 1,238.60 1.4 1,943.4

Sources: Carrington and Detragiache (1998) and World Bank (2001).
Note: n.a. � not available.



large externalities and developing countries, by definition, remain under-
provided in such services, particularly in rural areas. The possible welfare
implications of emigration are evident. In the health sector, the likely neg-
ative effects arise from the direct impact on the population’s health status
with associated consequences for the productivity and welfare of the pop-
ulation. Furthermore, the health sector has properties that require a bal-
anced mix of skills (doctors, nurses, midwives, etc.) and technology to be
effective.5 As such, loss of part of the skill chain may lead to substantial and
adverse ripple effects.

In the recent period, it appears that substantial emigration of health
workers has continued. For example, in the United Kingdom, the General
Medical Council’s data show that the number of newly registered doctors
who have obtained their qualifications overseas has remained high
throughout the 1990s. The share of non–European Union doctors among
new registrants has remained stable at around 40 percent. The leading
country in terms of the numbers of registered doctors is India. Chanda
(2001) has estimated that there are at least 60,000 doctors of Indian origin
in the United Kingdom, which amounts to around 12 percent of the total
stock of doctors in India and 30 percent of registered doctors in the United
Kingdom.6 However, skilled emigration has become far more diversified in
terms of sectoral characteristics. Indeed, much of the recent discussion has
followed from the movement of skilled information and communications
technology (ICT)–sector workers from developing countries.

Although there has apparently been greater sectoral diversity, it is likely
that migration has become significantly less diversified in terms of migrant
characteristics, as educational-cum-skill thresholds have risen and evi-
dence of screening by developed countries become more apparent. This
screening feature looks to be a relatively recent innovation and—as we
shall see in section 7.4—has strong implications for the sending countries.
We now turn to reviewing the analytical frameworks developed for under-
standing the brain drain.

7.3 Early Models of Brain Drain

7.3.1 Static Analysis

The welfare implications of brain drain in static models crucially depend
on the assumptions made about wage setting.7 Some of the earliest work—
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5. Services are, moreover, not very mobile although some recent developments in telemed-
icine have made them slightly less dependent on the location of the health workers.

6. According to the Medical Council of India there were 503,900 registered medical prac-
titioners in India (India, Central Bureau of Health Intelligence 1999) in 1998, and the Gen-
eral Medical Council in the United Kingdom has a total of 193,000 doctors on their register
with 5,700 overseas doctors on limited registration (General Medical Council 2000).

7. Alan Deardorff’s excellent comment on this chapter offers further details of some of
these models drawing explicitly on international-trade theory.



particularly Grubel and Scott (1966)—was set in the context of perfectly
competitive markets. With all markets clearing, wages set equal to mar-
ginal product, and no externalities, there was evidently no welfare impact
on those left behind as long as domestic wage did not rise as a result of shift
in labor supply.8 This would be the case with, for example, factor-price
equalization through international trade. Thus, the policy conclusion of
Grubel and Scott was inevitably laissez passer. Introducing distortions (as
with a gap between social- and private-marginal product, a public subsidy
for education, or both) would naturally undermine these conclusions and
result in a welfare loss for those who did not emigrate. Indeed, much of the
subsequent literature that emerged in the 1970s was organized around pre-
cisely these two types of departures from a perfectly competitive setting.

Bhagwati and Hamada (1974) worked with a general-equilibrium frame-
work. It was used principally to model the sending or home-country labor
market and to pin down the welfare implications of skilled emigration for
those who were left behind and, ultimately, for the sending country. Two
sets of distortions were introduced; the first distortion to the wage setting,
the second, to the financing of education. Then the implications for em-
ployment were traced through. The model, which was subsequently widely
employed, can be boiled down to a fairly simple set of blocs.

The economy produces two outputs (M1 and M2 ) with standard neo-
classical production functions, M1 � F1(L1); M2 � F2(L2 ) where L1 is the
amount of skilled labor employed in production of M1, and L2 is the
amount of unskilled labor involved in production of M2 . The two types of
labor are exclusively allocated to their respective sectors. The commodity-
price ratio is exogenously fixed, p1/p2 � �, and M2 is the numeraire. The real
wage for skilled workers, w1, is determined by unions and includes an ele-
ment of international emulation whereby skilled wages are partly related to
skilled wages abroad. Minimum unskilled wages, w2 , are fixed by associa-
tion with the skilled wage, or “leap frogging”—a rise in skilled wage lead-
ing to an increase in the unskilled wage. In addition, the supply side reflects
the incentive for education to be acquired so long as the expected wage for
educated (skilled) labor exceeds the uneducated (unskilled) wage. A fixed
educational cost, k, is introduced. Unemployment enters the initial equi-
librium. There is also an exogenous flow of educated emigrants, Z1, so that
the labor-market-balance equations read L1 � U1 � Z1 � N1; L2 � U2 �
N2 ; N1 � N2 � N.

In this model, the international integration of the skilled labor market
can affect both sectors’ wages through emulation and leap-frogging, as well
as expected wages through the actual foreign wage and probability of emi-
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8. Johnson (1967), however, points out that the effect actually depends on how much capi-
tal the emigrants take with them. If capital is internationally mobile this argument does not
hold.



gration. Insofar as the latter affects education decisions (and education in
turn carries a fixed cost), the channels by which skilled emigration can have
an impact on the sending-country’s labor market and on welfare, more
generally, are clear.

With respect to unemployment, emigration may act directly to lower
skilled unemployment, but it also exerts two other effects. First, it can raise
the expected wage by lowering unemployment (and hence may have a
supply-side effect), and this can be amplified if the emigration wage enters
the expected wage. The net result depends on the elasticity of demand for
skilled labor, which determines whether the skilled-labor-wage bill in-
creases or not. If the elasticity is lower than unity, an x percent increase in
skilled wages will increase the wage bill and thus be associated with a less
than x percent fall in employment. Therefore, the expected wage will have
increased, and the supply of skilled workers will tend to rise as a result. To
the extent that the acquisition of skills through education is subsidised, this
will similarly raise the cost to the sending country.

Second, if the skilled wage increases because of emigration, this may also
spill over into other sectors and hence have an impact on unemployment in
those other sectors. Wage leap-frogging—letting unskilled wages follow
skilled wages—would simply tend to extend unemployment to the un-
skilled and amplify the welfare-reducing consequences of skilled-labor mi-
gration. With respect to national income, a rise in the skilled wage tends to
reduce national income because of the decline in the employment of skilled
labor without any offsetting effect from the unskilled sector (in the case of
no associated effect on unskilled wages), while the cost of education will
also tend to increase. However, with the assumption of wage leap-frogging,
the implications for national income are not so clear cut. Furthermore, to
the extent that emigration raises the wage of the emigrant, this implies that
emigrants were receiving less than their marginal product. This surplus—
as measured over the group—would be lost to the sending country in the
event of emigration. The size of the loss depends on the extent to which
such workers are replaceable.

Bhagwati and Hamada (1974, 1975) extended their early work by intro-
ducing a number of refinements to labor markets in the sending countries.
For example, if emigration induced a ladder effect that better matched the
remaining skilled workers to skilled, rather than unskilled, jobs (which re-
duces unskilled unemployment—a variant of Harris and Todaro 1970)—
then the effects of emigration could indeed be positive. By contrast, while
emigration of skilled workers, such as doctors, might reduce labor-market
slack, it could also reduce the flow of doctors from urban to rural areas and
limit any positive diffusion effect. There is some confirming evidence. From
1996 to 1998 the number of doctors working in rural primary-health cen-
tres in India actually decreased by 9 percent and the total number of doc-
tors and specialists in rural areas also fell by 4 percent. Over the same
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period, the number of registered medical practitioners rose by 24 percent
(Government of India 1998, 2000). Finally, to the extent that the external
labor market is more efficient at screening workers, the result would be the
loss of the most efficient to the sending country.9

A number of dynamic models, particularly Rodriguez (1975), had simi-
lar points of departure including, inter alia, a Harris-Todaro labor market
and sticky wages. In this setup, flexible wages implied the complete inde-
pendence of all steady state-factor returns from the cost of migration or the
foreign wage. For sticky wages, the long-run rate of unemployment would
also be independent, but, in the short run, any increase in the migration
cost would raise unemployment. In the Rodriguez case, this was only for
unskilled labor. Other differences with respect to Bhagwati and Hamada
(1974) include, education not receiving a public subsidy, so that—with
some restrictions—the educational decision depends exclusively on the
monetary rate of return.

In short, these early classes of models treat the demand side for emi-
grants as exogenous and have a range of assumptions regarding education
costs, with a public subsidy to education commonly assumed. At their
heart lies the respective specifications of the sending-country’s labor mar-
ket. Under assumptions of wage rigidity, it was generally found that emi-
gration would tend to lower sending-country employment with the distri-
bution over sectors being contingent on relative wage setting and ex ante
employment levels.

What was lacking, however, was any systematic matching of these results
to data or, indeed, any disaggregation beyond the skilled and unskilled cat-
egories. Sectoral properties were ignored, and there was no attempt to take
the analysis to the level of the firm. Moreover, while the stylization was al-
ways in terms of sending- and recipient-countries characterized by a differ-
ence in income levels, there was no attention to heterogeneity between
sending countries. For example, the literature clearly signals the impor-
tance of ex ante employment and skill levels. Thus, a thick labor market for
skills with employment slack in the sending country could generate a very
different set of welfare implications from a small, tight skilled-labor mar-
ket. This points to the likely importance of size, not least at the level of the
country. As we shall see, country size indeed appears to be an important
factor in understanding the impact of skilled migration.

Another assumption characteristic of this literature was the dichotomy
between those who emigrate and those who stay. Yet, technological
change—not least the advent of modern communications—has had some
radical implications for the ways in which work can be done across space.
Indeed, the recent growth in software activity has been striking for its high
network content, linking firms and individuals in developing and devel-
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oped countries without necessarily inducing spatial migration (section 7.8
contains more discussion of this point).

This early literature was also notable for containing explicit policy con-
clusions. The possibilities to tax brain drain and for an optimal tax scheme
for migrants were extensively explored (see, e.g., Bhagwati 1976a; Bhag-
wati and Partington 1976; Bhagwati and Wilson 1989). Bhagwati and
Hamada (1974) proposed a tax on emigrants, with that tax levied by the re-
ceiving (developed-country) party and transmitted in one form or other to
the sending (developing) country. In terms of the impact on the incomes of
those that did not emigrate, two channels could be identified. There is a di-
rect revenue effect, which would depend on the elasticity of emigration
with respect to taxation. The second set of indirect effects would affect em-
ployment through the impact on expected and actual wages. To the extent
that this elasticity of emigration with respect to the tax was less than unity,
the income of those left behind would improve. However, other work in this
area (such as McCulloch and Yellen 1975) was more ambiguous in its find-
ings. Not only could total labor earnings fall under plausible assumptions,
but a tax would likely raise the relative wage of nonmigrating skilled work-
ers at the expense of unskilled workers (and hence have distributional im-
plications), while also affecting the relative size of modern and traditional
sectors.

The practical aspects of taxing nonresident citizens are also problem-
atic. In some countries (e.g., the United States, Mexico, and the Philip-
pines) taxation is indeed based on citizenship. Enforcing a tax on nonresi-
dents has, however, proved difficult, and extensive assistance from the
receiving countries would be required for successful implementation of the
Bhagwati tax (Pomp 1989). The idea has been resurrected recently by De-
sai, Kapur, and McHale (2002a,b), but they also recognize the difficulties
and end up suggesting a new research agenda, rather than presenting con-
crete conclusions about what form the tax should take.

7.3.2 Empirical Foundations

What empirical relevance do the early models have? Estimates of relative
wages across countries with appropriate controls are scarce. Nevertheless,
all the available (and generally biased) estimates of relative-wage differen-
tials signal substantial wage gaps for most categories of skilled workers
when comparing developing with developed countries over time. For ex-
ample, for the software sector, Arora et al. (2001) have compared salaries
of professionals in India and the United States. The numbers are for start-
ing salaries in large establishments, but they do not control for character-
istics like experience or education. What emerges from this biased com-
parison is that salaries in the United States for some occupational
categories are at least ten times higher than in India, while salaries, gener-
ally, in the United States are several multiples those in India.
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Indeed, other evidence confirms that skilled workers systematically earn
less (adjusted for purchasing power) in developing than in developed coun-
tries. A recent study of new immigrants to the United States, for example,
finds that the average immigrant realized major earnings gains over their
last job abroad. Men experienced a 68 percent increase in earnings, and
women a 62 percent increase. New immigrants who came primarily for
work reasons experienced by far the largest increases in earnings (Jasso et
al. 2000). The reasons for such persistent wage differentials are interesting,
not least because skilled-wage differentials in favor of developed countries
contradict the predictions of much modern growth theory.10

It is hardly surprising news that there is a substantial income differen-
tial across countries that motivates emigration. What of the impact on the
sending countries’ labor market? In particular, can we find evidence of
widespread emulation effects? Data concerning occupational wages of
professionals in developing countries is scarce. Using Indian data, Arora
et al. (2001) and Kumar (2000) have found that one of the major problems
perceived by Indian ICT firms is a shortage of skilled labor. Furthermore,
the late 1990s boom in the Indian software sector has clearly been associ-
ated with increased demand for engineers, and there is evidence of this
forcing up skilled wages.

We lack quality data on the two sectors—software and health—that we
are particularly interested in, but the limited and anecdotal evidence that
we do have suggests large-order differences in wages between their last em-
ployment in a developing country and their employment in a developed
country. Part of this can, of course, be attributed to differences in physical
capital per worker, but much can be attributed to technology, access to
high-quality capital, network externalities, and so on.

Finally, there is the central question as to whether or not human capital
formation has an impact on performance. The recent empirical-growth lit-
erature has, for example, generally found that increases in educational at-
tainment have not had any significant, positive impact on growth.11 Part of
this may be attributable to imprecisions in the measurement of education.
In addition, there is evidence that suggests that the relatively low gains
from the match between education and jobs posted in many developing
countries may be at the heart of the problem. This points to possible mis-
match between acquired skills and the quality of jobs on offer.

7.3.3 Cost of Education and Its Financing

The characteristics of the education system are of major importance for
the potential costs and benefits in these traditional models of brain drain,
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as well as for the possibility of a beneficial brain drain to which we turn
later in section 7.4.

A cost to developing countries that has been widely highlighted con-
cerns lost educational investment. Indeed, in most developing countries at
least some part of the cost of education is borne by the government, partly
because the social return from education is higher than the private one.
However, in the last decade, there has been an increase in the provision of
private-educational services in many developing countries where the cost
is largely, if not exclusively, borne privately. However, even when this is the
case, any additional social returns to education, as well as public invest-
ment in primary and secondary education, are lost when an individual em-
igrates.

Estimating the exact cost of education is a very difficult task and the re-
sult depends on the approach that is taken in allocating fixed costs across
outputs. There are some available cost estimates. For example, the total
cost of a medical degree in India has been estimated to be eight times the
annual GDP per capita (Jayaram 1995), and, for an engineering degree,
it is four times the annual GDP per capita (Salim 1996). World Bank and
the United Nations Educational, Scientific, and Cultural Organization
(UNESCO) data (reported previously in table 7.1) show that average gov-
ernment expenditure per student on tertiary education varies a lot, but
mostly lies in the range of 1,000–3,000 (international) dollars. In both
China and India the expenditure is around 2,000 dollars per student.

Yet simply assuming that the education costs in developing countries are
largely publicly financed misses some important innovations in educa-
tional-services supply and financing that have occurred in the 1990s. These
may in turn have been positively influenced by the emigration of the
skilled. For example, in India, private institutions have begun training spe-
cialists for the software industry. According to Arora et al. (2001), while the
supply of engineering graduates from the main public-educational institu-
tions is relatively inelastic in the short run, the supply of software profes-
sionals has increased substantially due to private training, which dampens
the wage effect of the demand-side changes.

In China, there are also a number of private institutions. It has been es-
timated that there has been a strong expansion of private education since
the 1980s. According to the official figures in 1998, there were 1,274 private
tertiary institutions, the majority of which prepare students for national
exams rather than confer degrees. However, an estimated 4 million stu-
dents study in private tertiary institutions, which are not recognized by the
Ministry of Education (Dahlman and Aubert 2001).

Of course, such innovations have had little or no impact in sectors where
certification and regulation have been far tighter. Both healthcare and
teaching are cases in point. Indeed, it is still broadly correct to assume that
the bulk of doctors, nurses, and teachers in developing countries receive
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substantial public subsidy toward their training. Although the question
of new methods of financing higher education has been raised strongly,
in most developing countries, students’ own contributions to the costs
of higher education are still small (Johnstone, Arora, and Experton 1998;
Tilak 1997; Jayaram 1995).

7.4 Endogenous Growth and the Beneficial Brain Drain

7.4.1 Analytics

Recent literature has located the brain drain in explicitly dynamic mod-
els and has, on the whole, come up with significantly more optimistic re-
sults than the earlier work discussed in section 7.3. The central proposition
is that if the possibility of emigration encourages more skill creation than
skill loss, sending (or home) countries might increase their stocks of skills
as opportunities to move or work abroad open up. If, in addition, this ac-
cumulation of skills has beneficial effects beyond the strictly private gains
anticipated by those who acquire the skills, the whole economy can bene-
fit. Examples of such benefits include enhanced intergenerational trans-
mission of skills and education (Vidal 1998) and spillovers between skilled
workers (Mountford 1997).

There are two critical features of these models. The first is the nature of
the social benefit resulting from higher skills, for which several approaches
are evident. In the simplest form, Stark, Helmenstein, and Prskawetz
(1997, 1998) merely assume that increasing the average skill level of the
sending economy is desirable. Mountford (1997) postulates a production
externality whereby the productivity of current labor depends positively on
the share of the population who had education in the previous period.
Beine, Docquier, and Rapaport (2001a) formalize this by allowing the av-
erage skill of one generation to pass directly to the next, who can then build
on it by taking education. In all these cases, emigration has a negative di-
rect effect by draining skilled labor from the sending economy—the drain
effect—but a potentially beneficial effect in encouraging human-capital
formation—the brain effect.

Vidal (1998) assumes an intergenerational transfer whereby the higher
the human-capital level of one generation, the more effective is the human-
capital formation of the next generation. This too would seem to be a force
for divergence because skilled emigration would appear to make future
human-capital acquisition cheaper in the receiving country and dearer in
the home country. But, in fact, Vidal prevents this by assuming that, for the
purposes of the spillover, migrants’ human capital remains at home. This
makes no sense for permanent migration—the traditional and main con-
cern of the brain-drain literature—but it may be plausible for temporary
migration, an area of more recent interest. In particular, if we are interested
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in modeling an ability to sell labor services at higher prices abroad while
effectively maintaining domicile at home, then it may be reasonable to as-
sume that intergenerational spillovers are likely to be at home. In this case,
work opportunities abroad may exert a positive impact on developing
countries’ ability to accumulate human capital.12

The second critical issue for the beneficial brain drain is the mechanism
that generates an increased incentive to acquire education but leaves some
skilled workers back at home. All the current literature starts with wages
for given levels of skills and ability being higher abroad than at home. From
there, the predominant approach—taken by Mountford (1997); Stark,
Helmenstein, and Prskawetz (1998); Vidal (1998), and Beine, Docquier,
and Rapaport (2001a)—has been to assume that there is uncertainty about
the ability to migrate, so that, of the N amount who acquire education, only
�N(� � 1) actually emigrate. If � were unity, a permanent brain drain
could not be beneficial since all the incremental education would be lost. A
further critical assumption is that the probability of migration is fixed and
exogenously given for any individual would-be migrant. This implicitly
arises because foreign firms cannot screen migrants to distinguish the able
from the less able, and it is this market failure that makes it possible for the
brain drain to be beneficial.

We can illustrate the importance of this assumption, using a highly sim-
plified model that nonetheless captures Mountford’s (1997) important in-
sight. Following Beine, Docquier, and Rapaport (2001a), assume that abil-
ity is uniformly distributed between Amin and Amax and that education
yields private returns that increase with ability, as in the line in figure 7.2,
“with educ.” With a given private cost of education, indicated by the hori-
zontal line, people with ability between A∗ and Amax find it profitable to
take education. At point A∗, the private cost of education equals expected
returns. Now, allow for the possibility of migration for educated people. If
an individual can migrate, his or her private returns increase to the line
“with educ. and migrn.” With a probability of migration 0 � � � 1, the ex-
pected returns to education lie between the domestic and emigration rates
of return (around “E (with educ. and migrn.)”) and individuals between
A∗∗ and Amax will take education. Of these, however, a proportion, �, will
emigrate, leaving the domestic economy with (1 – �)(Amax – A∗∗) edu-
cated people, which may or may not exceed (Amax – A∗). Adding social
returns to education is conceptually simple, for they have no immediate
effect on private decisions. For simplicity, let social benefits be propor-
tional to the stock of educated remaining at home, that is, �(Amax – A∗)
with no migration, and �(1 – �)(Amax – A∗∗) with migration.
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The possibility of migration raises expected welfare for anyone who
takes education. Hence there is an increase in aggregate private income, al-
though, of course, some individuals who do not manage to emigrate will re-
gret their education decisions ex post. The uneducated see no direct change
in private returns, and welfare and consequently gross private income rises
when migration is permitted. What happens to aggregate welfare, of
course, also depends on the social benefits of education.

Fundamental to this story is that every educated individual has proba-
bility � of emigrating—hence all of them experience increased expected re-
turns, so that, in our linear example, line “E (with educ. and migrn.)” lies
uniformly above “with educ.” But now suppose that the country or organ-
ization of immigration can screen migrants perfectly for ability. They ad-
mit immigrants, but only from the top echelons, so that if, say, they want M
people from our target country, they get the top M lying between AM and
Amax in figure 7.3. If this is known, the incentives for individuals with abil-
ity below AM are unchanged. The private returns to education follow the
thick line in figure 7.3; (Amax – A∗) are the educated, of whom (AM – A∗)
remain. The increment to total private income is larger than if the migrants
had been randomly selected because the same number of migrants makes
gains, but no one makes ex post education decisions that they regret. How-
ever, there is a loss of social welfare of �M, as M educated people are lost
and the social welfare was proportion � of the number of educated indi-
viduals.

Clearly, perfect screening is implausible, but even with imperfect screen-
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ing all that would happen is that the vertical section of the thick private-
returns line would become sloped. But as long as it meets “with educ.”
above A∗, offering migration would affect no one’s education decisions.
Thus, a necessary criterion for a beneficial brain drain to have any chance
of applying is that the marginal person in education has a positive proba-
bility of emigrating.

Of course, actual decisions about education are taken with respect to
subjective probabilities of migration, not with ex post observed probabili-
ties. Thus, if individuals are overly optimistic about their prospects, mar-
ginal candidates may believe they face improved expected returns even
when they do not. In line with most long-run modeling, however, we dis-
count everlasting errors of this sort and presume that eventually subjective
probabilities converge to actual ones.

The importance of effective screening is also evident in Stark, Helmen-
stein, and Prskawetz (1997), who distinguish between education and innate
ability. For them, the increased incentive to acquire education among less-
able workers is that, while foreign firms can recognize educational qualifi-
cations, they cannot, at first, distinguish high- from low-ability workers. As
a result, for a period, they offer all migrants with a given level of education
the same wage (the mean level averaged over ability for that level of educa-
tion), with the consequence that less-able workers are overpaid. Over time,
foreign firms may discern workers’ true ability and offer more appropriate
wages, at which time the benefits of emigration erode and, at least with fi-
nite probability, the workers return home. Even if they have acquired no
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skills or networks abroad, they are better educated than they would have
been in the absence of migration. In this case, it is precisely the imperfec-
tions in screening—how quickly and with what probability foreign firms
discern true ability—that create the incentives to acquire education.

A possible development of the screening model is that the sending or
home country has some unexploited capacity for education in the sense
that the returns to education are primarily determined by the demand for
skilled workers rather than the ability of the population. In this case, even
a perfectly screened emigration would generate net benefits. Suppose that
as the workers between AM and Amax migrated, they left openings for
newly educated workers to take jobs with precisely the same returns. The
net effect on the home economy would be to have the same number of ed-
ucated workers as without migration and, hence, the same spillovers but
with M fewer uneducated workers. This would raise average incomes
slightly (and average skill levels, which in some models is important). In
addition, the migrants would record positive private gains.

It is also worth mentioning that the positive effects of brain drain for the
sending country could also arise from a different mechanism that is related
to the terms of trade as opposed to education. As Davis and Weinstein
(2002) point out in their work, a technologically superior country, like the
United States, is likely to experience inflow of all factors of production, in-
cluding skilled and unskilled labor. This will eventually lead to deteriora-
tion of its terms of trade and consequential gains for the labor-sending
country.

7.4.2 Empirical Extensions

An important step forward in the literature on the beneficial brain drain
is due to Beine, Docquier, and Rapaport (2001a,b), who aim to test the
model empirically using cross-sectional data. Their first attempt was ham-
strung by data difficulties (e.g., having to use gross migration to proxy the
brain drain), but it demonstrates that the probability of emigration does
appear to boost human-capital formation in poor countries and that the
stock of human capital does appear to influence growth positively.13 These
are both necessary conditions for the beneficial brain drain.

Beine, Docquier, and Rapaport (2001b) advance these results in several
ways. They use Carrington and Detragiache’s (1998) data set, which covers
more countries, as well as a fuller set of additional explanatory variables
in the equations for migration, human capital, and growth. The new esti-
mates reinforce the earlier results except that the marginal effect of migra-
tion on human-capital formation appears to apply equally to all countries,
rather than more strongly in the poorer countries, as the theory would pre-
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13. This latter finding is, of course, rather different from the results of much of the empiri-
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dict. They also go on to use their estimates to decompose the effects of
migration into a “brain” effect—human-capital accumulation—and a
“drain” effect—losses due to actual emigration. They identify several
countries that would benefit from a decline in 1990 stocks of skilled emi-
gration (i.e., reducing the outflow and receiving some nationals back).
These countries typically have high rates of emigration coupled with rela-
tively ineffective education and training systems. Some would even benefit
from a complete ban on skilled migration. Interestingly, however, the loss
of growth due to emigration appears to be rather small, of the order of 0.05
percent per annum. The obverse of these results is that countries would
typically gain from higher emigration if they currently have low rates of
emigration and low levels of human capital (i.e., where the costs of further
emigration are relatively low and the benefits in terms of incentives rela-
tively high). There are limited numbers of countries in this class, but they
include the larger developing countries, such as Brazil, China, and India.

These results are promising. The basic finding that a beneficial brain
drain is possible seems quite robust. Their subsequent translation into pol-
icy recommendations toward skilled emigration, however, is fragile and
cannot be viewed as anything other than illustrative, at present. It depends
on point estimates from only one functional specification. Given that the-
ory offers so little information on how precisely to model the relationship
between the variables concerned, a great deal more testing of functional
forms and more attention paid to estimation and data errors will be
needed.

7.5 Screening: Empirical Evidence

The discussion in section 7.4 pointed to the possible importance of
screening. In addition, we have already indicated that there appear to be
strong sectoral dimensions to skilled migration. What evidence—if any—
is there that these features have become more important in the recent pe-
riod? Certainly, a closer look at targeted visa programs established in the
last decade, as well as information on the job and location choices of de-
veloping-country students who have received some part of their education
in a developed country (in this case the United States), may be instructive.

The clearest example of screening is the visa program implemented by
the United States since the late 1980s and known as the H1-B visa. This
program admits professional and specialized workers for up to six years
on the basis of employer’s declaration that U.S. workers are not available
at the prevailing wage. However, although initially temporary, if an H1-B
visa holder can find an employer to sponsor their certification, he or she
can eventually become an immigrant. Over the 1990s, the quota for H1-
B visas has increased steadily and is currently at around 195,000 per year.
Table 7.2 gives the relative shares of selected major-source countries of
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H-114 visa issuances. It is not possible to extract the exact share of all in-
dividual developing countries in total issuances from this data, but it is
obvious from the total share of developing countries that their impor-
tance as source countries has been growing steadily. In 1999, at least 58
percent of H-1 visas were granted to individuals from developing coun-
tries, and this figure has risen since the early 1990s.

The new Immigration and Naturalization Service Nonimmigrant Infor-
mation System15 has detailed records on admissions of nonimmigrants
into the United States since 1996. These numbers are much larger than the
actual visa issuances because each entry of a visa holder is recorded, rather
than the number of individuals with permission to enter the United States.
These data also show that since 1996 the share of H-1 admissions of na-
tionals from developing countries has increased from 53 percent in 1996 to
74 percent in 1999. The ratio of admissions to issuances (which in general
is much higher for nationals of developed countries) has also increased for
some developing countries. For example, for China the ratio was 1.88 in
1996 and 1.97 in 1999, and for Russia the ratio has increased from 1.75 to
2.16 during the same period. This may indicate a change in the nature of
immigration.

However, what is particularly striking is the rapid growth in that period
of H1-B visa holders coming from just one developing country, India.
Since 1995, Indians have accounted for over 40 percent of all H1-B visas.
Needless to say, these migrants have accounted for a minute share of the to-
tal receiving- and sending-labor forces, but a nontrivial share of their re-
spective sectors, particularly at the sending end. A very rough estimate
suggests that the stock of Indian H1-B visa holders at the end of the 1990s
may have accounted for around 30 percent of the India-based software
labor force.16 Other advanced economies—particularly in the European
Union—have also begun to operate visa programmes designed to attract
skilled workers for the ICT sector.17

The growth of the H1-B visa category has a great deal to do with the
overall growth of the ICT sector and the software industry, in particular. A
recent estimate has put the new immigrant share of ICT workers at around
a sixth.18 But it would be misleading to view this as simply the long-run
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14. The H-1 visas include H-1A and H-1B visas, H-1A being the visa type issued to regis-
tered nurses. The number of H-1A visas has been very small after 1995.

15. The numbers of admissions from the system are reported in the Immigration and Nat-
uralization Service (INS) Statistical Yearbook; 1997 records were not published because of
reengineering of data entry and database management components.

16. This estimate is based on the sum of H-1B visa issuances in 1997–1999 and an estimate
of total professional employment in software sector in India, presented by Rajetva Ratna
Shaath from the Ministry of Information Technology 23 October, 2001 (available at http://
www.nasscom.org/events/india_eu_it_summit/shah_srr.ppt).

17. See OECD (2002).
18. Of course, this includes new immigrants from other developed countries (see Guellec

and Cervantes 2001).



movement of skilled labor away from developing countries. Indeed, it is
precisely in this period that ICT sectors—including software—have grown
in India and China. Particularly in the former case, this has been associated
with the advent of tightly networked communities of firms and individuals
that have spanned continents and have been enabled by advances in com-
munications technology. Saxenian (2001) has argued that these new net-
works of highly mobile professionals, and linked firms operating over a
range of spatial locations violate a more simplistic view of knowledge and
asset transfer. However, such networks, although enabled by advances in
communications, may still be associated with divisions of labor that may
not necessarily work to the advantage of the developing country or firm.

Turning now to the education channel, over the 1990s, there has been
strong growth in the numbers of students from developing countries pur-
suing education in developed countries. The proportion of students who
were foreign in the OECD countries rose by 4.6 percent between 1995 and
1998 (OECD 2002), with as much as half of these being from developing
countries.19 For example, by 1998–1999 just over 10 percent of all interna-
tional students enrolled in U.S. higher education were from China, and a
further 8 percent were from India. At a doctoral level, between 80–90 per-
cent of these students were enrolled in science and engineering faculties.20

Clearly, a significant share of such students has tended to stay on, but the
proportion that do return home is unclear. Guochu and Wenjun (2001)
hazard the view that roughly one-third of Chinese students return home
upon completion of their studies, but for those Chinese who have studied
in the United States the rate of return has been lower at under 15 percent.
One survey found that only 19 percent of the 160,000 Chinese students who
studied in the United States between 1978 and 1998 had returned home.21

Other examples of return migration exist. Following a large outflow of
students from Taiwan to the United States in the 1960s to the 1970s, re-
turnees increased dramatically in the 1980s and have indeed played a cen-
tral role in subsequently developing that country’s ICT sector. This is
partly reflected in a National Science Foundation study of doctoral stu-
dents’ work intentions covering the period 1988–1996. Of those surveyed,
between 80–85 percent of Indian and Chinese doctoral students intended
to try and stay in the United States. This figure falls to under 50 percent for
Taiwanese students (see table 7.3). The share of Chinese and Indian doc-
toral students with firm plans to stay was around 50 percent and for the
Taiwanese under 30 percent. Clearly, there are several factors at work here.
One is the ability to secure employment in the United States; another is the
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19. See the OECD Education Database; different countries have slightly varying definitions
of foreigners, and thus exact numbers cannot be given.

20. See OECD (2002).
21. Cited in Saxenian (2001).



average income level in the developing country as well as the ability to ab-
sorb returnees.22

The relationship between screening, talent, and relative earnings still
poses major empirical challenges. However, it is interesting that, in a rela-
tively small sample of members of the U.S. National Academy of Sciences
and National Academy of Engineering, foreign-born scientists have
tended to earn significantly more on average than native ones (Guellec and
Cervantes 2001). This might suggest that they represent the higher end of
the ability scale (if we assume that abilities have the same distribution in all
countries), that they have the incentive to put more effort into their work,
or both. Of course, selection in abilities can occur through selection in the
initial emigration decision, screening by employers in the receiving coun-
try, or selection occurring through return migration. Whatever the chan-
nel, if screening is efficient, the result will be that the developing country
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Table 7.3 Number and Percent of Foreign Science and Engineering Doctoral Recipients with
Plans to Stay in the United States, by Selected Countries and Regions, 1988–96

Foreign S&E Doctoral Recipients

With Plans With Firm Plans
Region and Country Total to Stay Percent to Stay Percent

Asia 43,171 28,280 65.5 16,964 39.3
China 16,550 14,145 85.5 7,935 47.9
India 7,843 6,200 79.1 4,290 54.7
Korea 8,851 3,197 36.1 2,005 22.7
Taiwan 9,927 4,738 47.7 2,734 27.5

Europe 8,760 4,898 55.9 3,521 40.2
France 653 275 42.1 181 27.7
Germany 1,283 714 55.7 520 40.5
Greece 1,343 710 52.9 494 36.8
Italy 658 288 43.8 198 30.1
United Kingdom 1,132 784 69.3 595 52.6

Other Western 
European Countries 1,725 870 50.4 655 38.0

Scandinavian countries 612 276 45.1 195 31.9
Eastern Europe 1,354 981 72.5 683 50.4

North America 3,513 1,739 49.5 1,294 36.8
Canada 2,387 1,322 55.4 1,027 43.0
Mexico 1,126 417 37.0 267 23.7

Total: Selected countries 55,444 34,917 63.0 21,779 39.3

Source: Saxenian (2001).

22. Bratsberg (1995) has studied the determinants of the return rate of students from differ-
ent countries in the United States. Returns to education in the source country are inversely re-
lated to the rate of staying in the United States, as might be expected.



loses some access to its best talent, the portion of which depends in part on
the sector. To the extent that the best talent leaves, there may be nontrivial
implications for the developing country’s ability to implement technologi-
cal progress and move activities up the value chain.

7.6 Remittances, Diasporas, and Return Flows

It has long been recognized—but not explicitly modeled in this litera-
ture—that any adverse consequences of skilled emigration might be partly
or wholly offset by remittances and return migration. Return migrants
could come back with enhanced skills.

As usual, the data limitations are severe. Concerning remittances, aside
from considerable imprecision in the aggregate numbers, it is not possible
to separate out the volume of remittances coming from migrants of differ-
ent skill groups.23 Such information that is available confirms that remit-
tances vary systematically with respect to income, conditions in the send-
ing country, planned duration of stay, and household attributes.24 It is
likely that remittances from highly skilled migrants follow a very different
pattern from those of low-skilled migrants.

As to return migration, a positive channel would occur when migrants
return with experience, financial resources, links to networks, and skills
from a stay abroad that are then productively deployed at home. Of course,
these effects are not fixed but interrelated with each other, as well as with
remittances, incentives to remit, and desires to save, and depend on the
planned duration of migration, which in turn depends on migration and
visa policies as much as individual intentions. In general, individuals can
decide to return if the migrant prefers consumption in the sending or home
country, if prices are lower there or if human capital acquired in the re-
ceiving country is more valuable in the sending country (Dustmann 1996).

There is some evidence that return migrants tend to choose self-
employment or entrepreneurial activity because their savings diminish
credit constraints. For example, Dustmann and Kirchkamp (2001) have
studied returning Turkish migrants and their choice of activity and migra-
tion duration as a simultaneous decision. They find that most returnees
choose self-employment or nonemployment and that highly educated in-
dividuals are more likely to be active after return. Ilahi (1999) has studied
occupational choices on return and finds that the level of savings is posi-
tively correlated with the choice of self-employment on return. Similarly,
McCormick and Wahba (2001) use survey data to investigate links be-
tween savings, overseas work experience, and choice of activity after re-
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23. Remittances are discussed in detail and existing research reviewed in Puri and Ritzema
(2000).

24. For example, Straubhaar (1986) for a study of remittances to Turkey.



turn. They find that duration of stay overseas along with savings increases
the probability of becoming an entrepreneur for literate return migrants,
which would suggest that skills obtained overseas have are useful on re-
turn. Positive effects from return migration obviously in turn depend on a
variety of factors, including government policy in the sending or home
country (see Castles 2000; Dustmann 1996).

Another important aspect of return migration is the possibility that it is
a result of screening of the migrants. Borjas and Bratsberg (1996) have
studied the outmigration decisions of foreign-born people in the United
States, and conclude that return migration accentuates the type of selec-
tion that generated the immigrant flow. In other words, if emigrants repre-
sent the high end of the skill distribution in the source country, the re-
turnees are the least skilled of the emigrants. Cohen and Haberfeld (2001)
also find that Israeli immigrants returning from the United States are likely
to be negatively selected from those Israelis who emigrated in the first
place. Reagan and Olsen (2000), on the other hand, do not find any skill
bias in return migration in their study on the National Longitudinal Sur-
vey, when skill is measured with Armed Forces Qualifying Test.

In sum, studies of return migration suggest that those who return may be
those that have performed relatively poorly when abroad; the best migrants
tend to stay. Of course, these observations do not necessarily hold true for
all different migrant groups or countries. Furthermore, other related re-
search suggests that aspects that do not require return migration of skilled
individuals can be of major importance. Such channels for beneficial
effects are exports and business and network links related to diaspora pop-
ulations. There is evidence that such diaspora can have very beneficial
effect on exports (Rauch 1999; Rauch and Trinidade 2002). Similarly, for-
eign direct investment and venture capital—particularly in the recent pe-
riod—have often been related to ethnic networks. An example of this is the
Hsinchu Science park in Taipei, where a large fraction of companies have
been started by returnees from the United States (Luo and Wang 2001).
There is some evidence of these types of networks effects being quite pow-
erful in the Indian software industry.

7.7 Economic-Geography Models

We now turn to the recent economic geography literature (Krugman
1991; Fujita, Krugman, and Venables 1999) that brings together in a for-
mal way two of the key elements of the brain drain story—labor mobility
and a tendency for uneven development (core-periphery outcomes). The
unique contribution of this literature has been to show that uneven out-
comes are possible even when countries have identical starting points and
when there are no direct spillovers between mobile workers or market fail-
ures in the labor market. Rather, their unevenness stems from the pecu-
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niary externalities implicit in the interactions between imperfectly com-
petitive firms. The appendix attempts a relabelling exercise to see how far
geography can help us to understand high-skilled migration. Here we
summarize the main points.

Economic-geography models show how economies of scale and trans-
action costs can combine to determine the level of industrial concentra-
tion. The former are necessary for concentration to emerge at all, whereas
the latter curtail concentration because they increase the benefits of locat-
ing production close to demand. The simplest geography model formalizes
the notion of cumulative causation in the industrial sector. Imagine an ini-
tial expansion of industry in one country. This draws industrial labor into
the country from elsewhere, and this labor increases the country’s demand
for industrial output. This, in turn, is met by local producers because, be-
ing local, they avoid the transportation costs (and tariffs) faced by overseas
producers. Thus, higher sales stimulate output which in turn stimulates la-
bor demand, and so on. The constraint on this process in Krugman (1991)
is the existence of an agricultural sector that cannot move and as a conse-
quence generates demand for industrial goods that cannot be concen-
trated. In extreme versions of the model, with two identical countries, two
sorts of outcome are possible: the complete concentration of industry or an
equal split between the two countries. At very high transportation costs,
perfect diversification rules, whereas, at low costs, perfect concentration
does. In-between there is a range where both equilibria are stable. Precisely
where this lies depends in part on the relative sizes of demand from mobile
and immobile workers. If demand from the latter is large, agglomeration
may not be possible, and certainly will not occur until trade costs have
fallen very substantially. When economies of scale are not too strong and
there are many countries in the world, the model generalizes to create sev-
eral agglomerations, as indeed are observed.

If we think of industry as being the high-technology sector and agricul-
ture as the rest of the economy, we have a potential model of the brain drain
as industrial (high-skill) labor migrates in the process of concentration.
Moreover, if we add in some further frictions to the model—such as con-
gestion costs—in which industry agglomerates and there is an unwilling-
ness by some high-technology workers to move, outcomes between the two
extremes are possible.

Reinterpreted geography models suggest three significant conclusions.
First, the pressure for a brain drain may vary as the parameters of the world
economy change. In particular, the pressure for the agglomeration of in-
dustry, and thus of the factors of production used in industry, depends on
the costs of international trade of final goods. If the latter are very high,
production is constrained to locate close to demand, and, provided the lat-
ter starts off relatively dispersed over space, agglomeration never gets un-
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derway. As trade costs fall, for either policy reasons (lower barriers) or with
technological advance, agglomeration may become more feasible and so
pressure for a brain drain may emerge. Such developments could lie behind
the apparent recent revival in skilled-labor mobility in certain sectors.

Second, geography models suggest that uneven development—and
hence brain drain pressure—is a natural and inevitable phase of global de-
velopment, even if countries start off from identical positions. Third, the
simplest geography models suggest that a brain drain will be detrimental to
those left behind in the brain-exporting (sending or home) country even in
the absence of the labor-market failures (including in the absence of direct
spillovers between skilled workers) that we have discussed so far. That is,
the advantages of agglomeration stem from the fact that proximity econo-
mizes on transactions and transportation costs, making real wages higher
in the core and lower in the periphery than they would be under more even
development. This effect could be additive to any of the direct spillovers
discussed so far.

The previously presented geography models offer a return to an earlier
vintage of brain-drain models (albeit in more sophisticated form), because
they admit none of the more recently identified developments that could
generate a beneficial brain drain. They have no mechanism for stimulating
return migration, have no network or diaspora effects, and, because they
take the world’s stock of skilled labor as given, are unable to consider the
education-incentives version of the brain drain.

If, however, there are positive direct spillovers between skilled workers,
agglomeration will increase average productivity and world aggregate out-
put. This raises the possibility that even workers in the brain-exporting
country gain from the brain drain because world output increases. At least
in simple models, however, one can show that, as transportation costs fall
from infinity, the workers in the nonindustrial country are worse off when
agglomeration first starts. They start to gain only as transportation costs
fall far enough that they can more cheaply buy the goods from the con-
centration of industry in the other country (see Baldwin and Forslid 2000).

A strength of the economic-geography approach is its general equilib-
rium nature, which endows it with a strong internal consistency. On the
other hand, this makes it a poor predictor of sectoral effects. There is
clearly a general equilibrium dimension to the brain drain. In particular,
very small economies just may not be able to generate the density of de-
mand necessary to make the application of high levels of skill profitable.
However, there are equally clear differences between sectors regarding the
extent of and incentives for agglomeration. These cannot be due to the de-
mand linkages that are central to Krugman’s geography model, for these
are completely general across all industrial sectors. The alternative pecu-
niary externality found in the geography literature—(that is, input-output
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linkages when intermediate demand relocates with firms [Fujita, Krug-
man, and Venables 1999])—could conceivably offer an explanation, but it
entails no labor mobility.

We conclude, therefore, that, while geography provides useful insights
into the general position of nations in the brain drain cycle, it cannot be the
complete story behind the movements that we observe in areas such as
health and ICT. For these, direct and sector-specific spillovers must also be
at work too.

7.8 Sectoral Dimensions

The available evidence points to skilled migration having strong sectoral
properties. At the same time, technology itself has had an impact on the
structure of demand and the spatial distributions of skilled labor. Two ex-
amples stand out: health and software. Both have been subject to skilled
emigration but with different durations and dynamics at both the sending
and receiving ends.

Skilled migration of health-care workers appears to be the starkest and
most persistent form of brain drain (our future research will try to quan-
tify these costs carefully). Health care is generally underprovided in devel-
oping countries, and provision also tends to be skewed towards urban and
relatively privileged consumers. As highly regulated activity, there are long
lags on the supply side of healthcare, while educational financing tends to
have a strong public component in most developing countries. Further-
more, health care work generally has a strong team component; doctors
have complementary inputs from nurses and ancillary staff. Advances in
medical technology have, if anything, accentuated the team component.
As such, loss of some part of this chain may have large, knock-on effects.
Among other things, this suggests that relatively narrow interventions that
might seek to raise some part of the chain’s incentives for staying (or pe-
nalize them for leaving) will have limited efficacy. Indeed, the organization
of the industry suggests sector-wide solutions. On the demand side, it ap-
pears to be largely public health care systems in the developed economies
that are the main sources of demand, thereby raising the public-policy di-
mension directly.

The growth of a highly mobile software sector is of more recent origin.
Furthermore, the sector has a far smaller public-sector involvement.
Clearly, an important factor behind its growth has been the falling cost of
communications. Thus, the use of satellites (VSATs) has become central to
the growth of software firms in India by enabling firms in that country to
work effectively with partners or clients in developed countries. In addi-
tion, there are clear educational thresholds. It is no accident that software
sectors in developing countries have mostly emerged in countries with ex
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ante, thick, skilled-labor markets. The sector has everywhere then been
characterized by agglomeration, which can be attributed to gains from
knowledge sharing, teamwork, and demand-and-supply (backward-and-
forward) linkages. This also appears to be associated with positive spill-
overs, including learning by doing, and hence positive productivity effects.

One possible channel for productivity gain is likely to be the reduction in
skill-technology mismatch in the developing country.25 Increased invest-
ment in human capital will raise skill levels in turn allowing firms to match
workers to new-generation technologies more easily. Certainly, anecdotal
evidence from the software sector shows workers in developing countries
working with very similar technologies as their counterparts in the ad-
vanced economies. Over time, this should reduce the productivity and
wage gap.26 This, in turn, will lower income differences across countries. By
contrast, within-country inequality in incomes may well rise, as returns to
the skilled increase relative to the unskilled returns.

This potentially very positive picture does, however, need qualification.
Available evidence suggests that the most highly skilled personnel have
moved (with screening) to firms located in advanced economies (i.e., the Sil-
icon Valley). This may be less on account of outright technology differences
than on account of differences in the ability to network, in the business en-
vironment, and so on. One possible outcome would be that the skills avail-
able to developing-country firms then result in them choosing to work lower
down the value chain, for example, by concentrating more on outsourced
coding than conceptualizing.27 Yet even this is far from clear. Movement of
skilled workers across borders has often been temporary, and—at least in
India—there is widespread evidence of high integration in activity between
firms in the developing- and developed-country agglomerations.

What are the welfare implications for the sending or home country in
this type of arrangement? Clearly, the sending country gains from the
matching of domestic skilled workers to relatively high-productivity jobs,
particularly if—as indicated in section 7.4—there is an associated and pos-
itive shock to the supply of skills. However, it loses the top end of the skill
distribution and with it, embodied education costs (although there is in-
creasing evidence of greater private-education finance). That loss will be
potentially qualified by such movers retaining or developing business links
at home and by any associated networking effects. It also partly depends on
the labor market and the presence or absence of slack. With ex ante slack,
emigration may lead to better matching at home. Absent such slack, emi-
gration would directly affect relative wages and, ultimately, the factor mix.
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Faced with the high turnover associated with poaching, firms may simply
make production and technology decisions that match to skill levels with
lower poaching probabilities. Note also that high poaching probabilities
will exacerbate the problem of firms’ refusing to internalize training costs.

What might be the longer-run implications? On the assumption that
developed-country firms continue to poach talent, a key question relates
to the incentive properties that screening-cum-cherry-picking imparts
for others. As the analysis in section 7.4 shows, if the human-capital-
acquisition incentives could then be absent or minimal, the long-run effect
may be adverse for the sending country. Equivalently, it may affect the way
in which talent is distributed. To the extent that the education taken abroad
is privately financed (against some public-financing component for those
that get recruited later), there will be a fiscal saving. However, there are also
likely to be negative externalities from the loss of the best students that may
ultimately have an impact on the quality of instruction and graduates. Cer-
tainly, these questions require further investigation and more formal treat-
ment—tasks that we reserve for later.

Finally, we should signal that the size of a country (and hence the size of
its skill pool) is likely to matter. Small developing countries will find it diffi-
cult to retain skills; they lack the mass for agglomeration and other scale
effects to set in. This makes them particularly prone to skills poaching.

7.9 Conclusion

In this paper, we have surveyed the literature and some of the evidence
on the brain drain. A body of early work concentrated on modeling the
sending countries’ labor markets in the presence of a range of distortions,
particularly of the labor market in the sending country. The gist of this
analysis was that skilled migration lowered welfare for the population re-
maining behind in the sending country, but this was highly sensitive to as-
sumptions regarding wage setting and ex ante employment levels. (There
was never any case that the migrants themselves did not gain.) In the main,
migration exacerbated the efficiency losses caused by the various distor-
tions—for example, the subsidy to public education or the underemploy-
ment of skilled or other labor arising from distorted wage setting. This lit-
erature led to calls for the prevention or taxation of skilled migration from
developing countries, although, as history shows no concrete action ever
resulted.

Later more truly dynamic models of the brain drain focused on the mo-
tivation for human-capital accumulation and noted how these were af-
fected by the introduction of a nontrivial probability of emigration. Thus
although migration drained talent out of a country, in this class of model,
it also encouraged the creation of skills, and the latter effect could be the
dominant one. The mechanisms through which this occurred relied on in-
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formation failures—most commonly the assumption that, after taking ed-
ucation, developing-country residents had an equal, exogenous, and less-
than-unity probability of migrating. Implicit in the first condition is the as-
sumption that the receiving country cannot screen potential migrants
effectively; it merely chooses randomly among the educated cohort of the
developing country. But, in fact, it appears that recipients screen immi-
grants quite actively—for example, via recruitment effort, the offer of tem-
porary visas during which workers reveal themselves, and via their local ed-
ucation establishments. In this case, however, the beneficial brain drain can
evaporate, for if the recipients can choose only the most able among devel-
oping-country residents, the incentives for the marginal student to acquire
education will not be affected since they will have no possibility of emi-
grating. This disappointing outcome may be moderated if screening is im-
perfect or if there is some ex ante underemployment of skilled labor in the
sending country. In the latter case, the employment ratchet effect resulting
from screened emigration could eliminate the social losses while still per-
mitting the strong positive private gains for the migrants themselves.

A third stream of some relevance is the literature on economic geo-
graphy. This has not (so far) been concerned directly with brain-drain is-
sues, but its models can be massaged to offer an alternative view of skilled
migration. Doing so provides a number of insights into the factors behind
agglomeration—including that in skills—and some likely implications for
developing countries. From these extensions, it appears that the brain
drain is likely to be a temporary phenomenon, arising only as the transac-
tions costs for talent-intensive activity decline through falling communica-
tions costs, and the situation will possibly reverse itself as they decline even
further. While it occurs, however, the brain drain will have negative welfare
implications for the “periphery” (the brain-exporting home countries) as,
inter alia, its mobile labor emigrates to the “core.” This is likely to be espe-
cially true of very small countries, which are unable to achieve the mass
required to exploit talented labor efficiently. The economic-geography ex-
planation of the brain drain is explicitly general equilibrium, which is a
conceptual and also empirical strength for these very small economies.
However, among economies large enough to support agglomerations in
principle, it is a potential weakness because it precludes explaining the
different experiences of different high-technology sectors.

Indeed, casual observation suggests that, in the 1990s, multiple sites for
agglomeration, including those in the periphery, have developed. For ex-
ample, there is clear evidence of agglomeration in the software industry in
India, as in the United States. This might point to some evolving division
of labor and associated distribution of skills across space. As such, this may
indeed be where the main welfare implications of a particular type of
skilled migration lie, and this in turn implies closer attention to the prop-
erties of specific sectors and skills.
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Overall, our conclusion has to be that, while there is clearly a possibility
that the brain drain is beneficial to the residents left behind in the home
countries, there are reasons—some of them of recent origin—to be suspi-
cious of that conclusion. It is not even certain that there is an overall
global-welfare gain from the brain drain, although given the apparently
large private benefits of the migrants themselves and their higher produc-
tivity in their new locations, it seems highly likely. Like all good academic
surveys, we conclude that much more research is needed to pin down the
relevant magnitudes. These are likely to vary by sector, and so this work
will need to be at a detailed level.

Appendix

Reinterpreting the Economic Geography Model

The standard geography model postulates a simple, costlessly traded,
competitive-numeraire sector, agriculture (A), distributed uniformly and
immobile across space. In addition, it has a differentiated manufacturing
sector (M ), which is costly to trade and which uses industrial labor (L).
The latter is internationally mobile but fixed in global supply. Krugman
assumes that labor relocates to eliminate real-wage differences, and, al-
though it does so only gradually, he is ultimately concerned only with the
final outcomes. Assuming two identical countries, the latter comprise two
possibilities—a diversified symmetric equilibrium, in which labor earns
the same real wage in both locations, and a concentrated one, in which
manufacturing clusters in one country and its workers earn more than they
could in the other country even if a few manufacturing firms were to set up
there. Which of these equilibria arises depends on, inter alia, the impor-
tance of manufacturing in demand (and hence in production and income
generation), the costs of transportation, fixed costs, and the degree of
product differentiation in manufacturing (the last two of which determine
the extent of economies of scale). It also depends on history. One of the
fundamental insights of this literature is that there is an area of the pa-
rameter space in which both sorts of equilibria exist and are stable, so that
which one prevails depends on which prevailed as the economy entered
that area. In the concentrated equilibrium, agriculturists also have higher
real incomes in the industrialized country than they would under symme-
try because, although agricultural nominal wages are fixed and equal
across locations, the price of manufactures is lower in the industrialized
country. The opposite applies to agriculturists in the deindustrialised
country. It is important to note that this clustering depends on pecuniary
externalities not technological spillovers.
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If we reinterpret A as the base economy (including agriculture and im-
mobile, basic manufacturing and services), M as foot-loose activities in-
cluding the skill intensive, and L as foot-loose and skilled labor, we would
appear to have a potential model of a brain drain. It explains the existence
of a brain drain, as well as its consequences, and does so without recourse
to the technological spillovers between skilled workers usually assumed in
brain drain models.

There are, however, a number of reservations to be noted. It is not clear
why foot-loose goods should be subject to trading costs while basic ones
are not, and, although the model can be adapted to allow the latter to have
such costs (Fujita, Krugman, and Venables 1999), doing so seems quite
likely to make the concentrated (i.e., brain drain) equilibrium infeasible.
Similarly if the high-skilled part of the economy is small, most demand is
generated by the basic sector that is assumed to be immobile, and concen-
tration is less likely. Additionally, the division between basic and foot-loose
parts of the economy is problematic. If the latter is drawn narrowly in or-
der to capture the high-skill element of the brain drain, it may be too small
to generate agglomeration, while it is not obvious that the basic part of the
economy will be free from tendencies to agglomerate. Agriculture may be
“nailed down,” but basic manufacturing and services are not, and, as Fu-
jita, Krugman, and Venables (1999) show, agglomeration is feasible even
without migration through backward- and forward-linkages among in-
dustrial firms. If, on the other hand, the foot-loose sector is large, the mo-
bile labor flows will not be particularly highly skilled, and hence we start to
lose the brain component of the brain drain story.

In sum, the economic-geography framework is too rarefied to be applied
directly. Nonetheless, it offers a number of insights that may be of use in
thinking about the brain drain. The critical parameter in exploring pos-
sible outcomes is the cost of trading M, which is now the skill-intensive sec-
tor. At very high costs, production must be located near consumption, and
the world economy has a symmetric, diversified equilibrium. As trade costs
fall, the concentrated equilibrium becomes feasible, at first, and then, at
lower costs, unique. In the simple model, concentration remains the unique
outcome right down to zero trade costs, but in more complex variants with
diminishing returns (e.g., if A also has trade costs or if there are additional
locationally fixed factors), the concentrated equilibrium gives way to the
symmetric one at positive levels of trade costs (possibly again with a range
in which both types are feasible).28 If countries were initially perfectly iden-
tical, the model cannot predict which will end up with the concentration,
but it is easy to see that tiny advantages for one country (technological,
size, or historical) would make it the preferred location and leave it with all
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the M industry. Thus, if the world were characterized by improving com-
munications for skill-intensive sectors, we could see a tendency for a brain
drain from less- to more-favored countries to emerge and then eventually
to reverse.

Of course, these are parables and possibilities rather than predictions. At
present we have no feeling for what the critical values of trade costs are or
where actual costs lie in the world. In addition, the models really need to
be extended before they can be fitted to the real world. In particular, mi-
gration is unlikely to denude one country of skilled labor completely. One
can avoid this in a number of modeling ways, but prominent among them
would be to recognize that not everyone wants to move. Second, it is desir-
able to recognize the possibility of direct externalities in the agglomeration
of skilled labor. Fortunately, extensions exist in both these dimensions.
Third, the lags assumed in migratory flows are not consistent with fixed
global supplies of skilled labor. Relaxing the last constraint is necessary for
examining the training-incentive version of the beneficial brain drain, and
it awaits attention.

Ludema and Wooton (1997) add preferences over location to the stan-
dard geography model. Not surprisingly, doing so makes the symmetric,
diversified, equilibria more likely (feasible and unique for a larger range of
trade costs) and allows the concentrated equilibrium to stop short of 100
percent concentration of M. This is clearly more realistic than the extremes
we saw previously and increases the legitimacy of considering whether a
brain drain can occur even in the absence of spillovers between skilled
workers.

Externalities between skilled labor have not, to our knowledge, been ex-
plicitly added into the standard economic-geography model, but Baldwin
and Forslid (2000) take a step in the right direction. In keeping with our in-
terpretation of manufacturing as the skill-intensive sector, they postulate
that each manufacturing enterprise needs a unit of capital, which is pro-
duced with skilled labor using a technology that involves positive learning-
by-doing externalities.29 This combines geography with endogenous growth
and thus comes closer to the traditional approach to the brain drain. It
makes concentrated equilibria more likely but raises the possibility that a
concentrated equilibrium is beneficial even for the deindustrialized coun-
try. The static losses (from geography) may be offset by the increase in the
global growth rate resulting from the concentration of skilled workers in
one place. For this to happen, one needs the technological spillovers to be
(largely) national—if they were perfectly international, skilled workers
would have equal productivity in capital goods wherever they were lo-
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cated—and trade costs to be relatively low. Interestingly, in this model, the
level of trade costs at which the growth effects offset the static losses is
lower than that at which concentration occurs and hurts the deindustrial-
ized country. That is, as trade costs fall, the deindustrializing country first
experiences falls in welfare from losing its skilled labor and only subse-
quently benefits from the higher world-growth rate.
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Comment Alan V. Deardorff

I learned a lot from this paper, which does an excellent job of providing an
overview of the literature on the brain drain from less developed countries.
Indeed, the paper by Commander, Kangasniemi, and Winters does a bet-
ter job than you might know from the presentation here, because Alan did
not have time to cover all of it. I encourage all of you to read the paper, es-
pecially the sections that he was not able to get to. You will find it valuable.

I do not myself know much of this literature, and so I have to assume that
the paper is complete in its coverage. I was struck, however, by the absence
from the paper of a couple of things, things that I presume are also absent
from the brain-drain literature.

First, I did not find in the paper, at least explicitly, two of the more obvi-
ous models that one might expect to be used to analyze a brain drain. I did
not see, first, any use of the simplest supply-and-demand analysis of a labor
market, even though I would have thought that to be the place to start in
understanding a change in labor supply. No doubt this is implicit in the pa-
per, and perhaps explicit in some of the papers reviewed, for I found it nec-
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essary to keep such a model in my mind in order to understand many of the
conceptual points that the paper made. Second, I saw no explicit reference
to the Heckscher-Ohlin (HO) trade model, even though this too seems an
obvious place to start for understanding a change in a labor endowment in
general equilibrium. I will therefore devote my comment to relating some
of the points of the paper to what these two sorts of model can help us with.

One thing that these models provide is a reminder of some of the market
effects that a brain drain might be expected to have, and that also seemed
to be neglected in the paper. The first, and presumably most important, is
the effect of a brain drain on the local wage rate in the country of emigra-
tion. The second is the effect on world prices of traded goods, and thus on
the terms of trade of that country. I will touch on both of these in turn.

Effect on the LDC Wage

To start then, consider figure 7C.1, which shows the simple supply and
demand for skilled labor in a country, yielding in equilibrium the skilled
wage, ws . A brain drain is the departure from that market of a portion of
the supply, shown as �M, which migrates abroad presumably in expecta-
tion of a higher wage. The effect is to shift the supply curve to the left, as
shown, raising the equilibrium wage. The standard welfare analysis of this
change includes a gain to the remaining domestic workers of area a, but
also a loss to everyone else in the country, whose concerns enter the market
through the demand curve, as the larger area a � b. Thus, while the brain
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drain in this case benefits the skilled workers who stay behind, the country
as a whole loses.

All of this depends, of course, on the wage’s being able to rise. The pa-
per’s first dip into the theory of the brain drain refers to Grubel and Scott
(1966). This paper is not listed in the papers references, but it apparently
disagrees with this result, perhaps for a reason I will get to below. Com-
mander, Kangasniemi, and Winters then turn with somewhat more detail
to an analysis by Bhagwati and Hamada (1974), who explicitly depart from
this by assuming that the wage is set not by a market but by a labor union.
If the union holds the wage fixed at above the market-equilibrium level,
then the story is the different one shown in figure 7C.2. Here, the wage re-
mains fixed at w�s ,and although the brain drain again shifts the supply curve
to the left, the effect now is simply to reduce unemployment, presumably
generating no cost and only a benefit. This was only a starting point for
Bhagwati and Hamada, however, who went on to allow, among other
things, for the union to raise its wage demand so as to “emulate” the higher
wage earned by the migrants. Thus, even while denying that the labor mar-
ket clears, they included something like the market effect of raising the
wage. I suspect that other stories could also be told to account for unem-
ployment while also giving some scope for this market effect. I therefore
view the simple message of figure 7C.1 as still worth retaining, even though
LDCs do typically have lots of unemployment.

Another variation on the theme arises, however, if we imbed the labor
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market in a HO general equilibrium. Here, with given world prices and di-
versification, the factor-price-equalization (FPE) theorem implies a de-
mand for labor that is not downward sloping throughout, but rather has a
flat portion as shown in figure 7C.3. The limits of this flat are the bounds
of the diversification cone, signifying that as long as the country remains
diversified, then the withdrawal of labor due to the brain drain will not
raise the equilibrium wage.

I suspect that this was the story told by Grubel and Scott (1966), but it
clearly depends on much more than just perfect competition, with labor
being paid its marginal product. It depends also on the remaining labor’s
being reallocated across sectors so as to keep that marginal product con-
stant in the face of the increased scarcity of skilled labor, something that is
of course possible under the assumptions of the standard HO model with
diversification. Unfortunately, it is also true under those assumptions that
skilled labor would be earning the same wage abroad as it is at home, so
that the simple economic motivation for the brain drain is lost. If instead
we relax those assumptions enough to get a higher wage for skilled labor
abroad than at home, perhaps by introducing an international difference in
technologies, the implication of a flat portion in the labor demand curve
may be lost as well. Thus again I find the simple analysis of figure 7C.1 to
be worth retaining.

The Commander, Kangasniemi, and Winters paper also discusses, in
some detail, a model of heterogeneous labor supply in which a brain drain
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may induce additional workers in the LDC to acquire skill. This then has
further dynamic implications for the country that are favorable in the con-
text of an endogenous growth model, leading to the idea of a “beneficial
brain drain.” In fact, one need not depart far from the picture of figure 7C.1
to get much of what that model suggests. First, the upward sloping labor
supply curve in figure 7C.1 can easily represent heterogeneous workers,
with more and more workers acquiring skill and thus supplying skilled la-
bor as the wage rises. Thus the fact of heterogeneous labor does not inter-
fere with the implication of the labor market that the departure of some
skilled workers will raise the wage. Commander, Kangasniemi, and Win-
ters do not acknowledge that effect, either because they neglect the labor
market or, more likely, because they assume that wages are fixed by one of
the mechanisms above. But if in fact those mechanisms are absent or do not
fully prevent wages from changing, then an increase in the wage is what we
should expect. This is especially true in the case the authors stress, that of
a brain drain with “selection” where only the most able workers are invited
abroad. In their analysis of this case, this selection removes the incentive
for other workers to acquire skill. However, without those lost workers, the
market for skilled labor will not clear, the skilled wage will rise, and this rise
in the wage will itself motivate more workers to become skilled. So their re-
sult of zero additional skill acquisition depends again on the implicit as-
sumption that wages are somehow constant.

If wages rise, we do get more workers acquiring skill, but the welfare
effects of this have several components. These include the gains to the
workers and the losses to labor demanders noted in figure 7C.1, and in ad-
dition they may include the more dynamic benefits of skill acquisition that
appear in the growth model. Without the complexity of a growth model,
however, we can see the possibilities by simply adding an externality to the
labor market so far considered. In figure 7C.4, suppose that every unit of
skilled labor generates an externality E, measured up from the origin on the
vertical axis. In general this externality could be negative, reflecting instead
a cost of publicly subsidizing education, but I assume it here to be a bene-
fit. This benefit could attach, as Commander, Kangasniemi, and Winters
discuss, to the presence of skilled labor within the country, in which case its
total value is E times the amount of labor actually employed. Or it could
attach to the total amount of labor that has been trained, in which case it
also includes E times the amount of labor that has left the country down
the brain drain. The additional effect of the brain drain due to the exter-
nality is therefore either for the total externality to fall from c � d to c, or
for it to rise form c � d to c � d � e. A beneficial brain drain is therefore
possible, but only if the externality is generated by the departing workers
as well as remaining ones, and then only if this benefit exceeds the net loss
of area b already identified above.
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Effect on the LDC Terms of Trade

All of this ignores another effect that a brain drain might have, especially
if it involves a significant amount of skilled labor moving internationally:
an effect on the terms of trade. This too is an effect that would not occur
under the apparent assumptions of Grubel and Scott (1966), in the tradi-
tional HO trade model with FPE. In that model, countries need not be
small in order for labor migration (or any movement of factors, for that
matter) to leave world prices unchanged, so long as the movement is not
large enough to move any country out of the diversification cone. Instead,
outputs will expand and contract à la Rybczynski in both the country of
emigration and the country of immigration by equal and opposite
amounts, leaving world outputs unchanged. There will therefore be no
need for world prices to change, since neither supply nor demand of any
good has altered.

However, as already noted, in this world of FPE there would have been
no incentive for labor to move in the first place, and we certainly would not
observe the substantial differentials in wages of skilled labor between de-
veloped and developing countries that the authors document. To generate
such differentials, we need to assume a different model, perhaps the HO
model with specialization and/or multiple cones, or perhaps a model with
different technologies in the two countries. A two-cone, two-factor, com-
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mon-technology model will do the job, but in a rather unsatisfactory man-
ner since it can only provide the incentive for skilled labor to move from
where it is abundant to where it is scarce—hardly the drain of brains from
LDCs that we are concerned with.

A third factor could avoid this undesirable feature, but instead I will fol-
low a very recent paper by Davis and Weinstein (2002), who note that it is
not just one kind of labor, or even labor alone, that currently seems to move
into the United States. Instead, there seem to be incentives for all three of
the obvious factors of production—unskilled labor, skilled labor, and cap-
ital—to migrate into the United States. This is consistent, they argue, only
with some sort of difference in technology that makes all three factors more
productive in the United States than abroad. And they go on to argue that,
when a country attracts inflows of all three factors, then one should expect
its terms of trade to turn against it. Indeed, they calculate, based on rather
rough-and-ready estimates of parameters, that the presence of foreign-
originating factors in the United States has, through terms-of-trade deteri-
oration, cost the United States an amount that is comparable to the gains
from recent trade liberalizations.

Their argument applies in reverse to countries other than the United
States, including the developing countries and the brain drain. Specifically,
assuming that factors are indeed more productive in the United States than
in the developing world, then the outflow of skilled labor from the latter to
the former will change U.S. outputs more than it changes LDC outputs,
causing a net increase in world supply of goods the United States exports.
This will force down the world price of U.S. exports and, conversely, raise
the world price of LDC exports. Thus, once we allow for terms-of-trade
effects, we do in the end find a case for a brain drain being beneficial.

References

Bhagwati, Jagdeesh N., and Koichi Hamada. 1974. The brain drain, international
integration of markets for professionals, and unemployment: A theoretical anal-
ysis. Journal of Development Economics 1 (1): 19–42.

Davis, Donald R., and David E. Weinstein. 2002. Technological superiority and
the losses from migration. NBER Working Paper no. 8971. Cambridge, Mass.:
National Bureau of Economic Research, May.

Grubel, H., and A. Scott. 1966. The international flow of human capital. American
Economic Review 56 (1/2): 268–74.

278 Simon Commander, Mari Kangasniemi, and L. Alan Winters



279

8.1 Introduction

This paper is designed to assess the empirical evidence on the effects of
multinational production on wages and working conditions in developing
countries. It is motivated by the controversies that have emerged, especially
in the past decade or so, concerning whether or not multinational firms in
developing countries are exploiting their workers with “sweatshop” condi-
tions—that is, paying low wages and subjecting them to coercive, abusive,
unhealthy, and unsafe conditions in the workplace. Thus, in section 8.2, we
address these controversies in the context of the efforts and programs of
social activist groups and universities and colleges involved in the anti-
sweatshop campaign in the United States and the related issues of the so-
cial accountability of multinational firms and the role of such international
institutions as the International Labor Organization (ILO) and World
Trade Organization (WTO) in dealing with labor standards and trade. We
then turn more broadly in section 8.3 to a conceptual treatment of the
effects of foreign direct investment (FDI) on wages in host countries and
the effects of outsourcing and subcontracting by multinational firms.
Thereafter, the empirical evidence on multinational-firm wages in devel-
oping countries is reviewed in section 8.4 together with evidence on the re-
lationship between FDI and labor rights. Conclusions are presented in sec-
tion 8.5.
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8.2 Political Economy Issues

As mentioned, our paper has been motivated by the controversies as
to whether or not multinational firms are exploiting and mistreating their
workers by employing them under sweatshop conditions. What this means
is exploiting the workers by paying low wages and subjecting them to vio-
lations of certain universal social norms or standards governing their em-
ployment. In this connection, Moran (2002) has stressed the importance
of distinguishing low-wage, relatively unskilled-labor-intensive industries,
such as apparel and footwear, from industries that employ more highly
skilled workers and produce relatively more skill-intensive products, such
as electronics and automotive products. Many social activists and activist
organizations that are critical of multinational wages and working condi-
tions in developing countries do not make this distinction. Rather, much of
the criticism by social activists, in the United States especially, has been di-
rected at multinational operations in the apparel and footwear industries
that are allegedly producing under sweatshop conditions.1 Accordingly, we
next consider the salient anti-sweatshop issues.

8.2.1 The Anti-Sweatshop Campaign in the United States

Elliott and Freeman (2001, 15–16) note that

Sweatshops have characterized apparel production since industrial revo-
lution days, and so too have campaigns to improve labor conditions in the
industry. . . . many of the issues are the same, but a major difference be-
tween anti-sweatshop campaigns at the turn of the 21st century and those
at the turn of the 20th century is that sweatshops then were largely local
whereas today they are found mostly in poor developing countries. This
means that U.S.-based activists cannot lobby the U.S. government to im-
prove labor standards. Instead they must target U.S.-based corporations
who operate or source in developing countries or pressure the world trad-
ing community to demand changes in less developed countries.2
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1. Graham (2000, 101–102) has noted that products originating in the footwear, apparel,
toy-making, and sporting goods industries, combined, accounted for less than 10 percent of
world merchandise exports in 1997. He then states that “if indeed sweatshop conditions are
concentrated in these industries, they do not represent the greater part of globalized eco-
nomic activity.” It would be more meaningful, however, to consider how important the ex-
ports of these goods are for developing countries, rather than for the world as a whole. Gra-
ham’s source, WTO (1999), does not report trade by level of development. But its geographic
data are suggestive: WTO (2001) reports textile exports, as a percent of manufactured ex-
ports, to be only 2.3 percent for Latin America, 3.6 percent for Africa, and 6.9 percent for
Asia, excluding Australia, Japan, and New Zealand.

2. Robert Baldwin has pointed out to us that the unfavorable perception of FDI and in-
dustrialization, in general, may be related historically to the change from a household to a fac-
tory system of production. Thus, one does not usually think of a family engaged in household
production as working under sweatshop conditions. It is mainly when workers are assembled
to produce in factories that it is believed that they may be subjected to sweatshop conditions,
even though their wages may be higher and children may have more access to education and
better medical care.



Elliott and Freeman (2001, 48–49 and appendix exhibit A) provide a
timeline of U.S. anti-sweatshop activities from 1990 to spring 20003 and a list
of transnational labor-rights activist organizations. As they note, during this
period, multinationals such as Levi Strauss, Gap, Phillips-VanHeusen, and
others were singled out for condoning undesirable labor practices. And Wal-
Mart, a major retailer, was cited as selling clothing made by child labor in
Bangladesh and Honduras (Elliott and Freeman 2001, 16–17). Many of the
firms involved in producing or sourcing abroad have responded to the criti-
cisms by adopting codes of conduct that are designed presumably to guide
their operations.4 In 1996, the Clinton Administration established the Ap-
parel Industry Partnership (AIP) to address sweatshop issues globally by
bringing together apparel firms, unions, and nongovernment organizations
(NGOs) by means of a code of conduct and a monitoring system that were
introduced in April 1997 and that would be applicable to the firms involved.
Subsequently, in November 1998, the AIP established the Fair Labor Asso-
ciation (FLA) to implement and monitor the code. Some groups, in par-
ticular the Union of Needletrades, Industrial, and Textile Employees
(UNITE), were critical of the AIP/FLA program, complaining as Elliott
and Freeman (2001, 17) note that “the code failed to require payment of a
living wage; had weak language with respect to union rights in nondemoc-
ratic countries; and had a weak monitoring and verification system.” None-
theless, by fall 2000, 140 colleges and universities had become affiliated with
the FLA, and, as of the end of 2001, the number had grown to 192.5

It was during this period that student activism on sweatshops took hold
at a number of American campuses. A group called Students Against
Sweatshops was established at Duke University in August 1997. With assis-
tance from UNITE, the United Students Against Sweatshops (USAS) was
established on a national basis in summer 1998. In expressing their dissatis-
faction with the FLA, the student members of the USAS orchestrated sit-
ins during 1999 at a number of prominent universities and colleges. On Oc-
tober 19, 1999, the USAS announced the creation of the Worker Rights
Consortium (WRC) and urged institutions to withdraw from the FLA and
join the WRC, which purportedly had a stronger code of conduct, a focus
on worker complaints and worker-rights education, and a requirement for
disclosure of the name and location of factories producing licensed apparel.
As of June 2000, fifty institutions had become affiliated with the WRC. The
number had grown to ninety-two as of December 13, 2001, and forty-nine
of these institutions continued to remain affiliated with the FLA.6
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3. See also Varley (1998, 12–13).
4. We have more to say on this matter in the following discussion.
5. The list of colleges and universities affiliated with the FLA can be found at http://

www.fairlabor.org/htm/affiliates/university.html.
6. The list of institutions affiliated with the WRC can be found at http://www.workersrights.

org/as.asp.



Elliott and Freeman (2001, 18) note that a number of additional organ-
izations were created that formulated codes of conduct and mechanisms
for monitoring adherence to the codes. These organizations include such
U.S. groups as Social Accountability International, which administers its
SA8000 code on a global and multi-industry basis; the Collegiate Licens-
ing Company (CLC); the Worldwide Responsible Apparel Production
(WRAP); and Verité, which monitors human rights especially. There is
also the European-based Ethical Trade Initiative, and there are NGOs
based in developing countries. There are a number of private monitoring
groups, including Price WaterhouseCoopers (PWC) and Ernst and Young.
In addition, many American academic institutions have established codes
of conduct,7 although they depend for the most part on the monitoring to
be carried out by the FLA or WRC.8 It is of interest therefore to compare
the main features of the FLA and WRC.

8.2.2 Comparison of the Fair Labor Association (FLA) 
and Worker Rights Consortium (WRC)

As noted above, the FLA was established in 1998 as an outgrowth of the
AIP sponsored by the Clinton Administration. Its focus is on improving
working conditions in the global apparel industry.9 In considering the rel-
ative merits of membership in the FLA and WRC, the University of Michi-
gan Advisory Committee on Labor Standards and Human Rights (2000,
30–33) noted, for example, the following positive features of the FLA: (a)
The FLA membership includes most of the largest apparel producers, is
well funded, may be cost effective in avoiding the proliferation of codes of
conduct and monitoring, and may provide economies of scale in coordi-
nating its membership and carrying out monitoring; and (b) The FLA fo-
cuses on the apparel industry as a whole, and its charter gives universities
the option to pursue more flexible strategies if so desired. Some of the con-
cerns expressed about the FLA were that it might be dominated by corpo-
rate interests that would favor a weak code of conduct on such issues as
health and safety, women’s rights, compensation, and hours and overtime,
and that it would be reluctant to provide public disclosure of factory loca-
tions.

With regard to the WRC, the Michigan Advisory Committee Report
(2000, 29–31) cited the following attractive features:10 (a) emphasis on dis-
closure, transparency, and public information on conditions in apparel fac-

282 Drusilla K. Brown, Alan V. Deardorff, and Robert M. Stern

7. See, for example, the University of Michigan code of conduct in University of Michigan
Advisory Committee on Labor Standards and Human Rights (2000, 7–8).

8. It is noteworthy that the University of Chicago decided against joining either organiza-
tion. According to the University of Chicago Magazine (2000), they opted to rely on Barnes &
Noble, which operates the university bookstore locations, to require that all merchandise sold
complies with FLA standards.

9. The code of conduct of the FLA can be found at http://www.fairlabor.org.
10. The code of conduct of the WRC can be found at http://www.workersrights.org.



tories; (b) emphasis on the investigation of complaints as a means of fo-
cusing attention on factories where problems are reported rather than re-
lying on monitoring per se; (c) commitment to involve workers and their
representatives in the development and implementation of WRC policies;
(d) insistence on including a living-wage standard in the WRC code of con-
duct to focus the attention of universities and licensees on wage issues;
(e) concentration on university-licensed apparel rather than on the entire
apparel industry as a means of enhancing the leverage of universities; and
(f) independence from the FLA and other groups as a means of providing
a check on the quality and reliability of other monitoring efforts. Some
concerns expressed about the WRC were: (a) its adversarial approach to-
wards licensees, with the consequence that licensees may view the WRC
with suspicion, make them hesitant in self-reporting their activities, under-
mine the credibility and legitimacy of the WRC investigation of reported
complaints, and disrupt university-business relationships with licensee
partners; (b) the WRC objective of educating workers and encouraging
them to act on their own rights may compromise the impartial and indepen-
dent investigation of worker complaints; (c) there may be an overreliance
on complaint investigation insofar as it presumes that workers are aware
of their rights and willing to take risks in filing complaints; and (d) that
the independence and credibility of the WRC may be compromised be-
cause of the presence on its governing board of UNITE or other U.S.
unions with a documented history of trade protectionism and discourage-
ment of apparel-job creation in developing countries.11

From the perspective of many American colleges and universities, it
should be evident from the foregoing discussion that there are some im-
portant differences between the FLA and WRC in terms of their objectives
and mode of operation. Two issues that stand out are deserving of further
comment: the living wage and the conditions of work, including the right
of association and collective bargaining.

8.2.3 The Living Wage

The FLA code (available at http://www.fairlabor.org) defining wages
and benefits is

Wages and Benefits. Employers recognize that wages are essential to
meeting employees’ basic needs. Employers shall pay employees, as a
floor, at least the minimum wage required by local law or the prevailing
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11. In this regard, it is of interest to note the statement in the University of Chicago Maga-
zine (2000): “It is the WRC’s apparent intention to move beyond a monitoring function to an
advocacy role—supporting particular social, political, and environmental positions—that
troubles the University administration and faculty. . . . As . . . outlined by the faculty in the
1967 Kalven Committee Report on the University’s Role in Political and Social Action: ‘A
university . . . is a community but only for the limited, albeit great, purposes of teaching and
research. It is not a club, it is not a trade association, it is not a lobby.’”



industry wage, whichever is higher, and shall provide legally mandated
benefits.

The WRC code (available at http://www.workersrights.org) relating to
wages and benefits is

1. Wages and Benefits: Licensees recognize that wages are essential to
meeting employees’ basic needs. Licensees shall pay employees, as a
floor, wages and benefits which comply with all applicable laws and reg-
ulations, and which provide for essential needs and establish a dignified
living wage for workers and their families. [A living wage is a “take
home” or “net” wage, earned during a country’s legal maximum work
week, but not more than 48 hours. A living wage provides the basic needs
(housing, energy, nutrition, clothing, health care, education, potable wa-
ter, childcare, transportation and savings) of an average family unit of
employees in the garment manufacturing employment sector of the
country.]

It is evident that the WRC concept of what constitutes a living wage is
much more explicit than the FLA basic-needs criterion of the payment of
the minimum wage or prevailing industry wage, whichever is higher. As
noted by Elliott and Freeman (2001, 50), the WRC is apparently willing to
postpone the implementation of its living-wage standard pending the com-
pletion of further research. This is essentially similar to the position of the
FLA, which called for a wage study that was carried out by the U.S. De-
partment of Labor (2000) and a request for a follow-up on this study with
possible annual updates.12 In any event, the question at issue is how to de-
fine and measure what constitutes a living wage or basic needs and how this
relates to the wages that workers are actually receiving.

The information on wages that we will present in section 8.4 suggests
that there is pervasive evidence that workers employed in multinational
firms and subcontracting in developing countries are being paid wages that
are on average higher than compared to alternative domestic employment.
Of course, these wages are low in absolute terms in comparison with wages
of workers in developed countries. Granting this, many observers have ar-
gued that workers’ wages in developing countries may not be sufficient to
satisfy basic needs—hence, the pressure for higher wages.

In this connection, for example, a group of students from the Columbia
University School of International and Public Affairs carried out a study
in 1999 for the National Labor Committee to calculate a living wage for
maquila workers in El Salvador (see Connor et al. 1999). They found that
most maquila workers earned the legal monthly minimum wage of 1,260
colones, which was estimated to be barely sufficient to meet basic food re-
quirements. According to the formula used, it was estimated that maquila
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12. See http://www.fairlabor.org/html/faqs.html.



workers in El Salvador required a living wage of 4,556 colones to cover the
basic needs of a family of 4.3 people living on one wage and allowing for
12.5 percent to be saved for the future. It was recommended that the pro-
cess for setting wages according to a living-wage formula be standardized
and that multinational firms should adopt industry-wide standards for
paying a living wage.

Moran (2002, chap. 4, 10–12) has pointed out the extraordinary com-
plexities involved in calculating a living wage.

1) There is a need to determine the nutritional standards, types of hous-
ing, expenditure categories, savings, and provisions for contingencies to be
included in the living-wage formula and to make allowance for intercoun-
try differences in purchasing power parity and macroeconomic conditions.

2) Estimates of family size as a basis for wage adequacy may be arbi-
trary and discriminatory since average family size may vary, and there may
be differences among wage earners depending on their age, gender, and
family relationships.

Using South Asia as an example, Srinivasan (2001) also questions the
relevance of attempting to calculate and administer a living wage. He notes
the following.

1) In South Asia, over half of the labor force is self-employed and the
proportion of regularly employed wage-paid workers is small;

2) Workers employed by multinationals are generally well paid, union-
ized, have legal protection of their rights, and receive mandated benefits, so
that payment of a living wage to these workers may be redundant;

3) Focusing on paying a living wage to workers employed by multina-
tionals diverts attention from the far more serious and relevant problem of
poverty and from the need to promote rapid economic growth to help erad-
icate poverty; and

4) The goal of the living-wage proponents would be better served if they
would lobby to eliminate barriers in developed countries on imports of la-
bor-intensive manufactures and on other trade barriers more generally,
and to relax immigration restrictions on unskilled workers. By the same to-
ken, efforts should be made in developing countries themselves to elimi-
nate bureaucratic corruption, remove barriers to trade, and dismantle do-
mestic policies that are inimical to the poor.

While living-wage proponents may grant many of the foregoing objec-
tions, they commonly argue nonetheless that multinationals can well
afford to pay higher wages to workers in developing countries because
those wages are typically but a tiny fraction of the selling price of the prod-
uct. In this connection, some examples noted in Moran (2002, chap. 4, 15–
16) are of interest: In 2000, the piece rate plus benefits of jeans produced in
Nicaragua was $0.66 compared to the U.S. retail sales price of $21.99; in
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2000, the unit labor cost, inclusive of benefits, for a ladies’ jacket made in
Hong Kong was $0.84 compared to the U.S. retail price of $99; in 2001, the
unit wage was $0.40 for a sport shoe produced in Indonesia that sold for
$100 in the United States; and, in 2001, Nike reported that the labor cost
of Nike shoes was $2.43 compared to a retail price of $65.

What are we to make of these comparisons? One can argue that the com-
parisons are inappropriate because they do not take into account the costs
of further processing, transportation, advertising, and distribution. There
is also a presumption that the multinational firms may be capturing oli-
gopoly rents because of brand preferences, private labels, and name recog-
nition that they have established. While it is conceivable that some of the
largest multinationals may be capturing oligopoly rents, it is unclear how
pervasive this is, especially for firms competing at the retail level. But sup-
pose for the sake of argument that some multinationals are mandated or
may opt to divert some of their profits to pay higher wages to their workers
in developing countries. It is by no means clear exactly how this would be
done and what would prevent the companies from shifting their operations
to locations with already higher wages and higher productivity.

The difficulty of paying higher wages would be even more pronounced if
subcontracting firms were obliged to do so. Thus, as Moran notes (2002,
16) in the examples cited above, the local wage-bill range is 20 percent of
the pretax profit for the firm producing footwear in Indonesia, 46 percent
for the jeans production in Nicaragua, and 250 percent for the Nike shoes.
Since subcontracting firms are generally independently owned, mandating
higher wages for them in these circumstances would almost surely motivate
them to search out less-costly production locations.

The view that mandating higher wages for workers in developing coun-
tries can be accomplished with minimum disruption to employment within
and between countries has been colored by the research of Card and
Krueger (1995) which finds that increases in the minimum wage in the
United States in the early 1990s did not reduce teenage employment. In our
judgment, contrary to Card and Krueger, there is reason to believe that la-
bor-intensive manufacturing in developing countries is relatively sensitive
to changes in wage levels. This is particularly true for the production of ap-
parel and footwear, which are prototype “footloose” industries. This is
borne out, for example, by the experiences of Japan and the Asian Tigers—
Hong Kong, Singapore, South Korea, and Taiwan—insofar as increased
labor costs in these countries in the course of their economic expansion
from the 1960s onward resulted in a shift of the location of labor-intensive
industries to China and Southeast Asia and to some extent to South Asia.
Also worth mentioning are the experiences of Mauritius and Madagascar,
noted by Moran (2002, chap. 4, 9), that suggest that labor-intensive pro-
ducers were sensitive to changes in relative wage levels in deciding where to
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expand or contract employment and change the location of production.13

More recently, there have been news reports about maquiladora factories
closing down in Mexico and moving to Asia or Eastern Europe and about
garment and shoe-manufacturing orders being lost in Indonesia to com-
petitors in China and Vietnam, where wages are lower and quality and de-
livery schedules more reliable.14

A common response to this argument—that mandating a living wage
will cause employers to change locations—is to say that the living wage
should be mandated in all countries, not just a few, so that there is no place
for employers to go, but this misses the point. Wages vary across countries
due to differences in labor productivity, which typically rises with the level
of development. However the living wage may be defined, it will be above
the productivity-based market wages in some countries and below that in
others. If employers are required to pay the living wage, they will tend to
move to countries where the living wage is justified by productivity.15

We conclude therefore that efforts to define and measure the living wage
are fraught with insuperable difficulties,16 and that it is likely that the im-
position of a living wage that exceeds existing market-determined wage
levels will result in employment shifts in developing countries that would
be detrimental to economic efficiency and welfare.17
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13. See also Helene Cooper’s article “Fruit of the Loom: Can African Nations Use Duty-
Free Deal to Revamp Economy?” (Wall Street Journal, January 2, 2001) for a journalistic ac-
count of the experiences of the two countries.

14. See the articles of Ginger Thompson (New York Times, June 29, 2002) and Timothy
Mapes (Wall Street Journal, August 14, 2002).

15. In an econometric study of the effects of labor costs on foreign direct investment (FDI),
while controlling for labor productivity, Kucera (2001, 28) has noted that “coefficients of the
wage share [of value added] variable are more and significantly negative for LDCs” and that
“a 10 percent increase in wage share would be associated with a 6.6 to 8.5 percent decline in
FDI inflows in LDCs, compared with a 4.3 to 5.8 percent decline for all countries.”

16. The most comprehensive effort to define and measure the living wage is to be found in
U.S. Department of Labor (2000, vi): their conclusion is that “for the countries considered,
there appears to be little conclusive evidence on the extent to which wages and non-wage ben-
efits in the footwear and apparel [industries] meet workers’ basic needs.”

17. Neumark (2002) has studied the effects of living-wage ordinances that have been
adopted in many cities across the United States. These ordinances typically mandate a mini-
mum-wage floor that is often considerably higher than the traditional minimum wages set by
state and federal legislation. Among the most significant findings are the following: (a) Liv-
ing wage ordinances have sizable positive effects on the wages of low-wage workers; (b) em-
ployment is reduced among the affected workers; (c) a detectable number of families may be
lifted above the poverty line, even allowing for employment reductions; and (d) unionized mu-
nicipal workers especially may gain from narrow living-wage laws covering city contractors.
Thus, while there is some evidence that living wages may provide some assistance to the work-
ing poor, Neumark notes that such ordinances may not be the best policy for helping the ur-
ban poor and that a range of other issues needs to be addressed, including budget implica-
tions, the incidence of the measures, effects on taxes and local development, the provision of
city services, productivity, compliance and enforcement, and equity and overall economic
welfare. See also the variety of comments on Harvard’s living-wage debate in Harvard Maga-
zine (2001).



8.2.4 The Right of Association and Collective Bargaining

The pertinent FLA code (available at http://www.fairlabor.org) is

Freedom of Association and Collective Bargaining. Employers shall rec-
ognize and respect the right of employees to freedom of association and
collective bargaining.

The pertinent WRC code (available at http://www.workersrights.org) is

9. Freedom of Association and Collective Bargaining: Licensees shall rec-
ognize and respect the right of employees to freedom of association and
collective bargaining. No employee shall be subject to harassment, in-
timidation or retaliation in their efforts to freely associate or bargain col-
lectively. Licensees shall not cooperate with governmental agencies and
other organizations that use the power of the State to prevent workers
from organizing a union of their choice. Licensees shall allow union or-
ganizers free access to employees. Licensees shall recognize the union of
the employees’ choice.

The right of association and collective bargaining is arguably the most
contentious of issues in countries with low-wage labor and specialization
in labor-intensive industries like apparel and footwear. As Moran (2002,
chap. 3, 14) finds, the problems include (a) the representation of workers
and anti-union discrimination; (b) the right to strike; and (c) the threat to
close plants that form unions.

Many employers have initiated worker-management associations de-
signed to foster good relations with employees, and, according to Moran
(2002, chap. 3, 15), there is evidence for examples of relatively high wages
and good treatment of workers in the Philippines, the Dominican Repub-
lic, and Costa Rica. By the same token, there have been allegations and ev-
idence offered of cases of discrimination against workers seeking to orga-
nize unions in a number of countries.18 This has been a problem especially
when there already exists a government-sponsored or government-favored
union or when unions are prohibited by the government. Moreover, work-
ers have been dismissed in some cases for participating in strikes, and re-
placement workers have been hired. Furthermore, the threat to close
plants that form unions has been alleged to occur at times.

There are divergent views on the issues of the right of association and
collective bargaining. Thus, it can be argued that encouragement of unions
and collective bargaining may enhance the efficiency of labor markets and
increase the productivity of workers, especially when there are monop-
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18. A recent example is a strike by about 800 workers making collegiate apparel for Nike in
the Korean-owned factory, Kukdong International Mexico, located in Atlixco, Mexico, after
some of their fellow workers had been fired in connection with their involvement in labor-
rights disputes. For more information, see Verité (2001).



sonistic employers.19 There may also be significant political and social
spillover effects as democratic institutions and social harmony are
strengthened. Furthermore, it may be the case that governments are weak
and that there is nobody to protect the workers but the workers themselves.
On the other hand, as noted in the previous discussion of the living wage,
it may be the case in many low-income countries that labor unions are al-
ready concentrated in the formal manufacturing sector, and there may be
substantial numbers of workers employed in public enterprises. As a con-
sequence, the fostering of unions could be harmful to workers and families
in the informal sectors and in the rural or agricultural sectors who would
have to absorb the workers displaced from these organized sectors. This is
where much of the labor force is self-employed, often doing “home work”
on a piece-rate basis, and the numbers of regularly employed wage-paid
workers may be limited.20

The point just made should not be construed as condoning the suppres-
sion of unions and worker rights. Rather, the issue is whether or not the
right of association and collective bargaining should be considered to be
the prime objective, as emphasized by the WRC, to enhance the welfare of
workers in low-income countries. That is, account needs to be taken of the
wages and benefits that workers are actually receiving together with the
treatment that they are being accorded in the workplace. Thus, as Moran
(2002) in particular has stressed, there is considerable evidence suggesting
that market forces combined with judicious government policies can pro-
vide the basis for enhancing worker welfare in poor countries. There may
well be cases in which workers are mistreated in terms of not receiving their
rightful wages or are subjected to poor working conditions.21 In these in-
stances, corrective measures should be taken by government in conformity
with domestic law.

8.2.5 The Academic Consortium on International Trade (ACIT) 
and Scholars Against Sweatshop Labor (SASL) Initiatives

We have had occasion in the preceding discussion to review the issues
that are pertinent to the anti-sweatshop campaign, which focused atten-
tion on the wages and working conditions in multinational firm operations
in the apparel and footwear industries in low-income countries. Much of
this campaign is being played out in the efforts of organizations like the
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19. See, for example, Freeman (1993).
20. In this connection, Srinivasan (1998, 239) has remarked that “where the freedom to

form unions has been exercised to a considerable extent, namely in the organized manufac-
turing and public sectors in poor countries, labor unions have been seen promoting the inter-
ests of a small section of the labor force at the expense of many. . . . it should be recognized
. . . that unionized labor often constitutes a small labor aristocracy in poor countries.”

21. For documentation, see, for example, Business for Social Responsibility (BSR) Educa-
tion Fund, Investor Responsibility Research Center (2000) and Verité (2000).



WRC and the FLA to provide codes of conduct and monitoring of firms
engaged in the production and marketing of apparel and related items
bearing university and college logos.

As mentioned above, the strategy of the WRC and associated student
groups has been one of confrontation with university and college adminis-
trations in the form of protests and sit-ins that were resolved in most cases
by agreeing to membership in the WRC. At the same time, the FLA has
been active in its efforts to engage and induce universities and colleges to
become FLA members. As noted above, the FLA had 192 members at the
end of 2001. The WRC had 92 members, and 49 of them were also mem-
bers of the FLA.

Following the failure of the WTO Ministerial Meeting in Seattle in De-
cember 1999, Jagdish Bhagwati of Columbia University and Robert M.
Stern of the University of Michigan convened a group of academic inter-
national-trade economists and lawyers that met in January 2000 at the
Georgetown University Law Center. The objective of the meeting was an
effort to review what had happened in Seattle and the role that academic
trade specialists might play in bringing their expertise to bear on the im-
portant issues of trade policy and engaging the attention of policy makers
and the public. After the Georgetown meeting, it was decided to establish
the ACIT with the foregoing objectives in mind. An ACIT Steering Com-
mittee was established and comprised of Robert E. Baldwin, University of
Wisconsin; Jagdish Bhagwati, Columbia University; Alan V. Deardorff,
University of Michigan; Arvind Panagariya, University of Maryland;
T. N. Srinivasan, Yale University; and Robert M. Stern, University of
Michigan, as Head of the Steering Committee. An ACIT website (http://
www.Fordschool.umich/edu/rsie/acit) was created as a repository for aca-
demic papers, reports, policy statements, and news articles dealing with
trade policy and related issues.

One of the most contentious issues at the Seattle Ministerial Meeting
was that of trade and labor standards. This is a topic that most of the mem-
bers of the ACIT Steering Committee had addressed individually and
jointly in their published theoretical and policy-oriented writings. These
writings explored the analytical complexities, political economy, empirical
evidence, and the policies of national governments and international or-
ganizations involving trade and labor standards. The ACIT group con-
cluded that much of the social activism in the United States regarding la-
bor standards was motivated by protectionist considerations, especially on
the part of organized labor. The interests of low-income developing coun-
tries were seen therefore to be especially at risk, particularly if efforts were
made to mandate higher labor standards, including higher wages, by
means of trade sanctions or other pressures on low-income countries.

It was with these concerns in mind that the ACIT Steering Committee
decided to address the decisions taken by university and college adminis-
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trators to design codes of conduct on their own, to become affiliated espe-
cially with the WRC to deal with issues of sweatshop labor, or both. The
ACIT Steering Committee prepared a letter that was sent in September
2000 to around 600 university and college presidents, stating that the ac-
tions taken or to be taken on sweatshop issues at many institutions were
possibly not well informed and therefore were ill advised. This letter is
available on the ACIT website and in Broad (2002, 222–23). It was first cir-
culated to academic trade specialists and other members of the academic
community, and 352 (primarily) economists and other academics indicated
that they wished to be signatories of the letter. The list of signatories is
available on the ACIT website.

It is noteworthy that only a small number of university presidents or ad-
ministrators acknowledged receipt of the letter. These included Columbia;
Duke; the University of California, Berkeley; Harvard; and some smaller
institutions. But what is perhaps more significant is that the ACIT letter re-
ceived considerable press and media coverage, much of which can be found
on the ACIT website.

It stands to reason that some members of the academic community
would take issue with the position expressed in the ACIT letter. Thus, a
group calling itself Scholars Against Sweatshop Labor (SASL) was
formed, and they prepared a letter that was endorsed by 434 signatories (73
percent economists) and thereafter sent in October 2001 to more than
1,600 university and college presidents. The SASL letter is reproduced on
the SASL website (http://www.umass.edu/per/sasl/) and in Broad (2002,
224–27). The list of signatories is also included on the SASL website. There
are several points in the SASL letter that are worthy of comment.

• Are colleges and universities making decisions about codes of conduct
without adequate consultation? The SASL assertion is that “colleges
and universities that have adopted codes of conduct have generally
done so after careful consultation with appropriate faculty and/or out-
sider experts.” Our Evaluation is as follows: The SASL ignores the fact
that the adoption of a code of conduct at many institutions was in re-
sponse to campus sit-ins and protests and that there was not a broad
representation of alternative views, faculty expertise, and campus-
wide student involvement.

• Regarding worldwide consultation and monitoring the SASL asser-
tion is that the three organizations (WRC, FLA, and Social Account-
ability International) bring different strengths to the task of establish-
ing and monitoring effective labor standards worldwide. Ongoing
cooperation and competition between these groups should also raise
the general performance standard for all three.” Our evaluation is that,
as we have noted in our earlier discussion, the primary focus of the
WRC on workers rights, collective bargaining, a living wage, the influ-
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ence of protectionist labor unions, and the adversarial approach to the
business community may serve to limit the effectiveness of the WRC.

• Regarding wages, labor costs, and employment opportunities in the
global garment industry, the SASL asserts that “while caution is clearly
needed in setting minimum decent standards for workplace conditions,
workers rights, and wage levels, there is still no reason to assume that a
country or region that sets reasonable standards must experience job
losses.” Our Evaluation follows: The fact remains that workers in low-
income developing countries are generally being paid wages that are
higher than in alternative employment. Mandatory increased wages
and more-stringent labor standards may improve the position of some
workers in the affected industries, but it is almost certain to disadvan-
tage other workers not covered by the mandated changes and may in-
duce firms to seek out lower cost production locations.

In our judgment, many of the points raised in the ACIT letter remain
valid and have apparently been accepted in the SASL statement. We re-
main critical, however, of the SASL statement on the grounds that it
(a) glosses over the ways in which the anti-sweatshop campaign led by stu-
dent activists has intimidated the administrations of many academic insti-
tutions; (b) apparently accepts the objectives and operation of the WRC;
and (c) downplays the possibly detrimental effects of labor-market inter-
ventions in low-income countries. The question remains then as to what
the most effective ways may be to address the issues of multinational wages
and working conditions in developing countries. One way we will now con-
sider is the provision of voluntary codes of conduct designed to promote
the social accountability of multinationals.

8.2.6 Social Accountability of Multinational Firms

Having just reviewed the issues involved in the anti-sweatshop campaign
and the efforts of activist organizations and academic institutions in the
United States to address these issues, we now focus on the options that
multinational firms may choose to pursue on matters of social accounta-
bility. In this connection, it might be argued, with externalities aside, that
in a competitive environment, all that matters to a firm is profit maximiza-
tion and, to society, the resultant optimal allocation of resources and in-
creased consumer welfare. In this context, competitive firms need not con-
cern themselves with their social accountability, although questions might
arise about the distribution of income. But when there are market failures,
including the possible exercise of market power by imperfectly competitive
firms, there will be grounds for intervention at the firm or industry level
that is designed to achieve the social optimum.

Market failures aside, it appears to us that the thrust of the anti-
sweatshop campaign and other anti-globalization activities represents an
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effort primarily to alter the distribution of income between rich and poor
countries. Under the circumstances, if there is a desire to reduce interna-
tional income and related inequalities, the optimal policy is to provide di-
rect income transfers and technical assistance from the rich to the poor
countries. Furthermore, maintaining and extending open markets for the
imports from developing countries will be similarly beneficial. It will be
suboptimal therefore, in terms of resource misallocation, if multinational
firms are mandated or pressured by interest groups to effect income trans-
fers in the guise of higher wages to workers in developing countries. More
seriously, there is the real possibility that such measures will transfer in-
come not from rich countries to poor countries, but only from workers in
poor countries to workers in rich countries.

If the preceding reasoning is accepted, it might be argued that the anti-
sweatshop campaign aimed at multinationals is misdirected.22 The evidence
to be presented in section 8.4 generally bears this out. Nonetheless, multi-
national firms have come under increased scrutiny by activist organizations
for their alleged violations of social norms especially in low-wage, labor-
intensive industries. It is essential therefore for multinational firms to de-
vise modes of response to allegations of the mistreatment of workers so as
to ward off consumer reactions that may be detrimental to their sales and
profitability. This is especially the case for firms whose image in the eyes of
consumers is derived from a recognized brand name or private label.

As already mentioned, it has become commonplace especially for large
multinationals to devise codes of conduct. Thus, as noted in Moran (2002,
chap. 5, 5), the Organization for Economic Cooperation and Development
(OECD) had 246 corporate codes in its inventory in the year 2000 covering
a variety of industries.23 This included (Moran 2002, chap. 5, 7) thirty-
seven firms in the textile and apparel industry, twenty-five of which were
U.S. firms, but what should be noted is that a written code of conduct in it-
self may not be sufficient. What is needed to complement such codes is a
monitoring or certification system that is designed to assure code compli-
ance. This is of course what the FLA is intended to do for the apparel in-
dustry, and what both it and the WRC intended for university and college
suppliers. As we have noted earlier, there are several additional NGOs that
have been established to carry out monitoring and certification, and there
are a number of private monitoring groups as well.

Moran (2002, chap. 5, 9) notes that the “movement toward meeting the
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22. This has led Graham (2000) to entitle his book Fighting the Wrong Enemy: Antiglobal
Activists and Multinational Enterprises.

23. See also Varley (1998, 505–94) for the texts of a subset of 46 (out of a total of 121) codes
of conduct collected for a variety of multinational firms. The Investor Responsibility Re-
search Center (IRRC) has posted profiles of these 46 firms and 8 others on its website (http://
www.irrc.org). We should mention as well UN Secretary General Kofi Annan’s Global Com-
pact, which has been signed onto and endorsed by many multinational firms and a number of
labor unions and NGOs.



prerequisites for credibility and legitimacy [in monitoring and certifica-
tion] has not been smooth.” Some of the issues that have proven trouble-
some include circumscribing the availability of information on plant loca-
tions on confidentiality grounds; the use of business and auditing firms to
conduct inspections; public disclosure of alleged code violations and
efforts at remediation; and comprehensiveness of scheduling of monitor-
ing and follow up.24 It is no doubt too much to expect that a system of mon-
itoring and compliance will be perfect. Nonetheless, as Moran (2002, chap.
5, 12) has concluded, “there has . . . been considerable movement, albeit
contentious movement, toward meeting the conditions needed to create a
credible ‘voluntary’ system for certifying plants that comply with good
worker standards and identifying plants that do not.”

If this judgment is correct, it suggests that many multinational firms
have found it in their interests to devote resources as a kind of insurance
against the possibility of unfavorable publicity regarding their operations
that could prove damaging to them in the eyes of consumers and thereby
reduce their sales and profitability.25 By the same token and apart from the
issues of code monitoring and compliance, it should be recognized, as
Moran (2002) has stressed in his study Beyond Sweatshops, that the im-
provement of wages and working conditions is an ongoing process as
economies evolve, which brings about endogenous changes in the structure
and composition of output and conditions of employment, including a
movement towards more technologically advanced industries. For this to
happen, as already mentioned, it is necessary for governments to adopt do-
mestic policies that will enhance economic efficiency and welfare and
thereby provide the basis for improvements in workers’ skills and the con-
ditions of work.

8.2.7 The Role of the International Labor Organization (ILO) 
and the World Trade Organization (WTO)

We have focused thus far on the efforts and issues involving the design
of codes of conduct, monitoring, and compliance applicable to multina-
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24. See Varley (1998, especially chapters 11 and 12) for discussions entitled “Corporations
Grapple with Codes of Conduct” and “The Compliance Conundrum.”

25. Bhagwati (2001) makes the case more strongly in arguing that “the truly, indeed the
only, compelling reason for corporations to assume social responsibility is that it is the right
thing to do. For, in so doing, they will accelerate the social good that their economic activities
promote, and for which there is now much evidence.” Ruggie (2002), who served as an advi-
sor to UN Secretary General Kofi Annan in helping to develop the Global Compact, notes
that the Global Compact is based on a learning approach to induce corporate change rather
than a regulatory arrangement involving a legally binding code of conduct with explicit per-
formance criteria and independent monitoring of company compliance. Ruggie notes further
that the Global Compact comprises a network form of organization that comprises the UN,
business, labor, and civil-society organizations. The hope is that the Global Compact will as-
sist companies in internalizing the relevant principles of social policy embodied in the Global
Compact and thereby induce the companies to shape their business practices accordingly.
Whether or not this objective can be attained, Ruggie concludes, will depend on the viability
of the interorganizational networks being developed.



tional-firm operations in these countries. These various issues have also
been addressed at the multilateral level, and there has been a continuing de-
bate on both whether or not and how to deal with trade and labor stan-
dards in the ILO and WTO.

The crux of the argument is that the ILO is an international organization
that was established around eighty years ago for the purpose of improving
labor conditions in its member countries. The ILO mandate is carried out
by specifying conventions covering a variety of labor issues and conditions
of work to which member countries agree to adhere. These conventions in-
clude the so-called core labor standards, which cover forced labor, freedom
of association, the right of collective bargaining, equal pay for men and
women, discrimination in the workplace, the minimum age of employ-
ment, and ban on the most egregious types of child labor. These core and
other labor standards have been incorporated in various forms into most
of the codes of conduct of NGOs, colleges and universities, and multi-
national firms. The modus operandi of the ILO is to monitor member-
country compliance with the various conventions, call attention to depar-
tures from the conventions, and provide technical and financial assistance
for developing countries to help them upgrade their labor standards. The
ILO thus functions as a clearinghouse to provide information on labor is-
sues and as a facilitator to improve labor conditions. It carries out its man-
date without either the use or threat of sanctions against noncomplying
member countries.

The WTO is an international organization whose main purpose is to de-
sign and implement rules governing the conduct of international trade
among its member countries. In contrast to the ILO, the WTO does have
sanctioning authority that permits member countries to impose trade re-
strictions in cases in which trading partners are found via the WTO dis-
pute-settlement process to be in violation of particular WTO rules. The
trade sanctions can remain in place until such time as the violation is cor-
rected by a change in policy. As tariffs have been increasingly reduced in
periodic multilateral trade negotiations, there have been efforts to probe
more deeply into the domestic nontariff regulatory policies of member
countries that may impede trade. It is in this context that proposals have
been made to link labor standards and trade on the grounds that countries
with allegedly low labor standards may have an unfair advantage in their
trade that is detrimental to their trading partners. In Brown, Deardorff,
and Stern (forthcoming), we have explored the pros and cons of linking
trade and labor standards in the WTO. In the final analysis, such linkage
may be subject to capture by protectionist interests in the developed coun-
tries and be detrimental therefore to the trade and welfare of developing
countries. This would be avoided by allowing labor standards to continue
to be the responsibility of the ILO.

This concern about protectionist influence relates as well to the anti-
sweatshop campaign discussed earlier, especially in view of the support
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that UNITE and other organizations with a protectionist orientation have
provided to activist organizations such as the WRC. Of course, there are
many activist organizations that are motivated by concerns over human
rights and international inequalities in the distribution of income. In our
view, while these concerns are commendable, they are for the most part
misdirected against the operations of multinational firms. There is a real
danger therefore that well-intentioned efforts to raise the wages and work-
ing conditions of workers in developing countries may work to the detri-
ment of these workers and their families.

8.3 Conceptual Considerations

The preceding discussion was designed to focus on sweatshop and re-
lated issues as specific examples of interest to many concerned about the
impact of multinational firms on wages and working conditions in devel-
oping countries. With this in mind, we now turn our attention more
broadly to a review of what economic theory has to say about the effects of
FDI and multinational firms on wages and working conditions in host
countries. We begin with a brief discussion of the motivations for FDI and
multinational-firm activity. One lesson shown is that multinationals exist
for a variety of reasons and perform a variety of functions, and so we can-
not identify them with any single activity whose effects we should explore.
Rather, we need to consider them in several roles, each of which may have
different implications for wages and working conditions.

We look broadly at four such roles. The first is as a conveyer of additional
capital to the host country, either as an addition of the world’s capital stock
or in place of capital that would otherwise be in the source country. For this
purpose, we address the question in the context of the general-equilibrium
models with perfect competition that are familiar in international-trade
theory. Second, we consider the possibility that FDI carries with it, instead
of or in addition to capital, technologies that may be superior to those pre-
viously available and that may also spill over to domestic workers, firms,
or both in the host country. Again, FDI as a source of improved technol-
ogy can be analyzed in the context of perfectly competitive general-
equilibrium trade models. Third, we acknowledge that, even with un-
changed capital and technology, multinational production may involve
different sets of production activities than simpler national firms, and we
look at how the choice of activities may matter for labor markets. This may
happen, for example, within multinationals that use their parent-firm
location to provide headquarters support for activities in subsidiaries
abroad, or more generally it may involve production processes that are
fragmented across countries, perhaps even done in different unaffiliated
firms through subcontracting. Fourth and finally, we note that, because of
their size, multinationals may have the power to set prices, wages, or both
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to a degree that perfectly competitive firms could not. We examine several
ways that their price-setting behavior could matter for wages, including
monopsony pricing of labor, efficiency wages, and rent sharing.

Throughout this section, for convenience, we focus only on wages, rather
than explicitly considering the full package of wages, other compensation,
and the hours and working conditions that firms ask of and provide to their
workers. In practice, of course, all of these are determined together, either
in the competitive interactions of firms and workers, or in negotiation be-
tween them. In general, therefore, when we say that an event such as FDI
raises or lowers wages, one should think here of the whole package of
wages and working conditions as improving or worsening to an extent that
is determined by these interactions.26

8.3.1 Motivations for Foreign Direct Investment

Foreign direct investment consists of the acquisition of physical capital
in a host country, usually in the form of a production facility or a retail es-
tablishment owned at least in part by a parent firm in the home, or source,
country.27 When done among developed countries, FDI often takes the
form of acquisition of an existing facility, but most FDI into developing
countries is “greenfield” investment—that is, newly constructed establish-
ments—which therefore add to the physical capital of the host country.28

Strictly speaking, such capital need not be financed from the home coun-
try, and it therefore need not in any sense be a movement of capital from the
home country to the host country, although in practice it is often inter-
preted that way. However, for our purpose, of examining the effects of FDI
on the host country, this distinction is not important. What matters is pri-
marily the fact and the nature of the capital addition in the host country.

Also, FDI often carries with it a technology that may not have been pre-
viously available in the host country. That, as well as the additional possi-
bility that such technology may spread to workers and firms outside the
foreign-owned establishment, is something we will consider in a later sub-
section. To start, we will focus only on the role played in the host country
by the additional capital.

To some extent, that role may depend on the motivation for the FDI it-
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26. Lim (2001, 41) notes that “higher wages are usually correlated with better labor stan-
dards.”

27. It should be noted that FDI may span a variety of industries, including extractive, man-
ufacturing, and service industries. The literature tends to focus especially on FDI in manu-
facturing, but our discussion is intended to encompass FDI covering the range of different in-
dustries. According to Kucera (2001, 17), “as of 1997, 50.1 percent of FDI flows into LDCs
went to manufacturing (down from 66.8 percent in 1988), compared to 41.3 percent to ser-
vices . . . and 4.6 percent to the primary sector.” The remaining FDI was “unspecified.”

28. See Graham (2000, 85). Kucera (2001, 4) notes that “for less developed countries, the
value of M&As (mergers and acquisitions) in relation to total FDI inflows increased from
about 15 to 30 percent from 1993 to 1999.”



self. Broadly speaking, there are two types of FDI: the type intended to
serve the host-country market and the type intended to produce for ex-
port.29 Obviously, there exists some FDI that serves both purposes, but if
so, one purpose is usually dominant and the other incidental. The distinc-
tion can be important because the firms that engage in FDI usually have
alternative means available for achieving either of these objectives, and
their choice of FDI is an indication of market conditions that favor FDI
over these other means.30

In the case of serving the host-country market, the alternatives are to ex-
port the product from the home country or, especially in the case of ser-
vices, to franchise or otherwise license its production by a local firm in the
host country. Since the firm’s competitive advantage originated with pro-
duction in its home country, the choice of FDI instead of these alternatives
indicates that there must be extra costs associated with them. For exports,
these extra costs include transport costs, tariffs, and other trade barriers;
for licensing, they include costs of controlling quality or protecting tech-
nology. In both cases, FDI is likely to be a higher-cost method of produc-
ing the product than the alternative, chosen only because these other costs
are even higher. This second-best nature of FDI in such cases may under-
mine the benefits that one would otherwise expect from freely functioning
markets. For example, “tariff-jumping” FDI may involve production that
is so inefficient that it lowers the welfare of the host country. Likewise, con-
cerns about control of technology may induce firms to use only outmoded
machines for serving a host-country market.

In the case of FDI for export, the alternatives are, first, not to involve the
host country at all, producing either at home or in a third country, and sec-
ond, again, the possibility of licensing production to a host-country firm.
Here there is no reason to produce in the host country at all unless it can
be done for lower cost (or higher quality), so the presumption is that the
host country offers an advantage in the form of cheaper inputs, higher-
quality inputs, or both, such as labor or some natural resource. The deci-
sion to own the facility rather than to license it could, again, reflect distrust
of local firms that outweighs the cost advantage that local firms presum-
ably have due to their familiarity with host-country conditions. However,
it may be more likely, since the local market is now less important, that the
firm can achieve cost or quality advantages itself by using its own person-
nel. The result here is a presumption that FDI for export will reduce the
cost of providing the product to the home or to the world market, and we
would expect this cost reduction to be beneficial, at least from a global per-
spective.
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30. The points made here and in the next two paragraphs draw on Moran (2002).



What is it that allows a multinational to achieve such a cost reduction
that a local firm, unaffiliated with the multinational, could not? The answer
may only be that the multinational has better access to capital, which is
why we start by considering the effects of capital flows on wages. Or the
multinational may have a technology that is not available in the developing
country, or even outside the multinational itself, as we examine second. But
a third possibility is that the multinational produces an input in one coun-
try, perhaps the source-country location of the parent firm, that con-
tributes to the productivity of other activities that it performs in the host
country. One or both of these activities may also have the nature of a public
good, expanding productivity of multiple affiliates in multiple countries,
but that is not essential for our concern here with effects on host-country
labor markets. What is important is that the multinational provides the mo-
tivation for locating a fragment of its production activity in the source
country, an activity that without the multinational would not be viable.
This fragmentation is the third source of cost reduction that we will exam-
ine.

8.3.2 Effects of International Capital Flows

The simplest story one can tell about FDI is in a one-sector model. Sup-
pose that all countries produce the same good, using inputs of capital and
labor in a neoclassical, constant-returns-to-scale, production function: X
� F(K, L), where X is output and K and L are factor inputs of capital and
labor respectively. FDI from abroad then increases a host country’s capital
stock and raises its output. With competitive-factor markets paying fac-
tors the value of their marginal products, the increased capital stock will
raise the marginal product of labor and thus its wage. There is no possibil-
ity here of FDI hurting the host country’s labor, and if the amount of FDI
is large enough to matter at all, it will surely help it. Of course, the flip side
of this is in the source country where, if the FDI entails a drop in the capi-
tal stock there, the opposite occurs. But that is not our concern here.

One need not go far to find a different theoretical answer, however. In
standard Heckscher-Ohlin (HO) trade theory, with two sectors producing
two goods in each of two countries, the factor-price-equalization (FPE)
theorem tells us that an increase in the capital stock of a country will leave
both factor prices unchanged in either of two circumstances.31 First, if the
host country is small so that any change in its outputs will not affect world
prices, then an increase in its capital stock, whatever its source, will leave
its factor prices unchanged as long as the country continues to produce
both goods. And second, even if the host country is large, if the increase in
its capital stock matches an equal decline in the capital of another country
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(as it would if FDI actually moves capital from place to place) and then if
that other country also produces both goods both before and after the
change, the factor prices will again stay the same.

Considering the obvious importance of international trade in the world
today, one might think that this two-sector HO model easily ought to be
preferred over the one-sector model and that we should forget about FDI
affecting wages. But the case just considered is actually very special, and
there are many other possibilities within the general HO framework that
do not yield this result.

First, the simple specific-factors model with mobile labor and two kinds
of immobile capital (which can be thought of as a three-factor, two-good
case of the general HO model) has the property that an increase in either
capital stock raises the wage even in a small country. Second, with special-
ization, the HO model behaves much more like the one-sector model, with
each country producing a single, albeit different, good. Third, without
complete specialization but with multiple cones of diversification,32 a
movement of capital from a capital-abundant to a labor-abundant cone
will cause prices of goods to change in a way that causes internationally un-
equal factor prices to move closer together. In this last case, far different on
its surface from the one-sector model, FDI again causes the wage to rise in
the host country and to fall in the source country, with opposite changes in
returns to capital.

Perhaps the richest variant of the HO model for use in describing devel-
oping countries is a two-factor (capital and labor) model with many cones
of diversification. In this model, FDI that raises the capital stock of an ini-
tially poor, small country sufficiently will cause it to grow from cone to
cone, with the wage remaining constant as it advances within a cone, but
then rising as it moves up to the next cone. This sort of progress, which has
been explored theoretically by Krueger (1977) and Deardorff (2000) and
has been documented empirically by Moran (2002), may offer the best
hope for developing countries to escape poverty if they can accumulate
capital (or skill, although this is outside these simple models) either on
their own or with the help of FDI.

So far we have considered models with only two factors, capital and la-
bor. Equally important is the distinction between skilled and unskilled la-
bor, but to address this along with capital flows requires allowing for three
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factors of production. This opens up more possibilities than we can con-
sider here, and we therefore look only at a single case, but it is one that
seems particularly appropriate for today’s world.

The model is another variant of the HO model, introduced by Feenstra
and Hanson (1996). They assumed a continuum of goods, each produced
with capital and a fixed-coefficient aggregate of skilled and unskilled labor.
The skill and unskilled intensities varied along the continuum, while the
shares of capital versus aggregate labor did not. In their equilibrium, fac-
tor endowments differed between their two countries, North and South,
sufficiently that factor prices were unequal, and each country produced a
different range of goods—i.e., they were in different cones. In particular,
Feenstra and Hanson (1996) assumed that the return to capital was higher
in South than in North, and that the ratio of the skilled wage to the un-
skilled wage was also higher in South than in North.33

Feenstra and Hanson (1996) used this model to derive a result that is
very relevant here. When capital moves from North to South, it expands
the range of goods that can be produced in South and contracts that range
in North. The goods whose production location moves are the least skill-
intensive industries that were previously produced in North, which then
become the most skill-intensive now produced in South. As a result, the av-
erage skill intensity of production rises in both countries. This also raises
the relative demand for skilled labor in both, causing the skilled wage to
rise in both places and the unskilled wage to fall. This is the first sign we
get, in theory, of FDI causing a fall in any wage in the host country. It does
so because, rather than moving into producing the goods that use the
cheapest factor in that less-developed country (i.e., unskilled labor), FDI
instead expands production of relatively skill-intensive products there. As
we will see in our look at the empirical evidence, this is exactly what a great
deal of FDI into developing countries actually does. Why does it do this?
In the Feenstra and Hanson (1996) model, it happens because production
of the least skill-intensive goods is already, in the initial equilibrium, being
done exclusively in the South. In those industries, there is nothing to move.
So, if capital is going to move to South at all, in order to take advantage of
the higher return to capital there, it must produce something else, and
therefore the more skill-intensive goods are all that are available.

This is an interesting result that strikes us as important, and we will re-
turn to it frequently later in the paper. However, there is a qualification that
Feenstra and Hanson do not mention. Theirs is a two-country model with
both countries of significant size. We are often concerned not with a mas-
sive flow of capital from the developed to the developing world, but rather
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with flows into particular developing countries that might better be viewed
as small. What effects would FDI have into a small country that is embed-
ded in what is otherwise the Feenstra and Hanson (1996) framework? The
answer is that it would not affect relative wages in the small country at all.

The reason is essentially that a small developing country in the Feenstra
and Hanson (1996) framework is within the cone of diversification of the
South, and its factor prices are constrained by those of the South as well.
This is not to say that factor prices will be equalized. The small country will
be able to specialize completely in the only one of the continuum of goods
that fully employs its skilled and unskilled labor, and thus the FPE theo-
rem does not apply. However, to keep producers from shifting to any other
good in the continuum within the cone, the ratio of the skilled wage to the
unskilled wage must remain the same as in all of the other countries of the
larger South.34 As a result, as FDI expands the capital stock of the small
country, and the wages of both skilled and unskilled labor rise in the same
proportion, while the return to capital falls.

All of the theoretical results discussed so far are collected in table 8.1,
which shows the direction of change in the real wage of labor in the host
country due to capital-inflow FDI. Each of the models considered is iden-
tified by the number of sectors and factors that it assumes. Also indicated
is whether the host country is diversified or specialized into production of
a single good and whether or not, where relevant, the world equilibrium
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34. This can be seen in the FH model by differentiating the (log of the) cost function with
respect to the index of the good, z, in the FH notation. This derivative depends on the factor
prices only through the ratio of the two wages, qi /wi . If a small country had a wage ratio di-
ffering from that of the larger South at the z that can fully employ its two kinds of labor, then
its cost function would cut South’s from above or below, and firms would seek to produce only
goods of higher or lower z. Labor markets would not both clear.

Table 8.1 Effect of FDI as Capital Flow on Host-Country Wage

Small Two-Country
Model (sectors � factors) Countrya Modelb

One-sector (1 � 2) � �

HO (2 � 2) diversified 0 0
HO (2 � 2) specialized � �

Specific factors (2 � 3) � �

HO (3� � 2) two-cone, diversified 0 �

Feenstra-Hanson (∞ � 3) two-cone, diversified
Skilled labor � �

Unskilled labor � –

aThe small country is defined by facing world prices that are fixed independently of what it
produces.
bIn the two-country model, FDI here takes the form of an increase in the capital stock of the
host country and an equal decrease in the capital stock of the other country.



has two cones of diversification. Results are reported for both the case of a
small country, which takes prices as given from a much larger world econ-
omy of the sort indicated, and for a two-country model. In the latter case,
the FDI is assumed to take the form of an increase in the capital stock in
the host country together with an equal decline in the capital of the source
country.

The results, clearly, are somewhat varied in that there are several cases
where wages do not change and even one where a particular wage—that of
unskilled labor—falls. However, most of the cases show labor earning a
higher wage as a result of an inflow of FDI, and we regard this as the nor-
mal case, in the absence of knowledge that circumstances are otherwise.35

8.3.3 Effects of Technology Flows

It is arguably the case that multinationals who engage in FDI possess
technologies that others do not, particularly other firms in their host coun-
tries. They must, after all, have some sort of advantage in order to over-
come the disadvantage of operating in an unfamiliar environment. And if
this is the case, then FDI is not fully captured by the simple inflow of cap-
ital considered above. Indeed, some FDI may actually involve no addition
to a host country’s capital stock at all if the capital already exists and is
simply acquired by the multinational through merger or acquisition. In
that case, FDI may consist purely of the introduction of an improved tech-
nology into the host country.

This is not necessarily technology transfer, if the secrets of the technol-
ogy remain with the acquiring firm and its source-country personnel. But
the technology will still be applied to factors in the host country, and it will
increase the output that they produce, even if the advantage would be lost
if the firm pulled out. Thus we can model this as an improvement in tech-
nology and ask its effects. If technology transfer does take place, willingly
on the part of the firm or otherwise, then these effects will be just that much
larger and longer lasting.

Graham (2000, appendix A) argues that an improvement in technology
must raise wages. After all, he says, technology raises productivity, and
workers are paid their marginal product, which will be larger as a result of
the improved technology. However, this ignores the interaction of supply
and demand. A competitive industry with an improved technology will ex-
pand output and employment until the value of labor’s marginal product
equals its wage, but this could happen in several ways: by a fall in the price
of the good, as output expands relative to demand; by a fall in the marginal
product of labor, as employment expands relative to other factors such as
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capital; and by a rise in the wage, as workers are induced to leave other in-
dustries or to give up leisure. Only the third of these mechanisms entails an
increase in the wage, and it will not happen at all in some contexts, such as
that of FPE. Thus there really is no assurance that an improvement in tech-
nology due to FDI will raise the host country wage at all. It will depend on
the circumstances, just as did the effect of a capital inflow above.

Consider first a single multinational firm that brings an improved tech-
nology into a host country. Will it pay a higher wage than what prevails in
the local market? It may, for any of several reasons that we will discuss be-
low, but the increased marginal product of labor is not one of those rea-
sons. If the marginal-revenue product of labor is initially higher than the
prevailing wage, then the firm will expand its use of labor to the point where
this would not be true for an additional unit of labor. But even then it has
no reason, on account of the technology alone, to pay more than the mar-
ket wage. This argument applies as well to larger numbers of firms as long
as they do not alter the technology of all firms operating in the sector—a
case we consider next. Of course, with more firms expanding employment,
the effect on the market wage itself may become significant with the wage
rising as labor is pulled up its supply curve, but if this happens, it is due to
the expanded demand for labor and is independent of whether or not its
cause was an improvement in technology.

Suppose next that FDI brings to a host country an improved technology
for a whole sector of the economy, either because multinationals them-
selves take over the whole sector or because spillovers of the technology
raise productivity in local firms as well. Like the previous case of an in-
creased capital stock, several possibilities arise depending on country size
and patterns of specialization. In the simplest case of a one-sector econ-
omy, the effect of technology depends on its factor bias. Hicks neutral im-
provement will raise all factor prices in the same proportion, while im-
provement that is biased toward use of one factor or another will raise one
factor price more than another and may even cause one factor price to fall.
Thus it is possible, if the new technology is biased strongly enough away
from using labor, for it to reduce the wage, although this seems an unlikely
outcome.

With multiple sectors, on the other hand, as has been discussed at length
in the “trade and wages” literature, the effects of a technological improve-
ment on wages depend on the relative factor intensity of the sector in which
it occurs.36 In a small, two-sector, diversified economy, for example, im-
provement in the capital-intensive sector will lower the wage, while im-
provement in the labor-intensive sector will raise it. With more sectors and
multiple cones, it is again the factor intensity of the sector in which tech-
nological change takes place that matters for factor prices, although here
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it is factor intensity relative to other sectors in the same cone, not relative
to all sectors. All of these theoretical results are summarized in table 8.2.

8.3.4 Fragmentation

So far, we have treated multinationals as providing capital, technology,
or both to developing countries and then using it within the same indus-
tries that already exist, either there or in the source countries. In fact, an in-
creasing amount of multinational-firm activity involves changes in the
organization of production so that portions of a previously integrated
activity can be done elsewhere. This phenomenon, which has gone under
many different names, we will here call “fragmentation.” It may take the
form of a source-country firm building a subsidiary abroad to perform
some of the functions that it once did at home, such as making particular
parts for its product or completing particular steps in its production pro-
cess. Or it may take the form of subcontracting such activities to local firms
in the host country and providing those firms with detailed specifications
and even fragments of its technology. In both cases, this activity may be in-
cluded in what is often called “outsourcing.” And in both cases too, it may
or may not be accompanied by an increase in the host-country capital
stock or by an improvement in technology. What is distinctive about frag-
mentation is that a portion of the activity that was previously done in the
source country now becomes possible to do in the host country instead.
Fragmentation may not require any expansion of the multinational firm’s
direct operations, and it therefore may not be recorded as FDI, but it is
nonetheless the existence of the multinational firm that makes it possible.

By the same token, it is often the potential for fragmentation that makes
a multinational firm possible, or at least provides the economies that make
multinational firms more efficient than national ones. It is not unusual for
some fragments of a firm’s activities to serve the needs of multiple other
fragments, creating a form of economies of scale. For example, research
and development need only be done once for all of the subsidiaries of a
multinational firm. Indeed, it is this feature of many multinationals that
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Table 8.2 Effect of FDI as Technology Flow on Host-Country Wage

Nature of Effect
Model (sectors � factors) Technology Change on Wage

One-sector (1 � 2) Neutral �

Labor using �

Labor saving � or –
HO (2 � 2) diversified In labor-intensive sector �

In capital-intensive sector –
HO (3� � 2) two-cone, diversified In labor-intensive sector of cone �

In capital-intensive sector of cone –



Markusen (1984) and Helpman (1984) used as the basis for their seminal
models of multinationals.37 For our purposes here, it is what a multina-
tional does and not so much why it does it that is important. Once a frag-
ment of production is located in a host country, it matters little for that
country’s labor market whether the multinational is there because of mul-
tiplant economies or for some other reason.

Fragmentation is both motivated and constrained by the same things
that matter for international trade in general. A fragment of a production
process will be moved abroad only if it can be done there more cheaply,
which means that fragmentation is responsive to the same determinants of
comparative advantage as any other trade. In particular, it is likely to oc-
cur only if factor prices differ across countries. Even then, it will not occur
if the extra costs that are associated with fragmentation outweigh the gain
from lower cost of the activity itself. These extra costs may include trans-
portation, communication, and other costs needed to coordinate the activ-
ity with what is still being done in the home country.

Both the causes and the effects of fragmentation in general-equilibrium
models have been examined by Deardorff (2001a,b), among others. There
is some tendency for fragmentation, like trade more generally, to cause in-
ternationally unequal factor prices to move closer together. However, no
general conclusion in this regard seems to be possible, and the effects of any
particular instance of fragmentation may do this or its opposite, depend-
ing on the factor intensities of the fragments.

Thus, to take a not implausible example similar to the movement of cap-
ital studied by Feenstra and Hanson (1996), suppose that an industry has
previously functioned entirely within a developed country where the rela-
tive wage of skilled labor is relatively low due to its abundance. Now it be-
comes possible to split off a portion of that production process, one that is
less skill-intensive than the industry as a whole. In the absence of factor-
price equalization, this fragment of production will cost less in the devel-
oping country to which it will now move if the cost savings more than cover
any increased cost of transportation, communication, and so forth. How it
will affect factor prices there, however, depends on the extent to which the
host country is unskilled-labor intensive. If that feature of production is
more skill-intensive than the average of existing production there—as it
may well be, since all activities in the developing country are less skill in-
tensive that those at home—then it will put upward pressure on the rela-
tive wage of skilled labor in the developing country. Since this relative wage
was already higher than in the developed country, this particular example
of fragmentation may be moving the two countries’ factor prices further
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apart.38 Of course, this is just one example, and fragmentation could
equally well cause an even less skill-intensive fragment to be outsourced, in
which case the effect on factor prices would be the reverse. The lesson is
only that anything can happen, depending on factor intensities of frag-
ments relative to factor endowments of the country, and there seems to be
no reason to expect any one pattern of these factor intensities more than
any other.

8.3.5 Imperfect Competition

We have assumed so far that firms engaged in FDI are perfectly com-
petitive in all markets. Since these are multinational firms, large almost by
definition, many would undoubtedly question this assumption. In fact, we
believe that the assumption is not that bad in many cases, since even large,
multinational firms face considerable competition, both from others like
themselves and from smaller actual and potential entrants. But it is surely
worth asking whether market power can cause a firm engaging in FDI to
pay wages higher or lower than we would expect from perfect competitors.

Imperfect competition can take many forms, of course, and there prob-
ably exist market structures that will yield just about any theoretical result
that one wants to get. We won’t play that game, but we will merely assume
that the firms we consider have some market power. That is, they face mar-
ket prices that depend on the quantities they buy or sell, and we ask how
this matters. Formally, our firms are now monopolists or monopsonists, or
perhaps monopolistic competitors without our considering effects on en-
try.

The most obvious place for market power to matter for wages is in the la-
bor market itself. Suppose that FDI creates a monopsonist buyer of labor
in the host country. If it faces an upward-sloping supply curve of labor,
such a firm will employ less labor and pay lower wages than it would under
perfect competition since it recognizes that the wage needed to elicit an ad-
ditional unit of labor must be paid to all employees. Does this mean that
such FDI actually lowers wages? Probably not, since the labor-supply
curve reflects whatever residual options the workers have, such as subsis-
tence farming, and, without the FDI, the wage from these other sources
would be no better and perhaps even lower. However, it is not difficult to
construct a scenario in which monopsonist FDI lowers wages. Suppose
that, prior to the FDI, labor was employed by a competitive local industry
with a more primitive and therefore low-productivity technology than the
multinational’s. If the FDI, due to its superior technology, displaces those
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local firms and if the resulting monopsonist multinational, because of its
market power, pays less than the workers’ (now higher) marginal product,
then wages might go down. This is only a possibility, of course; wages
might just as well rise. It depends on the parameters of the problem.

Monopsony in labor markets is possible, and historically it may even
have been quite common. But today’s multinationals often tend to be at-
tracted especially to urban areas where they must compete in labor mar-
kets with many other firms, and so monopsony today is arguably less of a
concern.

More obviously, many multinationals appear to have market power in
output markets. One thinks immediately of prominent brands like Nike
and McDonalds, but they are hardly alone. In fact, a great deal of produc-
tion by and for multinationals is of inputs that are produced by many com-
peting firms, so we would not regard market power in output markets as
the norm, but it surely exists.

Suppose, then, that FDI is undertaken by a multinational firm that is a
monopoly as a seller of its product, either to the world market or to the lo-
cal, host-country market. How will this firm’s behavior differ from that of
a perfect competitor? The answer, of course, is that it will produce a smaller
quantity and charge a higher price than a perfect competitor, meaning that
its price will be above its marginal cost of production. On the surface, this
says nothing about the wages this firm will pay, and, in fact, since we have
now assumed no market power in the labor market, it will simply pay the
market wage.

What is notable, however, is that, unlike a perfect competitor, this firm
does not pay a wage that is equal to the value of its labor’s marginal prod-
uct. Instead, its wage is equal to its marginal-revenue product, taking into
account that the output of an additional worker would have to be sold on
the product market by charging a lower price on all inframarginal units.
Put simply, because the monopolist charges a monopoly price for its prod-
uct, the value of what a worker produces at the margin (valued at the mo-
nopoly price) is higher than the wage. Of course, there are many reasons
why the market price of a Nike shoe is much higher than the cost of the la-
bor that produces it, including payments to many other inputs in both pro-
duction and distribution, but the fact that the shoe is sold for a monopoly
price contributes to this. This does not mean that Nike’s market power in
the shoe market has permitted it to pay a lower wage to labor: It has not.
But it does contribute to the perception that Nike could afford to pay its
workers more, and indeed it could, if it were somehow willing or compelled
to accept a smaller monopoly profit.

Under the heading of imperfect competition, we should also consider
the possibility that labor markets may depart from the perfectly competi-
tive norm on the supply side, rather than (or as well as) on the demand side.
That is, labor markets may be unionized or might have the potential for be-
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ing unionized if multinational firms were not present. Here is perhaps the
clearest case we can see for FDI and multinational firms to reduce wages,
since any market power that workers may be able to acquire by organizing
is bound to be diminished if the firms that they bargain with have the op-
tion, as multinationals, of producing elsewhere. Unions are in fact notori-
ously weak in developing countries, and they were already weak, in most
cases, before the arrival of multinational firms. But as these countries’ in-
comes rise, it is plausible that unions would gain in strength, and that they
would gain faster, other things equal, if multinational firms were not pres-
ent. Other things would not be equal, however, and, without FDI, the
growth of income that permits the growth of unions might not occur.

The presence of unions matters in another way, however, when it is com-
bined with product-market power by the employers. Bargaining over wages
will result in workers sharing a part of the firm’s monopoly profits, as dis-
cussed and documented by Katz and Summers (1989).39 If a multinational
has greater profit than a domestic employer, then it may well pay higher
wages for this reason, offsetting the effects of its greater bargaining power.

8.3.6 Payment of Above-Market Wages

Except for this last-mentioned possibility of bilateral monopoly involv-
ing a multinational and a union, the theories we have considered so far do
not allow for or explain a phenomenon that we will see below to be quite
common: That multinational firms pay higher wages than do local, host-
country firms. To a partial extent, this phenomenon is an artifact of the
data. If multinational firms draw on different parts of the labor market
than average local firms, then they may pay higher wages just because, on
average, they require different sorts of workers in terms of education, skill,
or location. However, the evidence below will show that multinationals
continue to pay higher wages than local firms even after accounting for
these effects as well as several others. Standard competitive models and
even most familiar models of imperfect competition do not explain this,
and nor does the suggestion, often made, that workers are somehow more
productive in multinational firms. As we have seen in looking at the role of
technology, this does not provide a valid theoretical reason for firms to pay
higher wages than are needed to attract their workers.

Relatively standard explanations for this behavior do exist, however, in
the macroeconomic literature on efficiency wages that was developed to ex-
plain both downward wage rigidity and unemployment. There are several
versions of this theory, summarized, for example, in Yellen (1984), and all
of them provide reasons why workers will become more productive or effi-
cient as a result of being paid more. That is, in efficiency-wage theory, the
high wage is not the result of higher productivity, but its cause.
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The simplest and apparently oldest version of efficiency-wage theory ap-
plies best to developing countries, where market wages may be insufficient
to sustain workers’ health. Firms may therefore pay higher than the mar-
ket wage in order to improve the health of their workers and thus their pro-
ductivity. Other versions of the theory depend on somewhat more complex
modeling of interactions between firms and workers. They can be summa-
rized by saying that firms pay higher-than-market wages in order to (a) re-
duce shirking (or elicit greater effort); (b) reduce turnover and the costs of
retraining; (c) attract and retain the most able and productive workers from
a heterogeneous workforce; and (d) improve worker morale in a context
where social pressures can make workers more productive.

An alternative explanation for payment of above-market wages is pos-
sible in precisely the context that anti-globalization protest is serving to
create. In the preceding section, we discussed the anti-sweatshop campaign
and other public pressures that have been brought to bear on multination-
als for allegedly mistreating their workers. This pressure may well be creat-
ing a reluctance on the part of at least the most visible multinationals to be
seen providing wages and working conditions that could become a source
of embarrassment and lost sales, even when these are at levels generally
prevailing in local markets. In response to that pressure, they may pay
above-equilibrium wages even when they do not expect this to improve the
productivity of their workers. It is unlikely that much of the empirical evi-
dence for high wages by multinationals could be due to this, since the data
mostly predate the anti-globalization movement. However, it is plausible
that multinationals may currently be responding to that pressure, and that
future studies of wages paid by multinationals will reflect that.

In all of these stories, it is clear that the workers who receive the above-
market wages are better off than those who do not (although, in the case of
efficiency wages, this gain may be partially offset by any extra effort that
they provide in return). Additionally, if FDI expands employment in firms
that pay above-market wages, a larger number of workers will enjoy these
benefits. However, it is not necessarily clear that all members of the coun-
try’s labor force are, on average, better off. The efficiency-wage models, in
particular, were developed in part to help explain unemployment. Indeed
it is likely that above-market wages, whatever their cause, will be accompa-
nied by increased unemployment of workers who are waiting and hoping
to get these desirable jobs.

Years ago, Harris and Todaro (1970) proposed a model in which a given
above-equilibrium wage was paid in the urban sector of an economy, in-
ducing migration from the rural sector and urban unemployment to the
point that the expected wage of these migrants equaled the lower rural
wage. This expected wage included not only the high wage of employed
workers, weighted by the probability of employment, but also the zero
wage of the unemployed weighted by the probability of not finding a job.
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This same model could be applied within an urban sector where certain
firms pay higher than market wages for any of the reasons we have dis-
cussed. They too will attract a larger pool of workers than they can employ,
workers who will accept either unemployment or lower-than-market wages
in return for the chance of eventually getting one of these high-paid jobs.
In equilibrium, workers as a group, both employed and unemployed, are
not better off than those who continue to work elsewhere in the economy
for the market wage. Of course, there is the additional unhappy conse-
quence of greater inequality among workers, some of whom have these
high-paying jobs and others of whom do not.

In this framework, the market offers potential workers the same ex-
pected wage that they can earn somewhere else, far from the high-wage sec-
tor. Therefore, simply adding more firms that pay above-market wages may
not change that equilibrium expected wage. Instead, although the market
looks very different from the usual competitive model, the underlying
forces that will change economy-wide average wages will be the same forces
of supply and demand that we have discussed earlier.

In the case of efficiency wages, the firms get something in return for their
higher wages that they could not necessarily get elsewhere—higher pro-
ductivity from their employees—and that, together with the low market
wage to which the wage premium is added, is what attracts them to produce
in these countries in the first place. But when above-market wages are be-
ing paid for other reasons, such as pressures from NGOs, enforcement of
minimum-wage laws, or even fear of government sanctions, the benefit of
avoiding public censure may be obtained as well by producing somewhere
else rather than by paying higher wages in poor countries. Whatever may
be the level of wages and working conditions that will satisfy a critical
public, firms may choose to produce in countries where that level is already
the equilibrium due to workers’ higher productivity. If so, then an addi-
tional effect of the pressure to pay higher wages will be a loss of employ-
ment in low-wage countries.

Leamer (1999) has provided an account of wage differentials that differs
somewhat from the efficiency-wage story, although it too rests on the de-
gree of effort exerted by workers. His model has the advantage of being
amenable to general-equilibrium analysis. In his model, “effort” deter-
mines total factor productivity in a two-sector, two-factor context that is
otherwise like that of the HO model. Since the return to effort is, in effect,
higher in the more capital-intensive sector, equilibrium has that sector pay-
ing higher wages and requiring greater effort from its workers than the la-
bor-intensive sector. This model has a long list of striking implications,
only one of which need concern us here.

In Leamer’s effort model, an increase in a country’s capital stock, which
could (but need not) be due to FDI, has remarkably different implications
in closed and open economies. In a closed economy, increased capital low-
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ers the relative price of the capital-intensive good. This lowers the return to
effort and leads to a reduction in effort levels in both sectors. In a small,
open economy, on the other hand, increased capital may, in one type of
equilibrium, leave factor prices and effort levels unchanged, through a
variant of FPE. But, in another type of equilibrium, it may lead instead to
new production of capital-intensive goods, thus creating higher-effort,
higher-wage jobs.

All of the cases we have considered in this theoretical overview—capital
flow, technology flow, and fragmentation—have failed to yield unambigu-
ous conclusions about the effects of FDI and multinational firms on equi-
librium wages in host countries. Even when we examined reasons for multi-
nationals to pay above-equilibrium wages, there was no assurance that they
would do so. There seems to be a presumption, at least in the case of capi-
tal flows, that FDI will raise at least some wages, but even this is not cer-
tain, and it becomes even less so when we recognize other forms of multi-
national activity, such as fragmentation. It is therefore an empirical
question whether the actual operations of multinationals have raised or
lowered wages in developing countries. It is to that empirical question that
we now turn.

8.4 Effects on Wages and Working Conditions: What are the Facts?

In keeping with the broad conceptual focus in the preceding section, we
turn now to a review of the empirical evidence on wages and working con-
ditions associated with multinationals.40 We first consider the effects on
wages and thereafter the relationship between FDI and labor rights
broadly conceived.

8.4.1 Foreign Ownership and Wages

The published evidence on the effects of foreign ownership on wages in
developing countries is based on ad hoc observations and surveys as well
as a number of studies using econometric methods.

Lim (2001, 39–40) provides a useful summary of some evidence that for-
eign-owned and subcontracting firms in manufacturing industries tend to
pay higher wages than domestic firms.41
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• Affiliates of U.S. multinational enterprises pay a wage premium that
ranges from 40 percent in high-income countries to 100 percent, or
double the local average, in low-income countries42 (Graham 2000).

• Workers in foreign-owned and subcontracting apparel and footwear
factories in Vietnam rank in the top 20 percent of the population by
household expenditure (Glewwe 2000).

• In Nike subcontractor factories in June–July 2000, annual wages were
$670 compared with an average minimum wage of $134. In Indonesia,
annual wages were $720 compared with an average annual minimum
of $241 (Lim 2000).

• In Bangladesh, legal minimum wages in export-processing zones are
40 percent higher than the national minimum for unskilled workers, 15
percent higher for semiskilled workers, and 50 percent higher for
skilled workers (Panos 1999).

• In Mexico, firms with between 40 and 80 percent of their total sales go-
ing to exports paid wages that were, at the low end, 11 percent higher
than the wages of non-export-oriented firms; for companies with ex-
port sales above 80 percent, wages were between 58 and 67 percent
higher (Lukacs 2000).

• In Shanghai, a survey of 48 U.S.-based companies found that respon-
dents paid an average hourly wage of $5.25, excluding benefits and
bonuses, or about $10,900 per year. At a jointly owned GM factory in
Shanghai, workers earned $4.59 an hour, including benefits; this is
about three times higher than wages for comparable work at a non-
U.S. factory in Shanghai (Lukacs 2000).

According to a report on Nike contract factories in Vietnam and In-
donesia by students from the Amos Tuck School at Dartmouth College
(Calzini et al. 1997, 2),

• For factory workers living on their own, Nike contract-factory wages
allow workers to generate discretionary income in excess of basic ex-
penditures such as food, housing, and transportation.

• For workers living in extended-family households, Nike contract-
factory wages are used to augment total household income to raise
overall living standards.

• Nike contract-factory workers consistently earn wages at or above
government-mandated minimum wage levels.

• Given the employment opportunities available, Nike contract facto-
ries offer an economically attractive alternative for entry-level work-
ers. Nike contract-factory jobs provide workers with a consistent
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stream of income in contrast to common alternatives, such as farming
or shopkeeping. There are significantly more applicants than factory
positions available.

• In Indonesia, noncash benefits provided help to offset recurring ex-
penses for food, housing, and transportation.

• In Vietnam, overtime wages are perceived by workers to be an attrac-
tive means to supplement base-income levels.

Moran (2002, chap. 1, 2) provides extensive evidence on wages and re-
lated benefits of FDI and foreign-originated subcontracting in low-skill
and low-wage sectors in developing countries as follows.

• The ILO (1998) finds, based on worker surveys, that wages paid in ex-
port-processing zones (EPZs) are higher than in the villages from
which workers are typically recruited.

• The U.S. Department of Labor (2000) finds that footwear and apparel
manufacturers in selected countries pay higher wages and offer better
working conditions than those available in agriculture.

• The International Youth Foundation (IYF; 2000) surveyed three
footwear and two apparel factories in Thailand and found that 72 per-
cent regarded their wages as “fair” and that 60 percent were able to ac-
cumulate savings.

• Bhattacharya (1998) reports that garment workers in Bangladesh earn
25 percent more than the country’s average per capita income.

• Razafindrakoto and Roubaud (1995, 226) find that EPZ workers in
Madagascar earned 15 to 20 percent more than the average worker in
the rest of the economy, even after controlling for education level, ex-
tent of professional experience, and tenure in employment.

• Workers in the Philippine EPZ reported themselves to be better off
after finding employment in the EPZ during the 1990s. As reported
by the World Bank (1999, appendix C), 47 percent of workers earned
enough to have some savings, as compared to 9 percent before em-
ployment in the zone. In addition, employees received social security,
medical care, paid vacation, sick leave, maternity leave, and other em-
ployee benefits.

Let us next consider some econometric-based evidence on the wage
effects of multinationals. The earliest evidence grew out of a literature ex-
amining the role of FDI in transmitting technology internationally. The
impact of FDI on wages was used as an indication that technological
know-how raises labor productivity. For example, Aitken, Harrison, and
Lipsey (1996) explored the impact of foreign ownership in Mexico, Vene-
zuela, and the United States. They found that the presence of foreign own-
ership significantly raises wages within the plant in all three countries, but
the impact spills over into locally owned plants only in the United States.
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For all three countries, manufacturing-survey data were analyzed. In the
case of Mexico, 2,113 plants were surveyed concerning factor usage, sales,
equity ownership, and input and output prices. Data were also available on
industry and location. For Venezuela, data were available on foreign own-
ership, assets, employment, input costs, and location for all plants em-
ploying more than 50 workers. The log of the industry-region average wage
was regressed on the proportion of employment in foreign-owned firms
within the industry region and on a measure of the capital stock, royalty
payments, and average output and input prices. Aitken, Harrison, and
Lipsey (1996) found that a 10 percent increase in the share of foreign in-
vestment in regional-industry employment raised wages on the order of 2.5
percent in Mexico and Venezuela. However, when the analysis was re-
stricted to domestic-owned firms, the foreign-investment variable was in-
significant.

The empirical analysis was then performed at the plant level, incorpo-
rating information on plant size and age. As with the industry-level anal-
ysis, the extent of foreign ownership raised wages of both skilled and un-
skilled workers, with the impact on skilled workers about 50 percent higher
than for unskilled workers. However, as will be seen in the case for Indone-
sia, about one-third of the wage premium paid by foreign-owned firms was
accounted for by larger plant size.

In order to identify the source of the FDI wage premium, Aitken, Har-
rison, and Lipsey (1996) analyzed a cross-section of firms for Venezuela
and the United States in 1987 and Mexico in 1990. They took as a point of
departure that foreign-owned firms in all three countries paid about 30 per-
cent more than domestic firms for both skilled and unskilled labor. Con-
trolling for industrial sector, they first found that this accounted for a sig-
nificant portion of the FDI wage premium. That is, foreign firms tended to
locate in higher-paying sectors of the economy. For the United States, in-
dustry effects accounted for about half of the premium. In Mexico, the fig-
ure was two-thirds, and, for Venezuela, the figure was one-third. They then
considered location. In the case of the United States, foreign-owned firms
actually tended to locate in low-wage regions. As a consequence, control-
ling for region made the FDI wage premium larger. However, foreign affili-
ates were located in high-wage regions of Venezuela and Mexico. Never-
theless, even after controlling for region, foreign-owned firms paid more
than domestic firms. Finally, Aitken, Harrison, and Lipsey (1996) con-
trolled for plant size and capital intensity. Foreign-owned firms tended to
operate larger facilities, giving rise to economies of scale that may raise
wages. However, as with location and industry, the foreign-ownership vari-
able retained some explanatory power. Unfortunately, Aitken, Harrison,
and Lipsey (1996) did not report regression results in which they controlled
simultaneously for industry, location, plant size, and capital intensity. As a
consequence, it is not possible to tell whether foreign ownership serves as
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a proxy for the omitted variables in each equation. Nevertheless, the
Aitken, Harrison, and Lipsey (1996) results support the view that foreign-
owned firms pay premium wages.

Further supporting evidence is found by Feenstra and Hanson (1997) in
their study of the impact of foreign-owned capital on the skilled-labor wage
premium in Mexico for the period 1975–1988. They found, in particular,
that foreign capital impacts the demand for skilled labor disproportion-
ately. Foreign direct investment constitutes a significant and growing por-
tion of the capital stock in Mexico. In 1987, FDI accounted for 13.7 per-
cent of total fixed investment in Mexico, a level sufficient to affect the
demand for labor. A surge in investment in the border region occurred fol-
lowing liberalization measures enacted by Mexico between 1982 and 1985.
Rules prohibiting majority foreign ownership were relaxed, and the aver-
age tariffs were lowered from 23.5 to 11.8 percent. In the immediate after-
math, the share of FDI in total investment in Mexico rose nearly sixfold.
At the same time, the wages of skilled and unskilled workers began to di-
verge after nearly twenty years of convergence.

In order to test whether or not FDI in the maquiladoras contributed to
the growing wage disparity in Mexico during the 1980s, Feenstra and Han-
son analyzed labor-market census data for nine 2-digit International Stan-
dard Industrial Classification (ISIC) categories in thirty-two states for the
three periods 1975–1980, 1980–1985, and 1985–1988. The nonproduction
wage bill as a fraction of the total wage bill was regressed on a measure of
alternative wages for skilled and unskilled workers, on the state’s domestic
capital stock, and on the ratio of maquiladoras in a state to the number of
domestic-owned establishments. They found that the fraction of establish-
ments that are foreign-owned significantly raised the relative return to
skilled labor. Between 1985 and 1988, FDI accounted for 52.4 percent of
the increase in the wage share of nonproduction workers in the border re-
gion.

Although Feenstra and Hanson’s results are informative, they focus pri-
marily on the impact that foreign ownership has on the demand for labor
in local factor markets, thereby providing little evidence on the specific la-
bor practices of multinational firms. The evidence presented above sup-
ports the view that multinational firms are improving the lives of at least
some workers by raising overall labor demand. However, in order to re-
spond to some of the challenges raised by the issue of sweatshop labor, we
might also want to know whether foreign-owned firms play a positive role
by altering industry characteristics or by paying above-market wages.

To this end, Lipsey and Sjöholm (2001) analyzed the wages paid by for-
eign-owned plants in Indonesia.43 They were specifically interested in
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whether or not foreign-owned firms pay more for local workers than do
domestic firms and, if so, why. Can the difference be attributed to plant
characteristics, worker characteristics, or industry characteristics? Further-
more, do the labor practices of multinationals affect the wages paid by lo-
cal firms? Lipsey and Sjöholm analyzed survey evidence for all plants in In-
donesia that had more than twenty employees. In 1996, 19,911 plant
managers responded to the survey, providing data on value-added, energy
inputs, location, and labor characteristics for blue-collar and white-collar
workers.

Lipsey and Sjöholm used the plant-level data to estimate a standard-
wage equation. The log of the average plant-level wage was regressed on av-
erage education level (as measured by proportion of workers with primary,
junior, senior, and university education), plant characteristics including
size, proportion of workers that are female, energy inputs, other inputs,
and binary variables for foreign ownership, government ownership, sector,
and location.

Three separate wage equations were estimated. First, Lipsey and
Sjöholm controlled only for ownership and education level. They found
that foreign-owned firms paid 33 percent more for blue-collar workers and
70 percent more for white-collar workers than did locally owned firms. So
the next question was, what is it about foreign-owned firms that produces
the premium? When the region- and sector-dummy variables were added
to the regression equation, the premium fell to 25 percent for blue-collar
workers and 50 percent more for white-collar workers. Finally, controlling
for plant size, energy inputs per worker, other inputs per worker, and the
proportion of female employees, the foreign-ownership premium fell to 12
percent for blue-collar and 22 percent for white-collar workers. So, about
one-third of the foreign-ownership premium for labor of a specific quality
was accounted for by region and industry, one-third by inputs and plant
size, leaving one-third of the premium unexplained. Thus, foreign-owned
firms are raising wages for blue-collar and white-collar workers above and
beyond the impact of increased productivity associated with more inputs
per worker and a more efficient scale of production.

Lipsey and Sjöholm suggested several reasons why foreign-owned firms
might pay a higher wage for the same quality of labor and in the same in-
dustrial setting. One possibility, of course, is that they are responding to
social pressure to combat desperately poor working conditions. However,
foreign-owned firms may have less knowledge of the local market, want to
invest in the skills of their employees, or fear the loss of competitive ad-
vantage to locally owned firms. Alternatively, workers may prefer domes-
tic-owned firms, requiring foreign firms to pay a premium.

Lipsey and Sjöholm also considered whether the presence of FDI raises
the wages in domestic-owned plants. They regressed the log of wages in
domestic-owned plants on worker, plant, and industry characteristics but
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also included a variable indicating the proportion of industry value-added
produced in foreign-owned plants. In contrast to the results obtained by
Aitken, Harrison, and Lipsey (1996) in the case of Mexico and Venezuela,
the presence of foreign-owned firms in an industry significantly affected
the wages paid by domestically owned firms in Indonesia. This was the case
whether industries were defined at the 2-, 3-, or 5-digit level.

Given these findings that foreign-owned firms pay higher wages even af-
ter controlling for scale, worker quality, industry, age of facility, inputs, and
industry and regional characteristics, one might wonder whether firms are
motivated by humanitarian concerns or public pressure. Similarly, foreign-
owned firms could be more likely to conform with laws regulating mini-
mum wages, overtime pay, and benefits. However, if humanitarian concern
or public and legal pressure are the motivating factors, we might expect
that the impact would be most pronounced for the most poorly paid work-
ers. However, this is not the case. That is, the largest bonus for working with
foreign capital apparently accrues to skilled, white-collar workers in the
form of higher wages. Thus, while foreign capital may raise wages on aver-
age, it may also tend to worsen the distribution of income between skilled
and unskilled workers.

Alternatively, it has been suggested (as discussed above) that foreign
firms pay premium wages for unobservable characteristics such as intelli-
gence, flexibility, or discipline. Employees who reveal these capabilities af-
ter they are hired are likely to be retained with higher-than-average com-
pensation.

However, it is important to note first that there is considerable evidence
that the FDI wage premium is a consequence of total-factor and labor-
productivity gains associated with foreign ownership. In this connection, a
positive correlation between productivity gains and foreign ownership was
found by Aitken and Harrison (1994) for Venezuela; Haddad and Harrison
(1993) for Morocco; Harrison (1996) for Côte d’Ivoire; and Luttmer and
Oks (1993) for Mexico.

Furthermore, Budd and Slaughter (2000) and Budd, Konings, and
Slaughter (2002) present evidence that multinationals share profits with lo-
cal and foreign workers. They find, in particular, that affiliate wages are
positively correlated with parent profits. They argue that such profit shar-
ing is profit maximizing in a model in which both workers and firms are risk
averse. Profit sharing will also emerge if wages are set in a bargaining
framework in which the firm’s ability to pay depends positively on prof-
itability.

8.4.2 Foreign Direct Investment and Labor Rights

In addition to the controversy about the effects of multinationals on
wages, it is often argued that they are attracted to markets where worker
rights are poorly protected. That is, multinationals are alleged to seek out
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havens that are safe from union activism, and there is no shortage of gov-
ernments willing to accommodate the interests of foreign capital. The alle-
gation stems, in part, from the view that foreign firms have lower labor
costs in locations with weak labor protections. Indeed, several studies find
that FDI is attracted to regions with low labor cost after controlling for
productivity.

Studies of the role of labor costs in foreign-investment decisions provide
ambiguous evidence, with some studies finding a positive correlation and
others a negative correlation. (See, for example, Schneider and Frey (1985);
Jun and Singh (1997); Wheeler and Moody (1992); Billington (1999);
Cooke and Noble (1998); and Head, Ries, and Swenson (1999). However,
these studies all suffer from the weakness that they do not control for labor
productivity. As a consequence, studies that find a positive correlation be-
tween wages and FDI, without controlling for productivity, suffer from the
weakness that wages are probably a proxy for productivity rather than la-
bor costs.

In contrast, Culem (1988), in an analysis of bilateral FDI flows among
a selection of industrialized countries between 1969 and 1982, found that
FDI was significantly adversely affected by high labor costs once output
per worker was introduced as an explanatory variable. Similarly, Fried-
man, Gerlowski, and Silberman (1992) found that the allocation of FDI
across individual states in the United States between 1977 and 1988 was
significantly affected by the relative labor costs of individual states, after
controlling for state-level labor productivity.

However, in a recent survey of managers of transnational corporations
reported by Hatem (1997), several other factors were considerably more
important than labor cost when selecting a site for FDI. Market size, po-
litical and social stability, labor quality, the legal and regulatory environ-
ment, and infrastructure were all rated as more important than the cost of
labor. Labor rights that promote political stability and enhance labor qual-
ity may in fact make a particular location attractive to foreign investors.

For this reason, it is useful to separate the role that worker rights play in
raising labor costs relative to labor productivity from those that improve
the efficient functioning of a production facility. For example, Head, Ries,
and Swenson (1999) found that the unionization rate in a U.S. state lowered
the inflow of Japanese investment. Cooke and Noble (1998) found similar
adverse effects of unionization in developing countries. However, Fried-
man, Gerlowski, and Silberman (1992) found that Japanese firms were
more likely to locate a plant in a U.S. state with a high-unionization rate af-
ter controlling for wages and productivity. Thus, it seems that, as long as
the union does not raise wages above worker productivity, Japanese firms
appear to believe that unions play a positive role in the plant.

Of course, worker rights are not limited to collective bargaining. The em-
pirical evidence on worker rights more broadly defined is unambiguous.
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No matter how worker rights are defined, foreign investors do not appear
to be attracted to countries with poorly protected worker rights. Similarly,
political and social stability have a positive impact on the choices of for-
eign investors.

Cooke and Noble (1998) found that U.S. outward FDI was positively
correlated with the number of ILO conventions ratified. The OECD (2000)
found that FDI was positively correlated with the right to establish free
unions, the right to strike, the right to collective bargaining, and protection
of union members. Rodrik (1996) found that U.S. outward FDI between
1982 and 1989 was positively correlated with a Freedom House democracy
index but was deterred by a high index of child labor. This was the case even
though countries with a high-democracy index and a low child-labor index
had higher labor costs.

The work on FDI and worker rights has been criticized on two counts.
Martin and Maskus (2001), in particular, note the problems with relying
on ILO conventions ratified and the Freedom House indicators of democ-
racy. Furthermore, the studies listed above did not control for other deter-
minants of FDI. Kucera (2001) has attempted to improve on the existing
literature on worker rights and labor costs by using multiple definitions of
each type of worker rights.

Following Rodrik, Kucera first regressed the log of wages per employee
on value added per employee in manufacturing, GDP per capita, manu-
facturing share of GDP, the urbanization rate, multiple measures of free-
dom of association and collective bargaining, child labor, and gender in-
equality. Data were for the period 1992–1997 in a sample of 127 countries,
including 27 “high-income economies” and 100 LDCs. First, like Rodrik
(1999), Kucera found that wages were positively correlated with all of the
measures of political freedom. Surprisingly, the unionization rate had an
insignificant negative impact on wages. However, other measures of free-
association and collective-bargaining rights had a positive impact on
wages. These measures may be more meaningful since they are based on
observed rights violations. The evidence on child labor and wages was
quite curious. First, wages were positively correlated with labor-force-
participation rates for ten- to fourteen-year-olds. The coefficient on the
secondary nonenrollment rate was also positive. Kucera noted that it is
difficult to interpret such results. Finally, in countries where the female pro-
portion of the labor force was higher than average, wages were lower than
average. However, this effect was not generally statistically significant.

Kucera then turned to estimate the impact of worker rights on FDI.
Each country’s share of world FDI inflows was regressed on wages relative
to value-added in manufacturing, population, per capita GDP, interna-
tional trade’s share of GDP, exchange-rate growth, urbanization, literacy,
and the measures of worker rights. He found several very interesting results
for the cross-section of all countries as well as for the LDCs separately.
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1. Foreign direct investment is attracted to countries with a higher civil-
liberties index even though labor costs are higher. An increase in the civil-
liberties index of one unit (on a 10-point scale), controlling for wages, is
associated with an 18.5 percent increase in FDI flows. When the negative
impact of increased wages in democracies is factored in, a one-unit in-
crease in the civil-liberties index raises FDI inflows by 14.3 percent. So
even though democracies pay higher wages for a given level of worker pro-
ductivity, they still provide an attractive location for foreign investors.

2. Unionization rates are positively correlated with FDI, controlling for
wages relative to labor productivity in equations that also include regional
dummies.

3. Foreign direct investment is higher in countries with fewer episodes
in which rights to free association and collective bargaining are repressed.

4. Foreign direct investment is negatively correlated with labor-force
participation rates for ten- to fifteen-year-olds. Otherwise results are mixed
and not statistically significant.

5. Measures of gender discrimination are not statistically significant.

In short, there is no solid evidence that countries with poorly protected
worker rights attract FDI. If anything, investors apparently prefer loca-
tions in which workers and the public more generally function in a stable
political and social environment in which civil liberties are well established
and enforced.44 This evidence is also consistent with FDI causing im-
provements in worker rights and working conditions. As we noted in our
theoretical discussion earlier in this chapter, the same forces that may lead
multinational firms to pay higher wages are likely, in equilibrium, to im-
prove working conditions as well.

8.5 Conclusions

The popular press is rife with anecdotes about foreign workers who la-
bor for multinational firms for low wages and for excruciatingly long hours
under horrific conditions in low-income countries to produce goods for
Western consumers. This negative impression that multinationals are ex-
ploiting and mistreating their workers is reinforced by calculations that la-
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tion based on the regression residuals in his analysis, Kucera has informed us that “all in all,
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host-country market. Further, most studies treat manufacturing in the aggregate and thus
lack the sectoral detail of interest, especially for the relatively labor-intensive industries such
as apparel and footwear that are the focus of the anti-sweatshop activists.



bor costs are typically a tiny fraction of the retail-selling price of the goods
being produced and that the multinationals therefore can and should pay
higher wages to their workers.

It is true that, as a theoretical matter, multinationals can have an array
of positive and negative impacts on host-country workers. However, as an
empirical matter, some anecdotal evidence notwithstanding, there is virtu-
ally no careful and systematic evidence demonstrating that, as a generality,
multinational firms adversely affect their workers, provide incentives to
worsen working conditions, pay lower wages than in alternative employ-
ment, or repress worker rights. In fact, there is a very large body of empir-
ical evidence indicating that the opposite is the case. Foreign ownership
raises wages both by raising labor productivity and by expanding the scale
of production and, in the process, improves the conditions of work. Fur-
thermore, there appears to be some evidence that foreign-owned firms
make use of aspects of labor organizations and democratic institutions that
improve the efficiency characteristics of their factory operations.

It is undoubtedly the case that public pressure can and ought to be
brought to bear on some multinational firms and their suppliers who are
abusing social norms to the detriment of their workers. But great care
needs to be exercised since, generally, measures that are punitive or provide
firms an incentive to alter the location of production are unwarranted and
may adversely affect the very workers they are intended to benefit.
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Comment André Sapir

In the introduction to their paper, Brown, Deardorff, and Stern (BDS)
state that its objective is to assess the empirical evidence on the effects of
multinational production on wages and working conditions in developing
countries. They also indicate that the paper is motivated by recent contro-
versies in the United States as to whether multinational firms in devel-
oping countries are exploiting their workers by employing them under
“sweatshop” conditions.

Quite logically, therefore, the paper is divided into two parts. The first
(section 8.2) focuses largely on the anti-sweatshop campaign in the United
States. The second examines the theoretical (section 8.3) and empirical
(section 8.4) effects of foreign direct investment (FDI) on wages and work-
ing conditions in host developing countries.

A major problem with the paper is the lack of coherence between the
subjects covered in its two parts. Sweatshop, the topic of the first part, is in
fact hardly related to foreign direct investment, the topic of the second
part.

Originally, the term “sweatshop” referred to a type of industrial relation.
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It denoted a system of subcontracting wherein the work is let out to con-
tractors operating in small shops. Later on, it came to be associated with
the working conditions that often characterize such shops. For instance, in
the United States, the General Accounting Office defines a sweatshop as
“an employer that violates more than one federal or state law governing
minimum wage and overtime, child labor, industrial homework, occupa-
tional safety and health, workers’ compensation or industry regulation.”

In the recent U.S. debate, the term “sweatshop” encompasses both no-
tions. It usually refers to multinational operations in the apparel and
footwear industries involving large numbers of contractors alleged to vio-
late certain labor regulations. Elliott and Freeman (2001) give a number of
examples of multinational operations in the apparel and footwear indus-
tries with large numbers of contractors: JC Penney, the U.S. retailer, con-
tracts with over 2,000 suppliers in more than eighty countries for the pro-
duction of infant and children’s apparel; Nordstrom, a sportswear
company, has over 50,000 contractors and subcontractors; Wal-Mart, an-
other retailer, contracts with over 1,000 companies in China alone; and
Disney licenses products in over 30,000 factories around the world. The
important point is that these contractors (which may be sweatshops) are
not generally owned by the U.S. (or any other foreign) companies that con-
tract them and, therefore, fall outside the realm of foreign direct invest-
ment, as commonly defined.

I now turn to a discussion of the two main sections of the paper.
Section 8.2 begins with a description of the anti-sweatshop campaign in

the United States. The description largely focuses on the efforts by student
activist groups aimed at the adoption, by colleges and universities, of codes
of conduct imposing certain labor practices on manufacturers of college
apparel. The paper explains how student activism led to the establishment
of two rival groupings among college and university professors: the Aca-
demic Consortium on International Trade (ACIT), which regards activism
in favor of labor standards as misguided or manipulated by protectionist
interests, and the Scholars Against Sweatshop Labor (SASL), which views
this brand of social activism with clear sympathy. The discussion here is
more partisan than analytical, which is perhaps not surprising given that
two of the three authors are on the steering committee of one of the two
academic groupings (the ACIT).

Having discussed the pros and cons of the anti-sweatshop campaign,
BDS turn their attention to the options that “multinational firms may
choose to pursue on matters of their social accountability.” These multina-
tional corporations (MNCs) are those firms that contract with suppliers in
developing countries, and are accused of operating under sweatshop con-
ditions. Based on the view that the anti-sweatshop campaign aimed at
multinationals is misdirected and on “[t]he evidence to be presented in sec-
tion 8.4,” the authors brush off the option that MNCs should meet their so-
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cial accountability by seeking to improve the labor conditions of their con-
tractors. Rather than attempting to change the conditions of producers in
the developing countries, they suggest instead that MNCs concentrate
their efforts on measures that impact more directly on the perception of the
problem by consumers in the developed countries. The idea is simply for
MNCs to defend themselves “against the possibility of unfavorable pub-
licity regarding their operations that could prove damaging to them in the
eyes of consumers and thereby reduce their sales and profitability.”

The option favored by BDS hinges crucially on the evidence presented
in section 8.4. Unfortunately, this evidence is all but compelling.

Section 8.4 is divided into two parts. The first examines the effects of for-
eign ownership on wages based on descriptive surveys and econometric
studies. The surveys tend to indicate that workers in foreign-owned and
subcontracting apparel and footwear plants in various developing coun-
tries earn wages at or above minimum-wage levels. This may well be the
case, but the critical reader will remain unimpressed by evidence such as “a
report on Nike contract factories in Vietnam and Indonesia by students
from The Amos Tuck School at Dartmouth.” The authors also report
econometric-based evidence from three studies: Aitken, Harrison, and
Lipsey (1996), which explores the impact of foreign ownership in Mexico,
Venezuela, and the United States; Feenstra and Hanson (1997), which
studies the impact of foreign-owned capital on the skilled-labor wage pre-
mium in Mexico; and Lipsey and Sjöholm (2001), which analyzes the wages
paid by foreign-owned plants in Indonesia. Clearly none of these studies is
directly relevant for the issue of sweatshops since they focus neither on the
right sectors (namely, apparel and footwear) nor on the right type of firms
(namely contractors instead of foreign-owned plants). The second part suf-
fers from the same type of problem. It examines the link between foreign
direct investment and labor rights, and concludes that “there is no solid ev-
idence that countries with poorly protected worker rights attract FDI.”
This may well be correct, but once again the more relevant issue for the
sweatshop debate is whether contractors (not owned by foreign companies
and therefore falling outside the category of FDI) respect worker rights.

In the end, the reader is left with little “scientific” evidence for judging
the merits or weaknesses of the anti-sweatshop campaign. If academic
economists want to refute the anecdotes of the popular press and social ac-
tivists, they will have to do better than rely on scant or inappropriate evi-
dence.
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9.1 Introduction

Protests against “globalization” involve a wide spectrum of discontents
with modern life and market economies. They include the growth of inter-
national trade and specialization, and the disruptions of traditional or es-
tablished economic practices they entail. They include also the actions of
intergovernmental agencies, such as the International Trade Organization
(ITO), International Monetary Fund (IMF), the World Bank, and the re-
gional development banks. And it is rare that multinational firms are not
mentioned, as the presumed leaders and chief beneficiaries of globalization.

There are also more specific accusations against multinationals. Many
evils are alleged. They depress wages and employment at home by moving
production abroad. They depress wages in their host countries by exploit-
ing helpless workers. They stifle host-country growth by displacing local
firms and obstructing their technological progress. Anyone who believes
that these fears are a new phenomenon should read the chapter on “The
Reactions to Foreign Investment” in Wilkins (1989, chap. 16), where the
author describes how “in the mid-1880s and into the 1890s, a passionate,
hitherto unmatched fury mounted against foreign investment in the United
States” (566).

9
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To the extent that opposition to globalization stems from different val-
ues that view as bad traditional economic goods such as higher consump-
tion or the growth of production and exchange, I do not attempt to deal
with them. Many of the other accusations are framed in vague terms. I at-
tempt to appraise them by classifying the effects of multinational opera-
tions under several homogeneous headings and reviewing what research
has concluded with respect to each topic. On home-country effects, I sum-
marize the findings on home-country exports and home-country factor de-
mand. On host-country effects, I discuss wages, productivity, exports, the
introduction of new industries, and the rate of economic growth.

There are two concepts of foreign direct investment (FDI) and two match-
ing ways of measuring it. One is that FDI is a particular form of the flow of
capital across international boundaries. It gives rise to a particular form of
international assets for the home countries, specifically, the value of hold-
ings in entities, typically corporations, controlled by a home-country resi-
dent or in which a home-country resident holds a certain share of the voting
rights. The other concept of direct investment is that it is a set of economic
activities or operations carried out in a host country by firms controlled or
partly controlled by firms in some other (home) country. These activities are,
for example, production, employment, sales, the purchase and use of inter-
mediate goods and fixed capital, and the carrying out of research.

The former of these two concepts is the one reflected in balance-of-
payments accounts. The measures of it, flows and stocks of direct invest-
ment, are the only virtually ubiquitous quantitative indicators of FDI.
However, if the effects of FDI stem from the activity of the foreign-owned
firms in their host countries, the balance-of-payments measures have many
defects for any examination of these impacts. The activity is frequently not
in the same industry as the stock, or not in the same host country, or has
not originated from the same home country (Lipsey 2003; United Nations
2001). For this reason, wherever possible, I emphasize studies based on ac-
tivity, such as production or employment, rather than those based on bal-
ance-of-payments stocks and flows.

9.2 What Happens When a Foreign Direct Investment Is Made?

Much of the earlier economics literature on FDI, but not the business
literature, treated it as a part of the general theory of international capital
movements, based on differences among countries in the abundance and
cost of capital. If country A makes a direct investment in country B, there
is an addition to the physical capital of country B, and new production ca-
pacity is created there. The investing firm in A will have chosen to use some
of its capital in B instead of in A. If the output is tradable, some produc-
tion that now takes place in country B may replace production that for-
merly took place in country A. The investing firm may have reduced its
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production in its home country, A, possibly by shutting down or selling a
plant, and opened up a new plant abroad to serve the same market.

A different possibility is that when a firm in country A makes a direct in-
vestment in country B, the stock of physical capital and the level of pro-
duction are unchanged in both countries. Country A owners and managers
in industry X, using the skills they have acquired in home production, buy
out country B owners with lower skills in that industry and operate the
industry X plants in country B more efficiently than before. Country B
owners use their capital, released by the buyout, in other industries. They
might, for instance, lend it to other owners and managers in country B,
skilled in industry Y, to enable them to buy out less competent owners in
that industry in country A. No net movement of physical or financial cap-
ital is necessarily implied, although it could take place.

This latter picture belongs to what Markusen (1997) and Markusen and
Maskus (2001) have called the “knowledge-capital model” of the multi-
national enterprise. It is related also to what Caves (1996, chap. 1) refers to
as the dependence of multinational enterprises on “proprietary assets,” or
“firm-specific” assets. And it also fits with Romer’s distinction (1993a,b)
between the roles in economic development of what he calls “ideas” in con-
trast to “objects.” Caves (1996) traces the decline of the view that multi-
nationals are principally arbitrageurs of financial or physical capital to
Hymer (1960) and to Kindleberger (1969), who adopted many of Hymer’s
ideas. Dunning (1970, 321) summarized their view as being that “the mod-
ern multi-national company is primarily a vehicle for the transfer of entre-
preneurial talent rather than financial resources.”

The capital-flow story depends on the advantages of countries as loca-
tions for production, and changes in such advantages. The entrepreneur-
ship story, on the other hand, hinges on characteristics of firms and their
managers, rather than those of countries. Capital flows imply changes in
the industrial composition of production and employment in home and
host countries. In industries producing tradables, they imply shifts in the
composition of exports and imports. Entrepreneurship explanations con-
tain implications for the ownership of production, but not necessarily for
the location of production.

It is desirable to distinguish the location choices within firms from the
location choices for industries in the aggregate. If, for example, because of
a decline in communication costs, or an increase in the severity of currency
fluctuations, firms in all countries decided to diversify their production lo-
cations, each firm in each country might shift production from home to
foreign locations through FDI. However, there might be no change in the
geographical location of production as a whole, because in each country,
the outward shift of home-country firms’ production might be balanced by
the inward shift of foreign firms’ production. Or there could be a general
shift of production toward markets in each industry.
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If there is a geographical relocation of production, the force behind it
might be a change in factor prices, such as a rise in the home-country price
of labor, or a rise in the home-country price of a natural resource. In that
case, we would expect a shift in the production of labor-intensive or re-
source-intensive goods away from the home country, both within firms and
in the aggregate. That might be reflected in a decline in firm and home-
country exports, but it might also be the case that it was the decline of
home-country exports, or the expectation of such a decline, that precipi-
tated the production shift. It is difficult to distinguish between trade shifts
produced by exogenous production-location decisions and location shifts
produced by exogenous shifts, or potential shifts in trade. The difficulty of
that distinction has haunted most analyses of home-country impacts.

There is some indication that the exchange of ownership has become a
larger part of FDI flows over time and particularly during the 1990s. One
piece of evidence is that the value of mergers and acquisitions has risen rel-
ative to the value of FDI flows and relative to world output (United Na-
tions [UN] 2000, chap. 4). Most of this merger and acquisition activity has
taken place among the developed countries. The rising trend seems to re-
flect an increase in mergers and acquisitions in general, rather than one
mainly in international, or cross-border, ones: the international share ap-
pears to have been relatively constant since the late 1980s (UN 107). Much
of this activity has taken the form of exchanges of stock, where relatively
little net capital flow is involved.

There are important policy issues behind the strong interest in effects of
the internationalization of production. Should countries promote or dis-
courage the internationalization of their home-country firms, or should
policy be neutral? Should countries encourage the entrance of foreign pro-
ducers, or discourage it, or leave the decisions to market forces? Some of
the early studies of U.S. direct investment abroad were motivated by the be-
lief that features of the U.S. taxation of corporations were important in-
ducements to foreign investment. That question may not have been settled,
but the spread of the practice of internationalization from firms based in
the United States to those from many other countries suggests that there
were forces beyond any distortionary U.S. tax policies that were driving
these trends.

9.3 Home-Country Effects of Outward Foreign Direct Investment

9.3.1 Outward Foreign Direct Investment and Home-Country Exports

Since the United States was the dominant outward direct investor in the
period after World War II, much of the debate about the home-country
consequences of FDI took place first there. The debate over the possible
substitution of U.S. firms’ foreign production for U.S. exports was most in-
tense during the time of worries about the balance of payments during the
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1960s. Curiously, earlier studies of U.S. foreign investment, such as Lewis
(1938) and Madden, Nadler, and Sauvain (1937), did not take up the ex-
port substitution issue, despite the high unemployment levels of the 1930s.
In the 1960s, there was a campaign against outward investment, largely fu-
eled by fears about effects on U.S. exports and, presumably, domestic em-
ployment, that was supported by labor unions and culminated in the un-
successful attempt to pass the Burke-Hartke bill.

The controversies of this period spawned a series of studies relating
outward FDI to home-country exports. There are a number of different
questions that can be asked, and they have not always been clearly dis-
tinguished, although the implications of the answers to them differ
considerably. One set of questions is about the relationships within the in-
dividual investing firm. One is about the relation, for an individual parent
firm, between its production in a host country and its exports to that coun-
try. A second is about the relation of a firm’s production in a country to its
exports to the world, taking account of the possibility that affiliate exports
to other countries might affect parent markets there. A third is about the
relation between a firm’s production in all foreign countries and its exports
to the world, taking account of all interrelationships between production
abroad and exports. All of these are issues of firm strategy: how a firm
chooses to serve markets around the world. There are no necessary infer-
ences to be drawn about effects on the firm’s home country as a whole,
without knowledge about how other firms in the home country or other
countries respond or react to the same stimuli.

A second set of questions is about the relation of the aggregate of deci-
sions by a country’s firms about production abroad to home-country ex-
ports in the same industry or in the aggregate, or to a home-country or
industry employment or employment of different types of labor. These
aggregate decisions incorporate the reactions of one firm in a country to
the actions of other firms.

A third set of questions is about the relation between the decisions on the
location of production made by firms from all countries on the worldwide
pattern of production, trade, and employment, or on any particular coun-
tries’ position. One reason these questions are rarely asked is that little
is known about the outward FDI activities of about half or more of the
world’s direct investors, because most countries do not inquire into what
their firms do outside their countries’ borders.

The basic problem with studies of these questions has always been the
close connection between the factors that determine a firm’s exports and
those that determine its foreign direct investment. A country’s most com-
petent and successful firms tend to export and to invest in production
abroad, and the same is generally true of the most successful industries. All
the research indicates an awareness of the problem, and the studies attempt
to deal with it, usually in ways found unsatisfactory by critics.

The most common type of study was of the first question described
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above. Exports by a firm or an aggregate of firms in an industry to a foreign
market were related to the firm’s investment or production or employment
in that market. The interrelations between exports and investment could
be dealt with by assumption, as in the case of the Reddaway reports, that
in the absence of a British-owned plant in a market, the alternative was a
foreign-owned plant of the same size in the same industry (Reddaway et al.
1967, Reddaway, Potter, and Taylor 1968). That assumption essentially
guaranteed a positive, or complementary, relationship between a firm’s ex-
ports and its foreign production. In the other direction, Bergsten, Horst,
and Moran (1978, 98) described the assumptions in Frank and Freeman
(1975), and some in Hufbauer and Adler (1968), as assuming “. . . that for-
eign investment can only displace U.S. exports.” Their own analysis of the
first set of questions, based on U.S. aggregate data, cautiously summarized,
pointed to mainly complementary relationships (Bergsten, Horst, and
Moran 1978, 93–96). The studies by Lipsey and Weiss (1981, 1984), the
first of exports, by industry, to individual destinations, and the second of
total exports by individual U.S. firms, concluded that exports and produc-
tion abroad by U.S. firms were, for the most part, complementary. A study
using a later U.S. census of direct investment abroad found more mixed re-
sults for effects on total U.S. exports, mostly no relation, but where there
was a significant relation, more frequently positive than negative (Blom-
ström, Lipsey, and Kuchycky 1988).

Two of the few studies based on access to the confidential individual firm
data collected by the U.S. Department of Commerce were Brainard (1997)
and Brainard and Riker (1997). The focus of the Brainard and Riker study
was on employment, rather than exports, but it is relevant here because em-
ployment issues lie behind much of the interest in exports. A feature of
these studies, in contrast to many earlier ones of the United States and
Sweden, is a more standard definition of complementarity and substitu-
tion, relating employment changes to wage changes in various locations.
The limitation of this definition of complementarity is that it excludes
home-country responses to variables other than the price of labor. These
might include income growth, trade restrictions, policies toward direct in-
vestment, or changes in nonlabor costs of producing outside the home
country. Brainard and Riker concluded that while there is some competi-
tion between a manufacturing firm’s employment at home and that abroad,
the degree of substitution is low. Mostly, competition takes place among
workers in affiliates in different developing countries. Brainard (1997), test-
ing the importance of factor price differences as an explanation for the lo-
cation of foreign operations, dismisses it in favor of explanations based on
the advantages of proximity to markets, among other factors. She suggests
that “the overall complementarity between trade and affiliate sales” is at-
tributable to the fact that both “are increasing in market size and intellec-
tual property advantages . . .” (539).
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A study along similar lines for Swedish firms based on individual firm
data, Braconier and Ekholm (2000), produced different results. There was
evidence of “a substitutionary relationship between parent employment in
Sweden and affiliate employment in other high-income locations” but no
“evidence of a relationship in either direction between parent firm em-
ployment and affiliate employment in low-income locations” (459).

Concerns in Sweden about home-country effects of FDI led to a series
of studies by Swedenborg (1973, 1979, 1982, 1985, 2001), and by Sweden-
borg, Johansson-Grahn, and Kinnwall (1988). An important and innova-
tive feature of Swedenborg (1979) was the use of two-stage least squares
to attempt to deal with the endogeneity of exports and the mutual deter-
mination with investment. That procedure was carried into her later work
as well. The latest of her papers (Swedenborg 2001), in addition, takes
advantage of the longitudinal aspect of the Swedish data to examine the
effects on firm exports of changes in a firm’s foreign production over time.
She concludes that “the enormous growth of foreign production by
Swedish firms in the thirty-year period, 1965–94 has not, in itself, had a
negative effect on parent-company exports” (121). These studies examine
parent-company exports to individual countries as well as total parent ex-
ports. Blomström, Lipsey, and Kuchycky (1988, 268–69), using total
Swedish exports and changes in them, rather than parent exports as the de-
pendent variables, found mainly positive relationships with production
abroad and its growth.

As data on Japanese multinationals have become available for research
in recent years, similar calculations have been carried out, with both par-
ent exports (Lipsey, Ramstetter, and Blomström 2003) and Japanese in-
dustry exports (Lipsey and Ramstetter 2003) as dependent variables. In the
minority of industries where any relationship between exports and over-
seas production can be discerned, the relation was positive, as in the
United States and Sweden. The relationships for the three countries are
compared and summarized in Lipsey, Ramstetter, and Blomström (2000).

With the rise in unemployment levels in Europe and the increase in out-
ward FDI by European firms, the possible connection between the two has
become a popular subject for study in Europe. In a study of bilateral trade
and direct investment relationships for France, Fontagné and Pajot (2002)
found complementarity between investment flows and net exports both for
countries as a whole and for individual industries, and concluded that
much of the complementarity between countries came from spillovers
among industries. Studies by Chédor and Mucchielli (1998) and by Ché-
dor, Mucchielli, and Soubaya (2002), the latter based on panel data for in-
dividual French firms and the former concerned with effects of developed
countries’ direct investment in developing countries, both produced con-
clusions that investment and home-country exports were complementary.

A recent survey of Australian firms’ investment overseas concluded that
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“outward direct investment by Australian firms is mainly tapping into new
growth and market opportunities for firms, rather than substituting for, or
displacing, operations in Australia” (Australia Productivity Commission
2002, 24). The questions about effects on employment and production in
Australia both produced more than 70 percent “no change” answers, but
of those who reported changes increases were more common than de-
creases. The question on effects on exports from Australia also yielded a
majority of “no change,” but of those who reported an effect, the over-
whelming majority reported an increase (25).

There have been many studies for other countries, mostly examining the
relation of firms’ or industries’ foreign production to firm or industry ex-
ports. While there are some examples of negative associations, they are not
frequent, and positive associations are more common. What is noticeable
in a review of past studies, but is not commented on so often, is the fre-
quency of results indicating no association in either direction. The ele-
ments of gravity equations are consistently significant in the expected di-
rection, while the influence of FDI production is spotty and varies among
host countries, industries, and types of parent-company exports. Bergsten,
Horst, and Moran (1978) refer to the relationship as “haphazard” (97) and
to “the presence of complementary and substitutional relations” (98).
Lipsey and Weiss (1984) found mostly complementarity, but in half the in-
dustries there were no significant relationships at all. Blomström, Lipsey,
and Kulchycky (1988, 275) reported that “[t]he predominant relationship
between production in a country by affiliates of Swedish and U.S. firms and
exports to that country from Sweden and the United States is something
between neutrality and complementarity.” Swedenborg, in her latest paper,
concludes that “. . . the net effect of foreign production is probably close to
zero” (2001, 117).

One way of interpreting these findings is that there are no universal rela-
tionships between production abroad by a firm or a country’s firms and ex-
ports by the investing firms, their industries, and the country as a whole.
There are circumstances in which foreign production tends to add to ex-
ports and circumstances in which it tends to reduce exports. The effect may
depend on whether the foreign operations’ relation to home operations is
“horizontal” or “vertical,” a distinction stressed by Markusen and Maskus
(2001). It may also depend on the extent to which the foreign operations
are in goods production or in service activities, are in developed or devel-
oping countries, or are in industries with plant-level or firm-level econ-
omies of scale.

It seems plausible that horizontal FDI should tend to substitute for par-
ent exports, at least in manufacturing, if not in services, and that vertical
FDI might tend to add to parent exports. But there is not much evidence
for this conjecture. It is difficult to classify actual foreign operations into
these theoretically neat categories. A firm’s foreign operations usually in-
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clude some activities similar to those of the parent, but the industry iden-
tifications in most data do not distinguish among segments of an industry.
The foreign operation may omit some parent activities, because they are
performed for the affiliate by the parent. And the foreign operation may in-
clude some activities that are not performed by the parent, because they
are provided by the home country’s infrastructure or by a network of out-
side suppliers that does not exist in the host country. This distinction be-
tween horizontal and vertical FDI is more useful for thinking about multi-
national behavior or constructing models of it than for empirical research.

A problem with most studies of effects of FDI on home-country exports
is that the terms “substitution” and “complementarity” are not clearly de-
fined. That is partly because no policy measures are specified as determin-
ing the changes in investment or production. It is rare to find a clear coun-
terfactual to which the existing situation is being compared.

The problem is illustrated by the example of a host-country tariff on
imports that leads to both a reduction or cessation of imports and the es-
tablishment of host-country production owned by the former exporters.
Higher local production is accompanied by reduced exports, an apparent
case of substitution. The implied counterfactual is the original level of ex-
ports. In fact, the alternative to the establishment or expansion of host-
country production may have been no exports and no sales by the parent
firm or its country. That counterfactual would lead to the conclusion that
the production and trade were either not related or were complementary,
instead of the apparent substitution that appears in the data.

A possible interpretation of these studies is that foreign production by a
firm or industry has very little influence on exports from the parent firm or
its home country. Mainly, trade is determined by other factors, such as
countries’ changing comparative advantages in production. Direct invest-
ment is mainly about the ownership of production, not its location. What
moves from country to country when a direct investment takes place is not
primarily physical capital or production capacity, but rather intellectual
capital, or techniques of production, unobserved and unmeasured. There
may be movements of physical or financial capital accompanying the in-
tellectual capital, but there need not be, and they are not the essence of the
investment.

9.3.2 Foreign Direct Investment and Home-Country Factor Demand

Even if direct investment did not affect the location of total production
and had no effect on a home country’s exports, it could influence home-
country factor demand and factor prices through changes in the allocation
of types of production within the firm. For example, multinationals based
in rich countries might allocate their more labor-intensive production to
their affiliates in poor countries, while concentrating their more capital-
intensive or skill-intensive operations at home. Large differences in capital
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intensity between U.S. (home) operations and affiliates in developing coun-
tries were noted in Lipsey, Kravis, and Roldan (1982), but the response of
capital intensity to labor costs was tested only among affiliates. If multina-
tionals tended to allocate their production in this way, larger affiliate out-
put relative to parent output should be associated with lower labor inten-
sity and higher skill intensity in home production. In a study based on 1982
data, that relationship for labor intensity, measured by numbers of work-
ers per unit of output, was found fairly consistently among industries in
Kravis and Lipsey (1988), and less consistently for skill intensity, as mea-
sured by hourly wages. A similar calculation based on 1988 data (Lipsey
1995) found the same negative relation between affiliate net sales and par-
ent employment, given the level of parent output. When affiliate activity
was divided between manufacturing and nonmanufacturing operations, it
was the manufacturing operations that accounted for the negative relation
to parent employment; higher net sales by nonmanufacturing affiliates
were associated with higher parent employment, given the level of parent
output. In a later study covering the United States and Sweden, Blom-
ström, Fors, and Lipsey (1997) found that larger production in developing
countries by a U.S. firm was associated with lower labor intensity at home.
In a further analysis of these data, Lipsey (2002) found that the effects on
parent factor use across all types of countries were concentrated in the ma-
chinery and transport-equipment industries. There were positive effects on
parent employment per unit of output in the machinery sectors and nega-
tive effects in transport equipment.

Swedish firms tended to use more labor per unit of output at home if they
produced more abroad. That might be because production abroad re-
quired supervisory and other auxiliary employment at home. Or it might
be that only the existence of foreign production enabled firms in a small
market such as Sweden to develop and support extensive headquarters and
research services. One explanation offered for the difference between
Swedish and U.S. firms was that the Swedish investments in developing
countries were concentrated in import substitution activities, and the affili-
ates exported little of their output, much less than U.S. affiliates. The
Swedish affiliates could not, therefore, be woven into a worldwide division
of labor that took account of factor price differences.

A later paper added Japanese firms to these comparisons (Lipsey, Ram-
stetter, and Blomström 2000). As in Swedish firms, higher levels of foreign
output, given the level of home output, led to higher employment at home
per unit of home output, presumably for supervision. It was suggested that
Japanese firms could not easily shed redundant home-country workers
even if they had wished to do so.

No explicit home-country production functions were fitted in these
studies. Therefore, the variable for affiliate output incorporated the influ-
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ence of any home-country firm characteristics that were associated with
the size of affiliate production. Furthermore, most of these results are from
cross-sections. A different approach is taken by Slaughter (2000), examin-
ing what he refers to as “MNE [multinational enterprise] transfer,” the
shift, in percentage terms, of activities from parents to their foreign affili-
ates. He asks whether such “transfer” causes “skill upgrading,” increases
in the share of nonproduction worker wages in industry total wage bills, in
the corresponding domestic U.S. industries.

Slaughter fits translog cost functions to data on the share of nonpro-
duction worker wages in the total wage bills of thirty-two U.S. manufac-
turing industries, taking account of relative wage rates for production and
nonproduction workers, capital-labor ratios, and output. Various mea-
sures of MNE transfer are added to these equations. All the transfer mea-
sures are based on ratios of affiliate activity in U.S. MNEs to total activity
in the United States in the industries of the affiliates. The expectation of an
effect on total industry skill levels is based on the fact that the parents of
the affiliates account for most of their respective industries.

While higher investment in plant and equipment and higher industry
output both led to skill upgrading, increases in affiliate activity in host
countries had no significant impact. Slaughter (2000, 467) concludes that
his finding “is inconsistent with models of MNEs in which affiliate activi-
ties substitute for parent unskilled-labor-intensive activities.” That conclu-
sion is reached despite the fact that there are no data for parent, rather than
industry, skill levels, and that the MNE transfer measure is not specific to
transfers to low-wage countries.

A different conclusion is reached by Head and Ries (2002) for the for-
eign operations of Japanese firms. Their calculations on an industry basis,
similar to those of Slaughter (2000) for the United States, match his find-
ings. The ratio of affiliate employment to the total of home and affiliate em-
ployment in an industry does not significantly affect the share of nonpro-
duction worker wages in the total wage bill in the home country. However,
once they move to a firm-level analysis, they do find that a higher affiliate
employment share in the multinational firm produces a higher nonpro-
duction worker wage share in the parent firm. That positive effect is asso-
ciated with affiliate employment in low-wage countries; more employment
in the United States appears to have the opposite effect. Thus, overseas
production in low-wage countries seems to raise the parent firm’s demand
for skilled workers at home relative to the demand for unskilled workers.

The contrast between industry- and firm-level results suggests the possi-
bility that substitution among types of activities may take place not only
between home and foreign operations of a firm, but also between parent
firms and nonmultinational firms in the same industry at home. That is a
subject that has received very little attention, but deserves investigation.
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9.3.3 Home-Country Exports and Home-Country
Multinationals’ Exports

The idea that firms have comparative advantages separate from those of
their home countries has been illustrated by several episodes. One is the
contrast between the export shares of the United States and of U.S.-based
multinational firms. During the period from 1966 to 1987, the U.S. share of
world exports of manufactured goods fell from 17 percent to about 11 per-
cent, a decline of a third. Over that same period, U.S.-based multinational
firms’ share of these exports, from the parent companies and their overseas
affiliates combined, was quite stable, ending up in 1987 about where it be-
gan in 1966. The way this stability was achieved was that, as the world share
of exports by the parent firms fell, the share of the overseas affiliates of
these companies, exporting from their host countries, grew. The U.S. multi-
nationals retained their shares of world exports, while the United States as
a country was losing a large part of its share, because the multinationals’
share depended on their firm-specific advantages, and the multinationals
could exploit their firm-specific advantages by producing in other coun-
tries (Lipsey 1995, 12–13).

The divergence between home countries and home-country firms was
not confined to the United States. For example, as Japanese export shares
fell after the currency revaluations in 1985, Japanese affiliate export shares
increased enough to approximately offset the decline in the country’s share.
Swedish shares in world manufactured exports fell by almost a third be-
tween 1965 and 1990, but Swedish multinationals’ shares of world exports
remained stable, or even increased a little (Lipsey 1995, 14–15).

For all these countries’ multinationals, foreign production was appar-
ently not only a way of exploiting their firm-specific assets in foreign mar-
kets, but also a way of protecting these market shares against unfavorable
home-country developments. These might be exchange rate appreciations,
increases in home-country wage levels, increases in taxes, or other changes
that reduced the geographical advantages of their home countries as loca-
tions for production.

9.4 Host-Country Effects of Inward Foreign Direct Investment

9.4.1 Host-Country Wages

There are several ways in which the entrance or existence of foreign firms
might affect wages in the host countries where they operate. One is if these
firms offer higher wages than are paid by domestic firms. That possibility
raises the question, dealt with in the next subsection, of whether they do
pay higher wages. Even if they did pay higher wages, there might be no
overall impact on wage levels if the higher wages simply reflected the selec-
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tion by foreign firms among workers, plants, or locations. They might se-
lect superior workers who would command high wages from any employer,
or acquire higher-wage plants or firms, or concentrate their activities in
high-wage industries or regions of a country. Thus, the second question is
whether the payment of higher wages by foreign-owned firms results in
higher wages in domestically owned firms, or “wage spillovers.” The third
question which I think is the most important from a policy point of view, is
whether the activities of foreign-owned firms cause wages in general to be
higher, on average, where they operate. That could be the result of the com-
bination of higher wages in the foreign-owned plants and wage spillovers
to domestically owned plants, but it could result from higher wages paid by
foreign-owned firms even if there were no wage spillovers, or there were
negative spillovers, to domestically owned plants. It could also occur with-
out any wage differential between foreign-owned and domestically owned
operations if labor markets were sufficiently competitive and the rise in de-
mand for labor from foreign-owned operations forced all firms to raise
their wage levels equally.

The measurement of wage levels is in some ways simpler than the mea-
surement of productivity levels, taken up in section 9.4.2. It has its own
problems, however. Most of the data are calculated as compensation/num-
ber of workers. Very few take account of hours of work, probably most im-
portant outside manufacturing but a possible source of mismeasurement
in all industries. Probably more important is that there are few sources of
data that contain information on the characteristics of workers, so that is
impossible in most cases to distinguish between differences in wage rates
for identical workers and differences in labor quality.

Wage Comparisons

It is rare to find a study of FDI and wages in any host country that does
not find that foreign-owned firms pay higher wages, on average, than at
least privately owned local firms. That is the case not only in developing
countries, where most of the research has taken place, but also in devel-
oped, high-wage countries. To some extent, the differential can be ex-
plained by the industry composition of FDI, weighted toward relatively
high-wage industry sectors. However, the differential exists within indus-
tries, in most industries in most countries.

There are two broad types of questions that can be asked about this phe-
nomenon. One is about how labor markets operate in these host countries,
particularly whether foreign firms pay higher prices for labor, in the sense
of paying higher wages for workers of the same quality. The other is about
how inward FDI affects labor markets, whether or not the effects can be ac-
counted for by firm size, industry, capital intensity, research and develop-
ment (R&D) intensity, or other characteristics associated with foreign
firms, that could belong to domestic firms as well as to foreign firms.
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Why would a foreign-owned firm pay a higher price than a domestic firm
for labor of a given quality? It presumably could pay more than a domes-
tically owned firm of the same size if its superior technology produced
higher marginal labor productivity, but the expected response would be to
expand output rather than to raise wages. Several reasons have been sug-
gested. One is that it may be forced to do so by host-country regulations or
home-country pressures. The Findlay model assumes that foreign firms
pay a higher wage for labor of the same quality “for purposes of good
public relations” (1978, 9). It might be that workers prefer locally owned
firms, and must be compensated to overcome this preference. A third pos-
sibility is that foreign-owned firms pay a premium to reduce worker
turnover, because they have brought some proprietary technology and
wish to reduce the speed with which it leaks out to domestic rivals as em-
ployees change jobs. A fourth is that foreign firms, because of their limited
understanding of local labor markets, pay higher wages to attract better
workers, while more knowledgeable local firms can identify and attract
better workers without paying them higher wages.

Studies attempting to measure the pure effect of foreignness are akin to
successive distillations to remove impurities. The impurities in this case are
explanations for differentials that are not necessarily intrinsic to foreign-
ness, although they may be associated with it in practice. What may be
more relevant to judging the optimum policies toward inward direct in-
vestment are studies with not quite as many controls. A state or a region or
a country that wishes to estimate the effect of allowing inward FDI where
it had been prohibited, or reducing obstacles to it, may not care why the
foreign firm will pay higher wages. It is not relevant whether it is because
the firm is foreign, because it is large, or because it brings more capital-
intensive or skill-intensive production methods or better access to world
markets. A domestic firm with the same attributes might have the same im-
pact, but there may not be any such domestic firm, or if there is one, it may
not be willing to make this particular investment.

If foreign firms are found to pay higher wages than local firms, for what-
ever reason, there are still several questions to be asked about the impact.
If foreign firms hired high-wage workers away from local firms, or acquired
local firms with skilled labor forces, we might find that foreign ownership
was associated with higher wages in the foreign-owned firms and lower
wages in domestic firms, but no difference in average industry wage levels.
If foreign firms paid more, but did not differentially poach the best work-
ers from local firms, one should find a larger presence of foreign ownership
associated with higher wages in the industry, but not in locally owned firms
in the industry. Or finally, we might find examples of “spillover,” where
higher foreign presence was associated with higher wages in domestically
owned establishments.

Data on wage differences come in several different forms. Some are
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simple comparisons of average wages, or average wages by industry, where
wage differences reflect any effects of firm or plant characteristics, such as
size or capital intensity, and of worker characteristics, such as age and
education. Others adjust for differences in plant characteristics, asking
whether foreign-owned plants pay wages different from those in otherwise
identical domestically owned plants. A third type, less common, adjusts
for differences in worker characteristics, asking whether foreign-owned
plants pay different wages from those in domestically owned plants for
identical workers. And a fourth type, still more rare, adjusts for both plant
and worker characteristics, asking whether foreign-owned plants pay
different wages from those in identical domestically owned plants for iden-
tical workers.

Observations of higher wages in foreign-owned firms in developing
countries go back a long time, although the earliest ones were not the re-
sult of careful statistical studies. An early study of American firms in
Colombia concluded that “Colombian labor, whenever it is paid a stipu-
lated wage, is better remunerated and granted more sanitary living quar-
ters by foreigners than by natives, but the foreigners probably exact more
systematic and strenuous effort” (Rippy 1931, 190). Another partial ex-
planation for the higher wages was that “the American companies are ea-
ger to attract the most efficient labor” (Rippy, 191).

A study by Blomström (1983) of Mexican manufacturing industries in
1970 found that foreign-owned firms paid wages about 25 percent above
those in domestically owned firms in manufacturing as a whole. Foreign
firms’ wage levels were also higher in each of four major groups of manu-
facturing industries, by 25 to 30 percent, except in capital goods industries,
where the difference was much smaller (18–19).

Many of the recent studies of wages in foreign plants in developing coun-
tries have been based on manufacturing-sector data on individual estab-
lishments collected in national surveys and assembled by the World Bank.
A number of them were carried out by Ann Harrison, in collaboration with
several others, and wage data for three of these studies are summarized in
Harrison (1996). There were statistically significant differences between
wages in foreign-owned and domestically owned plants in three out of
twelve industries in Côte d’Ivoire, twelve out of eighteen in Morocco, and
eight out of nine in Venezuela. Ratios of foreign to domestic plant wages,
where the differences were significant, ranged from 1.1 to 1.9 in Côte
d’Ivoire, 1.3 to 2.6 in Morocco, and 1.2 to 2.0 in Venezuela. These are
simple differences without adjustment for plant or worker characteristics.
One problem with cross-sectional analyses of wage differences is the un-
known role of unmeasured aspects of plant heterogeneity. For Venezuela,
that problem could be dealt with by examining wages in individual plants
over time. While the relationship between wages and foreign ownership of
a plant was weaker, and the differential smaller than in aggregated data,
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foreign ownership of a plant, controlling for plant size, industry, and capi-
tal intensity, resulted in wages higher by 16–18 percent (Aitken, Harrison,
and Lipsey 1996, 368).

A paper on Morocco by Haddad and Harrison (1993) found that wages
were 70 percent higher, on average, in foreign firms (58). The difference
partly reflected the greater size of the foreign-owned firms; in weighted
means, calculated to eliminate the size effect, the difference was reduced
to 30 percent. The weighted average mean real wages were significantly
higher in foreign-owned firms in sixteen out of eighteen individual indus-
tries. All the industries in which the wage differences were statistically sig-
nificant showed higher wages in the foreign-owned plants. Something of an
oddity, which casts some suspicion on the productivity measures discussed
later, is that these higher wages in foreign-owned plants were accompanied
by lower output per worker, at least in the weighted averages, and lower to-
tal factor productivity.

Several studies of Indonesia, such as Hill (1990) and Manning (1998),
found that foreign firms paid higher wages than domestic firms. A recent
paper using establishment data for Indonesia (Lipsey and Sjöholm 2003)
found that in 1996, foreign-owned firms paid about 50 percent higher
wages than private domestically owned firms in manufacturing as a whole,
for both blue-collar and white-collar workers. When account was taken of
the education levels of the workers, and of the industry and location of
plants, foreign ownership was associated with wages about 25 percent
higher for blue-collar workers and 50 percent higher for white-collar work-
ers. Much of the differential was associated with the larger size of foreign-
owned plants and greater inputs of energy and other intermediate product.
The authors concluded that there was strong evidence that foreign firms
“paid a higher price for labor than domestically-owned plants” (13). They
paid a higher price, by a large margin, for workers of a given educational
level (something most studies do not have information on, because busi-
ness censuses rarely include labor-force characteristics). Even with the
effects of plant and worker characteristics removed, blue-collar workers
in foreign-owned plants earned about 12 percent more than in domestic
plants and white-collar workers about 20 percent more (Lipsey and
Sjöholm).

In four East Asian countries for which Ramstetter (1999, table 2) re-
ported wages in foreign and domestic plants or firms, averaged over four-
teen- to twenty-three-year periods, wages were higher in the foreign-owned
ones, although in Singapore and Taiwan the differences were not signifi-
cant.

Similar questions can be asked about wages in foreign-owned plants in
developed countries. The increasing availability of individual firm and es-
tablishment microdata sets has encouraged such studies. In the United
States, the linking of Economic Census establishment data with Bureau of
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Economic Analysis (BEA) surveys of inward FDI was a catalyst. Using the
BEA-Census data for 1987, the first such match, Lipsey (1994) found that
workers in foreign-owned establishments earned 10–12 percent more than
those in domestically owned establishments in the same two-digit standard
industrial classification (SIC) industries and states. They earned 6–7 per-
cent more in manufacturing and 12–15 percent more in other industries.
Howenstine and Zeile (1994), using access to more-detailed information
by industry and location not available outside the Department of Com-
merce, found similar differentials in manufacturing, all of which they could
explain by differences in establishment size. Using individual manufactur-
ing-plant data, Doms and Jensen (1998) found that even controlling for
four-digit industry, state, plant size, and plant age, foreign-owned plants
paid higher wages. They attributed the higher wage in foreign plants to the
fact that they were parts of multinational firms, a theory they felt was con-
firmed by the fact that the highest wages of all were paid by domestic plants
that were parts of U.S. multinational firms. One question about this com-
parison is whether foreign subsidiaries in the United States were compa-
rable to the establishments of U.S. multinationals, since the latter could in-
clude firm headquarters operations, a high-paid category probably not
part of the U.S. operations of foreign multinationals.

A recent paper used both the 1987 and 1992 BEA-Census matches for
establishments, combined into state by detailed industry cells for foreign-
owned and domestically owned establishments (Feliciano and Lipsey
1999). Foreign-owned establishments in the United States paid higher
wages than domestically owned ones in all industries taken together, by 23
percent in 1987 and 15 percent in 1992 (table 2). Once average establish-
ment size, education levels in the state and industry, state unionization lev-
els, and percent female in the state labor force were accounted for, and
industry dummies were included, there was no significant difference in
manufacturing. However, foreign-owned establishments paid higher wages
in nonmanufacturing, by 8.5 to 9.5 percent (tables 3A and 3B).

While the United States has been the subject of the largest number of
studies, there have been some for other developed countries as well. An
early study of American direct investment in Australia (Brash 1966) con-
cluded, from a survey, that “it . . . appears beyond a doubt that even within
each industry American-affiliated firms on average pay higher total in-
comes to their employees than do firms without American connections”
(129). Globerman, Ries, and Vertinsky (1994) reported higher wages in for-
eign-owned plants in Canada.

In recent years, establishment microdata have become available for the
United Kingdom, and these have been used for wage and other compar-
isons. Griffith and Simpson (2001) report that foreign-owned establish-
ments in the United Kingdom paid higher wages than domestically owned
establishments for both operatives and administrative and technical em-
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ployees, in both 1980 and 1995. The margin was larger for the lower-skill
employees, and widened considerably over the period. An earlier paper
(Griffith 1999) compared wages in foreign-owned plants of companies
based in France, Germany, Japan, and the United States with those in do-
mestically owned plants. It found no significant differences for 1980, ex-
cept in U.S.-owned plants, but higher wages in foreign-owned plants in
1992, by margins ranging from 8 to 25 percent (Griffith, 428). In the motor
vehicle and engines industry, examined in more detail in the article, there
were only small margins for operatives, 2 to 4 percent, but foreign-owned
plants paid around 25 percent more to administrative, technical, and cler-
ical workers (431).

A set of “survivors,” establishments present in the U.K. Annual Census
of Production (or ARD) throughout the period 1973–1993, was assembled
by Oulton (2001). He reports that foreign-owned establishments paid av-
erage wages for operatives that were above the average for U.K.-owned es-
tablishments by 17 percent for non-U.S. establishments and 26 percent for
U.S.-owned establishments. The margins for administrative, technical, and
clerical (ATC) employees were 12 and 24 percent. The plants differed in
other respects as well: foreign-owned plants, and especially U.S.-owned
plants, were characterized by higher capital per worker, much higher inter-
mediate input per worker, and higher proportions of ATC employees (129).
Although there is no evidence on worker quality, Oulton attributes the
wage differential to higher human capital per worker in the foreign plants,
because “companies do not pay higher wages out of the goodness of their
hearts” (130). A set of regressions including industry dummy variables in-
dicates that industry composition accounts for little of the differential.
Within industries, U.S.-owned establishments paid 14 to 15 percent more
than domestic establishments, and other foreign establishments paid 10
percent more to operatives and 8 percent more to ATC workers (132).

Using a large sample of U.K. firms from 1991 to 1996, Girma, Green-
away, and Wakelin (2001) reported an overall wage differential of 14 per-
cent in favor of workers in foreign-owned firms, and a differential of almost
10 percent when industry and scale of operations are taken into account.
In addition, wage growth was higher by 0.4 percent per year in the foreign-
owned firms (tables 1 and 2). They summarized their reading of earlier lit-
erature as showing “considerable evidence to support a wage differential in
favour of foreign owned firms” (121).

Driffield and Girma (2003) reported that foreign-owned establishments
in the U.K. electronics industry in 1980 to 1992 paid wages higher by 7.6
and 6.0 percent for skilled and unskilled workers, respectively, and also em-
ployed a higher proportion of skilled workers (14).

Since there is always a problem of the effect of unknown firm character-
istics on these comparisons, a tempting solution is to observe firms that are
acquired by foreign owners. That solution is rare because of the lack of ac-
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cessible data, but Conyon et al. (1999) were able to construct panels of
firms in the United Kingdom taken over by domestic and foreign acquirers
and matching data for over 600 firms that did not change ownership. At the
time of acquisition, the firms acquired by foreigners paid wages about the
same as those of firms acquired by domestic owners. However, in the first,
second, and third years after acquisition, firms acquired by foreigners
raised their wages faster than did firms acquired by domestic owners (table
5). Controlling for fixed firm and industry effects and aggregate time
shocks, the authors found that wages rose by 3.4 percent in firms acquired
by foreigners and fell by 2.1 percent in firms acquired by domestic owners.
Controlling also for firm size and industry wages hardly changed the re-
sults. Adding productivity change as a control variable eliminated the diff-
erential in favor of foreign firms (p. 9 and table 6), but if one is interested in
measuring wage differentials rather than explaining them, productivity
change is not an appropriate control.

The evidence seems to me overwhelming that foreign-owned firms in all
kinds of economies pay higher wages than domestically owned firms. It is
harder to say whether they also pay a higher price for labor—that is, a
higher wage for workers of a given quality—although one of the few stud-
ies that incorporates quality measures finds that they do. Much of the dif-
ferential, all of it in some studies, can be associated with the larger size of
the foreign-owned operations. However, higher capital intensity and
higher inputs of intermediate products, leading to higher productivity, are
also important. If regions or countries encouraging inward investment are
interested in encouraging high-wage plants, foreign investors seem to meet
that desire.

Wage Spillovers

Whether or not foreign-owned firms in a country pay higher wages than
domestic firms, their presence might still affect the level of wages in do-
mestically owned plants. Such effects are referred to as wage spillovers to
domestically owned plants. They would not take place in the world envi-
sioned in the Findlay (1978, 8) model. There, “[t]he economy is considered
able to draw on a reservoir of labor in a ‘peasant hinterland’ as in the fa-
mous model of Arthur Lewis (1954) and also on a substantial ‘industrial
reserve army’ of urban unemployed.” However, domestic firm wage effects
from inward investment could take place in any world where the supply
curve for labor was not horizontal.

Calculations of wage spillovers in two developing countries, Mexico and
Venezuela, are included in Aitken, Harrison, and Lipsey (1996). Impacts
of shares of employment in foreign-owned plants in an industry and region
on wages in domestically owned establishments were measured. In Mexico,
wages in domestically owned plants appeared to be lower where foreign
ownership was high, but the coefficients were not statistically significant.
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However, in Venezuela, there seemed to be a significant negative influence
of foreign presence on wages in domestically owned plants. To some extent,
this result could reflect a reallocation of the labor force to foreign plants,
through the “poaching” of better workers or the acquisition of higher-
paying plants by foreigners. However, if this had been the whole story, there
would not have been, as there was, a positive effect of higher foreign own-
ership on total industry wages.

Lipsey and Sjöholm (2003, 26–27) made a variety of calculations of
spillovers from foreign presence to wages in domestically owned establish-
ments in Indonesia, calculating foreign presence at various levels of in-
dustry and geographical detail. In every variant, there were significant
spillovers to domestically owned establishments. The coefficients on for-
eign shares in wage equations were larger than the observed wage differen-
tials, suggesting some impact through increases in the demand for labor.
The coefficients were generally higher for white-collar than for blue-collar
workers.

In their study of South Carolina counties described below, Figlio and
Blonigen (2000) did not have the data needed for testing for spillovers from
inward investment. However, they concluded that the effect of the invest-
ment on aggregate wage levels was so large that it could not have been
confined to the foreign plants themselves, and must have involved some
spillovers to domestically owned plants (352, n 12).

In Feliciano and Lipsey (1999), the existence of two years of data per-
mitted the authors to examine the effects of changes in the extent of foreign
ownership in the United States in a state by industry cell on wages in do-
mestically owned establishments. In manufacturing, there were no signifi-
cant effects (table 4a). In nonmanufacturing industries, there were large
and statistically significant effects on domestic firm wages, although the
significance became marginal when state by industry education levels were
added.

Girma, Greenaway, and Wakelin (2001) test for wage spillovers to do-
mestic firms in their U.K. company data set for the 1991–1996 period and
find no overall spillover effect on wage levels and a small negative effect on
wage growth (128). The only firm characteristic that appears to influence
the extent of wage spillovers is the gap in productivity between a firm and
the firm in the industry at the 90th percentile in productivity. The larger the
productivity gap, the smaller the wage spillover. The only industry charac-
teristic that affects wage spillovers is the degree of import penetration. The
higher it is, the larger the wage spillover.

Some of the literature on wage spillovers from foreign-owned to domes-
tically owned firms has recently been reviewed by Görg and Greenaway
(2001). They summarize the results of panel data studies as showing mostly
negative spillovers and cross-section studies as showing positive spillovers.
There is no overlap in the countries studied, but the authors are skeptical
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about all findings from cross-section studies on the ground that they can-
not take account of unknown firm characteristics. My own judgment is
that there are enough indications of positive wage spillovers, even in panel
data studies, to preclude any conclusion that they are typically negative.
What is needed most is more consideration of the different circumstances
and policies of countries, industries, and firms that promote or obstruct
spillovers.

Effects on Average Wages

Whether or not wages are higher in foreign-owned plants than in do-
mestically owned plants, and whether or not, where there are higher wages,
they spill over to domestically owned plants, a higher degree of foreign
ownership could affect the average level of wages in a country or industry.
It might do so either by raising the demand for labor or through the higher
wages paid by the foreign plants themselves.

Aitken, Harrison, and Lipsey (1996, 352) reported that, even though
there were no spillovers or negative spillovers to domestically owned plants
in Mexico and Venezuela, there was a significant effect of foreign owner-
ship shares in raising average industry wages. The effect was larger for
skilled workers than for unskilled, and larger in Venezuela than in Mexico.

Feenstra and Hanson (1997), defining skilled workers simply as nonpro-
duction workers, found that a higher level of maquiladora activity in a Mex-
ican industry within a state led to a higher share of total wages’ going to
skilled workers. They interpreted this increase in the nonproduction wage
share as implying a rise in the demand for skilled labor relative to unskilled
labor resulting from the growth in maquiladora production by foreign,
mainly U.S., firms. The increase in the wage share of nonproduction work-
ers could be a combination of relative wage increases for them or relative
increases in their numbers. However, there is some evidence of particularly
large relative wage growth for nonproduction workers in the border region,
where most of the maquiladoras are located, in the periods after investment
rules were liberalized.

The effect of changes in foreign ownership from 1987 to 1992 on average
wages in state by industry cells in the United States were found to be in-
significant in manufacturing by Feliciano and Lipsey (1999, tables 5a and
5b). However, outside the manufacturing sector, increases in foreign own-
ership were associated with increases in average wages.

One avenue of relative wage increases that might be associated with in-
creases in foreign ownership is skill upgrading, shifting the demand for
labor in an industry toward higher skill. Blonigen and Slaughter (2001),
measuring skill upgrading by the share of skilled wages in the total wage
bill, find no evidence of such an effect from increases in foreign presence in
U.S. manufacturing industries, a result that matches Feliciano and Lipsey
(1999). They find some negative effect from Japanese investment in U.S.
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manufacturing, but other studies have shown that Japanese investments
are not typical.

In a more local study, Figlio and Blonigen (2000) reported that, in South
Carolina, the addition of foreign-owned manufacturing plants was associ-
ated with increases in real wages for all workers in the same industry and
county. The gain was much larger than that from the addition of new, do-
mestically owned plants.

I would summarize the sparse evidence on overall wage levels as point-
ing to positive effects of FDI activity. When there are no spillovers, the
effect might be wholly from the higher wages offered by the foreign firms,
or it might reflect the impact of foreign firms on the aggregate demand for
labor. When there are positive spillovers, they add to the impact of the for-
eign firms. Even when there are negative spillovers, they do not seem to be
large enough to offset the positive effect of the foreign firms’ high wages or
the effects of increased demand for labor.

9.4.2 Host-Country Productivity

The issues that arise with respect to measuring effects on wages in host
countries are also involved in judging effects on productivity. The impact
on the host countries in this respect presumably stems mainly from the su-
perior efficiency of the foreign-owned operations. The first question, then,
is whether foreign-owned firms or establishments are more efficient. If they
are, the second question is whether their superior productivity spills over
to locally owned firms in their industries, or their industries within their re-
gions, or related industries. Locally owned firms might increase their effi-
ciency by copying the operations of the foreign-owned firms, or be forced
by competition from foreign-owned firms to raise their efficiency to sur-
vive. On the negative side, it is conceivable that foreign-owned operations
are more efficient only because foreigners have taken over the more-
efficient local firms, leaving the less efficient in local ownership. Or by tak-
ing markets from local firms, foreign-owned firms might force the locally
owned firms into less-efficient scales of production. The third and broad-
est question is whether, as a result of the operations of foreign-owned firms,
there are improvements in aggregate industry efficiency. Those could arise
from spillovers, but they could come simply from the higher efficiency of
foreign firms, even if the higher efficiency is confined to the foreign firms.
There could also be increases in aggregate productivity without any visible
productivity differentials between foreign-owned and domestically owned
firms, if the industry were sufficiently competitive that the entry of foreign-
owned firms forced their domestically owned competitors to match them
quickly to survive. These possibilities point to the importance of examin-
ing not only firms that remain in an industry over the period of observa-
tion, but also firms that enter or exit, because they may account for many
of the changes in productivity for an industry or country.
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The choices in defining efficiency range from value added per unit of la-
bor input (the simplest) to value-added per unit of labor and capital input
and value of output per unit of labor, capital, and intermediate product
input. Some studies fit production functions that also incorporate scale
economies. The result is to ignore any host-country benefit from the ac-
quisition of physical capital, or from any advance in technology that con-
sists of the adoption of more capital-intensive methods of production or
larger scale production.

Most theoretical discussions of the possible role of inward investment
refer to the transmission of superior technology. The examination of pro-
ductivity is an attempt to measure technology gaps and changes in tech-
nology. That is a narrow view of multinationals’ technology advantages,
which may consist more of their knowledge of world markets or methods
of coordinating production over many countries. Almost all the measure-
ment is confined to manufacturing, a large part of multinational activity,
but far from the whole of it.

Many of the problems in studying productivity involve the measurement
of capital input. Most sources of establishment data either do not report
capital stocks, or report nominal values. These are likely to bear a small re-
semblance to market values, especially in countries that have undergone
major inflation. Where even nominal capital values are missing, they are
often calculated from past expenditures using the perpetual-inventory
method. Such calculations, if done properly, should be based not on gen-
eral deflators but on capital-goods price indexes—scarce and subject to se-
rious doubts even in the best of statistical systems. The complications sug-
gest caution in drawing conclusions and the advisability of comparing
total factor productivity measures with labor productivity and wages to see
whether the relations among them are logical.

Productivity Comparisons

Comparisons of productivity between foreign-owned and domestically
owned firms have been far more common than comparisons of wage levels.
Much of the productivity literature has been directed at the question of
whether there were spillovers to domestic firms, but that question itself im-
plies the expectation that foreign firms are more efficient. The comparisons
themselves range from simple overall productivity comparisons to at-
tempts to explain differences between foreign and domestic firms. The ex-
planatory variables, aside from nationality of ownership, include capital
intensity, skill intensity, and the scale of operations. These comparisons
ask, in effect, whether foreign firms that differ from domestic firms differ
because they operate on different production functions or because they op-
erate at different points on the same functions.

Most of the productivity comparisons have been for the manufacturing
sectors in developing countries. Blomström and Wolff (1994), examining
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Mexican manufacturing data for 1970, found both value-added and gross
output per employee to have been more than twice as high in multinational
corporation– (MNC) owned plants overall as in private domestic plants,
and higher in each of 20 individual manufacturing industries (266). Since
capital intensities in MNC plants were also much higher, the total factor
productivity (TFP) margins were smaller. They were about a third overall,
and three industries showed higher TFP in the domestic plants (267, 268).
Okamoto and Sjöholm (1999), examining Indonesian manufacturing mi-
crodata from 1990 to 1995, reported higher foreign shares of gross output
than of employment in almost every industry, implying that labor produc-
tivity was higher in the foreign-owned plants. Sjöholm (1999) examined In-
donesian establishment data for 1980 and 1991, calculating differences in
“technology” between foreign-owned and domestically owned establish-
ments. Technology differences were measured as the coefficients on for-
eign-ownership dummies in equations relating value-added per worker in
1980 and 1991 to scale, 1980 investment expenditure per worker as a proxy
for capital intensity, and dummy variables for 1991 observations and for-
eign ownership. The estimated technology differences were found to be
in favor of the foreign-owned establishments in twenty-six out of twenty-
eight industries. Kokko, Zejan, and Tansini (2001) reported that in
Uruguay in 1988, productivity, as measured by value-added per worker,
was about twice as high on average in foreign firms as in domestic firms.
Haddad and Harrison (1993) found, for Morocco in 1985–1989, that out-
put per worker was higher, and deviations from best-practice frontiers were
smaller in foreign-owned firms than in domestically owned firms in twelve
out of eighteen industries, and in all eight of the industries in which the
differences were statistically significant.

Kathuria (2000) studied Indian firms in twenty-six manufacturing in-
dustries over the fourteen years from 1975–1976 to 1988–1989, in a “pre-
liberalization period when Indian industry was highly regulated in terms of
industrial and technology policy” (346). The main productivity measure-
ment used was a firm’s distance from its industry’s technological frontier.
In thirteen of the twenty-six industries, a foreign firm was the technologi-
cal leader, and in fifteen industries, foreign firms were, on average, more
efficient. An unusual feature of the data is that because employment was
not reported, it was estimated from compensation, assuming that local and
foreign firms pay the same wages. That assumption, if we can judge from
the wage studies, almost certainly overstates employment in foreign firms
and understates their productivity.

Chuang and Lin (1999) report that among a random sample of manu-
facturing firms in Taiwan in 1991, foreign-owned firms had considerably
higher labor productivity than domestically owned firms, but only very
slightly higher TFP. The foreign-owned firms were much larger and much
more capital intensive. For Malaysia, in 1992–1996, Oguchi et al. (2002)
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found that in manufacturing as a whole, foreign and domestic firms oper-
ated with about equal efficiency. However, foreign-owned firms were more
efficient in twenty-three out of twenty-nine 3-digit industries, including
both nonelectrical and electrical machinery. In the electronic components
5-digit industry, an extremely important one for Malaysia as an exporter,
foreign-owned firms were more than 3.5 times as efficient as domestically
owned firms.

Comparing foreign-owned with domestically owned firms or plants in
five East Asian countries over fifteen- to twenty-year periods, Ramstetter
(1999) reported that value-added per employee was higher in the foreign-
owned plants in all the countries. However, Malaysian data confined to
large firms showed higher productivity in the local firms in the later part of
the period. Foreign-owned Turkish plants in 1993–1995 had higher pro-
ductivity than domestically owned plants even when various elements of
the production function are taken account of (Erdilek 2002).

There have been fewer examinations of the productivity of foreign-
owned and domestically owned firms within developed countries. Notable
studies of the United States include Howenstine and Zeile (1994), and
Doms and Jensen (1998), mentioned earlier. Howenstine and Zeile, using
the combined BEA and Census establishment data for manufacturing,
found that foreign-owned plants had higher labor productivity than do-
mestically owned ones. They attributed the difference largely to “the ten-
dency for foreign-owned establishments to be concentrated in industries in
which productivity is high” and the within-industry differences to “plant
size, capital intensity, and employee skill level—rather than foreign own-
ership per se.” Doms and Jensen concluded that foreign-owned plants were
superior to U.S.-owned plants of nonmultinational firms, even large firms,
in both labor productivity and TFP, but that they were behind plants
owned by U.S. multinationals. Thus they find multinationality of the firm
to be strongly associated with productivity levels, beyond the association
with size and other plant characteristics. A similar hierarchy characterized
the ranking with respect to the “number of technologies” used in each type
of plant (246–250).

Comparisons within the United Kingdom go back for many years, at
least to Dunning (1958) and Dunning and Rowan (1970). Some recent
studies, such as Griffith and Simpson (2001), Conyon et al. (1999), and
Girma, Greenaway, and Wakelin (2001), are based on individual establish-
ment data from the ARD. Dunning (1958) compared output per man-year
in a sample of U.S. affiliates with that in the average U.K. firm (including
the affiliates) in ten industrial groups in 1950 and 1954. He found that the
U.S. affiliates’ productivity was higher in every one (table 16). Dunning and
Rowan (1970) applied a number of different tests of efficiency to U.S.- and
U.K.-owned firms in the United Kingdom. Although each test seemed sub-
ject to one bias or another, the preponderance of evidence pointed to
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greater efficiency in the U.S.-owned firms. Davies and Lyons (1991) re-
ported that gross value-added per worker in foreign-owned manufacturing
enterprises in the United Kingdom was, on average, almost 50 percent
higher than that of domestically owned enterprises in 1987. No more than
half the difference was due to the industrial composition of the foreign-
owned firms, but some might be due to “differentials in labour skills, capi-
tal input, vertical integration, or monopoly power” (593). The differentials
within the United Kingdom in 1977 were significantly related to the inter-
national productivity differentials, by industry, between the United States
and the United Kingdom in 1976. Girma, Greenaway, and Wakelin (2001)
found in their data set for 1991–1996 that among firms with no change in
ownership, productivity in foreign-owned firms in the United Kingdom
was about 10 percent above that for domestically owned firms and TFP
about 5 percent higher. Labor and TFP growth rates in foreign-owned
plants were higher by about 1.5 percent per year. Conyon et al. (1999)
found that acquisitions of U.K. firms by foreigners led to increases in their
profitability. A study by Harris and Robinson (2002) of the selection of es-
tablishments for foreign acquisition, also based on the ARD, confirmed
the suspicion that foreign firms selected relatively high-productivity plants
to acquire. Each group of plants was compared to a reference group of
plants belonging to U.K. multiplant firms that did not sell any plants to
foreign firms during 1982–1992. Plants that were foreign-owned during the
whole period were more productive than those in the control group. Plants
that were sold by U.K. firms to foreign firms in 1982–1986 or 1987–1992
were still more productive, as were plants sold by one U.K. firm to another.
Thus, plant turnover in general seemed to involve relatively productive
plants.

The evidence on productivity, whatever the measure, is close to unani-
mous on the higher productivity of foreign-owned plants in both devel-
oped and developing countries. Some of that higher productivity, but not
all in most comparisons, can be attributed to higher capital intensity or
larger scale of production in the foreign-owned plants.

Productivity and Knowledge Spillovers to Domestic Firms

Theories of the effect of direct investment on host countries have gener-
ally taken it for granted that foreign-owned firms possessed superior tech-
nology and that some of that technological knowledge spills over to the
host-country economy. Findlay (1978) hypothesized that “the rate of
change of technical efficiency in the backward region is an increasing func-
tion of the relative extent to which the activities of foreign firms with their
superior technology pervade the local economy” (5). He also combined
with that assumption the idea that the larger the gap in technology, the
faster the transmission, provided that “the disparity must not be too wide
for the thesis to hold” (2). Wang and Blomström (1992) added, as expla-
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nations for the speed of transmission, the characteristics of the host-
country environment and host-country firms. The transmission of tech-
nology would be accelerated by a more competitive business environment
and greater investment in learning and imitation by competing host-
country firms (153).

Most studies of productivity spillovers from foreign investment assume
that they occur mainly in the industry in which the foreign firm operates.
Blomström and Kokko (1998) refer to the literature on backward linkages
as examples of spillovers outside those industries, to supplying industries.
These arise partly from efforts by multinational firms to improve the qual-
ity of the intermediate products they buy locally, sometimes under duress.
However, they may arise without explicit help, from the competition
among local firms to become the suppliers to the multinationals. The only
statistical examination of this issue they report is from an unpublished pa-
per on Venezuela by Aitken and Harrison (1991), which reported negative
effects of FDI in an industry on productivity in upstream industries. The
reason offered was that foreign firms shift the demand for intermediate in-
puts from domestic to foreign producers, reducing the scale of output, and
therefore productivity, in domestic production. The paper did, however, re-
port positive effects of FDI on downstream industries. These calculations
do not appear in the later, published, version of the paper. On the whole,
the interindustry effects of foreign participation have received a great deal
of speculation, but little statistical testing. However, a recent examination
of the existence of spillovers in Lithuanian manufacturing industries from
1996 to 2000 (Smarzynska 2002) concluded that there were positive
spillovers through backward linkages. The evidence for productivity gains
by supplying firms was stronger for foreign affiliates in the same region as
the supplier, and was larger for foreign affiliates serving the host-country
market than for those serving export markets.

Among studies of spillovers within industries, one for Venezuela by
Aitken and Harrison (1999, 616) found that “increases in foreign equity
participation are correlated with increases in productivity” for small
plants, but that increases in foreign ownership in an industry negatively
affected productivity in domestically owned plants in the same industry.
The positive effects within the foreign plants exceeded the negative effects,
but only slightly. The positive relationships found by others, they argued,
were due to the tendency of foreign firms to invest in high-productivity sec-
tors and firms (616, 617). The authors report similar findings for Indone-
sia, except that there the positive effects are larger than in Venezuela and
the negative effects smaller (617).

Using data from the Mexican Industrial Census for 1970, Blomström
(1983) and Blomström and Persson (1983) found that the labor productiv-
ity in domestically owned plants was positively related to the extent of for-
eign presence in the industry. That was true even when differences in capi-
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tal intensity and in the quality of labor employed were accounted for. In a
study based on the same Mexican census, Kokko (1994) confirmed the ex-
istence of productivity spillovers to locally owned firms and found some
evidence that high capital intensity in an industry and a high level of tech-
nology might inhibit spillovers. A stronger conclusion was that the combi-
nation of large technology gaps between foreign and domestic firms and
large foreign market shares, which the author describes as “enclave” situa-
tions, discourages spillovers. Blomström and Wolff (1994), on the basis of
Mexican census data, concluded that higher foreign shares in an industry
in 1970 led to higher rates of productivity growth in locally owned firms
over the next five years. Local firm productivity growth was higher in in-
dustries in which the local firms’ productivity levels were initially closer to
those of the foreign-owned firms (270). Higher foreign shares in an indus-
try were also associated with faster convergence of Mexican-industry pro-
ductivity toward U.S.-industry productivity levels, again more strongly in
industries in which the initial gap was smaller (275).

Kathuria (2000), in a study of spillovers to Indian manufacturing firms,
found that a division of the manufacturing sectors into “scientific” and
“nonscientific” subgroups showed positive spillovers in the scientific sec-
tors, but none in the nonscientific ones. One conclusion was that “spill-
overs are not found to be automatic consequences of foreign firms’ pres-
ence, but they depend to a large extent on the efforts of local firms to invest
in learning or R&D activities so as to decodify the spilled knowledge”
(364). He thus supports the theoretical model proposed by Wang and
Blomström (1992). Buckley, Clegg, and Wang (2002) studied several types
of spillovers in China in a study based on the Third Industrial Census
of China, for 1995, early in the Chinese FDI boom. Higher foreign pres-
ence in an industry resulted in higher labor productivity in domestically
owned firms, holding constant capital intensity, R&D intensity, and labor
quality.

A pioneering attempt to measure impacts on domestic firms in devel-
oped countries was Caves (1974), on Canada and Australia. He found
some evidence that higher shares in an industry for foreign subsidiaries
were weakly, and negatively, related to the profitability of Canadian firms,
a possible indication that foreign firms raised the level of competition and
reduced the excess profits that had been earned by their local rivals. How-
ever, he was not certain that the relation was not due entirely to differences
in the attainment of economies of scale. In Australian manufacturing, he
found that “higher subsidiary shares do apparently coincide with higher
productivity levels in competing domestic firms” (190). However no such
relationship could be found between changes in foreign shares and changes
in the productivity of domestic firms, a fact that reduced his confidence in
the significance of the finding for levels (190–191). A later study by Glober-
man (1979), for a sample of manufacturing industries in 1972, concluded
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that differences across Canadian industries in labor productivity “derive,
in part, from spillover efficiency benefits associated with foreign direct in-
vestment” (53).

Haskel, Pereira, and Slaughter (2002) use British panel data to relate
changes in TFP of domestically owned British establishments to changes
in foreign presence, measured by shares in employment, in the establish-
ment’s industry, region, or industry in the region. Significant evidence is
found for positive spillovers within industries. Positive spillovers are found
to come from U.S. and French presence, but Japanese presence produces
negative spillovers. The authors conclude that, of the aggregate increase of
11 percent in British TFP from 1972 to 1992, 5 percent could be ascribed
to spillovers from foreign-owned plants (17). Girma, Greenaway, and
Wakelin (2001) find no significant effect of foreign presence, measured by
shares of employment or output, on the labor productivity or TFP of U.K.
firms in general during 1991–1996. However, the higher the skill level of the
industry, and the greater the degree of foreign competition in the industry,
the larger the productivity spillover. And the larger the individual firm’s
distance from the productivity leader in its industry (the firm at the 90th
percentile in TFP), the smaller the spillover (129). Thus they point to the
importance of firm and industry characteristics in determining the extent
of spillovers, as well as, possibly, trade policy, as represented by import
penetration levels. Examining changes in productivity in domestically
owned U.K. firms between 1989 and 1992, Driffield (2001) finds no
spillovers related to the amount of sales by foreign-owned firms or their
R&D stock. However, the growth of labor productivity among foreign-
owned firms in the previous period, from 1986 to 1989, did lead to pro-
ductivity growth among domestically owned firms in the same industry. He
concluded that “the foreign productivity advantage was responsible for
an average increase in domestic productivity of 0.75 per cent a year” (113).
Girma and Wakelin (2000), also using U.K. microdata for manufacturing
establishments, found evidence of positive spillovers to domestic firms in
the same region as the foreign firms, but some evidence of negative
spillovers outside the regions. They also concluded that low technology
gaps between domestic and foreign firms and location in more technolog-
ically advanced regions promoted spillovers.

In a study of labor-productivity spillovers in Italian manufacturing in
1988, Imbriani and Reganati (1997) found that, across all industries, for-
eign shares in employment were positively associated with revenue per
worker in domestically owned firms. When industries were divided ac-
cording to the size of the technology gap between foreign-owned and do-
mestically owned firms, there was a positive effect of foreign presence in the
sectors with small gaps, much larger than that for all industries together.
However, there was a negative effect on domestic firms, smaller, but statis-
tically significant, in industries where the technology gap was large.
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Blomström and Kokko (1998, 24) end a review of productivity spillovers
to host countries by concluding that “such effects exist and . . . they may be
substantial both within and between industries, but there is no strong evi-
dence on their exact nature and magnitude.” Furthermore, “the positive
effects of FDI are likely to increase with the level of local capability and
competition.” Blomström, Kokko, and Globerman (2001), in a later review
of this literature, summarize the “limited evidence” for developed coun-
tries as pointing to a dependence of productivity spillovers on the absorp-
tive capacity of domestically owned firms. They conclude that small pro-
ductivity gaps encourage spillovers, while large gaps inhibit them. They
report similar findings among developing countries, and they attribute the
more mixed results on spillovers in studies of such countries to the greater
frequency of wide technology gaps between foreign and local firms (42–
43). They also report that spillovers are encouraged by vertical linkages
between MNCs and local firms, a characteristic that would also depend
partly on local firm capabilities.

Görg and Greenaway (2001) summarize the results of the productivity
studies with respect to spillovers from foreign-owned to domestically
owned firms by saying that “only limited evidence in support of positive
spillovers has been reported. Most work fails to find positive spillovers,
with some even reporting negative spillovers, at the aggregate level” (23).
In contrast, Görg and Strobl (2000) take spillovers for granted in their
study of firm survival in Ireland, and find that foreign presence reduces exit
by domestically owned firms, at least in high-tech industries, an effect they
attribute to spillovers. Görg and Strobl (2002) find also that foreign pres-
ence encourages entry by domestically owned firms. Görg and Greenaway
(2001) are inclined to attribute the variety of findings on spillovers mainly
to the difference between cross-section and panel data studies. However,
there is evidence that differences among firms in their capabilities, differ-
ences among industries in their characteristics, and differences among
countries in both capabilities and policies may be important explanations
for this diversity of results. A more formal “meta-analysis” of spillover
findings from twenty-one studies by Görg and Strobl (2001), using the t-
statistic in spillover equations as the dependent variable, concluded that
the use of cross-section data was a strong positive influence. Of the eight
studies that used panel data, four found significant negative spillovers, con-
firming the importance of the distinction between panel data and cross-
section results.

Since quite a few studies report that spillovers are discouraged by very
large gaps between foreign and domestic firms, by restrictive trade regimes,
or by other institutional factors, the composition of the sample of coun-
tries covered by the small collection of panel data may be important. Of the
four developing countries with panel data included by Görg and Strobl
(2001)—Colombia, India, Morocco, and Venezuela—none are listed as
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“outward-oriented” during the period covered by the panel data in World
Bank (1987). India is called “strongly inward-oriented” and Colombia
“moderately inward-oriented,” and Morocco and Venezuela are not rated.
Of forty-two countries ranked by Wheeler and Mody (1992), Venezuela is
ranked in the next-to-lowest category with respect to openness. In World
Economic Forum (2002), Colombia, India, and Venezuela are in the lower
half of developing countries with respect to “Technology” and “Growth
Competitiveness.” Perhaps these are not of a random sample of developing
countries and are not the most likely ones in which to find spillovers.

The studies of productivity comparisons between foreign-owned and
domestically owned firms and establishments have generally found that
foreign-owned entities had higher productivity. Almost all the studies
showed that some of the higher labor productivity in the foreign-owned en-
tities could be explained by their greater capital intensity, their larger size,
and their greater use of purchased inputs. The same variables, except for
the capital intensity (and sometimes the purchased inputs), accounted for
the differences in TFP. Even after these factors are removed from the com-
parison, it is frequently, but not always, found that there is a residual pro-
ductivity advantage for the foreign-owned firms. There is more logic to
removing the influence of these other factors in comparisons within
developed countries than in comparisons within developing countries. In
developed countries it can more easily be assumed that there are domestic
firms capable of producing with the same capital intensity and managing
plants of the same size. In developing countries, there may be a better case
for suggesting that the technological impact of the foreign firms is broader
than what is measured by their TFP. It also involves their knowledge of
how to produce on a large scale and market the output, how to use capital-
intensive techniques, and how to combine local inputs with purchased in-
puts from the multinational itself or other suppliers. If that is the case, one
should study differences and look for spillovers not only in TFP but also in
plant size, capital intensity, and use of other inputs.

An unusual study of spillovers to the host country that was focused di-
rectly on spillovers of knowledge, and did not depend on TFP measures at
all, was Branstetter’s (2000) examination of patent citations. The higher the
level of Japanese affiliates sales in the United States, lagged two years, the
larger the number of U.S. citations to Japanese patents in U.S.-firm patent
applications. A recent paper by Singh (2002), analyzing citations in U.S.
patent filings, finds evidence of knowledge flows from local firms to multi-
nationals’ foreign affiliates and from the affiliates to local firms, and sum-
marizes other studies based on patent citations. This line of research is a
promising addition to studies of knowledge diffusion, bypassing the prob-
lems of productivity measurement.

Another suggestion that common measures of technology-transfer miss
the point was made in an analysis of the impact of inward FDI on China
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(Chen, Chang, and Zhang 1995). It refers to “FDI’s less than satisfactory
contribution in high technology transfer to China” (700), which it explains
by the high proportion of FDI coming from Hong Kong and Taiwan.
The impact of such investment was that it brought “the modern concept of
management and marketing” (700). That is a contribution that would be
missed by standard measures of TFP.

Productivity-spillover studies typically assume that the effect on domes-
tic firms should be linearly or log-linearly dependent on the foreign share
of an industry. It is not obvious that this should be the case, particularly as
the foreign share goes to high levels. Spillover is not obviously maximized
at a foreign share of 100 percent. One way this problem is recognized is in
Kokko (1996), where industries with foreign shares above 50 percent are
dropped, being categorized as “enclave industries.”

A broader problem is that there is little basis for assuming any particu-
lar form of the relationship. Some mechanisms might suggest a linear rela-
tion to the foreign participation share, but others might suggest a strong
effect from foreign entry, but little effect from changes in share.

One of the few studies to examine productivity growth in general, rather
than only spillovers to domestic firms was a cross-country, cross-industry
study covering nine Organization for Economic Cooperation and Devel-
opment (OECD) countries from 1979 to 1991, by Baldwin, Braconier, and
Forslid (1999). They examined labor productivity growth in seven broad
industry aggregates. Although the title of the paper refers to spillovers, no
distinction was made between productivity in foreign-owned firms and
that in domestically owned ones. This does not match the usual definition
of spillovers, in which that distinction is important, but the results are of
interest because they measure the total impact on an industry, a topic
rarely studied. The authors reported that higher FDI penetration levels led
to more rapid growth in industry labor productivity.

Another of these rare attempts to measure effects on industries as a
whole, rather than only on domestically owned firms, was an unpublished
paper by Nadiri (1992). He used U.S.-owned affiliates’ stocks of plant and
equipment, rather than financial flows, as the measure of foreign invest-
ment in the manufacturing sectors of four developed host countries:
France, Germany, Japan, and the United Kingdom. United States–owned
affiliates’ capital reduced the cost and price of output, and increased out-
put and TFP. The increase in output raised the demand for labor and ma-
terials, but the higher U.S. FDI capital reduced the demand for labor and
materials per unit of output.

As mentioned earlier, a serious problem with TFP measures, especially
in developing countries, is the weakness of the data on capital stocks. An-
other problem with productivity comparisons and productivity-spillover
measures is that it is extremely rare to find any measure of output other
than value-added, or even any comparison with alternative measures. The

364 Robert E. Lipsey



assumption underlying the measurement of output by value-added, which
is an input measure, is that the firm or establishment is operating in a com-
petitive environment. If a firm paid wages that exceeded worker productiv-
ity, for example, output would not be exaggerated because profits would be
correspondingly reduced, and value-added would still represent output.
However, if a firm operated in a protected market because it was govern-
ment owned or because it sold to the government, or because it sold to its
parent, or because competition was limited in other ways, its value-added
output measure would be inflated. Similarly, a firm earning monopoly
profits would appear to be highly productive even if wages were not in-
flated, because value-added would be inflated. Thus, for example, if the
entry or growth of foreign-owned firms broke up a local-firm monopoly,
the decline in local-firm monopoly profits would appear in the data dis-
guised as a decline in their productivity resulting from foreign entry.

While the technological superiority of foreign firms seems clear, as is ex-
pected on theoretical grounds, the evidence on spillovers is mixed. No uni-
versal relationships are evident. However, there is substantial evidence
from several countries that inward FDI has been most beneficial to the pro-
ductivity of local firms where the local firms are not extremely far behind
the multinationals’ affiliates.

9.4.3 Exports and the Introduction of New Industries

One of the main contributions of inward direct investment in some cases
has been to introduce new industries to a country or drastically change the
composition of production. Lipsey (2000) describes the large role of U.S.
affiliates in the electronics industry in East Asia, especially in the early de-
velopment of the industry. The earliest data available show U.S. affiliates
accounting for three-quarters of exports in some cases, with the share de-
clining over time. Labor-intensive industries, such as food, textiles, and ap-
parel, declined, while the share of chemical and machinery industries in ex-
ports rose to more than half (163). Some of the country studies in Dobson
and Chia (1997) are summarized as showing that “[f]oreign firms . . . saw
a way to integrate these countries into worldwide networks of produc-
tion. . . . Foreign firms supplied the technology and the links to other parts
of the production networks that completed the set of resources necessary
for the growth of these industries” (163).

In a set of country- and industry-specific case studies collected in Rhee
and Belot (1990), the authors refer in their summary to “the critical role of
transnational corporations (TNCs) in the transfer of technical, marketing,
managerial know-how to developing countries—a role more important
than the transfer of financial resources associated with DFI [direct foreign
investment] by TNCs” (viii). The development of plywood manufacturing
and export in Indonesia in the 1980s was started by firms from Korea and
Taiwan. They had developed their skills when these countries replaced
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Japan in plywood manufacturing and transferred “technical, marketing,
and managerial know-how through joint ventures” after the home coun-
tries lost their comparative advantage as their wages rose (Rhee and Belot
1990, 22–29). A military-uniform exporter from Zambia grew from a joint
venture with a German firm that originally was aimed at the domestic mar-
ket but could draw on export experience from the German parent when
selling locally became impractical (33–34). In Côte d’Ivoire, a joint venture
with a French company, experienced in marketing and technically skilled,
brought the country into the semiprocessed-cocoa market (39–40). The in-
gredients for expansion of Jamaican exports of garments to the United
States were provided by a joint venture with a Korean company that sup-
plied “effective management, effective training in advanced technology,
efficiency of operations, and marketing skills and channels” (42). Not all
the catalysts described in the report involved FDI, but quite a few of them
did, and the contribution they made seemed to have little to do with sup-
plying capital and much to do with technology and marketing knowledge.
Buckley, Clegg, and Wang (2002) found, for Chinese manufacturing in-
dustries in 1995, that a higher foreign share of capital in an industry in-
creased the development of new and high-tech products by domestically
owned firms, as well as their export intensities.

Since export data are available in much more detail than production data
in many countries, the development of new industries or subindustries or
of new varieties of products may be evident most clearly in the growth of
exports. Blomström (1990) describes the role of multinationals in shifting
production in developing countries toward tradable goods and, among
tradables, away from import substitution and toward export markets. The
role of access to parent networks in promoting exports by U.S. affiliates in
Asia is assessed in Lipsey (1998).

Ireland was an unusual example for Western Europe, in that it went from
being extremely hostile to inward investment until the late 1950s, to wel-
coming and even favoring it by tax and other policies. One could not have
predicted the current comparative advantage of Ireland from its compara-
tive advantage before inward investment was liberalized, which was that of
an agricultural country. The entrance of foreign firms, together with Ire-
land’s joining the European Union, transformed the economy into one
where foreign firms, exporting over 70 percent of their output, accounted
for two-thirds of manufacturing net output and almost half of manufac-
turing employment. In relatively high-tech industries, the foreign firms
were geared almost entirely to export markets (Ruane and Görg 1999, 
51–53).

Most of the studies of the effects of FDI on host-country exports exam-
ine the behavior of the affiliates themselves, generally finding that they are
more export oriented than domestically owned firms. Sousa, Greenaway,
and Wakelin (2000) investigated whether the presence and activities of for-
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eign-owned firms affected the exporting of domestically owned firms in the
United Kingdom. Using a database of U.K.-owned manufacturing firms
from 1992 to 1996, they found that foreign firms’ R&D in the United King-
dom, their exporting, and their importance in U.K. production in an in-
dustry were all significantly related to the probability that a domestic firm
in that industry would be an exporter. There were also some indications
that foreign firms’ activities raised the export propensities of domestically
owned firms. The only comparable study the authors cite is Aitken, Han-
son, and Harrison (1997), for manufacturing establishments in Mexico in
1986–1990. That study found that higher production by foreign-owned
firms in a sector, as well as greater export activity by those firms, increased
the likelihood that domestic firms would export.

A study of China’s aggregate trade and FDI relationships with individ-
ual partner countries (Liu, Wang, and Wei 2001) found, in causality tests,
that China’s imports from a country tended to precede inward FDI from
that country, and that inward FDI then preceded exports to the investing
country. The initial effect of inward FDI from a country on China’s exports
to the source country was negative, but all the subsequent lagged terms
were positive and much larger, so that the net effect of inward FDI was an
increase in Chinese exports to the investing country.

The positive influence of inward FDI on host-country exports seems
well established, whatever the mechanism. And the few studies of spillovers
of exporting from affiliates to domestic firms point in the same direction.

9.4.4 Host-Country Growth

One of the main reasons for examining productivity spillovers from for-
eign-owned to domestically owned firms is to understand the contribution
of inward FDI to host-country economic growth. If the higher productiv-
ity of the foreign firms was at the expense of lower productivity in domes-
tic firms, there might be no implications for aggregate output or growth.
There could be growth effects without spillovers, just from the operations
of the foreign firms themselves, but that possibility is rarely explored, ex-
cept by implication in studies of the impact of the entrance or growth of
foreign firms on the output or growth of a country.

An optimistic appraisal of the impact of inward FDI was that of Romer
(1993a), who suggested that, for a developing country trying to keep up
with or gain on more advanced countries, the main obstacle was the gap in
knowledge or ideas rather than in physical capital. Much of that capital
was the human or organizational capital of multinational firms. For more
rapid growth, “one of the most important and easily implemented policies
is to give foreign firms an incentive to close the idea gap, to let them make
a profit by doing so . . . by creating an economic environment that offers an
adequate reward to multinational corporations when they bring ideas from
the rest of the world and put them to use with domestic resources” (548).

Home- and Host-Country Effects of FDI 367



One way in which the influence of FDI on host-country growth has been
studied is through comprehensive cross-country studies in which the rate
of growth of real gross domestic product (GDP) or GDP per capita is re-
lated to the stock or inflow of FDI. In general, the results of these studies
indicate that the size of inward FDI stocks or flows, relative to GDP, is not
related in any consistent way to rates of growth. However, most studies find
that among some subsets of the world’s countries, FDI, or FDI in combi-
nation with some other factors, is positively related to growth. Blomström,
Lipsey, and Zejan (1994) did find that, among developing countries, from
1960 to 1985, ratios of FDI inflow to GDP in a five-year period were posi-
tively related to growth in the subsequent five-year period. However, when
the developing countries were divided between higher- and lower-income
countries, FDI promoted growth only in the higher-income countries.
Borensztein, De Gregorio, and Lee (1998) found, among sixty-nine devel-
oping countries from 1970 to 1989, that FDI inflows, by themselves, only
marginally affected growth; but that FDI interacted with the level of edu-
cation of a country’s labor force was a significant positive influence. That
relationship was confirmed for FDI inflows in five-year periods and growth
in subsequent periods in Lipsey (2000).

An explanation for the variety of results was offered by Bhagwati (1978),
who suggested that the growth effects of inward FDI could be favorable or
unfavorable, depending on the incentives offered by host-country trade
policies. The efficiency of FDI in promoting growth would be increased by
an export-promotion policy and decreased by an import-substitution pol-
icy. A test of this hypothesis by Balasubramanayam, Salisu, and Sapsford
(1996) persuaded the authors that in ten to eighteen export-promotion-
policy developing countries, higher inward FDI flows were associated with
faster growth. No effect was found in the remaining developing countries,
presumably following import-substitution trade policies. This idea that the
effect of inward FDI on growth is enhanced by liberal trade and investment
policies in host countries is emphasized in Moran (2002, chap. 9).

A panel data study of aggregate country effects, without industry dis-
tinctions (de Mello 1999), found that FDI inflows raised growth in both de-
veloped and developing countries. In developed countries, FDI inflows
raised TFP growth, but not fixed investment, while in developing countries
it raised fixed investment, but not TFP growth. An earlier survey of eleven
studies by de Mello (1997) found a majority reporting positive effects of
FDI inflows on growth, and stronger effects associated with greater open-
ness or export-promotion policies and with a higher level of development.
The influence on technological change, and particularly domestic factor
productivity, was in the same direction, but observed in fewer studies,
again varying with the same set of country characteristics.

An alternative explanation for the variety of experience with FDI is
offered by Alfaro et al. (2002). They find, in a regression analysis for the pe-
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riod 1975–1995 as a whole, and using various measures of financial devel-
opment, that the existence and extent of local financial markets is an im-
portant determinant of the extent to which FDI affects growth. That idea,
which they trace back to Goldsmith (1969), among others, is here based on
the proposition that in the absence or weakness of local financial markets,
local firms are unable to take advantage of the various kinds of knowledge
that they gain from the presence of foreign firms.

A recent study including developed and developing countries by
Carkovic and Levine (2000) finds no significant effect of FDI inflows over
the whole period 1960–1995, and only irregularly significant effects in five-
year periods. They find that none of the variables found in other studies
consistently determine the effect of FDI on growth, although some are sig-
nificant in some combinations of conditioning variables.

In a narrower group of countries (twenty-five Central and Eastern Eu-
ropean and former Soviet transition countries), Campos and Kinoshita
(2002, 22) find that FDI “is a crucially important explanatory variable for
growth,” and that the finding survives “correcting for reverse causality,
endogeneity, and omitted variable bias.” They allege that FDI represents
more of a pure transfer of technology in these transition countries than in
most developing countries, because these countries were industrialized
and had relatively well-educated labor forces.

As with the studies of wage and productivity spillovers, but more so be-
cause most of those studies narrowly focus on manufacturing, the studies
of the effects of FDI inflow on national economic growth are inconclusive.
Almost all find positive effects in some periods, or among some groups of
countries, in some specifications, but one cannot say from these studies
that there are universal effects. There are circumstances, periods, and
countries where FDI seems to have little relation to growth, and others
where there seems to be a positive relation.

9.5 Conclusions

Among the early fears about the effects of the growth of multinationals
on their home countries, the worry that they would cause exports from the
home country and aggregate employment to fall has mostly dissipated.
There is probably no universal relationship between outward investment
and home-country exports, and to the extent that any relationship is pres-
ent, outward FDI is more often found to promote exports than to compete
with them.

There are some indications that multinational operations have led to
a shift toward more capital-intensive and skill-intensive production in
the United States, as labor-intensive—and particularly unskilled-labor-
intensive—production has been allocated to affiliates in developing coun-
tries. The alternative to this shift may have been a shift to nonaffiliated
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firms in those countries. However, even that reallocation does not appear
to have occurred in Sweden or Japan, so it cannot be considered a univer-
sal consequence of multinational operations.

One function that outward FDI seems to have played for home coun-
tries’ firms is that of preserving export markets for the firms even when
home-country economic changes such as exchange rate movements, in-
creases in costs, or other events threaten home-country firms’ competi-
tiveness. Examples of this defensive role of foreign affiliates can be found
for the United States, Japan, and Sweden.

Within host countries, it has been abundantly shown that foreign-owned
firms pay higher wages than domestically owned firms. Some, but not all,
of the higher wage levels can be associated with characteristics of the affili-
ates, such as their size and capital intensity. Where it can be measured,
higher quality of labor also accounts for some, but again not all, of the
difference. Beyond that, there is some evidence that foreign-owned firms
pay a higher price for labor, in the sense of paying more for a worker of
given quality, but there are not many studies that include data on worker
characteristics.

Evidence on wage spillovers (i.e., effects of foreign entry or participation
in an industry or region, or industry within a region) on the wages paid by
domestically owned firms, is sparse, and not conclusive as to direction.
However, there is more evidence that, whatever the extent and direction of
spillovers to domestically owned plants, the effect of foreign firms’ pres-
ence is to raise the average level of wages. The effect may come simply from
higher wages in the foreign-owned operations, even without any effect on
locally owned ones. It might come from positive spillovers to locally owned
plants or from the effects of the increased demand for labor, even if there
is no difference in wage levels between foreign-owned and domestically
owned plants.

Many wage studies, if they are based on individual firm or establishment
data, include controls for plant size and, where possible, for capital inten-
sity and other plant characteristics. They attempt in this way to learn
whether wage levels reflect these characteristics other than foreignness it-
self, since wage levels are, for example, almost always positively associated
with establishment or firm size. From a policymaker’s point of view, this
distillation of the effects of pure foreignness may not be relevant. An ex-
pansion of foreign presence may be desirable because foreign firms bring
larger-scale, more capital-intensive, or more technically advanced meth-
ods of production. It does not matter that an identical domestic firm would
produce the same results, because there may not be any such firms, or they
may not find it profitable to make these same investments.

Even if foreign entry and larger foreign shares of production almost al-
ways raise wage levels, there are some host-country losers from their par-
ticipation. Small or inefficient local firms may be forced to contract or
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leave the industry altogether. That may be viewed as a healthy redeploy-
ment of capital, but it is an explanation for some host-country opposition
to foreign multinationals.

Productivity comparisons between foreign-owned and domestically
owned firms or establishments almost always find that the foreign-owned
firms have higher productivity levels. As with the wage comparisons, some
of the differences can be associated with the larger size of foreign-owned
plants or other plant characteristics.

Evidence on spillovers of superior foreign productivity to domestically
owned firms is mixed. Some observers conclude that there is substantial ev-
idence for positive spillovers and others see the evidence as inconclusive.
Even where no spillovers are found to all domestic firms as a group, they
are often found for subsets of domestic firms, particularly those not too far
behind the foreign firms technologically, or those in higher-technology in-
dustries. The mixed story for spillovers, combined with the strong evidence
for superior productivity in foreign-owned firms, suggests that overall pro-
ductivity is improved by the presence of foreign-owned operations.

In many of these productivity studies there has been a substantial effort
to calculate TFP comparisons, rather than labor productivity compar-
isons, and to remove the influence of firm or establishment size. An effort
is made, in effect, to learn whether foreign and domestic firms are on differ-
ent production functions. It is not always clear why it is so important to
measure the effect of foreignness alone, untainted by differences in capital
intensity and size. Much of the growth of presently developed countries
came from increases in the scale of production and in its capital intensity.
The contribution of foreign firms may come partly by introducing larger-
scale or more capital-intensive methods of production, or differences in
technology may be inextricably tied to differences in scale and capital in-
tensity.

One frequent effect of foreign entry is the introduction of new industries
or products to the host-country economy and the tighter linking of the host
country to the world trading system. The contribution of the foreign-
owned firms is mainly of knowledge, particularly knowledge of demand in
the world market, and knowledge about how the host country can find a
place in the worldwide allocation of intermediate steps in the path of pro-
duction that can be geographically separated. By the development of new
(to the host country) products, inward direct investment is associated with
faster economic growth, although attempts to find a consistent relation be-
tween the extent of FDI inflows and national economic growth do not pro-
duce strong and consistent relationships.

One issue that is missing from the discussion of effects of FDI—a
strange omission from a literature dominated by economists—is the im-
pact on consumers. There could be effects on home-country consumers
from imports of cheaper goods produced by foreign affiliates. There could
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be effects on host-country consumers from more efficient production of
goods and services sold locally and from the weakening of local-producer
monopoly positions. There have been analyses in the trade literature of
consumer gains from imports, but studies of host countries ignore the re-
lation of consumer prices to the presence or activities of foreign affiliates.

A proven association of FDI with more trade and faster economic
growth would not necessarily please critics of multinationals. Trade links
reduce the freedom of action of a country’s government domestically, if not
that of its people. Fast growth involves disruptions and the destruction of
the value of old techniques of production and old skills. Those who value
stability over economic progress will not be convinced of the worth of the
gifts brought by foreign involvement. That is especially true if the gains are
captured by small elements of the population or if no effort is made to
soften the impact of the inevitable losses.
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Comment Vanessa Strauss Kahn

Robert Lipsey’s paper surveys the existing literature on foreign direct in-
vestment (FDI) in an attempt to elucidate the effects of multinational ac-
tivity on the home and host countries. Based on a comprehensive review of
mostly empirical papers, the paper summarizes the effects of FDI on ex-
ports and factor demand in the home country and on wages, productivity,
and growth in the host country.

Robert Lipsey’s expertise in the field of FDI and his extensive knowledge
of the literature show in the paper. I find myself almost wholly in agreement
with the author, also partly, perhaps, because he so graciously took ac-
count of comments I had made on the first draft of this paper. Hence, my
comments are few and mainly consist on suggestions for further develop-
ments.

First, I think that further distinctions could be made between cost-
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oriented FDI and FDI that aims at accessing a market. While I would
agree with Lipsey that such a distinction is not always straightforward,
some FDI activities clearly aim at reducing production costs by locating
plants abroad.1 In such cases, most of the local production is exported to
the multinational enterprise’s (MNE’s) parent in the home country or to a
third country for final consumption. Distinguishing the type of FDI is im-
portant because the effects of FDI on the home and the host countries may
differ accordingly. If the internationalization of production follows coun-
tries’ comparative advantage, MNEs will tend to relocate plants of pro-
duction in which the home country is relatively less efficient to foreign
countries. Such relocation of production may not have negative effects on
average wages and employment levels in the home country. However, it
may have important distributional effects among home-country workers,
because changes in labor demand likely affect wages and employment of
the less-skilled workers more than their skilled counterparts.

I also believe that the paper should further distinguish FDI effects on de-
veloped and developing countries. For instance, most studies concluded
that foreign-owned firms pay higher wages than their domestically owned
counterparts. Reducing worker turnover and attracting better workers
are worldwide explanations of such features. However, compensating for
home-biased preferences seems to be a consideration more specifically
adapted to inward FDI in a developed country. In developing countries
other explanations (e.g., closing wage gaps between the multinational en-
tities) may lead to this wage differential. Similarly, there is strong evidence
that foreign-owned plants have higher productivity than domestically
owned ones. The higher efficiency of foreign-owned firms in developing
countries is predictable, as foreign-owned plants are likely to use more cap-
ital and/or more advanced production and managerial organization tech-
niques. Two main reasons induce the higher productivity of foreign-owned
plants in developed countries. First, there may be a selection bias as firms
investing in multinational activities could likely be the most productive in
the first place. Second, most FDI occurred through ownership consolida-
tion, which usually leads to higher efficiency through firms’ restructuring.
Empirical studies aiming at estimating the productivity of foreign-owned
firms relative to their domestically owned counterparts should hence con-
trol for efficiency gains from national firms’ consolidation. As mentioned
by Lipsey, one study by Harris and Robinson (2002) goes in that direction.
It concludes that plant turnover seems to involve relatively more produc-
tive plants. I would encourage further research on that issue.

More importantly, I believe that future empirical studies on multina-
tional activity and its effects on home and host countries should make use
of micro-level data. For example, most empirical studies focusing on the
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effects of outward FDI on the home country concluded that exports and
production abroad were, for the most part, complementary. Such a result
is surprising, as standard theory of MNEs would assume both substitution
and complementarity effects (see, e.g., Rob and Vettas 2003). Most studies,
however, analyze the relationship between FDI and one of the following
home-country variables: country exports, industry exports, or, in the best
cases, firms’ exports. While these results are important, they do not exclude
the possibility that substitution arises when one looks at more disaggre-
gated data levels. For example, if an MNE exports intermediate goods to
its foreign assembly line, it induces complementarity between exports and
foreign production at the industry or the firm level. However, at the prod-
uct level (i.e., the final good), foreign production substitutes for exports.
Notably, Blonigen (2001) uses product-level data and finds substantial ev-
idence for both substitution and complementarity between foreign pro-
duction and exports.

Studying micro-level data could also improve the current knowledge on
the effect of FDI on wages and employment. If the labor mix (skilled to un-
skilled workers) were similar across products, using disaggregated data
would not add significance to firm-level or industry-level data. However, if
the labor mix varies across products with, say, a higher employment share
of skilled workers in the production of parts and components than in as-
sembly line, then increased FDI may have a significant impact on wage dis-
persion. Feenstra and Hanson (1999) use detailed data on imported inputs
to assess the effect of outsourcing on the relative wage of skilled to un-
skilled workers. They find that outsourcing explains at least 15 percent of
the U.S. wage-premium increase (this number may reach 40 percent in cer-
tain specifications). Although their research does not focus on FDI per se,
as it also encompasses arm’s-length production, I believe that their analysis
sheds light on the effects of FDI on wage dispersion. Similarly, and as men-
tioned in the paper, Head and Ries (2002) find that affiliate employment
does not affect the share of unskilled workers’ wage in the total wage bill in
the home country when they use industry-level data. In contrast, when they
use firm-level data, they find that there is substitution between home and
foreign activities of the firms toward a lower share of unskilled workers’
wage in the total wage bill in the home country.

Should countries promote or discourage FDI, or leave it to market
forces? As Lipsey put it in the introduction of the paper, these are impor-
tant policy issues. They might be even more so for developing countries in
search of a high positive-growth path. While most of the literature has been
not conclusive as to the direction of wage and productivity spillovers, there
is strong evidence that FDI raises the average level of wages in the host
country and that foreign-owned firms have higher productivity levels than
domestically owned ones. Are these features convincing enough to support
costly FDI promotion policies (e.g., tax rebates or reduced tariffs on im-
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ports)? I believe that further research should focus on identifying the nec-
essary conditions for successful FDI. While there seems to be no clear-cut
answer for this question, one could attempt to define industries in which
technological spillovers are positive, and identify countries’ characteristics
that help enhance such spillovers (education is a likely candidate). Among
such sector-specific studies I believe that the issue of spillovers to suppliers
has received too little attention. Apart from two unpublished papers by
Aitken and Harrison (1991) and Smarzynska (2002), this area of research
indeed lacks evidence. Finally, it could be interesting to obtain some em-
pirical evidence on the potential effect of inward FDI on host-country in-
dustrial agglomeration. More specifically, one could wonder whether the
establishment of foreign-owned firms in a country leads to industrial clus-
ters, by attracting upstream and downstream activities in that location.
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10.1 Introduction

Globalization is a complex process about which little can be said confi-
dently without sustained and systematic empirical investigation into its
sources, channels, and effects. Unfortunately, both avid critics and sup-
porters of globalization processes tend to argue on the basis of anecdotes,
which are always available to support a particular case. One of the more
significant complaints about multinational enterprises is that, when locat-
ing in developing countries, they look for countries with weak labor rights.
Such conditions presumably permit firms to exploit local workers by pay-
ing them less than some notion of a fair wage. Given the breadth and com-
plexity of the world economy, claims of this kind can be misleading and
may support faulty policy prescriptions. Thus, economists look for sys-
tematic evidence in large data sets and use statistical techniques to identify
underlying regularities amidst the noise.

The purpose of this paper is to give a broad outline and discussion of
what knowledge we may claim with a reasonable degree of confidence
about the patterns and determinants of foreign direct investment (FDI)
flows to developing countries. We restrict the analysis to long-term direct
investment and do not consider more volatile short-term capital move-
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ments. A basic task is to shed light on characteristics of developing coun-
tries that attract foreign investors. When analyzed through the filters of
general-equilibrium theory and extensive econometric analysis, is the
“sweatshop” view, in which multinational enterprises (MNEs) are prima-
rily attracted to countries with low-wage labor, the decisive model?

We begin with a review of recent theory in section 10.2, examining Mar-
kusen’s “knowledge-capital” model that allows for both horizontal and
vertical motives for foreign investment. This analysis suggests channels
through which FDI should be related to host-country characteristics. We
then present some summary statistics about which countries attract in-
ward investment in section 10.3. In section 10.4, we set out an econometric
specification and provide estimates of this general-equilibrium model us-
ing data on outward investment from the United States to a large sample
of countries from 1986 to 1997. Compared to our earlier work (Carr, Mar-
kusen, and Maskus 2001; Markusen and Maskus 2001), the new feature
of the current paper is to introduce a measure of infrastructure quality into
the econometric estimation. Both the summary statistics and econometric
estimates we present indicate that manufacturing FDI flows to countries
with relatively large markets, a relatively high endowment of labor skills,
laws and legal institutions that are friendly to investment, and sound eco-
nomic infrastructure.

Thus, our results do not support the sweatshop view of what features at-
tract MNEs. Rather, the estimates support the view obtained from basic
statistics that MNEs avoid the poorest countries in the world. Indeed, the
evidence suggests that increases in the differences in skill endowments be-
tween the United States and its investment partners tends to reduce local
affiliate activity significantly, as found earlier in Markusen and Maskus
(2002) and Blonigen, Davies, and Head (2003). However, we emphasize
that the data exercise in this paper considers only FDI in aggregate manu-
factures, rather than FDI in labor-intensive goods.

Overall, it is in the nature of what MNEs produce that makes cheap la-
bor not a strong attraction for production in developing countries. Our
conclusion is that developing countries stand to gain little in terms of in-
creasing FDI by artificially suppressing wages—for example, by limiting
rights of workers to organize and bargain collectively.1 That strategy is
likely to reduce productivity and investment, as noted by Martin and
Maskus (2001). If attracting FDI in manufacturing is a development pol-
icy, it is more sensible to increase the human capital stock and improve the
economic infrastructure. The conclusion that the quality of infrastructure
matters positively for attracting FDI has been demonstrated in informal
analyses by Wheeler and Mody (1992) for the Organization for Economic
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Cooperation and Development (OECD) economies and by Cheng and
Kwan (2000) for China. Interestingly, however, infrastructure seems to play
relatively little role in location decisions in sub-Saharan Africa, although
it is important in other developing regions (Asiedu 2002).

10.2 A Theoretical Framework

While there are many motives for direct investment, one simple taxon-
omy is between the horizontal (also known as market seeking) and the ver-
tical (also called resource seeking) investments. Horizontal investments re-
fer to multinational activities abroad that produce roughly the same goods
and services as the firm produces at home. Vertical investments refer to
MNEs geographically fragmenting the production process, locating each
stage where the factors used intensively in that stage are cheap.

Intuition would suggest that horizontal investments are made generally
to serve local markets and are therefore attracted to large markets (the
proverbial carrot) that are characterized by high trade costs that deter ex-
porting to those markets (the stick). If MNEs tend to produce relatively
sophisticated goods and services for high-income consumers, then hori-
zontal investments will tend to be directed to other relatively advanced
countries. Thus, a rough hypothesis is that horizontal investments tend to
occur between high-income countries and with the output sold locally
rather than exported.

Vertical investments seek favorable costs for different stages of produc-
tion. One reasonable generalization is that the assembly and testing stages
are less skilled-labor and capital intensive than are design and component
production. Thus, firms will seek countries with low-wage and scarce labor
skills for assembly and testing operations. Assuming that most of the out-
put ultimately is to be sold in high-income countries, it follows that a large
portion of the output from vertical investments should be traded interna-
tionally rather than sold domestically. Thus, we might conjecture that ver-
tical investments tend to flow from high-income to low-income countries,
with a high proportion of the output exported from the host country.

These generalizations are not perfect. There is rarely activity consisting
of pure horizontal investment insofar as parent firms supply knowledge-
based assets, services to and often components as well to subsidiaries. The
relationship between trade versus domestic sales and vertical versus hori-
zontal investments is imperfect as well. Many U.S. firms make what we
would generally think of as horizontal investments in the European Union
(EU) to serve the EU market, but production might be centered in a par-
ticular location, say Ireland. Since Ireland is a small part of EU consump-
tion, the proportion of output exported from Ireland will be high.

Markusen’s (2002) knowledge-capital model makes a number of as-
sumptions about technologies that permit different types of firms to arise
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endogenously as a function of the characteristics of two countries. First,
he assumes the existence of firm-level scale economies, a property that he
refers to as “jointness.” It is assumed that knowledge-based assets are at
least partially joint or public inputs across plants, giving rise to firm-level
scale economies. Second, he assumes that the creation of knowledge-based
assets can be geographically fragmented from output production at a fairly
low cost, a process called “fragmentation.” Third, he assumes that knowl-
edge-based assets are skilled-labor intensive relative to production, but also
generally claims that production is skilled-labor intensive relative to the rest
of the economy. This assumption is referred to as “skilled-labor intensity.”

Jointness is the key assumption that gives rise to horizontal multination-
als. Firm-level scale economies encourage multiplant firms to exploit firm-
level economies. If there are plant-level scale economies as well, however, it
is not trivially true that firms will always choose foreign-branch plants. For-
eign production will be chosen when the foreign market is large and trade
costs are moderate to high relative to plant-level scale economies.

Fragmentation and skilled-labor intensity encourage the vertical disper-
sion of activities, locating stages of production where the factors each stage
uses intensively are relatively cheap. Accordingly, skilled-labor-intensive
headquarters activities and component production may be located in the
high-income parent country, and less-skilled-labor-intensive production
may be located in a developing country, with a large proportion of the out-
put shipped back to the parent country.

One interesting general-equilibrium result follows from Markusen’s
assumption that branch-plant production (in particular, the fixed costs of
setting up a branch plant) is more skilled-labor intensive than the rest of
the economy. This results in an inverted U-shaped relationship for affiliate
production in a developing country as a function of its skilled-labor
scarcity. Vertical production in which an assembly plant is located in the
developing country, for example, is most attractive for a firm when the de-
veloping country is moderately skilled-labor scarce. Resulting factor-price
differences give the firm an incentive to locate its headquarters in the
skilled-labor-abundant country and the assembly plant in the developing
country. But as the developing country becomes very skilled-labor scarce,
the price of skilled labor makes the fixed costs of the branch plant prohib-
itively expensive, and the firm has an incentive to keep the assembly plant
at home.2 Put a different way, the MNE needs a minimum number of skilled
managers and technicians in the developing country, in which skills may
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command a high relative price. In fact, at a sufficient degree of skilled-labor
scarcity, the MNE will not invest even if unskilled labor is virtually free.

These results have some parallels in findings by Feenstra and Hanson
(1996, 1997). In their model, there is a continuum of activities needed to
produce a final good and these activities can be ordered by their skilled-
labor intensity. Investment liberalization then leads to the shift of some
less-skilled activities to developing countries. This outcome is similar to
location of certain final production activities, such as assembly, in the
Markusen model. Although Feenstra and Hanson do not explicitly ad-
dress the question of how much activity is shifted depending on the skilled-
labor scarcity of the developing country, our sense is that they would get
a similar result that this output transfer would diminish as the developing
country gets extremely skilled-labor scarce.

There are thus several versions of theory that predict that the price of un-
skilled labor is not a decisive factor in attracting inward foreign invest-
ment. The need for skilled managers and technicians means that inward
investment diminishes as the potential host country gets sufficiently
skilled-labor scarce.

In addition, labor-force composition in a developing country is likely
correlated with other economic variables that are important to MNEs.
These include physical, legal, and institutional infrastructure, in particu-
lar. Multinational firms need access to the services of roads, ports, reliable
electricity, telecommunications systems, and the like. They also need a
sound, transparent, and fair legal system, including an efficient customs
service. Most of these variables are endogenously chosen by countries over
the long run, and our intuition is that they are likely to be highly correlated
with per capita income and the skill composition of the labor force. To the
extent that they derive from the same primitive characteristics that deter-
mine the labor force, the bottom line is that these infrastructure require-
ments reinforce the view that the poorest countries will not attract much
inward investment.

10.3 Some Stylized Facts

Table 10.1 presents some statistics on inward-direct-investment stocks
relative to income. Specifically, the numbers are shares of inward world-
FDI stocks divided by shares of world gross domestic product (GDP).
Countries are grouped according to the United Nations (UN) definition in
the World Investment Report. The “least developed countries” comprise a
group of forty-eight of the poorest nations. These countries are also in-
cluded in the group “developing countries,” and so the latter group’s figures
would be larger if the least developed countries were taken out. However,
this adjustment would be modest since both total FDI stocks and total
GDP levels of the least developed countries are quite small. These statistics
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reveal that there is a lot of two-way investment among the developed coun-
tries, with their share in inward investment close to their share of income.
Developing countries are net recipients of inward investment, and their
share of inward investment relative to their share of income has grown by
33 percent over the eighteen-year period.

The point of table 10.1, for our purposes, is the relatively low ratios for
the least developed countries. These countries attract little inward invest-
ment in spite of very low wages for unskilled labor. The developing coun-
tries as a whole get about 2.5 times as much investment relative to income
as do the poorest countries. We suspect that the unattractiveness of the
least developed countries is a combination of poor labor skills, poor phys-
ical infrastructure, and generally poor government and legal institutions.
It should be noted that the FDI-GDP ratios rose for the least developed
countries over the period as well, but this trend largely reflects a declining
share of world GDP generated in those nations.

Table 10.2, taken from Zhang and Markusen (1999) presents data that
separate effects on inward FDI flows due to market size from effects due
to per capita income. Developing countries are grouped according to per
capita GDP, and then each group is decomposed into relatively large and
small countries in terms of total GDP. Here we see a high correlation be-
tween GDP per capita and FDI per capita. Again, FDI in the poorest
countries is remarkably small. However, within any income group, we also
see that the larger countries get considerably more inward investment per
capita than do the smaller countries.

We infer from this finding that investment in developing countries is not
aimed solely at export production: The size of the local market matters,
suggesting that a significant proportion of local output is intended for lo-
cal sale. With plant-level scale economies and output produced for local
sale, investment will be higher in larger economies, which is what we see in
the data. If all output were destined for export markets, we should not ob-

388 David L. Carr, James R. Markusen, and Keith E. Maskus

Table 10.1 Share of Inward World FDI Stock Divided by Share of World GDP

Developed Developing Least Developed
Countries Countries Countries

1980 0.96 1.10 0.37
1985 0.91 1.36 0.51
1990 0.97 1.22 0.51
1995 0.92 1.40 0.72
1998 0.88 1.46 0.54

Sources: United Nations Conference on Trade and Development (UNCTAD; 2000) and
Zhang and Markusen (1999).
Note: “Least developed countries” is a UN definition that consists of forty-eight countries.
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Table 10.2 Inward FDI Flows and Their Links with GDP Per Capita and National
Incomes of Developing Countries in 1993

Average FDI
Country Groups Per Capita

By GDP Per Capita (U.S.$)
� 5,000 226.89
2,500–5,000 45.30
1,200–2,500 33.02
600–1,200 10.06
300–600 6.56
� 300 0.63

By Country Size in GDP (U.S.$ millions)
�55,000 242.20
� 49,000 53.83
� 31,000 45.73
� 17,000 32.30
� 10,000 33.43
� 9,600 30.60
� 10,000 10.86
� 9,300 2.59
� 4,800 6.91
� 3,700 3.68
� 2,000 0.34
� 1,500 2.47

Sources: Table taken from Zhang and Markusen (1999). Original data for FDI as well as data
for GDP and population are from International Monetary Fund (IMF; 1995a, b).

serve this relationship in the data even with significant plant-level scale
economies.

10.4 Data and Estimation

We define variables in order to capture the influences suggested by the-
ory, although we are constrained to measures for which we can obtain a
panel of data. An unfortunate irony for present purposes is that much of
the data on costs and infrastructure are generally not available for the
poorest countries, while the lack of investment into those countries is one
thing that we would like to explain.

The variables used in the estimation are as follows, in which j is employed
as the general reference to the host country. Note that the United States is
always the parent country, a problem that we will discuss further.

RSALES: Real affiliate sales of U.S. affiliates in country j
RSALESL: Real affiliate sales of U.S. affiliates in country j to the local

market in j



RSALESE: Real affiliate sales of U.S. affiliates in country j to all export
markets

GDPUS: Real GDP in the United States (there is significant time-
series variation in U.S. GDP, which is important for esti-
mation)

GDPJ: Real GDP in country j
SKJ: The share of the labor force in country j that is skilled
SKDIFF: The share of skilled labor in the United States minus that

in country j (SKUS – SKJ)
INVCJ: An index of costs and barriers to investing in country j
TCJ: An index of costs and barriers to exporting into country j
INFRAJ: An index of overall infrastructure quality for country j
DISTANCE: The distance between the United States and country j

The basic estimating equation is given by

RSALES � � � �0GDPUS � �1GDPJ � �2SKDIFF � �3SKDIFF 

� GDPJ � �4INVCJ � �5TCJ � �6INFRAJ � �7DISTANCE.

The theory underlying this formulation is discussed in Markusen (2002)
and in Carr, Markusen, and Maskus (2001). Of particular interest here is
the interaction term between skill differences and real GDP in the recipi-
ent country. This term is designed to capture the nonlinear relationship in
the theoretical model between endowment differences and affiliate activity.
This relationship varies depending on the size of the host country as dis-
cussed above. Thus, GDPJ and SKDIFF appear in two variables. Our hy-
potheses relate to the combination of the two effects, so consider the de-
rivatives.

(1) �
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SA
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L
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S
� � �1 � �3 � SKDIFF

(2) �
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∂
S

S

A

K

L

J

ES
� � 	�2 	 �3 � GDPJ

The coefficient �1 on GDPJ is expected to be positive, as is the coefficient
�0 on GDPUS. In the underlying two-country model, both variables cap-
ture relevant market sizes.

Recall that SKDIFF is the skilled-labor share in the United States minus
the skilled-labor share in the host country. Because in most cases the
United States is relatively skill abundant in comparison with its partner,
this difference becomes larger the more skilled-labor scarce is the host.
Considering such cases, the derivative in equation (2) reflects both the di-
rect impact of an increase in host skill endowment (meaning a convergence
toward the U.S. level) and the indirect impact through the interaction of
skills with GDP. There is some theoretical ambiguity about the anticipated
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sign here, as analyzed by Markusen. A purely vertical model would predict
that the derivative in equation (2) is negative. Because outward investment
is unskilled-labor seeking in this case, a convergence in skills would reduce
affiliate activity. However, a purely horizontal model would predict that
equation (2) is positive because outward investment seeks countries that
are similar to the United States and because a convergence in skills would
raise activity. The hybrid knowledge-capital model predicts some nonmo-
notonicity, with a rise in SKJ (a fall in SKDIFF for almost all observa-
tions) decreasing outward affiliate sales for relatively similar countries but
increasing outward affiliate sales when the host is already very skilled-
labor scarce. The theory cannot predict where the turning point is.

The coefficient on the interactive term �3 is involved in two partial de-
rivatives: the change in RSALES with respect to GDPJ and the change in
RSALES with respect to SKDIFF. Coefficient �3 is thus the cross-partial
derivative between GDPJ and SKDIFF. If we conjecture that the effect of
an increase in host-country size is larger the more similar it is to the United
States in skilled-labor abundance, then we expect �3 to be negative. If we
conjecture that an increase in SKJ (generally a decrease in SKDIFF) has a
more positive (or less negative) effect the larger country j is, then we again
expect �3 to be negative. Both of these conjectures clearly fit a horizontal
model, but there is some ambiguity in the hybrid knowledge-capital model,
as noted earlier.

To summarize, the model does not support predictions about the signs
of individual coefficients �2 and �3 . As we shall see shortly, the coefficient
�2 and �3 generally have different signs in the regressions and, so it is im-
portant to compute equations (1) and (2) in order to ask whether or not
U.S. investment is skilled-labor seeking, rather than considering only the
sign of �2 .

The hypotheses for the coefficients on INVCJ and INFRAJ are clear, for
each measures certain aspects of the costs of establishment and operation.
The sign on INVCJ should be negative, and the sign on INFRAJ should be
positive. The sign of the coefficient on TCJ is less clear. For horizontal in-
vestments, the sign should be positive as higher inward-trade costs induce
a shift from exporting to producing in the host country. But for vertical in-
vestments in which the output is exported, the sign should be zero or neg-
ative, the latter occurring if the MNE needs to ship substantial amounts of
component to the host-country plant, for example.

We also have hypotheses about the how regression results ought to differ
for local sales versus export sales. Local sales should be more responsive to
the host-country market size and should also be more skilled-labor seeking
than export sales. Local sales should respond more positively to host-
country trade costs. We hypothesize that export sales likely respond more
negatively to investment costs and more positively to infrastructure, since
firms have alternative locations to choose from in selecting a plant location
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for export production. Countries in which production is located for local
sale by definition have no close competitors.

Data for the estimation form a panel of cross-country observations over
the period 1986–1997. There are thirty-nine host countries for which we
have at least nine years of complete data over this twelve-year interval,
eighteen of which we classify as developing countries. Countries are listed
in table 10.3. We take real sales volume of nonbank manufacturing affili-
ates in each country to indicate production activity. The U.S. Department
of Commerce provides annual data on sales of foreign affiliates of Ameri-
can parent firms and on sales of U.S. affiliates of foreign parent firms. In
this paper, we are only interested in outward investments, and so, unfortu-
nately, the United States is the parent country in every observation. The-
ory suggests that this limits the analysis since the United States is always
the larger of the two countries in any bilateral observation.

Annual sales values abroad are converted into millions of 1990 U.S. dol-
lars using an exchange-rate-adjusted local-wholesale-price index, with ex-
change rates and price indexes taken from the International Financial
Statistics (IFS) of the IMF. Real affiliate sales (RSALES) are broken
down into two components, local sales (RSALESL) and export sales
(RSALESE). We should emphasize that we do not have observations for
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Table 10.3 Countries Included in the Regression Analysis

Developed Countries Developing Countries

Australia Argentina
Austria Brazil
Belgium Chile
Canada China
Denmark Colombia
Finland Costa Rica
France Egypt
Germany Hong Kong
Greece India
Ireland Indonesia
Israel The Republic of Korea
Italy Malaysia
Japan Mexico
The Netherlands The Philippines
New Zealand Singapore
Norway South Africa
Portugal Turkey
Spain Venezuela
Sweden
Switzerland
The United Kingdom
The United States 

(parent country only)



developing countries in which there is no U.S. affiliate activity. Since these
are generally the world’s poorest countries, this creates some bias in the es-
timation, a problem which will be discussed.

Real GDP is measured in billions of 1990 U.S. dollars for each country.
For this purpose, annual real GDP figures in local currencies were con-
verted into dollars using the market exchange rate. These data are also
from the IFS.

Skilled-labor abundance is defined as the sum of occupational categories
0/1 (professional, technical, and kindred workers) and 2 (administrative
workers) in employment in each country, divided by total employment.
These figures are compiled from annual surveys reported in the Yearbook
of Labor Statistics published by the International Labor Organization
(ILO).3 In cases where some annual figures were missing, the skilled-labor
ratios were taken to equal the period averages for each country. The vari-
able SKDIFF is the relative skill endowment of the parent country less that
of the affiliate country (e.g., the variable is positive if the host country is
skilled-labor scarce). As noted, this variable is typically positive.

The cost of investing in the affiliate country is a simple average of several
indexes of perceived impediments to investment, reported in the World
Competitiveness Report (WCR) of the World Economic Forum. The in-
vestment-barriers index includes (a) restrictions on the ability to acquire
control in a domestic company; (b) limitations on the ability to employ for-
eign skilled labor; (c) restraints on negotiating joint ventures; (d) strict
controls on hiring and firing practices; (e) market dominance by a small
number of enterprises; (f) an absence of fair administration of justice;
(g) difficulties in acquiring local bank credit; (h) restrictions on access to
local- and foreign-capital markets; and (i) inadequate protection of intel-
lectual property. The resulting indexes thus include some direct investment
barriers and indirect measures of “good government” and are computed
on a scale from 0 to 100, with a higher number indicating higher investment
costs.

A trade-cost index is taken from the same source and is defined as a mea-
sure of national protectionism, or efforts to prevent importation of com-
petitive products. It also runs from 0 to 100, with 100 being the highest
trade costs. All of these indexes are based on extensive surveys of multina-
tional enterprises. It should be noted that both the investment-cost and
trade-cost indexes are ordinal and qualitative in nature and are without
“natural units.” Thus, regression coefficients represent the partial effects of
a change in the average perceived costs of investing and trading.

Finally, we use an index of overall infrastructure quality, also taken from
the WCR. We employ two measures of infrastructure. First, we take an in-
dex from the 1999 WCR that ranks countries based on the following ques-
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tion: “The infrastructure of your country is far superior to that in other
countries.” This index ranges from 0 (strongly disagree) to 70 (strongly
agree). There is only one observation on this variable for each country, and
its value is used in every yearly observation for a given country. Conse-
quently, there is no time variation in this measure of infrastructure, labeled
INFRAJ1. A second measure does permit time variation by computing the
simple averages of responses given to questions about the quality of six
types of infrastructure: roads, railroads, ports, air transport, telecommu-
nications, and power supply. Unfortunately these data go back to 1986 for
only the industrialized countries and larger middle-income economies.
Other countries enter the WCR database at different years during the
sample. Thus, a number of imputations were made to this second measure,
called INFRAJ2, to construct a full panel.4

We also incorporate a measure of distance, which is simply the number
of kilometers of each country’s capital city from Washington, D.C. It is un-
clear whether this variable captures elements of trade costs or of invest-
ment costs, since both should rise with distance.

For estimation we consider two samples. One uses the full sample of host
countries, consisting of 452 observations. The means of the variables in this
sample are shown in the top panel of table 10.4. A second sample uses only
the developing countries and consists of 207 observations. Means of these
variables are shown in the bottom panel of table 10.4. Most of the differ-
ences in the two samples are intuitively sensible. In the full sample average,
host-country GDP, labor skills, and infrastructure are higher or more
highly ranked, and investment and trade costs are lower relative to the de-
veloping-countries-only sample. One interesting feature of the data is that
the share of affiliate output that is exported is slightly higher in the full
sample. This is likely due in part to the influence of small, high-income
countries such as Canada, Ireland, and the Nordic countries, in which for-
eign affiliates export a large proportion of their output to regional trading
partners. Put another way, however, it is important to note the importance
of local sales for foreign affiliates in the developing countries, where 64 per-
cent of output is sold locally. This does not fit the popular image of devel-
oping-country affiliates as export-oriented assembly plants.

It is worth noting that the infrastructure variables do not on average
seem to indicate significant differences between developing countries and
the full sample. Using both INFRAJ1 and INFRAJ2, the mean observa-
tion in developing countries is 85 percent of that in the full sample.

Table 10.5 provides sample correlations. It is notable that real local sales
are positively correlated with infrastructure quality in the large sample but
are not correlated with infrastructure in the developing countries. Export
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4. Details are available on request.



sales are positively associated with infrastructure, however. Another in-
triguing result is that export sales and distance are negatively correlated in
the full sample but have no correlation in the developing-country sample.

There is a high degree of correlation among some of the independent
variables. A larger recipient market (GDPJ) is slightly negative correlated
with skill differences, as the larger countries tend to have skill ratios nearer
those of the United States. Note that in the smaller sample this correlation
becomes positive, indicating that smaller developing countries are more
skilled-labor scarce in the data. An important distinction in the data is
that, in the full sample, the correlations between GDPJ and investment
costs and trade costs are essentially zero, while they are strongly positive in
the developing countries. Skilled-labor scarce countries (a larger positive
value of SKDIFF) have higher investment and trade costs and worse in-
frastructure, although these correlations are somewhat smaller in the de-
veloping-country sample than in the full sample. Note finally that invest-
ment costs and trade costs are strongly and negatively correlated with
infrastructure quality.
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Table 10.4 Basic Data on U.S. Outward Affiliate Sales and Other Variables

Mean of
Variable Variable Qualifying Feature

All Countries (452 observations)
RSALES 16,315.32 $millions. Proportion exported � 0.40
RSALESL 9,787.59 $millions
RSALESE 6,532.74 $millions
GDPJ 371.05 $billions
SKJ 0.18 Proportion of the labor force that is skilled
SKDIFF 0.11 Differences in skilled labor proportion
INVCJ 38.89 Range: 0–100; 100 � highest costs
TCJ 34.61 Range: 0–100; 100 � highest costs
INFRAJ1 45.07 Range: 0–70; 70 � best infrastructure
INFRAJ2 63.42 Range: 0–100; 100 � best infrastructure
DIST 8,555 Kilometers

Developing Countries (207 observations)
RSALES 5,785.49 $millions. Proportion exported � 0.36
RSALESL 3,672.97 $millions
RSALESE 2,111.07 $millions
GDPJ 161.94 $billions
SKJ 0.12 Proportion of the labor force that is skilled
SKDIFF 0.18 Differences in skilled labor proportion
INVCJ 45.26 Range: 0–100; 100 � highest costs
TCJ 39.85 Range: 0–100; 100 � highest costs
INFRAJ1 37.65 Range: 0–70; 70 � best infrastructure
INFRAJ2 54.00 Range: 0–100; 100 � best infrastructure
DIST 9,836 Kilometers
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10.5 Estimation Strategy and Results

Our task is to estimate the general-equilibrium determinants of real affili-
ate sales in a panel of countries over the period 1986–1997. These data may
be expected both to display cross-sectional heteroskedasticity and serial
correlation within each country. Accordingly, we adopt two estimation
techniques. First is weighted least squares (WLS), in which we posit that er-
ror variances depend on real GDP in the host countries and compute robust
standard errors. Second is a generalized least squares (GLS) approach that
permits heteroskedastic error variances and country-specific AR(1) coeffi-
cients.5 An even more general specification would permit contemporane-
ous, non-zero covariances across panels, but there are insufficient degrees of
freedom to implement it. As Beck and Katz (1995) demonstrate with Monte
Carlo techniques, the latter approach would understate the true standard
errors, while the method taken here generates less efficient but consistent es-
timates (Greene 2000). The GLS estimates report Newey-West standard er-
rors robust to heteroskedasticity and first-order autocorrelation.

We do not include country effects. Most variation in the key variables of
interest (size, skill differences, and especially investment costs, trade costs,
and infrastructure quality) is cross-sectional rather than longitudinal. This
variation is central to our analysis but would be obscured by country-
specific dummies, rendering it virtually impossible to identify the impacts
of those influences on sales. Instead, we control for the variables posited by
the theory, with appropriately conservative standard errors. Note that the
inclusion of first-order autocorrelation corrections by country poses a stiff
test for estimating the coefficients of policy variables, the values of which
change little over time.

Tables 10.6 through 10.8 depict regression results for the full sample
for total sales (RSALES), local sales (RSALESL), and export sales
(RSALESE) respectively, in which each model is estimated using each of
the two infrastructure variables in turn. Considering table 10.5, both the
WLS and GLS coefficients on GDPUS are positive and strongly signifi-
cant, as anticipated. Use of GLS reduces the magnitudes of these coeffi-
cients, although they are robust to use of the different infrastructure mea-
sures. Investment costs significantly discourage inward investment using
either method, but GLS dramatically cuts the size of the estimated impact.
A similar result emerges for trade costs, which strongly encourage affiliate
sales using WLS but have far smaller coefficients that fail to achieve sig-
nificance at the 10 percent level using GLS.

The first and third columns indicate that high-quality infrastructure
strongly encourages inward investment, using INFRAJ1. However, this
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5. We also estimated a specification with an AR(1) coefficient common to all panels, but
this case was rejected in favor of the more flexible approach.



variable is defined only for the year 1998, and its values are assigned to all
earlier years for each country. Thus, it takes on the nature of any variable
that would be stable over the period and correlated with the perceived qual-
ity of infrastructure at the end of the period. Turning to INFRAJ2 in col-
umns (2) and (4), when infrastructure is permitted to vary within the panel,
its influence becomes smaller, although still significant using WLS and in-
significant using GLS. It is likely that this weakness in the estimation stems
from collinearity between infrastructure and the cost variables. Note that
the inclusion of INFRAJ2 raises the size and significance of the coefficient
on investment costs in the GLS approach. Judging from the log-likelihood
statistics in the GLS equations, the models with INFRAJ2 fit the data
slightly better than those with INFRAJ1.

Similar results pertain in the regressions on local sales in table 10.7. In-
vestment costs negatively affect local sales in the WLS case, and the coeffi-
cients are highly significant. Again, these magnitudes fall considerably us-
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Table 10.6 RSALES Regression Results for Full Sample

Coefficients

WLS WLS GLS GLS

GDPUS 7.06 6.38 3.47 3.53
(4.56/0.000) (4.08/0.000) (8.87/0.000) (10.17/0.000)

GDPJ 76.59 77.60 57.61 50.34
(28.50/0.000) (28.51/0.000) (16.00/0.000) (13.40/0.000)

SKDIFF 100,223.00 92,804.00 46,184.00 24,641.00
(7.77/0.000) (7.07/0.000) (8.14/0.000) (4.77/0.000)

SKD � GDPJ –472.76 –472.57 –333.45 –267.44
(–22.77/0.000) (–22.34/0.000) (–13.88/0.000) (–12.05/0.000)

INVCJ –619.75 –636.33 –39.46 –70.02
(–5.91/0.000) (–5.70/0.000) (–2.28/0.023) (–4.19/0.000)

TCJ 414.25 405.31 14.73 12.82
(6.72/0.000) (6.47/0.000) (1.37/0.172) (1.32/0.186)

INFRAJ1 259.29 172.17
(4.72/0.000) (7.49/0.000)

INFRAJ2 123.41 10.02
(2.56/0.011) (1.01/0.313)

DISTANCE –1.77 –1.61 –0.89 –0.82
(–9.14/0.000) (–8.33/0.000) (–8.17/0.000) (–9.57/0.000)

Intercept –34,104.00 –26,317.00 –18,421.00 –9,148.00
(–3.01/0.003) (–2.24/0.026) (–7.21/0.000) (–4.04/0.000)

Adjusted R2 0.83 0.83
Log likelihood –4,084.59 –4,077.53
No. of observations 452 452 452 452

Notes: The WLS has host-country-GDP-weighted OLS with robust standard errors; GLS 
has heteroskedasticity and panel-specific AR(1) corrections with robust standard errors. 
T-statistics followed by p-values are in parentheses. 



ing GLS, although the estimate in column (4) is significant. Trade costs
have a strongly positive impact using WLS, but the positive coefficients
with GLS are imprecisely estimated. The first measure of infrastructure
quality is positively associated with local sales, but the second measure is
insignificant using GLS. Results for export sales in table 10.8 are qualita-
tively similar to those for local sales.

Turning to GDPJ and SKJ (a component of SKDIFF), it is not mean-
ingful to give an economic interpretation to the direct coefficients as these
factors appear in two places among the independent variables.6 It is also
inappropriate to make comparisons across the regressions in tables 10.6
through 10.8 because the dependent variables have different means. Thus,
we take partial derivatives and compute elasticities in table 10.9 for each es-
timation method, evaluating the elasticities at the mean of each respective
independent variable. Elasticities that derive from significant regression
coefficients are listed in boldface.
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Table 10.7 RSALESL Regression Results for Full Sample

Coefficients

WLS WLS GLS GLS

GDPUS 4.42 4.11 1.83 1.85
(4.87/0.000) (4.51/0.000) (9.89/0.000) (10.42/0.000)

GDPJ 48.20 48.65 35.63 35.99
(30.56/0.000) (30.63/0.000) (14.75/0.000) (15.55/0.000)

SKDIFF 53,054.00 49,129.00 14,735.00 9,964.00
(7.01/0.000) (6.41/0.000) (5.04/0.000) (3.51/0.000)

SKD � GDPJ –281.61 –281.24 –170.11 –162.85
(–23.10/0.000) (–22.78/0.000) (–12.82/0.000) (–13.33/0.000)

INVCJ –293.17 –307.72 –12.22 –26.21
(–4.76/0.000) (–4.73/0.000) (–1.16/0.244) (–2.56/0.011)

TCJ 270.03 266.03 4.70 3.53
(7.46/0.000) (7.28/0.000) (0.74/0.458) (0.60/0.552)

INFRAJ1 114.65 34.03
(3.56/0.000) (3.13/0.002)

INFRAJ2 46.39 –5.06
(1.65/0.100) (–0.85/0.40)

DISTANCE –0.96 –0.88 –0.11 –0.08
(–8.40/0.000) (–7.79/0.000) (–2.25/0.025) (–1.85/0.064)

Intercept –24,541.00 –20,240.00 –11,913.00 –9,208.00
(–3.69/0.000) (–2.95/0.000) (–8.95/0.000) (–7.44/0.000)

Adjusted R2 0.84 0.85
Log likelihood –3,792.89 –3,782.76
No. of observations 452 452 452 452

Notes: See table 10.6.

6. In the tables, SKD � GDPJ refers to the product of SKDIFF and GDPJ.



Because the relationships between our dependent variables and GDPJ
and SKJ are nonlinear, we have computed elasticities at two different
points in the sample for each variable. Recall that SKDIFF is positive when
the host-country is skilled-labor scarce relative to the United States, which
is true for the bulk of the observations in the sample. At the (positive) mean
value of SKDIFF, affiliate sales have a modest income elasticity of 0.56
(WLS) or 0.48 (GLS). For skilled-labor-abundant countries (SKDIFF �
0), the income elasticity is much larger. In both cases, local sales are more
income elastic than export sales, which is what we would expect. There are
virtually no differences between these estimates arising from the use of di-
ffering infrastructure measures.

The elasticity of affiliate sales with respect to the host-country skilled-
labor endowment (SKJ) is positive at mean host-country GDP, estimated
at 0.83 (WLS) or 0.86 (GLS). This means that outward investment is
skilled-labor seeking. However, for smaller countries (note that these are
not necessarily the developing countries) captured by estimating the elas-
ticity at one-half the mean market size, local sales are less responsive to a
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Table 10.8 RSALESE Regression Results for Full Sample

Coefficients

WLS WLS GLS GLS

GDPUS 2.63 2.27 0.85 0.72
(3.47/0.000) (2.95/0.003) (5.52/0.000) (4.93/0.000)

GDPJ 28.42 28.98 19.42 18.29
(21.59/0.000) (21.67/0.000) (14.31/0.000) (13.11/0.000)

SKDIFF 47,283.00 43,780.00 14,402.00 11,426.00
(7.49/0.000) (6.79/0.000) (5.85/0.000) (5.52/0.000)

SKD � GDPJ –191.28 –191.47 –111.96 –98.48
(–18.81/0.000) (–18.43/0.000) (–11.39/0.000) (–10.48/0.000)

INVCJ –328.18 –330.29 –12.97 –11.88
(–6.39/0.000) (–6.03/0.000) (–2.26/0.024) (–1.96/0.049)

TCJ 144.44 139.50 5.25 3.83
(4.78/0.000) (4.53/0.000) (1.51/0.130) (1.17/0.241)

INFRAJ1 144.71 23.14
(5.38/0.000) (1.69/0.091)

INFRAJ2 76.97 3.70
(3.25/0.000) (0.91/0.36)

DISTANCE –0.82 –0.73 –0.15 –0.08
(–8.59/0.000) (–7.70/0.000) (–3.08/0.002) (–1.99/0.047)

Intercept –8,512.00 –6,015.00 –5,245.00 –4,215.00
(–1.71/0.087) (–1.04/0.299) (–5.17/0.000) (–4.70/0.000)

Adjusted R2 0.76 0.75
Log likelihood –3,636.68 –3,625.70
No. of observations 452 452 452 452

Notes: See table 10.6.



rise in skills. Employing WLS, these elasticities are negative. For GLS,
at one-third the average market size, the elasticities of RSALES and
RSALESE with respect to SKJ turn negative, while that for RSALESL
changes signs at one-fifth the average GDPJ. This finding suggests that
affiliate production is unskilled-labor seeking in small host countries. This
may be particularly true in cases where the export motive is more impor-
tant for smaller nations and where production for export is more sensitive
to labor costs than production for local sale. Note from the computations
that export sales are less skilled-labor seeking (and more unskilled-labor
seeking) than local sales.

The remaining sets of elasticities have the hypothesized signs, although
they are not always significantly different from zero. There are large differ-
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Table 10.9 Elasticities of U.S. Outward-Affiliate Sales, Full Sample

Estimated with INFRAJ1 Estimated with INFRAJ2

At Average 
SKDIFF

At 
SKDIFF � 0

At Average 
SKDIFF

At 
SKDIFF � 0

WLS GLS WLS GLS WLS GLS WLS GLS

With respest to GDPJ
RSALES 0.56 0.48 1.74 1.31 0.58 0.48 1.76 1.14
RSALESL 0.65 0.64 1.82 1.35 0.67 0.69 1.84 1.36
RSALESE 0.42 0.40 1.61 1.10 0.45 0.42 1.65 1.04

Estimated with INFRAJ1 Estimated with INFRAJ2

At Average
GDPJ

At 0.5 Average
GDPJ

At Average
GDPJ

At 0.5 Average
GDPJ

WLS GLS WLS GLS WLS GLS WLS GLS

With respect to SKJ
RSALES 0.83 0.86 –0.14 0.17 0.91 0.82 –0.06 0.28
RSALESL 0.95 0.89 –0.01 0.31 1.02 0.93 0.06 0.37
RSALESE 0.44 0.75 –0.22 0.18 0.75 0.69 –0.23 0.19

With respect to INVCJ
RSALES –1.48 –0.09 –1.52 –0.17
RSALESL –1.16 –0.05 –1.23 –0.10
RSALESE –1.95 –0.08 –1.97 –0.07

With respect to TCJ
RSALES 0.88 0.03 0.86 0.03
RSALESL 0.95 0.02 0.94 0.01
RSALESE 0.77 0.03 0.74 0.02

With respect to INFRA
RSALES 0.72 0.48 0.48 0.03
RSALESL 0.53 0.16 0.30 0.02
RSALESE 1.00 0.16 0.75 0.03

Note: Parameters coming from statistically significant coefficients are in boldface.



ences in these parameters between the WLS and GLS estimates, with the
latter being much smaller and sometimes not significantly different from
zero. Again, the difference reflects the fact that the AR(1) corrections tend
to remove much of the time-series variation from these policy variables.
Export sales are more (negatively) sensitive to investment barriers than are
local sales. The trade cost elasticities are positive for WLS but essentially
zero for GLS. Total sales are positively responsive to the first infrastructure
measure, as are local and export sales. The infrastructure measure that
varies over time, INFRAJ2, has positive elasticities using WLS, with ex-
port sales being most sensitive to its quality. However, in GLS, this measure
has no discernible impacts on any of the sales flows.

Regression estimates for the sample of developing countries are shown
in tables 10.10 through 10.12.7 Overall, the equations fit this sample to a de-
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Table 10.10 RSALES Regression Results for Developing-Country Sample

Coefficients

WLS WLS GLS GLS

GDPUS 5.67 5.31 2.58 2.72
(5.31/0.000) (4.99/0.000) (6.40/0.000) (7.14/0.000)

GDPJ 81.74 80.73 71.54 73.11
(9.74/0.000) (9.50/0.000) (7.82/0.000) (8.46/0.000)

SKDIFF –14,043.00 –24,789.00 12,640.00 10,407.00
(–1.02/0.310) (–1.88/0.062) (1.61/0.108) (1.29/0.198)

SKD � GDPJ –317.22 –310.29 –283.48 –294.06
(–7.86/0.000) (–7.62/0.000) (–7.03/0.000) (–7.67/0.000)

INVCJ –58.97 –83.51 –22.55 –28.16
(–0.80/0.427) (–1.12/0.264) (–2.13/0.033) (–2.45/0.014)

TCJ 5.97 –12.85 4.21 5.94
(0.13/0.894) (–0.29/0.773) (0.64/0.520) (0.85/0.396)

INFRAJ1 112.50 26.02
(2.14/0.034) (0.55/0.582)

INFRAJ2 3.96 –6.80
(0.15/0.884) (–0.83/0.405)

DISTANCE –0.24 –0.04 –0.13 –0.13
(–1.57/0.118) (–0.31/0.759) (–1.39/0.165) (–1.51/0.305)

Intercept –28,256.00 –20,379.00 –14,751.00 –13,561.00
(–3.46/0.001) (–2.67/0.008) (–5.37/0.000) (–6.52/0.000)

Adjusted R2 0.72 0.71
Log likelihood –1,697.59 –1,701.37
No. of observations 207 207 207 207

Notes: See table 10.6.

7. We ran the same regressions for the sample of developed countries as well. In all impor-
tant respects for our purposes, the results were both qualitatively and quantitatively similar
to the findings for the full sample of countries. One interesting difference was that increases
in investment costs seemed to have greater deterrent impacts on inward FDI in developed



gree similar to the full sample for total affiliate sales and local affiliate sales,
but the export sales equation performs less well. The coefficients on GD-
PUS are highly significant and similar to their counterparts for the full
sample, although generally somewhat smaller in magnitude, suggesting
that demand in the U.S. market is a slightly less important determinant of
affiliate activity in developing nations. In contrast, the coefficients on local
GDP are somewhat larger in the total-sales and local-sales regressions for
developing countries, indicating that size of the local market is at least as
important in developing countries for attracting FDI as it is overall. These
coefficients in export sales are negative and insignificant in the WLS cases
for developing countries. Conceivably, this result indicates that export pro-
duction has little relationship to the economic size of the host country. For
example, Singapore and Hong Kong are small economies but large ex-
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Table 10.11 RSALESL Regression Results for Developing-Country Sample

Coefficients

WLS WLS GLS GLS

GDPUS 3.06 2.93 2.05 2.12
(5.75/0.000) (5.53/0.000) (10.23/0.000) (11.12/0.000)

GDPJ 81.76 81.48 49.48 49.64
(19.55/0.000) (19.33/0.000) (6.37/0.000) (6.56/0.000)

SKDIFF 22,331.00 17,975.00 11,158.00 7,563.00
(3.26/0.001) (2.74/0.001) (2.01/0.045) (1.57/0.117)

SKD � GDPJ –336.41 –334.27 –200.69 –201.15
(–16.74/0.000) (–16.55/0.000) (–6.01/0.000) (–6.12/0.000)

INVCJ –36.90 –47.23 –18.30 –21.08
(–1.00/0.319) (–1.28/0.203) (–2.39/0.017) (–2.82/0.005)

TCJ 2.15 –5.59 3.15 3.59
(0.10/0.923) (–0.25/0.800) (0.75/0.451) (0.88/0.382)

INFRAJ1 42.11 18.97
(1.61/0.110) (0.92/0.355)

INFRAJ2 –1.49 –1.55
(–0.11/0.912) (–0.32/0.748)

DISTANCE –0.30 –0.22 –0.17 –0.13
(–3.90/0.000) (–3.25/0.001) (–3.29/0.001) (–3.91/0.000)

Intercept –18,491.00 –15,297.00 –10,929.00 –10,182.00
(–4.55/0.000) (–4.04/0.000) (–7.35/0.000) (–7.95/0.000)

Adjusted R2 0.85 0.85
Log likelihood –1,612.15 –1,612.31
No. of observations 207 207 207 207

Notes: See table 10.6.

countries than in the overall sample. However, our overall conclusions were unchanged by
considering this sample alone.



porters. However, the finding seems anomalous given the strongly positive
coefficients registered in the GLS cases.

Regression coefficients on the policy variables in the developing-
country sample are estimated less precisely than in the full sample, pre-
sumably, in part because of the smaller number of observations. In the
GLS equations, local investment costs tend to have negative and signifi-
cant impacts on affiliate activity, particularly for total and local sales. The
effects of trade costs are imprecisely estimated and cannot be confidently
signed in any of the specifications. Considering the WLS equations, the
impacts of INFRAJ1 (the unchanging measure of infrastructure quality)
are uniformly positive for each type of affiliate sales, but the coefficient
magnitudes are generally lower than in the full sample.8 However, the qual-
ity of infrastructure, as measured here, has no detectable impact on affili-
ate sales in the developing-country sample using the GLS approach. In our
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Table 10.12 RSALESE Regression Results for Developing-Country Sample

Coefficients

WLS WLS GLS GLS

GDPUS 2.61 2.39 0.23 0.37
(4.25/0.000) (3.90/0.000) (1.57/0.117) (2.46/0.014)

GDPJ –0.34 –1.06 13.90 12.96
(–0.07/0.944) (–0.22/0.829) (7.72/0.000) (6.81/0.000)

SKDIFF –36,983.00 –43,201.00 3,446.00 2,459.00
(–4.68/0.000) (–5.69/0.000) (1.56/0.120) (0.98/0.328)

SKD � GDPJ 20.70 25.43 –50.09 –48.67
(0.89/0.373) (1.09/0.279) (–4.89/0.000) (–4.88/0.000)

INVCJ –23.27 –37.28 –2.64 –3.84
(–0.55/0.585) (–0.87/0.386) (–0.86/0.388) (–1.01/0.314)

TCJ 4.66 –6.29 1.62 2.49
(0.18/0.86) (–0.25/0.806) (0.83/0.407) (1.20/0.230)

INFRAJ1 69.47 –16.97
(2.30/0.023) (–1.06/0.290)

INFRAJ2 5.38 1.98
(0.35/0.730) (0.70/0.486)

DISTANCE 0.06 0.18 –0.02 –0.03
(0.66/0.510) (2.27/0.025) (–0.69/0.491) (–0.93/0.51)

Intercept –9,623.00 –5,002.00 –1,258.00 –2,170.00
(–2.05/0.041) (–1.14/0.256) (–1.41/0.158) (–3.04/0.002)

Adjusted R2 0.50 0.49
Log likelihood –1,467.92 –1,481.54
No. of observations 207 207 207 207

Notes: See table 10.6.

8. Again, we caution that comparisons of coefficient sizes across samples can be mislead-
ing because the means of the dependent variables differ.



view, this weakness likely reflects three factors. First, we have few least de-
veloped countries in the sample, for which both FDI and infrastructure
quality would be low. Second, our measure of infrastructure may not cap-
ture its effects on investment adequately. Finally, the AR(1) corrections in
the GLS approach essentially remove the trend increases in infrastructure
quality, which seems to leave little variation across the developing-country
sample.

The coefficients on SKDIFF vary across estimation techniques and
across types of affiliate sales in tables 10.10 through 10.12. However, the
full marginal impacts of a change in skill endowments depend on both the
SKDIFF and SKDIFF � GDPJ coefficients, evaluated at various sample
points. Thus, in table 10.13, we calculate relevant elasticities in a manner
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Table 10.13 Elasticities of U.S. Outward Affiliate Sales, Developing-Country Sample

Estimated with INFRAJ1 Estimated with INFRAJ2

At Average 
SKDIFF

At 
SKDIFF � 0

At Average 
SKDIFF

At 
SKDIFF � 0

WLS GLS WLS GLS WLS GLS WLS GLS

With respect to GDPJ
RSALES 0.71 0.59 2.29 2.00 0.71 0.58 2.26 2.05
RSALESL 0.96 0.61 3.60 2.18 0.97 0.61 3.59 2.19
RSALESE 0.26 0.38 –0.03 1.07 0.27 0.33 –0.08 0.99

Estimated with INFRAJ1 Estimated with INFRAJ2

At Average
GDPJ

At 0.5 Average
GDPJ

At Average
GDPJ

At 0.5 Average
GDPJ

WLS GLS WLS GLS WLS GLS WLS GLS

With respect to SKJ
RSALES 1.36 0.69 0.82 0.21 1.56 0.77 1.04 0.28
RSALESL 1.05 0.70 0.16 0.17 1.18 0.82 0.30 0.29
RSALESE 1.91 0.27 2.00 0.03 2.22 0.30 2.34 0.08

With respect to INVCJ
RSALES –0.46 –0.18 –0.65 –0.22
RSALESL –0.45 –0.23 –0.58 –0.26
RSALESE –0.50 –0.06 –0.80 –0.08

With respect to TCJ
RSALES 0.04 0.03 –0.09 0.04
RSALESL 0.02 0.03 –0.06 0.04
RSALESE 0.09 0.03 –0.12 0.05

With respect to INFRA
RSALES 0.74 0.17 0.04 –0.04
RSALESL 0.44 0.20 –0.02 –0.02
RSALESE 1.25 0.31 0.14 0.04

Note: Parameters coming from statistically significant coefficients are in boldface.



parallel with table 10.9, again noting in boldface those parameters coming
from statistically significant coefficients. Comparing results in tables 10.9
and 10.13, it seems that total sales and local sales are more elastic with re-
spect to income increases in the developing economies than in the overall
sample. This is especially true for relatively high-skilled host countries,
such as Singapore, where local production is highly income elastic. Export
production is somewhat less sensitive to an increase in local market size in
developing countries.

Interestingly, all of the elasticities with respect to increases in skill en-
dowments are positive and significant in the developing-country sample.
Thus, affiliate production is clearly skilled-labor seeking within this sample
of largely middle-income nations. Contrary to the results for the full
sample, affiliate production for export is more skilled-labor seeking than
production for local sale, at least using the WLS coefficients. However, this
result does not survive the use of GLS and must be left open for further re-
search. Finally, it seems that the investment-cost variable has a negative im-
pact on local sales (using GLS) and that infrastructure quality has a posi-
tive impact on all sales flows (using WLS). Production for export is more
sensitive to infrastructure quality than are domestic and total production.
Again, however, these results are sensitive to the definition of infrastruc-
ture and the estimation technique. The trade-cost variable has a very small
numerical magnitude, and it is never statistically significant.

10.6 Summary and Conclusions

As is often observed, there is a strong tendency for those concerned
about the effects of globalization to see MNEs as primarily drawn to low-
wage labor-abundant countries. It is easy to find anecdotes to support this
view. The purpose of this paper is to see whether or not this characteriza-
tion holds up in a relatively comprehensive data set.

A casual look at data in the World Investment Report makes it clear that
the poorest countries of the world receive very little investment. It is not
clear whether this is due to poor labor skills, poor infrastructure, or bad
governance. Thus, we construct a data set of U.S. outward-affiliate activi-
ties and try to explain the cross-country variation by a set of host-country
characteristics including size, labor-force composition, investment barri-
ers, trade costs, and physical infrastructure. We use a full sample of all host
countries and a subsample using only developing countries. Unfortunately,
the data exclude all of the world’s poorest countries, and, since these get al-
most no inward investment, we are losing many of the observations that we
would most like to explain.

The general conclusion is that U.S. outward investment seeks large,
skilled-labor-abundant countries. In the full sample, outward investment
seems to be unskilled-labor seeking for small markets, a conclusion that
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holds up in the developing-country subsample, which includes mainly less
skilled-labor-abundant countries.9

The preponderance of results suggests that increases in investment costs
or investment barriers discourage inward investment and affiliate activity.
Higher trade costs seem to encourage investment, but this result is weak,
especially in the developing-country sample. Finally, higher-quality infra-
structure seems to encourage investment and affiliate sales in most of our
specifications. This result is in evidence sufficiently enough that it would be
worthwhile to develop a more comprehensive infrastructure index and to
incorporate many more countries into the analysis.

Turning to production for local sales versus exports, the data reveal the
unexpected result that the share of production sold locally is in fact a bit
lower in the full sample than in the developing-country sample. The char-
acterization that MNE enter developing countries primarily to produce for
export is another view that is not supported by the analysis in this paper.
Overall, we reach the following conclusions from comparing the local-
sales and export-sales regressions.

First, affiliates in developing countries are not more export oriented
than affiliates in the full sample of countries; local market sales are over 60
percent of the total in developing countries. Second, affiliate production is
more income elastic the more similar the host country is to the United
States in labor-force composition. Third, production for local sale is more
income elastic than production for export sale. Fourth, production activi-
ties for both local sales and exports are generally skilled-labor seeking, but
which type of flow is more skilled-labor seeking differs between the full
sample and the developing-country sample. It is interesting that activity in
the developing countries appears to be more responsive to an increase in
local skill endowments than in the full sample, at least according to the
WLS regressions. Fifth, production for export sale is more sensitive to in-
vestment costs and infrastructure quality than is production for local sale.
However, these last two results are not robust to estimation technique.
Note that our regressions perform worst in explaining production for ex-
port sales in developing countries, indicating that missing explanatory
variables likely are important.

All of these results fit reasonably well with both formal theories of the
MNE and informal conjectures about the role of infrastructure. These re-
sults and the related theory do not lend support to view that MNEs exploit
and impoverish developing countries. Indeed, the theories to which the em-
pirical results lend support suggest that inward investments are of sub-
stantial benefit to host countries, both in terms of overall income and in
terms of promoting labor-skills upgrading. Finally, we note again the ab-
sence of data on the poorest of the developing countries. It would be use-
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9. See also Brainard (1997), Brainard and Riker (1997), and Yeaple (2003).



ful to extend this research to include determinants of activity in those na-
tions.
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Comment Anthony J. Venables

The paper examines the factors that are important in attracting multi-
national investment to a country. This is an important issue because, as the
authors point out, the charge is often made that the presence of footloose
multinationals creates an incentive for countries to engage in a “race to the
bottom,” particularly in labor standards. However, might it not be possible
that in other dimensions there is a “race to the top”? Multinationals may
be attracted by good institutions, good business environments, and high-
quality infrastructure. To establish the incentives that countries face we
need to know what it is that attracts multinational activity, and this is pre-
cisely the goal of this paper.

The authors use data on the activities of U.S.-based multinationals to in-
vestigate the importance of a number of different factors. They start by re-
viewing theory, and noting that different forces are important for different
sorts of FDI. The usual distinction is between horizontal (or market-
serving) investment, and vertical (or production-cost-saving) investment.
The authors outline the way in which these can be nested in a single model,
although even then the effects are complex. Affiliate activities may be un-
skilled labor intensive relative to the United States, but quite skilled labor
intensive relative to the endowments of many developing countries. There
may then be an inverse U-shaped relationship between affiliate presence
and potential host countries’ skilled-labor abundance.

The econometric model developed by the authors is applied to a panel of
data on sales of U.S. multinationals’ affiliates located in thirty-nine host
countries (unfortunately, the data set does not extend to the lowest-income
countries). Affiliate activity is a function of host-country size, endowment
of skilled labor, barriers to investment and to trade, infrastructure quality,
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and distance from the United States. Robust results are found on the im-
portance of market size (positive), investment costs (negative), trade costs
(positive), and distance (negative). Good infrastructure also tends to raise
investment, although results are not robust over all specifications.

Insights on how the type of investment that multinationals undertake
varies with the characteristics of host countries is derived by interacting
measures of skill with measures of market size. The authors find that hav-
ing a highly skilled labor force promotes multinational activity in large
countries. However, in small countries the presence of highly skilled labor
is much less important. Looking just at the extent to which multinationals
export products from the host country, low skill intensity becomes a posi-
tive force. This suggests, then, the coexistence in the data of two types of
investment. Rather skill-intensive horizontal activity goes to large and
skill-abundant countries, with less skill-intensive vertical activity being
more important for smaller economies.

On the critical side, a number of comments can be made about the au-
thors’ econometric specification. It is surprising that they use a linear, not
log-linear, specification. It is natural to think of many of the relationships
as ratios (sales relative to GDP, rather than the absolute level of sales), par-
ticularly since there is a huge range of country sizes (from Singapore to
China) in the data. Their linear specification means, for example, that a 1-
point increase in the index of investment costs is associated with the same
absolute dollar change in multinational activity in China as in New Zea-
land. A proportional relationship would seem more plausible.

It would have been interesting to see estimates of the impact of various
measures of production costs. The authors use an endowment quantity
measure (the share of the labor force that is skilled) rather than a price
measure, no doubt based on general-equilibrium reasoning. However, use
of a labor-cost measure instead of (or as well as) the endowment measure
would be interesting, and not subject to serious endogeneity concerns.

Finally, it would have been good if some of the trade-offs implied by the
estimates had been drawn out more explicitly. If a country is more remote,
how much better does its infrastructure have to be to attract the same level
of multinational activity? If wages go up, does this deter investment, and
how much of an improvement in the business environment can offset it?
Answering these questions would establish the trade-offs that countries
face in shaping policy to attract investment, and the incentives they have
for engaging in races to the bottom or to the top.
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11.1 Introduction

As nations’ markets continue to become more closely integrated through
the process commonly referred to as globalization, a concern has arisen both
popularly and among policy makers about the consequences for the degree
of competition between firms. Critics of globalization often charge that it ex-
tends the reach of abusive oligopolies and monopolies,1 and policymakers in
developing countries worry whether or not increased openness to trade and
foreign-direct-investment flows makes them more vulnerable to “exploita-
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1. See, for example, the following remarks by Mr. Martin Khor, Director of the Third
World Network, to the opening session of the UN”s Millennium Forum on 22 May 2000.

Our age is also defined by the process of globalisation. There are different approaches to
this phenomenon. Some say it is inevitable and basically good, you just have to adjust to it
and learn to reap the benefits. Others worry about the costs and advocate some safety nets
to catch the losers as they fall. In truth, the essence of globalisation is the push by big com-
panies and financial institutions to have more power, to grow bigger through taking over
others, and make more profits. They have lobbied their governments, of the rich countries,
to break down the national barriers that prevent them from totally free access to markets
across the world, especially in the developing countries.

The text of this speech can be downloaded from http://www.twnside.org.sg/title/mk7.htm.



tion” by multinational firms.2 Such policymakers wonder if they have—or
can ever have—the national tools to tackle private anticompetitive practices.3

There is also a vibrant debate about the potential for international ac-
cords on competition law and enforcement. Policymakers worldwide are
engaged in discussions about the desirability and viability of a multilateral
framework on competition policy under the auspices of the World Trade
Organization (WTO).4 Proponents of such a framework have called for dis-
ciplines on so-called hard-core cartels, so-called core principles for com-
petition law and enforcement, modalities for voluntary cooperation, and
for the progressive strengthening of competition-policy-related institu-
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2. See, for example, the following statement in a November 1998 submission by the Gov-
ernment of India to the World Trade Organization’s Working Group on the Interaction Be-
tween Trade and Competition Policy.

In contributions of intergovernmental organizations, a dominant theme along with the is-
sue of mergers and acquisitions is the issue of contestability of markets. Although not
clearly defined, an impression is created that every aspect of domestic government policy,
economic and social—would, in one way or the other, affect fair trade and the contesta-
bility of markets. In a more concrete sense this debate on contestability of markets has been
witnessed during the so-called Structural Impediments Initiative in the US-Japan context.
With developing countries, the dangers of the doctrine of contestability of markets erod-
ing their ability to take domestic social and economic action are even greater. Moreover, in
the name of contestability, an increase in market access for MNCs [multinational corpo-
rations] may be sought by suggesting that all sectors of WTO, in one way or another, be put
to the test of contestability. This may have implications for services, intellectual property
rights, subsidies and a host of other areas, not to mention investment. It will, therefore, be
necessary to define it clearly and narrowly in relation to specific issues and disciplines that
we wish to address in the WTO regime. Some issues to be addressed would be market al-
location, refusal to deal (boycott), price fixing, collusive dealing, and differential pricing
(all of which are vertical RBPs [restrictive business practices]). All of these practices dis-
tort or restrict trade and affect the international contestability of markets. This action is
particularly called for as developing country markets and their commercial entities are
more vulnerable to the effects of such RBPs and at their receiving end. Experiences with
RBPs encountered by developing country firms in developed country markets illustrate
how RBPs by the large MNCs put these firms at a competitive disadvantage. Instances of
other so-called privately led restrictive business practices such as debarring Indian partic-
ipation in the Dutch Flower Auction or the Basle Jewellery and Watch Fair are also rele-
vant.

This text was taken from paragraph two of WTO document number WT/WGTCP/W/111,
which can be downloaded from the WTO’s website (http://www.wto.org). See also the ex-
amples described in Mehta and Nanda (2003).

3. A recent study of the experience in implementing competition law in seven developing
countries offered the following remark about the ability of these countries’ antitrust enforcers
to address international mergers and acquisitions and anticompetitive practices.

Whether countries have special provisions for extra-territorial jurisdiction or apply the
“effects” doctrine is not important when they have no means to enforce their decisions. Of-
ten the companies involved are beyond the reach of the competition agencies, which also
causes problems in obtaining the information necessary to make a decision. (Consumer
Union Trust Society [CUTS] 2003, 75)

4. For an excellent overview of the discussions within the WTO’s Working Group on the In-
teraction Between Trade and Competition Policy, see that Working Group’s Annual Report
for 2002 (WTO 2002).



tions in developing countries.5 Others argue for the development of best
practices for competition law and enforcement in fora such as the Interna-
tional Competition Network and the Organisation for Economic Co-
operation and Development (OECD).6 And, others have called on indus-
trialized economies to tackle the alleged anticompetitive practices of their
multinational firms in developing economies. This proposal would involve
antitrust enforcement officials expanding their traditional concern about
harm done within their jurisdiction to harm done abroad. It is argued that
such an approach would reduce the outlays on antitrust enforcement by
developing economies.7

In principle, integrating national markets both reduces and enhances
the opportunities and viability of anticompetitive conduct by private firms.
On the one hand, as countries open up their domestic markets to foreign
competition by reducing their tariffs and other trade-distorting policies,
domestic incumbents that have been protected from international compe-
tition by these trade barriers are now more likely to be forced to abandon
their price-raising and anticompetitive practices.8 Moreover, the increased
opportunities for international mergers and acquisitions can bring cost-
reducing efficiencies that may be passed on to customers, be they private
consumers, firms, or governments. On the other hand, globalization also
presents new opportunities for firms to form hard-core cartels9 with inter-
national reach and other various anticompetitive arrangements. Thus,
whether globalization promotes or reduces competitive behavior, on bal-
ance, is largely an empirical rather than theoretical issue.

In this chapter, I first describe in considerable detail the nature of the
wave of cross-border mergers and acquisitions (M&A) that occurred dur-
ing the period of rapid globalization in the 1990s and then focus on one
particular service sector, namely banking, to investigate if there is evidence
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5. The European Commission is one of the leading proponents of such a framework. Its
proposals can be downloaded from the WTO’s website (http://www.wto.org). The Commis-
sion has further clarified its proposals in discussions at the WTO’s Working Group (see WTO
2002). The doubts of critics and skeptics are also reported in WTO (2002). For an analysis of
the implications of such a framework for the design and implementation of national compe-
tition law, for industrial policy and development policy options, and for the resource costs
faced by developing countries, see Evenett (2003a).

6. For several proposals on best practices in the merger-enforcement area, see the contri-
butions to Rowley (2002). More generally, discussions on best practices in competition law
and enforcement are undertaken often in the OECD’s Competition Committee. Many of the
relevant documents can be found at http://www.oecd.org/EN/document/0,,EN-document-
768-nodirectorate-no-22-20233-768,00.html. A number of interesting and informative docu-
ments on best practices in merger review can be found on the website of the mergers working
group of the International Competition network (http://www.internationalcompetitionnet-
work.org/wg1.html).

7. See Hoekman and Mavroidis (2002).
8. For a classic statement of this perspective, see Bhagwati (1968).
9. For evidence on private international cartels see Evenett (2003a), Levenstein and Suslow

(2001), and OECD (2003).



that cross-border M&A in this industry resulted in greater spreads between
the interest rates paid by borrowers and those rates paid to depositors. Of
course, there are limits to what can be learned from a single sector study,
but hopefully this analysis will contribute to the factual record and to the
literature on consolidation in the banking sector, as well as shedding light
on the importance of a number of factors that should be considered when
coming to a view on the welfare consequences of the latest wave of cross-
border mergers and acquisitions.

My analysis yields several findings. First, the recent cross-border M&A
wave is in real terms at least five times larger than its predecessor in the
1980s. Even after correcting for the rising price of financial assets,10 in this
latest wave of cross-border M&A is much much larger. Second, although
the latest wave involved firms from more countries than in the 1980s, the
overwhelming bulk of such M&A still took place among the members of
the OECD. Third, despite its greater scale in real terms, the latest wave
of cross-border M&A represents purchases of only a small fraction of the
publicly traded corporate assets in industrial economies, especially in the
Group of Seven (G7) leading industrial economies. Foreigners are, there-
fore, not taking over large tranches of national economies through cross-
border M&A. Fourth, the preponderance of cross-border M&A in the late
1990s were in service sectors, many of which are pretty much immune to
import competition.

Fifth, in one important service sector—banking—estimating the effects
of cross-border mergers and acquisitions requires paying careful attention
to sample composition. Furthermore, controlling for changes in regula-
tory regimes and other changes in market structure in banking are impor-
tant. Of the thirteen OECD nations’ banking sectors considered here, eight
are members of the European Union (EU). The determinants of the latters’
banking spreads during the 1990s are found to be much different from
those in non-EU economies. In the banking sectors of EU member states,
domestic M&A and strategic alliances are found to have no net effect on
bank spreads. Cross-border mergers and acquisitions are found to depress
spreads, suggesting that substantial efficiencies resulted from such consol-
idation. In contrast, the evidence suggests that cross-border strategic al-
liances result in higher spreads—a finding that is consistent with the view
that some such alliances have been formed to forestall further market inte-
gration and to preserve the independence of banks in Europe.

The parameters in the non-EU sample are less precisely estimated, re-
flecting in large part a smaller number of observations. Only cross-border
strategic alliances are found to influence bank spreads in a statistically sig-
nificant manner—in this case depressing them (which is the opposite of my
finding in the EU sample). Nevertheless, taken together, this chapter’s re-

414 Simon J. Evenett

10. As proxied for by national stock-market indexes, see following discussion.



sults for the banking section imply that it is hazardous to make sweeping
generalizations about the net effect of cross-border transactions, especially
as the latter can have both procompetitive and anticompetitive effects.

Sixth, the estimated parameters are used to forecast the net effect of all
of these domestic and cross-border interfirm agreements on bank spreads
in each of the thirteen countries considered in my EU and non-EU
samples. In each EU member state, the combined effect of cross-border in-
terfirm agreements on interest-rate spreads is an order of magnitude larger
than for domestic interfirm agreements. Moreover, the overall beneficial
effect of cross-border M&A in banking11 in the EU has, in all of the eight
EU members considered here, been completely reversed by the harm done
by cross-border strategic alliances. This implies that the combined effect of
the latter may not be as benign or as inconsequential as they first appear.12

Moreover, as the number of cross-border strategic alliances in banking
in the EU appears to have increased considerably after the cross-border
M&A spurt began, my findings are consistent with the explanation that
banks eventually took rearguard actions to increase their market power af-
ter the spread-reducing effects of efficiency-enhancing cross-border merg-
ers and acquisitions were felt. If this view is correct, then regulators in the
banking sector and competition policy officials should not focus solely on
the potential consequences of mergers and acquisitions and should keep a
beady eye on perhaps more innocent-looking public announcements of
strategic alliances.

This paper is organized as follows. The next section describes the recent
wave of cross-border mergers and acquisitions. The third section focuses
on the consolidation in the banking systems in thirteen industrialized
economies, establishing the factual record first and then conducting
econometric analyses. The final section contains some concluding re-
marks.

11.2 The Cross-Border Mergers and Acquisitions Wave of the Late 1990s

11.2.1 Preliminaries

Before turning to the factual record, it may be helpful to clarify the terms
used in this chapter. An important distinction is between foreign direct in-
vestment (FDI) and cross-border mergers and acquisitions. As the princi-
pal source of data on cross-border M&A used here is the United Nations
Conference on Trade and Development’s (UNCTAD’s) annual World In-
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11. This is not to say that every cross-border merger or acquisition in the banking sector
generates enough efficiencies that bank customers benefit.

12. This is not say that every cross-border strategic alliance detrimentally affects the wel-
fare of bank customers.



vestment Report, I reproduce below UNCTAD’s description of the differ-
ence between cross-border M&A and FDI.

A firm can undertake FDI in a host country in either one of two ways:
greenfield investment in a new facility or acquiring or merging with an
existing local firm. The local firm may be privately or state owned: pri-
vatisations involving foreign investors count as cross border M&As,
which entails a change in the control of the merged or acquired firm. In
a cross border merger, the assets and operation of the two firms belong-
ing to two different countries are combined to establish a new legal en-
tity. In a cross border acquisition, the control of assets and operations is
transferred from a local to a foreign company, the former becoming an
affiliate of the latter. (UNCTAD 2000, 99)

Although this quotation clarifies the distinction between investments in
new productive entities and investments in existing entities it would be in-
correct to infer that, in practice, the reported value of cross-border M&A
transactions is always less than the reported amount of FDI. In fact, mea-
sured cross-border M&A received by a nation is taken to be the sum of (a)
foreign investments in existing domestic firms that result in equity stakes
greater than 10 percent, (b) foreign investments in existing domestic firms
that result in equity stakes less than 10 percent, and (c) foreign investments
in existing domestic firms that are paid for using capital or funds raised in
the nation of the acquiring firm. In contrast, the reported amount of FDI
received by a nation includes (a) and (c), plus the value of overseas invest-
ments paid for by reinvested earnings of foreign firms already resident in
the nation. Consequently, as UNCTAD (1996) notes,

It is, therefore, possible to witness a large increase in M&As that is not
fully reflected in FDI flows . . . [and] . . . movements in FDI flows can
take place independently of movements in M&A. In practice, however,
there is a close relationship between movements in M&As and FDI
flows. (UNCTAD 1996, box I.1).

To underscore the differences between measured cross-border M&A
and FDI into industrial countries, table 11.1 reports the ratio of the former
to the latter in thirteen OECD nations during 1995 to 1999. In some coun-
tries (Australia, France, Japan, and Spain), the ratio is far from 1—sug-
gesting that recorded cross-border M&A and FDI differ markedly.

In collecting data on cross-border M&A, the source used by UNCTAD
attempts, whenever possible, to establish the location of the “ultimate”
corporate owner of a given firm, not an “intermediate” owner that may
also be owned by another firm. This is done by examining newspaper an-
nouncements of actual and proposed transactions complemented by the
use of databases that identify which firms own other firms. By locating the
headquarters of an ultimate corporate owner, one can assign a nationality
to the owner. This, of course, sidesteps the fact that a publicly traded com-
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Table 11.1 Ratio of Inward M&A Flows to Inward FDI Flows for 13 OECD Economies

Economy 1995 1996 1997 1998 1999 Mean ratio

Spain 20.40 22.22 63.91 48.05 56.14 42.14
France 31.81 61.82 76.59 57.25 59.02 57.30
Sweden 65.39 76.19 30.35 56.71 99.42 65.61
The Netherlands 29.52 23.51 131.73 46.44 113.95 69.03
Belgium and Luxembourg 18.62 63.82 78.65 30.41 153.98 69.10
The United States 90.58 80.60 77.46 112.47 84.57 89.14
Canada 124.95 112.48 72.36 75.71 99.07 96.92
Switzerland 166.08 143.18 53.42 71.25 120.54 110.89
Germany 62.34 181.44 106.84 90.00 156.36 119.39
Italy 84.72 77.95 90.86 146.17 225.24 124.99
The United Kingdom 182.24 127.98 119.50 143.10 152.59 145.08
Australia 140.27 213.79 191.33 232.26 192.77 194.09
Japan 1387.18 859.50 96.34 126.00 124.46 518.70

Weighted mean (across 
economies) 84.60 87.16 86.75 96.89 102.75

Coefficient of variation 4.32 2.51 0.47 0.58 0.48

Source: UNCTAD (2000, appendixes).

pany may have shareholders or stockholders who are resident in more than
one country—a wrinkle that is easy (and important) to state but is difficult
to address adequately.

11.2.2 Factual Record

Turning now to the data, using 1987 constant dollars, table 11.2 and fig-
ure 11.1 report the extent of cross-border mergers and acquisitions activity
from 1987 to 2000, the peak year of the latest boom.13 (In 2001, reports sug-
gest that cross-border M&A fell 40 percent in nominal terms.) As figure
11.1 makes clear, the recent wave of cross-border M&A accelerated after
1996 and reached a peak of $828 billion in 2000 (which is equivalent to $1.1
trillion dollars in year 2000 dollars). The previous wave of cross-border
M&A, which took place from 1987 to 1990, reached a peak of $135 billion
in 1990—less than one-fifth of the peak in the latest wave. Furthermore,
developing economies played next to no role in the 1980s wave and a mod-
est role in the most recent wave.14 Perhaps for this reason, it might be more
accurate to call the latest wave an international wave, rather than a global
wave, of cross-border M&A.

For further perspective on the growth of cross-border M&A in the

13. For two descriptions of the factual record that include more discussion than is pre-
sented here of mergers and acquisitions in selected sectors, see Kang and Johansson (2000)
and OECD (2001). For a recent account and analysis of foreign mergers and acquisitions in
the United States, see Feliciano and Lipsey (2002).

14. Having said that, see Mody and Negishi (2000) for an account of the growing role of
cross-border M&A in overseas investments in the East Asia in the late 1990s.
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1990s, see figure 11.2. This shows that the real growth of cross-border
M&A dwarfs that of world GDP and of world merchandise trade, the lat-
ter of which almost doubled in real terms in the 1990s. In figure 11.2, I de-
flated current values of total cross-border M&A by the same gross domes-
tic product (GDP) deflator that I used to compute real world GDP—a
procedure which can be objected to on the grounds that stock markets
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Fig. 11.1 The latest wave of cross-border M&A (1997–2000) is much larger than
its predecessor (1987–1990)

Fig. 11.2 The real increase in cross-border M&A throughout the 1990s dwarfs that
of world trade and GDP



soared in the 1990s, raising the possibility that the price of financial capi-
tal has grown more quickly than the GDP deflator. To examine this matter
further, I deflated country-by-country values of nominal inward cross-
border M&A by the changes in the value of each country’s major stock-
market index,15 and normalized the amount of cross-border M&A received
in 1990 at 100. (The year 1990 was the peak of the wave of cross-border
M&A that started in the late 1980s.) Figure 11.3 reports this new calcula-
tion of the real value of cross-border M&A received by the ten industrial-
ized economies throughout the 1990s. In all but two economies, real in-
ward M&A is much lower in 1990 than in 2000, confirming that, for the
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15. For nine of the ten industrialized economies, choosing the major stock-market index
was straightforward. For the United States, however, one could choose either the Standard &
Poor’s (S&P) 500 index or the Dow Jones Industrial Index. I chose the latter index, but note
that both indexes rose by similar percentages throughout the 1990s.

A

B

Fig. 11.3 Comparing inward M&A across booms: A, Economies with relatively
moderate increases; B, Economies with large increases



major markets in the world economy, the latest cross-border M&A wave
was on a much larger scale than its predecessor in the 1980s.

Having said that, the growth of cross-border M&A is from a relatively
small base and, when the level of cross-border M&A that a nation received
in the late 1990s is compared to its stock market’s capitalization, the
amount of assets acquired by foreign firms tends to be quite small (see table
11.3). Only the smaller—and relatively more open—industrial economies
saw the total value of foreign mergers and acquisitions exceed 5 percent
of their total stock-market capitalizations. For the G7 leading industrial
economies, the inflows of cross-border M&A are even smaller relative to
the size of their stock markets. The image of aggressive foreign executives
snapping up large shares of productive domestic assets conjured up during
the contentious merger of Vodafone and Mannesmann AG in 2000, for ex-
ample, finds little support in the data.

Figures 11.4 and 11.5 provide further indications of the broader partici-
pation in the latest wave of cross-border M&A, compared to its predeces-
sor in the 1980s. The latter was essentially an American and British affair,
with some French firms making acquisitions towards the end of the boom
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Table 11.3 Total Value of Annual Cross-Border M&A Deals as a Percentage of
Stock-Market Capitalization

1980s Wave 1990s Wave

Economy 1988 1989 1990 Mean 1997 1996 1999 Mean

Luxembourg 0.01 0.00 5.08 1.70 10.30 0.10 20.48 10.29
Sweden 0.19 1.55 4.58 2.11 1.22 3.98 15.99 7.06
Belgium 1.35 1.08 6.83 3.08 4.34 2.79 13.51 6.88
Norway 1.67 2.38 2.56 2.20 4.00 2.10 13.66 6.59
New Zealand 10.03 5.00 41.92 18.98 4.41 9.28 5.64 6.44
Austria 2.85 0.14 1.65 1.55 6.32 10.41 1.15 5.96
The Netherlands 1.04 2.51 1.24 1.60 4.06 3.21 5.61 4.30
Australia 3.17 3.34 2.34 2.95 5.00 4.48 2.80 4.10
The United Kingdom 2.58 3.21 3.43 3.07 1.99 3.84 4.52 3.45
Denmark 0.72 0.56 1.27 0.85 0.60 3.85 4.38 2.94
Canada 3.61 3.57 2.37 3.19 1.50 3.02 2.99 2.50
France 1.23 0.91 2.60 1.58 2.63 1.70 1.62 1.98
Germany 0.52 1.18 1.75 1.15 1.44 1.74 2.76 1.98
Finland 0.27 0.75 0.22 0.41 1.00 3.09 0.90 1.67
Spain 0.79 1.30 3.44 1.84 1.40 1.42 1.35 1.39
The United States 2.29 1.96 1.79 2.01 0.72 1.56 1.51 1.26
Italy 2.29 1.77 1.46 1.84 0.98 0.79 1.54 1.10
Switzerland 1.67 0.57 2.85 1.70 0.62 0.78 0.59 0.66
Portugal 0.15 7.23 2.31 3.23 0.22 0.68 0.32 0.41
Japan 0.00 0.04 0.01 0.01 0.14 0.16 0.36 0.22
Greece 0.51 0.00 0.76 0.42 0.29 0.03 0.09 0.14

Note: Countries in bold are members of the Group of Seven Industrialized Nations (G7).
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Fig. 11.5 The latest M&A wave involved more OECD nations

Fig. 11.4 Cumulative distribution of cross-border M&A in 1987–1990 and
1997–2000

(principally in 1990). In contrast, the current wave involved considerable
transactions by German, French, Spanish, and Nordic firms that joined the
long standing Anglo-American interest in cross-border M&A. Figure 11.5
compares the cumulative distribution of cross-border M&A across OECD
nations in both waves, confirming the less skewed nature of the latest wave.

Another critical feature of the latest cross-border M&A wave is the im-
portant role played by so-called megadeals, those transactions whose value
exceeded one billion U.S. dollars. The number of such deals nearly qua-
drupled from 1996 to 2000 (see fig. 11.6), and the (constant dollar) value
of such transactions more than quadrupled (see fig. 11.7). In appendix
table 11A.1, I have listed the megadeals that were announced in 2000.



Fig. 11.6 The growing number of billion-dollar-plus M&A deals

Fig. 11.7 Mega deals drove the latest wave of cross-border M&A



It is evident that the majority of such deals involved the service sector, no-
tably the financial and telecommunications sectors. Few manufacturing
firms can be found on this list, a point I shall return to below.

An examination of the sectoral breakdown of cross-border M&A dur-
ing the 1980s and 1990s waves is revealing too (see table 11.4 and fig.
11.8). One striking finding is the relatively smaller importance of manu-
facturing cross-border M&A in the late 1990s, accounting for only 35.1
percent of the total value of such transactions. In the previous wave, such
transactions accounted for 62.2 percent of the total. What is more, just
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Table 11.4 Sectoral Composition of Cross-Border M&A

Share of Total
Cross-Border M&A

Sector/Industry 1987–1990 1997–2000

Primary 5.04 1.43
Agriculture, hunting, forestry, and fishing 0.72 0.38
Mining, quarrying and petroleum 4.32 1.04

Manufacturing 62.24 35.11
Food, beverages, and tobacco 8.16 4.28
Textiles, clothing, and leather 0.95 0.41
Wood and wood products 3.93 1.72
Publishing, printing, and reproduction of 

recorded media 5.89 1.11
Coke, petroleum, and nuclear fuel 9.38 5.33
Chemicals and chemical products 12.17 6.70
Rubber and plastic products 2.03 0.48
Nonmetallic mineral products 2.30 1.39
Metal and metal products 2.86 1.67
Machinery and equipment 1.75 1.69
Electrical and electronic equipment 8.14 5.44
Precision instruments 2.20 1.21
Motor vehicles and other transport 

equipment 1.94 3.60
Other manufacturing 0.53 0.11

Tertiary 32.72 63.46
Electric, gas, and water 0.36 5.44
Construction 0.46 0.38
Trade 8.08 5.07
Hotels and restaurants 3.77 0.82
Transport, storage, and communications 1.84 21.94
Finance 11.03 16.19
Business services 4.39 9.44
Public administration and defence 0.00 0.08
Education 0.00 0.02
Health and social services 0.17 0.20
Community, social- and personal-service 

activities 2.62 3.87
Other services 0.01 0.01

Unknown 0.00 0.00
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three service sectors (transport, storage, and communications; finance;
and business services) account for just under one-half of total cross-border
M&A in the late 1990s.

11.2.3 Policy Regimes Facing Cross-Border Mergers and Acquisitions

Much has been made in the literature and in the reports of international
organizations16 of the falling barriers to greenfield FDI during the 1990s.

A

B

Fig. 11.8 Manufacturing dominated the 1987–1990 wave but services dominated
the 1997–2000 wave: A, 1987–1990; B, 1997–2000

16. See, for example, World Bank (2000) and the annual World Investment Reports pub-
lished by UNCTAD (various years).



The UNCTAD goes so far as to tally up, on an annual basis, the number of
economies that have relaxed or tightened their FDI regimes.17 However, in
industrialized economies (and in some developing economies too), cross-
border mergers and acquisitions are typically influenced by two different
policy regimes: merger-review policies (which are described in some detail
below) and sectoral regulations. The latter can involve reviews of M&A
deals (both domestic and cross-border) that occur within a given sector.
Regulators in financial services, banking, telecommunications, and air
transportation have been active in the 1990s reviewing proposals to merge
or acquire firms. What is more, some jurisdictions allow for M&As in some
sectors to be reviewed both by the relevant sectoral regulator and by the na-
tional competition-enforcement agency.18 This raises the question of the
extent to which observed levels of cross-border M&A are affected by the
potential for multiple official reviews within the same jurisdiction.

In contrast to policies toward greenfield FDI, it is quite possible that,
as a general proposition, policies toward M&As have become more strin-
gent throughout the 1990s. For starters, the number of jurisdictions with
merger-review regimes rose sharply in the 1990s (see fig. 11.9).19 According
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17. See UNCTAD’s (various years) annual World Investment Reports for details.
18. For examples, see the case studies in Evenett, Lehmann, and Steil (2000).
19. Figure 11.9 reports not only the total number of merger review laws enacted since 1970,

but also the total number of such laws requiring notification of proposed mergers and acqui-
sitions before deals are completed. Among legal practitioners and scholars, the latter type of
merger-review regime is, by and large, regarded as the most stringent form of merger-review
law (see ICPAC 2000 for a statement of what might be called conventional legal wisdom in this
regard). See, also, Evenett (2002), which confirms that, of the three main types of merger-
review laws, those requiring mandatory prenotification curtail cross-border M&A the most.
In the light of these remarks, it is noteworthy that a growing proportion of the merger-review

Fig. 11.9 The spread of merger-review laws 1970–2000



to White and Case (2001), a publication of an international law firm that
conducts an annual survey of merger enforcement around the world, sixty-
five economies had merger review laws in 2000 (plus the European Com-
mission’s supranational merger-enforcement regime). Thirty of these
merger-review laws have been enacted since 1990. It is also noteworthy that
merger-review laws are a relatively new phenomenon in some industrial
economies; in other words, the spread in the last twenty years is not just a
phenomenon found in developing countries. For instance, the European
Commission’s merger regulation only came into force in 1990, Italy’s
merger-review regime was enacted in 1990, Denmark’s and the Nether-
lands’ in 1997, and France’s antitrust authority only celebrated its fifteenth
birthday in 2002. Finally, these remarks suggest that, when studying cross-
border flows associated with corporate investments abroad, it is important
to locate which policy regime or regimes has the greatest bearing on the
flows being examined. In many cases, measures of (or proxies for) the
strength of the policy regime towards greenfield investments may provide
a misleading guide to the strength of the merger-review regime or of the
sectoral regulatory regime.

11.2.4 Commentary and Related Literature

The observed change in the sectoral composition of cross-border M&A
reflects a number of factors. First, lower trade barriers and more intense
competition in world markets for manufactures are likely to reduce the
incentive to engage in cross-border M&A in order to accumulate market
power or to jump tariffs. Indeed, any increments in market power are likely
to result in greater supplies from competitors located at home and abroad.
This suggests the following hypothesis: In those industries where interna-
tional competition is fiercest, M&A is more likely to be motivated by cost-
cutting rationales. Second, the increase in service-sector M&A reflects
deregulation, privatization, and the relaxation on restrictions on foreign
ownership in many industrial economies. Although such reforms began in
the 1980s in a few industrial economies (notably Britain, New Zealand,
and the United States), in many other countries they were not implemented
on a wider scale until the 1990s. This is not to say that all the major service
sectors are deregulated, but rather that the pace of deregulation picked up
in the 1990s and that this presented opportunities for foreign investors. In
many continental-European economies, the pace gathered in response to
the Single Market Programme and the liberalization initiatives that en-
sued.

Although the corporate-finance literature on the causes and financial
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laws enacted in the 1980s and 1990s are of the mandatory prenotification type (see fig. 11.9).
This is further evidence in favor of the proposition that the worldwide policy regime toward
M&A has become stricter over time. (It may well be the case that the policy regimes towards
M&A in individual countries have been relaxed throughout the 1990s.)



effects of mergers and acquisitions is quite voluminous, there are relatively
few papers on the determinants and consequences of cross-border M&A20

and on economic analyses of the policy regimes governing such cross-
border transactions.21 Black (2000a,b) describes a number of political and
economic factors that, in his opinion, account for the recent surge in cross-
border M&A. He points to the “breakdown of the old antitakeover coali-
tion” (Black 2000a, 10). Unions have weakened, and managers own more
stock options, which ties their remuneration more closely to corporate per-
formance—which, he claims, reduces the incentive to defend against the
takeover of a poorly performing firm. Lower inflation and a surging stock
market, it is argued, have reduced the costs of financing M&A (although
this explanation surely applies to domestic M&A as well as to cross-border
M&A). Finally, Black notes that there is now less opposition to concen-
trations of wealth and that integrating national markets have encouraged
firms to aspire to activities on a worldwide scale. Pryor’s (2001) focus, in
contrast, is on documenting the consequences for the United States of the
recent boom in domestic and cross-border M&A. He argues that such
transactions have increased the concentration of manufacturing industries
in the 1990s and, in his opinion, can be expected to continue to do so in the
future.

An econometric approach was taken in Evenett (2002, 2003b). Employ-
ing a gravity-equation approach in both studies, Evenett estimated the
contribution of different factors to the value of the American outward
M&A that forty-nine foreign economies received in 1999, including the
effect of national merger-review regimes. In both studies, several nation-
specific factors are found to be important determinants of cross-border
M&A, including the recipient nation’s gross domestic product, the dis-
tance from the United States, the recipient nation’s corporate-tax rate and
average tariff rate, and whether or not the recipient nation was once a
British colony (and is, therefore, more likely to use English as the language
of business and to share a common law system with the United States).
Evenett (2003b) also found that the presence of merger-review laws tends
to cut in half the amount of American M&A received. This constitutes a
substantial barrier to the international trade in corporate assets and is
especially important given that the 1990s saw more and more developing
economies adopt merger-review laws—in particular, those developing na-
tions that hoped to join the EU at some point in the future.

Evenett (2002) also found that the combined effect of merger enforce-
ment by national authorities in the EU and by the European Commission
curtailed American overseas M&A by the same percentage22 as compa-
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20. This paucity of studies on cross-border M&A is to be contrasted with the voluminous
literature on FDI, which the earlier discussion suggests is a distinct but related phenomenon.

21. There are a number of legal analyses of the policy regimes influencing cross-border
mergers and acquisitions.

22. In this case, fifty percent.



rable non-European merger enforcement agencies. This finding may be of
interest in the light of the sharp transatlantic dispute over the proposed
merger between General Electric and Honeywell in 2001, in which accu-
sations were made that the European merger authorities discriminated
against proposed American mergers.23

The economic impact of cross-border M&A depends on a number of
considerations that make it unlikely that sweeping claims can be made with
any confidence about the desirability (or otherwise) of such international
trade in corporate assets. By reducing the number of firms that supply a
market, cross-border M&As may enhance the market power of the surviv-
ing firms. However, such changes in ownership may also result in the com-
bined entity attaining greater economies of scale and scope, which, in turn,
may benefit consumers in the form of lower prices, a wider range of services
offered, or higher-quality goods and services. One mechanism often-
mentioned is that foreign firms transfer so-called cutting-edge technol-
ogies and better managerial practices to domestic firms that they have
merged with or acquired—suggesting that the beneficial effects of mergers
and acquisitions could be greater in the cross-border case compared to a
domestic transaction. However, there are no guarantees that these pro-
competitive aspects of cross-border M&As will necessarily completely
offset any anticompetitive effects of such transactions.24

The strength of each of these considerations is likely to vary from indus-
try to industry. For example, as noted above, those sectors that face ag-
gressive import competition are ceterius paribus less likely to see cross-
border M&A result in higher prices. In sectors such as banking, where
firms increasingly offer a wide range of financial products to customers,
gains are likely to occur when mergers take place among financial institu-
tions that sell complementary products. Another sector, telecommunica-
tions, has seen rapid technological progress in the 1990s, and cross-border
M&As are often mentioned as one of the conduits by which such innova-
tions are diffused across national borders—along with the managerial
practices that are needed to make good the profitable opportunities created
by these technological improvements. In terms of general findings, there-
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23. Note that this finding in Evenett (2002) does not speak to the issue as to whether EC
merger enforcement procedures tends to discriminate more against transactions involving
American firms than transactions involving non-American firms.

24. One important—and contentious—issue is to what extent ownership changes are
needed to secure the procompetitive benefits of mergers and acquisitions. Direct contracting
and collaborative (or so-called strategic) alliances may provide the means by which a domes-
tic firm can market a foreign firm’s range of products, or by which a domestic firm can expand
its output (potentially reaping economies of scale) by producing goods under contract for a
foreign firm. This raises the possibility that all the resource-allocation benefits of cross-border
M&As can be obtained by signing interfirm agreements that do not involve reducing the num-
ber of suppliers. However, the point need not to be taken too far because transactions-costs
arguments often point to the need for cross-holding of equity to attenuate incentive problems.
Furthermore, members of an interfirm alliance or contracting, that starts off with procom-
petitive effects, may well soon figure out how to turn their collaboration to price-raising ends.



fore, a sector-by-sector evaluation of the effects of cross-border M&A is
probably the most one can ever realistically expect, and, in the next section,
I attempt such an evaluation of the recent consolidation in the banking sys-
tem in thirteen OECD nations.

A final point, whose implications tend to be thought through in many
other international economic policy matters but which has, until now, re-
ceived less attention in discussions of international-antitrust matters, is
that cross-border M&A may well have economic effects that spill across na-
tional borders, and that national antitrust or competition authorities tend
to focus only on the effects within their own jurisdictions. Therefore, no
government entity exists to aggregate the effects of a proposed transaction
across all the affected national markets.25 This may lead to situations where
a transaction is vetoed in some jurisdictions (where the economic conse-
quences are thought to be adverse), even though there is a positive effect on
net across all the affected markets.

Essentially, the absence of any compensation mechanism between states
implies that multiple national vetoes can lead to suboptimal enforcement
of cross-border mergers and acquisitions. In recent years, a leading an-
titrust American official has given attention to the issue of multiple na-
tional vetoes (see Muris 2001), but the importance of the lack of any com-
pensation mechanism for resource misallocation has yet to receive much
attention in legal and economic discourse on merger reviews. Indeed, the
absence of such a mechanism is one of the key characteristics that differ-
entiates the international effects of the national antitrust enforcement from
trade-policy negotiations. In the latter, it has long been understood that
any losses to a nation in one sector are compensated for by concessions in
other sectors by trading partners. Without suggesting that cross-sectoral
trade-offs are the optimal means to conduct multijurisdictional merger re-
views, there is probably some value in thinking through the implications of
compensation mechanisms across merger cases that prevent a proposed
merger or acquisition, whose worldwide total effects are welfare improv-
ing, from being blocked by a single jurisdiction in which it is thought that
the transaction’s effects are adverse.26

11.3 Consolidation of the Banking Systems in Thirteen Industrial Nations

I now turn to an econometric evaluation of the effects of cross-border
mergers and acquisitions in the banking systems of thirteen industrial
economies. When conducting such evaluations, the importance of control-
ling for changes in regulatory structure, for sample composition, and for
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25. Within the EU, for example, the European Commission could play such an aggregating
role. This is not to say that it does play such a role!

26. For more discussion on the potential for resource misallocation in multijurisdictional
merger review, see Evenett (2003c) and Neven and Roller (2001).



other determinants of market structure in the banking sector—such as do-
mestic M&As, domestic entry and exit of banking, and the formation
of joint ventures and strategic alliances between banks—will become evi-
dent. But, first, I review the facts on banking consolidation as presented in
tables 11.5 and 11.6, which were assembled from a detailed report on bank
consolidation during the 1990s that was published by the Bank of Interna-
tional Settlements (BIS 2001). This report referred to consolidation in thir-
teen OECD nations, namely, Australia, Belgium, Canada, France, Germany,
Italy, Japan, the Netherlands, Spain, Sweden, Switzerland, the United
Kingdom, and the United States.

During the 1990s, these thirteen OECD economies experienced 3,563
mergers and acquisitions that involved a domestic bank and another do-
mestic bank. This domestic consolidation dwarfed in number (and in
value) the amount of cross-border M&A in banks (which totaled 338 trans-
actions worth, in current dollars, approximately $73 billion; see table 11.5).
What is more, many banks engaged in joint ventures and in strategic al-
liances during this period, particularly in the United States, Japan, and
Canada (table 11.6). In short, cross-border M&A was not the only factor
influencing the concentration and the market structure of these nations’
banking systems.

Research on banking mergers points to a number of rationales for this
observed consolidation. Carow and Kane (2002), for example, point to the
following potential benefits to firms of such mergers and acquisitions: cost-
based economies of scale, brand-based economies of scale, revenue-based
economies of scale, safety-net-based economies of scale, revenue-based
economies of scope, X-inefficiency, market power, and managerial-agency
costs (Carow and Kane 2001, table 1). Dermine (1999), whose analysis
Carow and Kane developed, noted that the following attractions to bank
M&As have been asserted in the literature: first, size can bring “defense
based economies of scale,” that is, “achieving size . . . that acts as a defen-
sive measure against takeovers” (Dermine 1999, 16), and, second, the long-
standing “quiet life” hypothesis. Moreover, strategic alliances also can
generate cost efficiencies to the extent that alliance partners can reduce any
duplication in distribution networks.

My interest here is in the market power and efficiency-related aspects of
bank mergers and acquisitions. In particular, I focus on the effects on one
important observable variable, the interest-rate spread, which is the differ-
ence between the interest rates paid by borrowers and those paid to depos-
itors. Part of that spread will be determined by the costs associated with
collecting deposits, but also by the costs associated with locating and
screening potential borrowers. Another determinant of the spread is mar-
ket power, and this depends on the number of options available to both de-
positors and the borrowers. If potential depositors have few choices as to
where to place their savings, then incumbent banks can offer lower deposit
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rates which ceterius paribus raises spreads. Likewise, if potential borrow-
ers have few alternatives to seeking funds from the incumbent banks, then
the interest rate paid by the former will be higher, thus raising spreads.

In the absence of efficiencies, bank M&As can be expected to raise
spreads as the number of banking options facing depositors and borrowers
declines. Only if there is sufficient rivalry between banks after a merger takes
place will any efficiencies created by the merger be passed on to consumers
in the form of lower spreads.27 It is an empirical question whether market
power or efficiencies dominates. To date, the empirical literature on bank
mergers is mixed on the relative importance of these two factors (see the dis-
cussions in Berger et al. 2000; Calomiris and Karceski 2000; Vives 2001).

To estimate the effects on interest-rate spreads of the changes in the na-
tional banking sectors documented in tables 11.5 and 11.6, I assembled
from BIS (2001) and the World Bank’s World Development Indicators
(WDI) an unbalanced panel comprising the thirteen nations in the BIS
study. The unbalanced nature of the panel resulted from the fact that in
some countries the five firm-concentration ratios in the banking sectors
were not reported in the BIS study for every year from 1990 to 1999. The
BIS study provided annual data on the number of banks in each country,
the number and types of strategic alliances, and the number and types of
M&A.

The dependent variable for this study—the interest-rate spread—was
taken from the WDI CD-ROM. This source defines the interest spread as
“the interest rate charged by banks on loans to prime customers minus the
interest paid to by commercial or similar banks for demand, time, or sav-
ings deposits” (WDI CD-ROM).28

The mean value of this spread for each economy is reported in table 11.7,
which sorts the economies according to the annual average number of
cross-border mergers and acquisitions. The highest mean spread (6.35 per-
cent) is in Germany and the lowest spread is in Canada (1.34 percent).
Data on three macroeconomic series—GDPs, GDP-price deflators, and
stock-market capitalization—used to form control variables (which are de-
scribed later) was also assembled from the WDI. Both GDP growth and
the inflation rate are intended to proxy for the stage of the business cycle,
whereas the size of a nation’s stock market is supposed to proxy for the ex-
tent to which financial markets can act as an alternative source of finance
for borrowers and as an alternative destination for personal savings.

The objective of the econometric strategy is to discern—after stripping
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27. For a more sophisticated overview of the causes and consequences of market power in
banking, see Vives (2001, section 3).

28. Some seminar participants have questioned the accuracy of the WDI data on bank
spreads. I checked other available series on bank spreads—specifically, those from the Inter-
national Monetary Fund and the comprehensive DATASTREAM financial database—and
found that these confirmed the data on spreads reported in the WDI.
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out the variation created by the business cycle and any competition for
funds created by the stock market and by the impact of regulatory
changes—whether or not interest-rate spreads in the 1990s have been in-
fluenced by the formation of the numerous strategic alliances and the con-
summation of bank M&As. Of special interest is whether or not cross-
border M&A and cross-border strategic alliances have different effects
from their domestic counterparts. So that my econometric estimates are
not determined entirely by the boom years of cross-border M&A (1997–
2000), the data set used covers as much of the 1990s as the data sources em-
ployed here would allow.

I proceed from a parsimonious specification to richer ones. The first
specification purges the variation in bank spreads of variation associated
with a set of macroeconomic controls and includes country-specific fixed
effects. The estimation equation is

(1) ln��11 �

�

D

Li

i

t

t

�� � ai � b� ln(Mit ) � εit ,

where

ln(Mit ) � b1 ln��GG

D

D

Pi(

P

t�

it

1)

�� � b2 ln��
Pi

P

(t�

it

1)

�� � b3 ln(S Mit ) � b4 ln(t) � . . . 

and

i � 1,..., N, N � 13;
t � 1990,..., 1999;
ai is a country-specific fixed effect for economy i;
Lit is the prime rate paid to borrowers from banks in economy i in

year t;
Dit is the interest paid to depositors in banks in economy i in year t;
GDPit is the GDP of economy i in year t;
Pit is the GDP deflator in economy i in year t; and
SMit is the total stock-market capitalization of economy i in year t as a

percentage of GDPit .

The vector Mit includes the four macroeconomic controls previously out-
lined plus the (six) two-way interaction between these four controls. The
parameter estimates, obtained by confronting specification (1) with the
data from my unbalanced panel of thirteen economies, account for 6.43 per-
cent of the within variation, see table 11.8. The estimation procedure used
weighted least squares to take account of any country-specific (or group-
wise) heteroskedacity.29
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29. Specifically, the weight applied to each country’s data in a second-stage regression is the
absolute value of the estimate of the standard deviation of the residuals that were recovered
from an unweighted first-stage regression using ordinary least squares.
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Specifications (2) and (3) in table 11.8 include parsimonious controls for
changes in market structure. Specification (2) includes the logarithm of
the five firm-concentration ratio as an independent variable. Specification
(3) goes further and introduces as two additional distinct independent
variables the logarithms of (1 plus) the number of annual strategic alliances
and (1 plus) the number of annual M&As consummated since 1990. Both
specifications yield the traditional finding that increases in the concentra-
tion ratio raises interest-rate spreads. Specification (3) provides the first ev-
idence that strategic alliances appear to raise interest-rate spreads, whereas
M&As tend to have no statistically significant effect on them.

One objection to specification (3) is that the observed concentration ra-
tio in a given year may well, in turn, be influenced by the number of strate-
gic alliances and mergers and acquisitions that have occurred in the past or
are taking place currently. Consequently, in addition to allowing for time-
invariant country-specific determinants of concentration, I also purged
the variation of the five firm-concentration ratio of the observed levels of
strategic alliances and M&As.30 This purged concentration ratio was used
in specification (4) instead of the actual concentration ratio in specification
(3). The upshot: precious little changes.31

Another objection to specifications (1) through (4) is that they do not
take into account the entry and exit of domestic banks that is independent
of M&A. Specification (5) includes as an independent variable the loga-
rithm of the number of banks in an economy. With this additional explan-
atory variable, the effect of the concentration ratio on interest-rate spreads
still has the correct sign and the parameter estimate on the strategic-
alliance variable remains little changed. Entry of banks is found to depress
spreads, but not in a statistically significant manner.

As the BIS data source enables me to differentiate between domestic and
cross-border strategic alliances and between domestic and cross-border
M&A, I entered them as separate independent variables in specification
(6). Interestingly, domestic M&A and domestic strategic alliances are
found to raise spreads, with the estimated parameter on the former 50 per-
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30. Specifically, in specification (4), I regressed the concentration ratio on country-specific
dummies and the logarithm of 1 plus the total number of strategic alliances and the total
number of mergers and acquisitions. Following standard procedures, the estimate of the
purged concentration ratio is the estimated residual of the regression described above in this
footnote.

31. Note that in specifications (4) through (7) I purged the concentration ratio of country-
specific fixed effects plus each of the M&A and strategic-alliance variables included in a given
specification. Moreover, in specifications (5) through (7), I also purged the concentration ra-
tio of the logarithm of the number of banks. In specification (7), I also purged the concentra-
tion ration of the explanatory power of the dummies picking up changes in bank regulatory
regimes. In each specification, the goal of this purging procedure is to identify that compo-
nent of the concentration ratio that cannot be attributed to the changes in national market
structures in the banking sector, to national regulatory changes, or to other national charac-
teristics that do not vary over the years of data in the sample (1990–1999).



cent larger than on the latter. In contrast, cross-border M&A does appear
to reduce spreads. However, in specification (6) these findings do not sur-
vive the inclusion of controls for regulatory changes in the thirteen OECD
nations during the 1990s.32 Specification (7) includes these controls, and
the parameter on the cross-border M&A variable loses its significance.
Nonetheless, the estimated parameters do suggest that domestic consoli-
dation and strategic alliances in the banking system have raised spreads
whereas their cross-border counterparts do not.

The next step was to examine whether these qualitative findings held up
to changes in sample composition. First, I eliminated each country one at
a time from the sample and reestimated the parameters. The new parame-
ter estimates varied little from the previous. Second, I eliminated the North
American economies (Canada and the United States) from the sample,
again with little effect. Third, I eliminated Japan and Australia from the
sample and found not much changed. This seemingly robust set of regres-
sion findings was overturned when I split the thirteen nation sample into a
sample comprising of EU members and a sample comprising the rest. Ar-
guably, the former’s banking sectors have been affected by the implemen-
tation of two European Banking Directives (and other measures to en-
hance the integration of European markets). Such considerations may
result in banking consolidation in Europe that has different effects than in
other parts of the industrialized world. Tables 11.9 and 11.10, which report
the parameters estimated in table 11.8 for the eight-nation EU sample and
the five-nation non-EU sample, respectively, confirm that differences do
exist between these samples.

In the EU sample, cross-border strategic alliances are found to increase
spreads. Perhaps such alliances in Europe were formed to frustrate entry
and segment markets, rather than to enhance economies of scale and
scope. Interestingly, where EU banks have gone beyond such alliances and
have actually merged with banks located in another EU member, the evi-
dence suggests that spreads do fall (see specification (7), table 11.9). In con-
trast, domestic interbank alliances in EU member states appear to have no
effects on bank spreads—suggesting that any economies reaped are prob-
ably offset by a diminution in competition.

The performance of the specifications in the non-EU sample is rather
mixed. For sure, with the inclusion of the regulatory controls (in specifica-
tion (7), table 11.10), over half of the variation in the dependent variable
is explained. However, few of the market structure variables—such as the
purged concentration ratio—are found to have had a statistically signifi-
cant effect on interest-rate spreads. This may reflect the fact that the de-
grees of freedom in the sample are quite small (less than 30). Even so,

440 Simon J. Evenett

32. Table 11A.2 lists the major banking-sector-related changed identified in annex II.3 of
BIS (2001).
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outside the EU, cross-border strategic alliances were found to depress in-
terest-rate spreads, suggesting that such corporate agreements generate effi-
ciencies.

The parameter estimates from specification (7) in both tables 11.9 and
11.10 can be used to quantify the total effect of the observed domestic and
cross-border consolidation in the banking sectors that occurred in the
1990s, as well as the total effect of the formation of strategic alliances. Table
11.11 reports country-by-country the point estimates of the total effect on
interest-rate spreads of the domestic and cross-border banking changes
observed throughout the 1990s. In every non-EU country considered here,
the combined effect of the domestic banking changes was to raise spreads,
but this was offset by the beneficial effects created by cross-border strate-
gic alliances and M&A. In each EU economy, the net effect of domestic
banking changes on spreads is almost zero and is dominated by the spread-
increasing effects of cross-border strategic alliances. Indeed, had those
cross-border strategic alliances not occurred in the 1990s, bank spreads (as
measured by the dependent variable) in each EU country considered here
would have been at least two whole percentage points lower in 1999. In
contrast, in the five non-EU economies, cross-border strategic alliances
and mergers have helped reduce spreads by between 1.3 and 3.0 percent-
age points.

These findings suggest that interbank agreements and consolidation in
the 1990s had important effects on interest rates and, therefore, on the wel-
fare of lenders or borrowers. What is doubtful, however, is that sweeping
statements about the effects of cross-border interbank agreements can be
made with any confidence. Indeed, the emphasis in much commentary on
globalization regarding the role of cross-border M&A is somewhat mis-
placed at least in banking, since it appears that the consequences of cross-
border strategic alliances are a more important part of the story.

11.4 Concluding Remarks

The cross-border mergers and acquisitions wave of the 1990s was on a
different scale than its predecessor in the late 1990s: It included more firms
from more countries; saw a greater number of transactions, many of which
were megadeals; and was dominated by service-sector transactions. In
fact, three sectors (namely, transportation and communication, finance,
and business services) accounted for just under half of the value of all
M&A from 1997 to 2000. An evaluation of this recent cross-border merg-
ers and acquisitions wave is, thus, in large part an evaluation of its effects
on these three sectors. What is more, in each case there are good reasons
for suspecting that cross-border M&A was not the only major change in
their market structures in the 1990s. The telecommunications sector saw
much deregulation and technological advances, as did business services. In

The Cross-Border Mergers and Acquisitions Wave of the Late 1990s 443



T
ab

le
 1

1.
11

C
on

tr
ib

ut
io

n 
of

 W
it

hi
n 

B
or

de
r 

an
d 

C
ro

ss
-B

or
de

r 
T

ra
ns

ac
ti

on
s 

to
 C

ha
ng

in
g 

S
pr

ea
ds

 th
ro

ug
ho

ut
 th

e 
19

90
s

W
it

hi
n-

B
or

de
r 

T
ra

ns
ac

ti
on

s 
19

90
–1

99
9

C
ro

ss
-B

or
de

r 
T

ra
ns

ac
ti

on
s 

19
90

–1
99

9

Po
in

t E
st

im
at

e 
of

 E
ff

ec
t o

n
In

te
re

st
-R

at
e 

Sp
re

ad
s 

(%
)

Po
in

t E
st

im
at

e 
of

 E
ff

ec
t o

n
In

te
re

st
-R

at
e 

Sp
re

ad
s 

(%
)

N
um

be
r

N
um

be
r

C
om

bi
ne

d 
E

ff
ec

t o
f 

W
it

hi
n-

 a
nd

 C
ro

ss
-B

or
de

r
St

ra
te

gi
c

St
ra

te
gi

c
C

om
bi

ne
d

St
ra

te
gi

c
St

ra
te

gi
c

C
om

bi
ne

d
T

ra
ns

ac
ti

on
s 

on
  

E
co

no
m

y
A

lli
an

ce
s

M
&

A
A

lli
an

ce
s

M
&

A
E

ff
ec

t
A

lli
an

ce
s

M
&

A
A

lli
an

ce
s

M
&

A
E

ff
ec

t
In

te
re

st
-R

at
e 

Sp
re

ad
s 

(%
)

M
em

be
rs

 o
f t

he
 E

ur
op

ea
n 

U
ni

on
B

el
gi

um
5

21
0.

21
5

–0
.2

47
–0

.0
32

15
21

3.
72

8
–1

.7
16

1.
94

8
1.

91
5

Sw
ed

en
3

47
0.

16
6

–0
.3

09
–0

.1
43

13
7

3.
54

5
–1

.1
58

2.
34

6
2.

20
0

T
he

 N
et

he
rl

an
ds

15
32

0.
33

3
–0

.2
79

0.
05

3
26

12
4.

44
7

–1
.4

26
2.

95
7

3.
01

2
Sp

ai
n

9
68

0.
27

7
–0

.3
38

–0
.0

62
40

21
5.

02
4

–1
.7

16
3.

22
2

3.
15

7
F

ra
nc

e
27

15
0

0.
40

1
–0

.4
01

–0
.0

02
63

50
5.

64
3

–2
.1

78
3.

34
3

3.
34

1
G

er
m

an
y

40
18

6
0.

44
7

–0
.4

18
0.

02
7

56
32

5.
48

2
–1

.9
39

3.
43

7
3.

46
5

It
al

y
27

21
2

0.
40

1
–0

.4
28

–0
.0

29
52

16
5.

38
1

–1
.5

74
3.

72
2

3.
69

2
T

he
 U

ni
te

d 
K

in
gd

om
19

3
20

0
0.

63
4

–0
.4

23
0.

20
8

20
8

44
7.

30
6

–2
.1

09
5.

04
3

5.
26

2

E
co

no
m

ie
s 

T
ha

t A
re

 N
ot

 M
em

be
rs

 o
f t

he
 E

ur
op

ea
n 

U
ni

on
Ja

pa
n

96
10

2
0.

82
7

1.
25

9
2.

09
6

18
3

6
–4

.6
84

–0
.2

14
–4

.8
88

–2
.8

94
A

us
tr

al
ia

14
5

75
0.

90
1

1.
17

6
2.

08
8

11
8

22
–4

.3
02

–0
.3

44
–4

.6
31

–2
.6

40
T

he
 U

ni
te

d 
St

at
es

1,
13

6
2,

83
6

1.
27

5
2.

17
0

3.
47

2
33

9
75

–5
.2

21
–0

.4
75

–5
.6

72
–2

.3
97

C
an

ad
a

84
98

0.
80

3
1.

24
8

2.
06

1
81

4
–3

.9
73

–0
.1

77
–4

.1
43

–2
.1

67
Sw

it
ze

rl
an

d
15

79
0.

50
0

1.
19

0
1.

69
6

14
28

–2
.4

61
–0

.3
70

–2
.8

21
–1

.1
73

C
om

bi
ne

d 
E

ff
ec

t o
f

W
it

hi
n-

an
d 

C
ro

ss
-B

or
de

r
T

ra
ns

ac
ti

on
s 

on
In

te
re

st
-R

at
e 

Sp
re

ad
s

(%
)



banking, whose consolidation was studied in more detail in this chapter,
strategic alliances and domestic M&As were consummated in large num-
bers in the 1990s. Correcting for these other developments was found to be
important when accurately gauging the effect of cross-border mergers and
acquisitions in the banking sector.

My empirical analysis of thirteen OECD economies’ banking sectors
points to a discernable impact of openness to foreign banking activities
on bank spreads. In eight EU economies, the beneficial consequences of
cross-border M&As was more than offset by the deleterious impact of
cross-border strategic alliances. In contrast, the net effect of openness to
foreign banking activities has been to benefit customers in non-European
industrialized economies.

This chapter speaks to a number of themes discussed throughout this
book. First, by documenting the factual record on cross-border mergers
and acquisitions, a better sense of the scale of this phenomenon emerged.
Facts replace assertions. For sure, cross-border mergers and acquisitions in
the late 1990s were greater than in the late 1980s. However, the former still
only represent a small fraction of the stock-market capitalizations of all
but the smallest industrialized economies. Indeed, in almost every indus-
trial country, foreigners are hardly snapping up domestic assets at a rate
that some might find alarming.

The second important finding of this chapter relates to the concern that
changes in the global economy in recent years have sought to reinforce the
market power of corporations. The sectoral study of banking presented
here points to the importance of correctly identifying all of the changes in
a given sector’s structure and its regulations before drawing any inferences
about the effects of consolidation on customers. In the EU banking sector,
the evidence suggests that cross-border M&As have actually benefited
bank customers rather than harming them. In contrast, cross-border stra-
tegic alliances have probably hurt customers in the EU, suggesting that
not all cross-border corporate acts have the same effects. More nuance is
clearly needed in policy debates so that cross-border interfirm measures
are not automatically branded as bad or anticonsumer.
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Comment Rod Falvey

The success of multilateral trade negotiations in reducing barriers to trade
and investment flows, and the extensive programs of deregulation and pri-
vatization that have taken place in many countries, have opened up their
domestic markets to greater competition from foreign firms. In traded-
goods markets this competition can come through increased flows of prod-
ucts across borders. For nontraded goods it comes from the establishment
of foreign-owned suppliers, through greenfield FDI or cross-border merg-
ers and acquisitions (CBMA).

This chapter investigates the CBMA wave of the late 1990s. Section 11.2
describes this wave in some detail. This material provides us with a useful
picture of the characteristics and magnitudes of the CBMA wave of the
1990s, both in absolute terms and relative to the smaller wave that occurred
in the previous decade. Two points stand out: the relative importance of
“mega deals” (those involving assets over $1 billion), and the concentra-
tion in a small number of service sectors, which are “pretty much immune
to import competition.”

I have two comments on this part of the paper, both concerned with the
role and measurement of regulatory policies. The author observes that, in
contrast to the general liberalization of policies toward greenfield FDI,
national policies toward mergers and acquisitions (both within and across
borders) may have become more stringent throughout the 1990s. The spe-
cific point made is that there has been an increase in the number of juris-
dictions (including both developed and developing countries) with merger
review requirements. Although the two are not inconsistent, this claim
does sit rather awkwardly with the evidence on the magnitude of this
merger wave, and appears to deserve further investigation. Controls for
regulatory changes are included in the econometric analysis in section
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11.3, and appear to have significant effects, but it is not clear whether this
evidence indicates that regulators have become less lenient.

The author also comments that CBMAs may have economic effects that
spill across national boundaries and that will not be taken into account
by regulators. Thus, a CBMA may be vetoed in some jurisdictions even
though its net global effects are positive. Of course, the same can be true of
within-border MAs, whose economic effects can also extend across inter-
national boundaries. One might be concerned that a merger toward mo-
nopoly is more likely to be approved by national regulators in cases where
exports are significant. Mergers and acquisitions can generate terms-of-
trade effects which are gains for some jurisdictions, but which net out at the
global level. The case for international cooperation may be stronger than
is claimed.

Section 11.3 then undertakes an econometric investigation of whether
CBMAs in the banking sector have resulted in greater or smaller interest
rate spreads in thirteen OECD countries. This analysis raises a number of
interesting issues.

First, the underlying argument is that the output of banks is financial in-
termediation, and that the interest rate spread is the “price” of such inter-
mediation. Unless the diversity of spreads across nations (as shown in table
11.7) can be argued to reflect differences in other charges (e.g., fixed fees
and transactions charges) for financial intermediation across jurisdictions,
this seems to provide strong evidence that these national markets are far
from internationally integrated.

Second, the summary statistics in table 11.7 (particularly those relating
to the number of banks and the five-firm concentration ratios) suggest that
it is very unlikely that all banks are offering the same range of financial
intermediation services. This heterogeneity may help to explain the limited
explanatory power of the model.

Third, both the summary data in tables 11.5 and 11.6 and the econo-
metric results suggest that (a) mergers and acquisitions and (b) joint ven-
tures and strategic alliances (JVSAs) perform rather different roles in the
banking sector. While within-border mergers and acquisitions are far more
common than CBMAs, for nine of the countries cross-border JVSAs are
the more common. It would be useful to know more about the similarities
and differences between these linkages, particularly since the econometric
results indicate that JVSAs tend to raise the interest rate spread. Are
JVSAs allowing banking firms to circumvent regulatory controls? In par-
ticular, can firms substitute some form of JVSA, where they suspect a
merger or acquisition would not be approved?

Fourth, the author notes that mergers and acquisitions have two po-
tentially opposing influences on the interest rate spread in general: they
reduce the number of competitors (the “market power” effect) and (may)
increase average efficiency. That CBMAs will reduce the number of com-
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petitors seems relatively straightforward for traded goods, but is less clear
cut for nontraded goods and services, where the CBMA could signal the
entry of an efficient foreign competitor. In common with the rest of the
empirical literature, the econometric analysis uses a number of variables
to explain the interest rate spread. Unfortunately, the links between these
variables and the two effects are not always clear cut. Perhaps a simple
Cournot model might clarify the issues. Let s denote the interest rate
spread, and suppose the demand for financial intermediation can be rep-
resented by a simple linear function d � D – s. There are n banks, and bank
j has constant unit cost cj . Then the equilibrium spread is s e � (D � nc�) /
(n � 1), where c� � ( ∑n

j�1cj /n) is the average unit cost. The macroeconomic
controls would then work through D. In general, we would expect merg-
ers and acquisitions to reduce both n and c�. The former would raise the
equilibrium spread, but the latter would reduce it. Since the regression
equations control for the number of firms, the merger and acquisition
variables should be capturing the effect on “average efficiency.” The evi-
dence suggests that CBMAs into the European Union (EU) have in-
creased average efficiency. There is no evidence that the corresponding
CBMAs outside the EU have changed average efficiency at all. One can
also use this model to solve for the five-firm concentration ratio, which
turns out to be

�
5

n
��1 ��

(n �

D

1)

�

(c�
c�

� c�5 )
��,

where c�5 is the average unit cost of the five largest (i.e., most efficient) firms.
The value of this variable will also be affected by mergers and acquisitions
but not in any straightforward fashion.

Finally, although this point should be fairly obvious, when the author
uses the estimated parameters to quantify the effects of mergers and ac-
quisitions and of strategic alliances on interest rate spreads, readers should
recall that some of these calculations are based on parameters estimated
with very limited precision.
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12.1 Introduction

This paper has two goals. First, it evaluates the empirical evidence of in-
creasing the chances of financial crises induced by opening up developing
countries to short-term capital inflows. Second, it appraises the various
proposals made for mitigating the severity of financial crises. We argue that
there is solid evidence that financial opening increases the chance of finan-
cial crises. There is more tenuous evidence that financial opening con-
tributes positively to long-run growth. Hence, there may be a complex
trade-off between the adverse intermediate run and the beneficial long-run
effects of financial opening. These findings impose the challenge to policy
makers of how to supplement financial opening with policies that would
improve this intertemporal trade-off. The literature abounds with propos-
als aimed at reducing the costs of financial crises, yet there has been limited
progress in designing credible reforms to deal with these challenges.

To put this issue in a broader context, the debate about financial open-
ing is a reincarnation of the earlier immiserizing-growth literature that
identified conditions under which growth may be welfare reducing in the
presence of preexisting distortions.1 While financial opening increases
welfare when the only distortion is restricting intertemporal trade across
countries, financial opening may be welfare reducing in the presence of
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other distortions. An important example of such a distortion is moral haz-
ard, which frequently acts as an implicit subsidy to borrowing and invest-
ment.2 Moral hazard arises when investors believe they will be bailed out
of bad investment by the taxpayer. This bailing out may be carried out by
the treasury, the central bank, or by international agencies (e.g., the Inter-
national Monetary Fund [the IMF], World Bank, etc.). In these circum-
stances, the taxpayer subsidizes the investment.

A frequent rationale for the bailing out is the “too big to fail” doctrine—
the fear that allowing large borrowers to go under will trigger a systemic
crisis (this fear is referred to as the “systemic risk”). See Dooley and Shin
(2000) and Bongini, Claessens, and Ferri (2001) for empirical validations
of the moral-hazard interpretation in the context of the recent crisis in the
Far East. It can be shown that the moral-hazard argument applies even in
the absence of any bail out and in circumstances where the investment is
debt financed, and the riskiness of investment is private information. This
result follows from the nature of the limited-liability system, which implies
that the value of the firm behaves as an option, thus leading to excessive
risk taking (see Aizenman 2003).

In financial autarky, the pool of domestic savings confines the cost of the
moral-hazard distortion. Financial opening implies that the scale of in-
vestment will be determined by the access to global saving. In autarky, if
the domestic real interest rate exceeded the global one, the resultant inflow
of capital would magnify the existing distortion, thereby reducing welfare.
This situation is illustrated in figure 12.1, where S depicts domestic saving,
and I is the domestic investment in the absence of moral hazard. Moral
hazard would shift the effective investment to I�. In these circumstances,
the welfare cost of moral hazard is given by the black triangle in panel A
(where the benchmark for evaluating welfare in panel A is financial autarky
in the absence of moral hazard). If the global interest rate is r∗, financial
opening in the presence of moral hazard reduces welfare by the shaded tri-
angle (where the benchmark for evaluating welfare in panel B is the welfare
with open financial markets in the absence of moral hazard). If the supply
of domestic saving is relatively inelastic, whereas the demand for invest-
ment is relatively elastic, financial opening will tend to reduce welfare. A
similar argument applies to other distortions.

The more recent literature dealing with welfare effects of financial open-
ing added to the earlier studies by modeling the process of financial inter-
mediation. A key difference between the earlier literature and the ones
dealing with financial intermediation is the switch in focus from the com-
mercial to the financial aspects of opening up. This matters, as the adjust-
ment of financial markets to news and policies is much faster than that of
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B

Fig. 12.1 Financial opening, moral hazard, and welfare: A, Financial autarky; 
B, Financial integration

commercial flows of goods and services. A by-product of this switch is the
focus of the new literature on conditions leading to the instantaneous re-
versal in the flow of financial assets, which generates financial crises.

This recent literature has led to a spirited debate concerning the wisdom
of unrestricted capital mobility between the Organization for Economic



Cooperation and Development (OECD) and emerging markets. Various
studies have identified circumstances in which unlimited capital mobility
may be suboptimal (see table 12.1 for a summary of some of these studies).
Notwithstanding the aforementioned debate, the strongest argument for
financial opening is the pragmatic one. Like it or not, greater trade inte-
gration erodes the effectiveness of restrictions on capital mobility. Hence,
for successful emerging markets that engage in trade integration, financial
opening is not a question of if, but of when and how. Consequently, the
pragmatic approach to the problem should recognize that there is no quick
fix to the exposure to financial crises induced by financial opening. In-
stead, the challenge is to reduce the depth and the frequency of the crises.
The core of the problem is that we deal with incomplete financial markets,
exposing the creditors to sovereign risk and moral hazard.3 As there are
fundamental reasons for the incompletion of these markets, one doubts
whether or not a smart fix exists that will prevent future crises. Instead, the
hope is that new policies and improved coordination will reduce the sever-
ity of financial crises, thereby improving the odds of a positive long-run
welfare effect of financial opening.

Section 12.2 starts with the review of the empirical evidence. Section
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Table 12.1 The Welfare Effects of Financial Opening—Theory

The Welfare Effect of 
Financial Opening Explanation

Potentially large benefits Financial opening may lead to large benefits stemming from better risk
pooling, information collection, and maturity transformation, thereby
providing deeper liquidity (Greenwood and Jovanovic 1990; Obstfeld
1994; Acemoglu and Zilibotti 1998).

Positive but small benefits Second-order magnitude gains from international diversification of 
from financial opening output risk (Cole and Obstfeld 1991).

Ambiguous welfare effects If production does involve learning by doing, opening capital markets
does not necessarily improve welfare for the nation or for the world as a
whole (Kohn and Marion 1992). Overborrowing due to moral hazard
and euphoric expectations, leading to crises (McKinnon and Pill 1996;
Corsetti, Pesenti, and Roubini 1999); overborrowing due to congestion
externalities, where atomistic agents do not internalize the full effects of
marginal borrowing on future welfare (Aizenman 1989); and overbor-
rowing due to free-rider problems in economies short of international
collateral, a condition generated by imperfections of the domestic capi-
tal market (Caballero and Krishnamurthy 2001). Emerging markets are
more prone to financial crashes. This will be the case when financial
market capitalization depends on the expectations of agents regarding
aggregate investment in their economy. This gives rise to potential coor-
dination failures, which may be exacerbated for low-income countries
by financial globalization (Martin and Rey 2001).

3. For a review of the literature on sovereign risk, see Eaton and Fernandez (1995).



12.3 reviews the various proposals attempting to reform the global finan-
cial system. Section 12.4 provides an appraisal of the various proposals
made for preventing financial crises. Specifically, it argues that a version of
the Lucas critique may limit the welfare gain of these proposals. Of course,
this is not an argument against adopting reforms. It suggests, however, that
a better understanding of the structural characteristics leading to exposure
and crises is the key for designing a successful restructuring of the capital
market. A reform that would not deal with these structural factors runs the
risk of leading to disappointing welfare gains, at best, and to crises in the
worst case. Some of the reforms may fall short of success due to coordina-
tion failure: They may be effective only if they would be adopted com-
prehensively by all the relevant financial centers. Finally, some of the pro-
posals may be too optimistic, ignoring the time inconsistency and
political-economy considerations that would challenge the practicality of
the best-intended reforms, as well as presuming the ability to verify unam-
biguously the quality of macroeconomic adjustment.

12.2 Financial Opening and Financial Crises: The Evidence

The recent research has two common themes: It validated empirically
the assertion “Good-bye financial repression, hello financial crash” (Diaz-
Alejandro 1985), yet it also found tenuous evidence that financial liberal-
ization tends to increase growth over time. Both observations suggest an
intertemporal trade-off. In the short run, the fragility induced by financial
opening leads frequently to crises, but if these crises would force the coun-
try to deal with its structural deficiencies, financial opening may induce
a higher growth rate in the long run. The empirical literature relies fre-
quently on cross-country methodology. Thus, it provides us with little
guidance in evaluating the net-welfare effects of financial opening. For ex-
ample, it remains hard to gauge if Korea would have been better off by re-
fraining from financial opening in the early 1990s, or if Chile would have
benefited by retaining financial repression in the 1980s and 1990s.4 The an-
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argue, however, that it prevented a much deeper and longer calamity, akin to Japan’s reces-
sion in the last ten years. Arguably, had Korea continued with financial repression, a Japan-
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of Japan—its domestic banks accumulated over time large nonperforming loans. These loans
were the heritage of the earlier development strategy in which large corporations had selec-
tive access to preferential lines of credit. According to this argument, the crisis of 1997 pre-
vented a larger buildup of these loans, saving Korea from a much deeper correction. Obvi-
ously, it is hard to provide a sound test of this argument. See Haggard (2000) for further
discussion on the interaction between the public and the private sector in Korea and other
countries in the Far East. Similar ambiguities apply to Chile, which has been the best per-
forming Latin American country in recent years and is credited with a sound banking system.
Yet, Chile experienced a massive banking crisis in the 1980s following earlier financial open-
ing. Arguably, one may credit the superior recent performance of Chile to the painful earlier
reforms that were triggered by the crises of the early 1980s.



swers to these questions depend crucially on the time horizon of the anal-
ysis as well as on the evaluation of what is the relevant counterfactual; both
are issues to which there are no satisfactory answers.5

We illustrate the empirical literature by reviewing selectively several ex-
amples. Kaminsky and Reinhart (1999) found that problems in the bank-
ing sector typically precede a currency crisis and that a currency crisis
deepens the banking crisis, activating a vicious spiral. Importantly, they
also found that financial liberalization often precedes banking crises. Sim-
ilar results were replicated in several papers using different methodologies.
Glick and Hutchison (1999) investigated a sample of ninety countries dur-
ing 1975 to 1997, covering 90 banking crises, 202 currency crises, and 37
twin crises. They found that banking and twin crises have occurred mainly
in developing countries, and their number increased in the 1990s. Twin
crises are mainly concentrated in financially liberalized emerging-market
economies. These findings support the conjecture that openness of emerg-
ing markets to international capital flows, combined with a liberalized fi-
nancial structure, makes them particularly vulnerable to twin crises. The
costs of these crises are substantial. Currency crisis, on average, leads to a
cost of 8 percent of precrisis gross domestic product (GDP). Simultaneous
currency and banking crises reduce the precrisis GDP by 18 percent
(World Bank 1998; Caprio and Honohan 1999).

Demirgüç-Kunt and Detragiache (1998) studied the empirical relation-
ship between banking crises and financial liberalization in fifty-three coun-
tries during 1980 to 1995. They found that banking crises are more likely
to occur in liberalized financial systems. The impact of financial liberal-
ization on the fragility of banks is weaker, however, when the institutional
environment is strong. (Relevant institutional characteristics are respect
for the rule of law, a low level of corruption, and good contract enforce-
ment.) They found that banks’ franchise values decline after financial lib-
eralization. Hence, the intensification of the moral hazard associated with
lower franchise values may be one of the sources of increased banking-
sector fragility. Financial liberalization is followed by improved financial
development, while banking crises tend to slow it down. In countries that
liberalize from a position of financial repression, financial development
improves even if a banking crisis takes place. Their results support the view
that financial liberalization should be approached cautiously where the in-
stitutions necessary to ensure law and contract enforcement and effective
prudential regulation and supervision are not fully developed, even if
macroeconomic stabilization has been achieved.

A useful survey of financial liberalization is Williamson and Mahar
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(1998), who focused on thirty-four countries that undertook financial lib-
eralization between 1973 to 1996. Overall, they found a mixed record of
financial liberalization—the gains are there, but the liberalization carries
the risk of leading to financial crisis. Financial liberalization has yielded
greater financial depth, and increased efficiency in the allocation of invest-
ment, yet it has not brought a boost in saving. The drawbacks in the liber-
alization process are the danger that the liberalization will lead to a finan-
cial crisis. For the majority of countries, capital-account liberalization
increases its probability. The challenge is to design a liberalization program
that does not bring a financial crisis in its wake. The main recommen-
dations emerging from their study are akin to Hellman, Murdock, and
Stiglitz (2000); start with macroeconomic stabilization and improve bank
supervision while delaying capital-account convertibility until the end of
the process. In the transition, mild financial repression, in the form of a
ceiling on deposit interest rates, may be advantageous. This follows from
the observation that exceedingly high interest rates encourage risk taking
by borrowers—that is, moral hazard induced by self-selection. Banks in
stress may wish to gamble for resurrection by lending to such borrowers,
which is ultimately at a cost to the taxpayer. Williamson and Mahar con-
clude that maintaining high spreads may be needed in a transition until
banks are able to work off the legacy of bad debt inherited from the period
of financial repression. In such an environment, free entry of foreign banks
may be a mixed blessing. The efficiency gains should be balanced against
the threat of the gamble for resurrection by older domestic banks that are
losing their franchise value. Imposing higher capital requirements in-
creases the cost of a gamble-for-resurrection strategy. In these circum-
stances, deposit-rate controls may complement capital requirements.

The overall effect of financial opening on growth remains debatable.
Levine (1997) found a positive association, whereas Rodrik (1998) failed to
depict any positive effects of financial opening on investment, growth, and
inflation. While Levine’s interpretation attaches the direction of causality
from financial deepening to growth, the old dictum that correlations do
not indicate causality remains valid. More recently, Beck, Levine, and
Loayza (2000) evaluated the empirical links between the level of financial
intermediary development and economic growth, total factor productivity
(TFP) growth, physical-capital accumulation, and private-savings rates.
The main findings are that financial intermediaries exert a large, positive
impact on total-factor-productivity growth, which feeds through to over-
all GDP growth. Yet, the long-run links between financial intermediary de-
velopment and both physical-capital growth and private-savings rates are
tenuous. Bekaert, Harvey, and Lundblad (2001) found that equity-market
liberalizations, on average, lead to a one percent increase in annual real
economic growth over a five-year period. The investment-GDP ratio in-
creases postliberalization, with the investment partially financed by for-

Financial Opening: Evidence and Policy Options 479



eign capital, which inducing worsened trade balances. The liberalization
effect is enhanced by a large secondary-school enrollment, a small govern-
ment sector, and an Anglo-Saxon legal system.6

Rodrik’s earlier methodology has been revisited by Arteta, Eichengreen,
and Wyplosz (2001). While they found indications of a positive association
between capital-account liberalization and growth, the effects vary with
time, with how capital account liberalization is measured, and with how
the relationship is estimated. The evidence that the effects of capital-
account liberalization are stronger in high-income countries is fragile.
There is some evidence that the positive growth effects of liberalization are
stronger in countries with strong institutions. Capital-account liberaliza-
tion appears to have positive effects on growth only in countries that have
already opened more generally, hence sequencing matters. But there are
significant prerequisites for opening, including a reduction of trade barri-
ers and an ability to eliminate macroeconomic imbalances. These conclu-
sions are akin to Edwards (2001a) who reported that, after controlling for
other variables (including aggregate investment), countries with a more
open capital account have outperformed countries that have restricted
capital mobility. There is also evidence that an open capital account affects
growth positively only after a country has achieved a certain degree of eco-
nomic development. This provides support to the view that there is an op-
timal sequencing for capital account liberalization.

12.3 Proposals for Preventing Financial Crises 
Induced by Financial Opening

This section provides a brief summary of the various proposals.7 These
reforms can be classified along several dimensions. First, proposals differ
in the weight given to reforming the incentives facing creditors, debtors, or
to the interaction between the two groups. Second, proposals differ in the
weight given to ex ante risk reduction, versus ex post orderly management
and resolution of actual crises. Third, proposals differ in the depth of the
reform. Some deal with upgrading regulations within the existing institu-
tional environment, whereas others suggest bolder steps, envisioning the
creation of new institutions. Table 12.2 summarizes the main proposals.

One line of reform focuses on the possibility that, by subsidizing sover-
eign borrowing, the involvement of institutions may exacerbate the prob-
lem, inducing moral hazard. For example, the belief that the IMF, World
Bank, and banking-deposit-insurances schemes will bail out creditors gen-
erates overborrowing and ends with more frequent and deeper crises at the
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7. Several recent monographs overviewed comprehensively the various proposals; see
Eichengreen (1999), Rogoff (1999), Frankel and Roubini (2003), and Feldstein (2003).
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taxpayers’ expense. A profound reform of the IMF, as suggested by the
Meltzer committee (Meltzer 1998), would restrict the IMF’s role to help-
ing countries meeting ex ante conditionality (see also Jeanne 2003). An-
other radical approach calls for the formation of a global lender of last re-
sort (see Soros 1998), an approach that would institutionalize a global type
of the Federal Deposit Insurance Corporation (FDIC) arrangement. All
these proposals share the concern of minimizing ex post bailouts that were
not preapproved at the lending stage.

A less aggressive approach to provide greater stability is the imposition
of reserve requirements on lenders, borrowers, or both, as well as the pos-
sibility of capital-adequacy requirements that are linked to the bank’s port-
folio risk. The Basle committee (as well as Greenspan 1998) advocates this
approach. The rationale for the reserve requirements is provided by the
presence of various externalities. On the lender’s side, the anticipation of
bailouts is introducing an externality, where marginal lending has adverse
impacts on the taxpayer. On the borrower’s side, as long as partial defaults
are costly, marginal borrowing affects all agents by increasing the proba-
bility of a costly default that would have an impact on all (see Aizenman
and Turnovsky 2002). Alternatively, emerging markets may enact similar
policies aimed at curbing short-term financial flows, akin to the Chilean
system in the 1990s (see Eichengreen 1999).8

A different tack of reforms has focused on the ex post resolution of
crises. One approach advocates institutionalizing ex ante the possibility of
credit relief in bad times. This may be accomplished by attaching to all for-
eign-currency liabilities the option that entitles the borrowers to extend the
debt for a specified period at a mandatory penalty rate (see Buiter and Sib-
ert 1999). In order to facilitate the coordination among large numbers of
diffused lenders, various proposals advocate deeper institutional changes.
The adoption of a modified version of domestic bankruptcy procedure
has been frequently advocated (see Sachs 1995; Miller and Zhang 2000;
Kreuger 2001). Specifically, such an international workout mechanism
would aim at minimizing the cost of protracted negotiations. It would al-
low the debtor the continuation of export and production with minimal
disturbances. It would also serve to coordinate among the diffused credi-
tors, thereby allowing smoother and faster resolution of the standoff be-
tween the involved parties.
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8. See De Gregorio, Edwards, and Valdes (2000) for a mixed review of Chile’s experience
with controls on inflows. Edwards (2001b, 25) concludes that these controls “were successful
in changing the maturity profile of capital inflows, and of the country’s foreign debt. Also, the
controls allowed the monetary authority to have greater control over monetary policy. This
effect, however, appears to have been confined to the short run, and was not very important
quantitatively.” In evaluating Chile’s experience, one should keep in mind that Chile has been
the best performing country in Latin America in recent years. Hence, Chile’s experience may
provide limited inference about the potential benefits of controls on inflows to countries with
more-fragile financial systems.



12.4 Reforming the Financial System: The Challenges

The growing list of proposed reforms is indicative of the emerging con-
sensus that the present financial architecture needs a major overhaul.
While it is easy to point out the flaws of the existing system, any funda-
mental reform will confront a host of challenges. We review briefly some of
the general issues involved and illustrate their relevance in understanding
the limitations of various proposals.

12.4.1 The Lucas Critique: Political Economy and Coordination Failure

Any significant reform will change agents’ behavior in ways that are hard
to predict without understanding the fundamental forces explaining sov-
ereign borrowing and default. Some of the relevant fundamentals are de-
termined by the political-economy characterization of emerging markets
and by the challenges confronting attempts to deal with coordination fail-
ures. A version of the Lucas critique applies; without a fuller understand-
ing of the fundamental forces leading to exposure and crises, suggested
reforms may lead to disappointing results, at best, and welfare reduction at
worst.9 We illustrate these considerations by analyzing the potential pit-
falls in several proposed reforms.

12.4.2 Debt Maturity Structure

Jeanne (2003) illustrates the importance of understanding the forces
leading to vulnerability as a necessary condition for evaluating the welfare
effects of changing the international financial architecture. Specifically, he
focused on understanding the maturity structure of countries’ external lia-
bilities as the solution to an incentives problem. He considered a country
attempting to borrow when there is uncertainty about its solvency due to
exogenous shocks. The country can enhance its solvency by implementing
a costly fiscal adjustment, and it can borrow on a short-term or a long-term
basis. This situation imposes a trade-off—when government’s solvency de-
teriorates, short-term debt becomes less expensive or more accessible than
long-term debt. This comes with a cost: The government is under more
pressure to restore the fiscal situation if its debt has a shorter maturity be-
cause it is more vulnerable to a crisis in which creditors do not roll over

484 Joshua Aizenman

9. The Lucas critique stresses that economic relationships observed would be modified
when policies or economic conditions change. This result follows from the observation that
changes in policies affect the incentives and the budget constraints facing economic agents.
Hence, new policies would alter the behavior of agents, thereby modifying the observed cor-
relations. If policymakers attempt to take advantage of past statistical relationships, the
effects manipulating thought expectations and agents’ behavior may cause the relationships
to break down (See Lucas 1976). Applications of the Lucas critique include the Phillips curve
(illustrating the ineffectiveness of anticipated monetary policy) and the ineffectiveness of tem-
porary changes in taxes.



their claims. This is due to the observation that short-term debt opens the
door to self-fulfilling crises in which creditors stop rolling over their loans
for an extraneous reason unrelated to the fundamentals. There is a tension,
thus, between the disciplinary benefits of short-term debt and the risk of
unwarranted rollover crises.

In this context, Jeanne investigates the welfare effect of institutions that
facilitate an orderly workout of debt crises (e.g., an international bank-
ruptcy court and officially sanctioned standstills) and of international
lender of last resort. These measures are shown to improve welfare but to
fall short of the first best. The first best in Jeanne’s model is achieved by a
crisis-insurance fund, which ex post bails out countries conditional on the
ex ante fiscal adjustment and payment of a risk premium.

12.4.3 Transparency and the Feasibility of the Crisis-Insurance Fund
Conditional on Ex Ante Adjustment Effort

It is noncontroversial that a minimum level of transparency of financial
positions and policies is a necessary condition for financial markets to exist
and to operate,10 yet it is not clear that greater transparency would eliminate
the exposure to crises. Setting standards for transparency may encourage
creative accounting in which each crisis exposes new loopholes, inducing a
change in the required rules of the game. While “transparency creep” is un-
avoidable, putting too much faith in the importance of transparency may
lead some investors to a false sense of security. Indeed, full information does
not negate the possibility of crises induced by multiple equilibria.

One of the innovative proposals dealing with reforming the IMF is to
insure countries against financial crises only if they met ex ante criteria
(see Jeanne 2003; Meltzer 1998). A necessary condition for such a scheme is
transparency. In practice, however, verification is costly and fuzzy. Fre-
quently, it takes a major crisis to force the “real books” to open (see the
case of Korean’s reserves in the 1997 crisis, and the recent Enron fiasco).
These practical considerations suggest that it is only in the aftermath of a
crisis that we learn the degree to which the ex ante criteria were met, since
a crisis may reveal that some of these criteria were met only superficially. It
may be hard to verify ex ante if the institutional environment changed
enough to warrant the insurance. Hence, costly monitoring and the im-
possibility to fully verify the depth of the adjustment limit the applicabil-
ity of this proposal. In these circumstances, we are left with no clean solu-
tions, and there may be no escape from the need to muddle through
protracted negotiations in the aftermath of crises.
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10. For example, greater uncertainty about the net indebtness of a country would lead to
thinner markets and may eventually lead to the collapse of voluntary lending (see Kletzer
1984; Calvo 2002; Aizenman and Marion 2002b).



12.4.4 The Use (and Abuse) of International Reserves 
and Vulnerability Indicators

A high short-term debt–international reserves ratio was found to be a
vulnerability indicator, signifying exposure to crises (see Rodrik and Ve-
lasco 1999). Does it imply that emerging markets would benefit by increas-
ing the cushion of international reserves, signaling thereby they are being
a safer borrower? Countries like Chile, Korea, and Taiwan have managed
large stocks of international reserves. Does it follow that other countries
will benefit from hoarding more international reserves in order to reduce
the above-vulnerability index? As the Lucas critique would suggest, a
deeper understanding of the economy is needed in order to answer this
question.

This point can be illustrated in a model of emerging markets, where there
is a conflict between efficiency and political economy considerations.
Specifically, countries characterized by sovereign risk, tax-collection costs,
inelastic demand for fiscal outlays, and a volatile GDP opt to engage in
large external borrowing. Suppose that international reserves are beyond
creditors’ control (this would be the case if the location and the magnitude
of the reserves is not public information, implying also that the partial de-
fault repayment is independent of the stock of reserves). In the absence of
political-economy considerations, higher borrowing can be shown to be
accompanied with a greater accumulation of international reserves (see
Aizenman and Marion 2002a). While this adjustment is welfare enhanc-
ing, it may do little to prevent a sovereign-debt crisis. Suppose now that
there is political uncertainty regarding the identity of the future adminis-
tration; there is a positive probability that an opportunistic administration
will loot the treasury and channel resources toward narrow interest groups.
Greater political instability can be shown to reduce the demand for inter-
national reserves and to increase borrowing.11 Hence, the association be-
tween external borrowing and international reserves depends critically on
political-economy factors. A high short-term debt–reserve ratio may be
the symptom of political instability. In these circumstances, a policy that
will target a drop in the short-term debt–international reserves ratio, with-
out dealing with the political-economy considerations that determine the
prospect of future looting, is welfare reducing. Such a policy does not nec-
essarily reduce vulnerability to crisis, and, in fact, it may increase the prob-
ability of a crisis.

This would be the case, for example, if the increase in the stock of re-

486 Joshua Aizenman

11. If the present administration is opportunistic, it will loot all liquid resources, hence it
will minimize its reserves holdings and maximize borrowing. If the present administration is
benevolent, a higher probability of a future opportunistic administration will reduce the pres-
ent demand for international reserves and will increase borrowing as a way of reducing the re-
sources available for future looting.



serves, triggered by policies, increases the misguided expenditure of op-
portunistic administrations in the future. This effect is further magnified
when the probability of the switch to the opportunistic administration
increases with the resources available to such an administration, or when
these resources trigger rent-seeking behavior. One may view this example
as an illustration of the Lucas critique—policies that are beneficial in the
absence of opportunism may backfire and reduce welfare in countries
characterized by political polarization and instability.

Similar concerns may apply to the usefulness of vulnerability indicators.
These indicators provide information on variables correlated with past
crises. Attempts to encourage the dissemination and the use of these indi-
cators in allocating global funds may have mixed results. One doubts the
degree to which these indicators will perform in the future when they are
out of the sample used to construct them. One may also envision situations
in which the introduction of quasi-official indicators provides a false sense
of security and in which market participants may attach too much value
to these indicators, ignoring other relevant information. It may induce
emerging markets to distort the indicators in order to signal their relative
soundness. As the previous discussion illustrated, short of deeper reforms,
these signals may be misleading and may not indicate a genuine reduction
in vulnerability.

12.4.5 Time Inconsistency and Political-Economy Considerations—
How Important Is the Choice of Exchange-Rate Regimes?

Crises are frequently the delayed manifestations of political-economy
factors. Reforms that ignore these factors run the risk of inducing too op-
timistic an assessment of countries, which, over time, leads to a large ex-
posure and ultimately to greater vulnerability. The literature on the opti-
mal exchange-rate regimes frequently attaches too much importance to the
choice of monetary policy. Beyond the short run, monetary and fiscal poli-
cies are intertwined via the intertemporal budget constraints. Indeed, one
may argue that a deficient fiscal system may lead to crises independently of
the exchange-rate regimes. In these circumstances, the choice of the ex-
change rate regime will have an impact only on the timing of the ultimate
crisis. After all, sovereign risk and exchange-rate risks have different
causes. Casting the problem in terms of the “smart” choice of an exchange-
rate regime is potentially hazardous, as it obscures the need to challenge
the deeper fiscal deficiencies.

These considerations are illustrated in the contrast of the policies un-
dertaken by Brazil and Argentina in the last fifteen years. In the 1980s,
both countries were characterized by similar fiscal deficiencies, stemming
from their organization as a loose federal system in which the provincial
states and municipalities had a significant bargaining power relative to the
federal center. In the early 1990s, both countries went through successful

Financial Opening: Evidence and Policy Options 487



exchange-rate-based stabilizations. The nominal anchor, provided by peg-
ging the exchange rate, supported rapid disinflation in both countries. Ar-
gentina, however, put a much greater emphasis on the importance of a
peg—it adopted a rigid currency board. In contrast, Brazil put greater em-
phasis on dealing with its fiscal imbalances, thereby reducing the relative
power of the provincial states.12 In addition, Brazil moved over time from
a fixed-exchange-rate regime towards discretionary-exchange-rate man-
agement, accommodating external adverse shocks with occasional depre-
ciations. As the recent events have painfully illustrated, Brazil’s choice al-
lowed it to steer away from a deep crisis, whereas Argentina’s choice has led
over time to increased vulnerability and ultimately to the recent crisis.

12.4.6 Multiple Equilibria and the International Lender of Last Resort

One possible justification for bailing out countries is the presence of
multiple equilibria. Exposure to multiple equilibria is a by-product of the
maturity transformation accomplished by financial intermediation in
which short-term deposits are used to finance longer-term real projects
(see Diamond and Dybvig 1983 for a banking model; Chang and Velasco
1999 for an open economy model of bank and currency runs). In these cir-
cumstances, the presence of the lender of last resort is supposed to prevent
the bad equilibrium. As Rogoff (1999) discussed, a lender of last resort
comes with a hefty cost to the taxpayer. Some may view the fate of Ar-
gentina as an example of a country suffering from the adverse conse-
quences of a switch to a bad equilibrium. Supporters of this view point out
that conventional measures (e.g., current account, fiscal deficits, etc.)
failed to flag out Argentina as a highly vulnerable country in the 1990s. In-
deed, Argentina’s fiscal measures were comparable to those of “respected”
OECD countries. Can we infer from this that a lender of last resort would
have prevented the Argentinean crisis?

While it is hard to test this assertion, there are fundamental challenges
facing the multiple-equilibria argument. Vulnerability to a crisis may de-
pend on the capacity of an economy to adjust to changing circumstances.
This includes the ability of the fiscal system and the labor market to adjust
to unforeseen events. More generally, country risk may be determined by
the interaction between shocks and the quality of the institutions of con-
flict management (see Rodrik 1999). In the context of Argentina, the mul-
tiple-equilibria interpretation is challenged by the view that Argentina is a
quasi-European-style welfare state standing on the shoulders of a very thin
tax base. This situation is further exacerbated by the provincial states’ bias
towards overspending. Hence, one may conclude that there are fundamen-
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tal reasons to view Argentina as a risky destination for global capital, even
if its fiscal deficits and current-account deficits are comparable to OECD
countries.

The insistence of the Argentinean authorities on preserving the currency
board, despite the growing strength of the dollar and the occasional real
depreciations of Brazilian currency, may be viewed as a manifestation of
these risks—viewing the currency board as the main safeguard against in-
flation runs the hazard of providing a signal that the deeper fiscal problems
are still there. Placing too much faith on the currency board as the mecha-
nism for fiscal discipline overlooks the fact that the cost of changing the ex-
change-rate regime (and of monetary policy, more generally) is much lower
than the cost of a fundamental fiscal reform. Hence, a country like Ar-
gentina runs the risk of being viewed as fiscally unstable, independently of
the realized path of current-account and fiscal deficits. In the long run, ac-
cording to this view, the fiscal side will determine the strength of the sys-
tem. Short of resolving fiscal deficiencies, a country like Argentina will find
it hard to convince the market that it’s a prudent destination for capital.

One may rephrase the above discussion in terms of the rules-versus-
discretion literature, where there are gains from delegating monetary pol-
icy to a conservative agent. As was illustrated in Rogoff’s (1985) seminal
work, the optimal commitment to the conservative course depends on the
stochastic structure. If the balance of shocks tilts over time toward adverse
real shocks, a less conservative course is preferable. The success of Brazil
and the failure of Argentina may be viewed as a vivid example of this prin-
ciple. The success of the structural reform would require also challenging
the fiscal deficiencies that determine, in the long run, the course on mone-
tary policy. Hence, the relative success of Brazil is attributed to its success
in curbing the bias towards provincial overspending and in a more appro-
priate use of discretionary-exchange-rate and monetary policy.

12.4.7 Policies Designed to Impose Discipline on the Market—
Reserve and Capital-Adequacy Requirements

The introduction of reserve requirements by either borrowers or lenders
may impose better discipline on the global financial market. Borrowing will
decline and so will default risk, reducing the necessity for continuing
bailouts. The introduction of reserve requirements will improve welfare in
both the lending and borrowing economies. In these circumstances, the
lender’s optimal-reserve requirement increases with the expected bailout
(see Aizenman and Turnovsky 2002). Indirectly, this policy may reduce the
bias in favor of debt and against equity in international lending, identified
by Rogoff (1999). But the design of the optimal-reserve requirement in a de-
centralized world is a delicate matter, and both the optimal lender’s reserve
requirement and the optimal borrower’s requirement have equally attractive
and unattractive features. Indeed, without a proper coordination among all
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lenders, the reserve requirements will reallocate lending from high- to low-
reserve countries with few beneficial effects. Hence, the gains of such poli-
cies will be determined by the ability of international institutions (e.g., the
Bank for International Settlements [BIS], IMF, etc.) to induce all lenders to
apply similar policies, driven by the underlying risk factors.

12.5 Concluding Remarks

The global financial market has been shaken throughout the 1990s by a
series of major financial crises. Attempts to stabilize the global system have
led to large bailouts. This experience suggests that the present system can-
not survive indefinitely, since the willingness of taxpayers in the OECD
countries to engage in continuing bailouts is approaching its limits. The
presumption is that we deal with a second-best situation in which there
is no quick fix, but welfare can be enhanced by the proper regulatory
changes. While prudent borrowing of emerging-market economies is ben-
eficial, excessive borrowing may be disadvantageous due to existing dis-
tortions. In such an environment, one should either reduce the existing dis-
tortions, or induce borrowers and lenders to internalize them.

Recent proposals for the new international financial architecture have
focused on reform along two margins: reducing the ex ante probability of
a crisis and inducing the more-orderly resolution of a crisis. In evaluating
the various of proposals, it is important to stress that there are good rea-
sons to support both more-effective crisis management and more-prudent
ex ante allocation of credit. As each deals with a different margin, they
should complement each other. Specifically, the crisis-management pro-
posals do not address directly the excessive risk undertaken due to moral
hazard, as the ex post solvency of some of the resultant projects hinge on
bailouts. Similarly, improving the prudential regulations would not elimi-
nate liquidity crises. Hence, the need for more-efficient crisis management
and resolution remains a high-priority issue. This is especially due to the
growing diversity of lenders, implying that the task of coordinating the res-
olution of crises is more involved.

Greater global integration increased the responsiveness of financial
flows to news. This development is potentially beneficial in good times, but
it has adverse consequences when things go wrong. Hence, the darker side
of globalization is that financial crises increase the scope for conflicts—the
direct stakes are higher. Once the bad news hits the market, the key issue is
not only the ultimate distribution of the burden of adjustment between the
debtors and creditors, but also the length of time it would take to settle
down the dispute. The killer of future cooperation may be the uncertainty
regarding the dispute-resolution mechanism, since it exposes creditors to
the hazards of long haggling over a shrinking pie. Protracted negotiations
will prolong the period in which both domestic and international agents re-
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frain from new investments. This in turn will deepen the recession in the
affected countries, increasing the social tension and further increasing
losses. The net outcome may be greater temptation for the domestic au-
thorities to embark on populist policies, which tends toward autarky, a
trend that will hurt further prospects of trade integration. Hence, the re-
cent crises may be viewed as a test case for the efficiency of the global dis-
pute-resolution mechanism. While one hopes that the direct financial con-
tagion from Argentina to other countries will be limited, one expects that
a slow and protracted resolution of the crisis will highlight the inability of
the present system to deal efficiently with adverse shocks, thereby reducing
future financial flows and putting in jeopardy other vulnerable countries.

The urgency of these issues is illustrated by the willingness of top IMF
executives to engage constructively in a debate concerning the future form
of the global dispute-resolution mechanism (see Krueger 2001). One ex-
pects that only reforms that offer practical solutions will pass the market
test and will endure the political process needed to implement them. One
doubts the degree to which “clean” ideas, like insurance based only on
meeting ex ante conditionality, will survive the time-inconsistency and the
transparency challenges. Regulatory enhancements that would use exist-
ing institutions would have a greater chance of adaptation. Examples of
such interventions are the regulations and supervision undertaken by cen-
tral banks in the context of domestic banking. One expects a more strin-
gent application of capital and reserve requirements. One expects also a
greater role for the BIS and the IMF in coordinating these regulations
across countries. Considering the greater weight of nonbank lending and
the great increase in the number of institutional investors, one expects re-
forms dealing with better coordination among creditors and with the for-
mation of international bankruptcy procedures to be vigorously tested by
looming crises.
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Comment Robert M. Stern

In Aizenman’s opening section on financial openness and the occurrence
of financial crises, what comes out clearly is the role of weak institutions
coupled with political economy considerations that demonstrated the un-
willingness or inability of government authorities to take timely and effec-
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tive actions in dealing with the crises. There is abundant evidence of gov-
ernment macroeconomic and financial mismanagement in the cases espe-
cially of Mexico in 1993–1994 and several Asian countries in 1997–1998,
including Thailand, Indonesia, Malaysia, South Korea, and Hong Kong.
But it is interesting to note that some other Asian countries were appar-
ently less vulnerable to crisis because of their more timely and effective do-
mestic policies. The Philippines, Singapore, and Taiwan are cases in point.
Furthermore, China and India were not greatly affected by the crises else-
where in Asia because of their long-standing capital controls.

While Aizenman is mainly concerned with the broad aspects of the oc-
currence of financial crises, he devotes less attention to the different re-
sponses of governments to the crises and especially to the pace of recovery.
Thus, for example, in the case of Mexico, considerable financial assistance
was provided by the International Monetary Fund (IMF) and bilaterally
by the United States. Moreover, with the onset of the crisis, Mexico moved
quickly to float the peso and instituted a severe austerity program with
tight monetary and fiscal policies. While income and employment in Mex-
ico contracted considerably, the depreciation of the peso combined with
the rapid expansion of the U.S. economy served subsequently to bolster the
recovery process so that Mexico was able to finance the repayment of the
bailout funds within a fairly short period of time.

The financial management experiences of the Asian countries were, as
noted, more diverse. The role of the IMF proved more controversial as to
whether it helped the recovery process or made things worse at the time,
especially in Thailand, Indonesia, and South Korea. But some countries
chose to forgo IMF assistance altogether, as in the cases of Malaysia,
which instituted capital controls, and Hong Kong, which tightened its
macroeconomic policies and was able to maintain its fixed exchange rate
and currency-board arrangement. In retrospect, what is perhaps surpris-
ing about the Asian experience, as was the case also for Mexico, is how rap-
idly the countries were able to recover from the crises, aided especially by
their currency depreciations and the significant upturn in the demand for
their exports due to the rapid expansion of the U.S. economy in the late
1990s.

The question that emerges for several of the Asian countries noted is the
extent to which they have been able to strengthen their financial institu-
tions so that they are now less vulnerable to crises than they were previ-
ously. Aizenman intimates that there may be an endogenous improvement
in institutions and policies once countries have experienced financial
crises. This perhaps can now be tested to see how they are responding to
the significant reduction of external demand with an economic slowdown
in the United States, continued slow growth in Western Europe, and stag-
nation in Japan.

When we look at experiences with financial crises outside of Asia, the
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most noteworthy cases include Russia, Brazil, Turkey, and Argentina. Fol-
lowing the collapse of communism, Russia was saddled with weak finan-
cial institutions and fiscal inadequacies. It received considerable IMF fi-
nancial assistance, which was supported by the United States for political
reasons, but this assistance proved unsuccessful, perhaps because it came
too late. Russia defaulted on a considerable portion of its debt in August
1998. But since that time, aided by the significant depreciation of the ruble
and the upturn in world oil and other commodity prices, Russia introduced
financial discipline and strengthened its domestic fiscal and regulatory
arrangements. Thus, Russia is in much better macroeconomic shape pres-
ently than it had been previously.

In the case of Brazil, the IMF provided substantial assistance designed
especially so that Brazil could maintain its exchange rate peg. But this
turned out to be unsustainable and raises the question again about the wis-
dom of IMF policies and advice. Subsequently, Brazil floated its currency
and adopted policies of monetary and fiscal restraints. These measures
have proven successful on the whole, although there are apparently some
concerns currently about the sustainability of the fiscal restraints because
of domestic political opposition.

Turkey has received considerable IMF assistance and has been sup-
ported politically by the United States because of Turkey’s importance as
an ally in the Middle East. But it is not clear if Turkey’s macroeconomic
position is sustainable because of insufficient domestic measures and politi-
cal uncertainties. In any case, Turkey is so large and important to both U.S.
and European interests that there will almost certainly be continued exter-
nal financial support and encouragement of more effective domestic mea-
sures to control inflation and restrain expenditures.

It is well established that the maintenance of the currency-board ar-
rangement in Argentina deprived Argentina of the use of monetary pol-
icy for stabilization purposes and exchange rate adjustments for external
balance. Argentina was thus especially vulnerable to the Brazilian cur-
rency depreciation that occurred. Fiscal inadequacies and inflexible labor-
market arrangements made it difficult for Argentina to adjust. Here, also,
the IMF provided considerable financial assistance that proved to be in-
effective, thereby raising the question once again about whether IMF as-
sistance helped or made matters worse. The Argentine case is sad indeed
because of the social consequences of the mismanagement involved on the
part of the domestic authorities and the maintenance of the ultimately un-
sustainable exchange rate arrangement. The IMF has been reluctant to
provide further financial assistance under current circumstances, and the
United States has remained aloof in contrast to the political interests ex-
pressed in the cases of Russia and Turkey.

It appears clear from the foregoing review of country experiences that
the first line of defense in dealing with financial crisis calls for the strength-
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ening of domestic institutions and responsible government. At the same
time, there is a need for complementary international and bilateral mea-
sures to deal with (1) short-term liquidity problems, which are the tradi-
tional role of the IMF, and (2) more deep-rooted structural problems.
These structural problems may require arrangements for the rewriting of
debt contracts and possibly for establishing an international system of
bankruptcy procedures applied to nations.

In the final analysis, the question that needs to be answered is how much
of a nation’s painful adjustment in time of crisis is to be borne by the na-
tion itself or shared with foreign creditors. In part, this may depend on
international politics, especially as far as the United States is concerned.
Otherwise, the country itself will shoulder most of the burden of adjust-
ment.

Financial Opening: Evidence and Policy Options 497





13.1 Introduction

The manner in which the international economic policies of govern-
ments affect the rates of growth of their economies has long been a subject
of controversy. This situation continues today. Despite a number of multi-
country case studies utilizing comparable analytical frameworks, numer-
ous econometric studies using large cross-country data sets, and important
theoretical advances concerning how a country’s international economic
policies and its rate of economic growth interact, there is still disagreement
among economists concerning the nature of the relationship.

There are several reasons for this. A key one is the difference among in-
vestigators in the manner they define the issue being studied. Some authors
focus on whether there is a causal relationship between such variables as in-
creases in trade or foreign direct investment and increases in growth rates
(or between increases in growth and increases in trade or investment), no
matter what the reasons for the changes in these economic variables. How-
ever, most authors are interested in the effects of differences in government
policies on economic growth. The impact of policies affecting the “open-
ness” of a country to trade and investment, or its “inward orientation” or
“outward orientation,” is the subject of many studies. But, of course, just
how broadly one defines such terms greatly affects one’s conclusions about
a particular country or set of countries. One can interpret openness in nar-
row terms to include only import and export taxes or subsidies as well as
explicit nontariff distortions of trade, or in varying degrees of broadness to
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cover such matters as exchange-rate policies, domestic taxes and subsidies,
competition and other regulatory policies, education policies, the nature of
the legal system, the form of government, and the general nature of insti-
tutions and culture.

Differences in the quality and detail of the data being analyzed are an-
other source of disagreement among economists on the subject. Those who
study trade and growth relationships among developing countries are
greatly hampered by the lack of good data even on such matters as levels of
import protection, and they often are forced to undertake case studies.
While many insights have been revealed from such studies about the nature
of the development process and its relationship with trade, some are reluc-
tant to draw broad generalizations from them because of their specificity
and the bias that the personal viewpoints of the authors may introduce into
the analyses. In contrast, while econometric analyses based on quantitative
data concerning trade and growth for a cross-section of countries do per-
mit broad generalizations, these studies are limited by the scope and com-
parability of available quantitative data. Differences in what investigators
regard as appropriate econometric models and tests for sensitivity of the
results to alternative specifications that may be based in part on the per-
sonal policy predilections of the authors can also result in significant
differences in the conclusions reached under such quantitative approaches.

The purpose of this paper is to survey briefly the views of economists and
policymakers since around the end of World War II concerning the rela-
tionships between economic openness and growth, indicating how and
why these views have significantly changed over the last fifty years and
pointing out the main reasons for the disagreements. Section 13.2 exam-
ines the 1950s and 1960s when import substitution was the dominant
growth policy in the developing countries and there was also extensive gov-
ernment intervention in many industrial countries aimed at influencing
growth rates. Section 13.3 considers the period from the 1970s into the
1990s, in which the findings from an increasing number of studies of the
growth experiences of individual countries caused more and more econo-
mists and policymakers to become skeptical about the growth merits of im-
port substitution policies and to begin to advocate more export-oriented,
outward-looking trade policies. Section 13.4 briefly outlines some of the
new relationships between trade and growth brought out by the so-called
new growth literature of the late 1980s and early 1990s which, together with
the development of new econometric techniques for dealing with time se-
ries data, has stimulated new efforts to unravel the relationships between
trade and growth through cross-country statistical analyses. Section 13.5
briefly reviews the major studies of this period, all of which reach the gen-
eral conclusion that openness is associated with higher growth rates. This
conclusion has, however, been recently challenged in a detailed, carefully
reasoned critique of these papers by Rodriguez and Rodrik (2001). These
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authors contend that, in fact, because of various methodological short-
comings in these studies, one should conclude that there is very little
evidence that trade openness is significantly associated with economic
growth. Section 13.5 summarizes the criticisms of the paper by Rodriguez
and Rodrik. Section 13.6 concludes with an evaluation of the new studies
and the critique by Rodriguez and Rodrik.

13.2 The Widespread Acceptance of Import-Substitution Policies 
as the Means to Stimulate Economic Growth

As more and more countries obtained their independence from the colo-
nial powers in the period shortly after the end of World War II, a wide-
spread view developed among economists and policymakers that the best
way for these countries to develop more rapidly was to stimulate industri-
alization by adopting import-substitution policies. There seemed to be
a number of good reasons for such an approach at the time. The political
leaders of the newly independent nations were keenly aware not only that
most of the countries from whom they obtained independence had much
higher per capita income levels and were much more industrialized, but
that their former rulers had imposed economic policies in the past which
discouraged industrialization within the new nations. To these new leaders,
industrialization seemed to offer the possibility of achieving faster growth,
higher per capita income levels, and the attainment of the economic and
military power needed for national security.

An economically sensible way of achieving industrialization seemed to
be to restrict imports of manufactured goods for which there already was
a domestic demand, in order both to shift this demand toward domestic
producers and to permit the use of the country’s primary-product export
earnings to import the capital goods needed for industrialization. There
also appeared to be a number of examples where high levels of import pro-
tection in the nineteenth and twentieth centuries had contributed posi-
tively to industrialization. Although Great Britain had adopted a policy of
free trade during its period of rapid growth in the nineteenth century, the
United States seemed to industrialize and prosper by imposing high im-
port duties on manufactures for much of the later part of the nineteenth
century. Germany and France also adopted protectionist policies during
this period, as did Japan after 1900.1 The impressive degree of industrial-
ization achieved by the Soviet Union in the 1920s and 1930s and by China
after 1949 by pursuing inward-looking policies were additional historical
examples that impressed the leaders of the newly independent nations.

The so-called infant industry argument first set forth in 1791 by Alexan-
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der Hamilton (1913), further elaborated by Friedrich List (1856), and ac-
cepted by many classical and neoclassical economists as the major theo-
retically valid exception to the case for worldwide free trade provided eco-
nomic support for import-substitution policies. John Stuart Mill, who first
formalized the argument in economic terms, argued that it takes time for
new producers in a country to become “educated to the level of those with
whom the processes are traditional” and thus for their unit costs to decline.
The infant industry argument maintains that during the temporary period
when domestic costs in an industry are above the product’s import price, a
tariff is a socially desirable method of financing the investment in human
resources needed to compete successfully with foreign producers.

Soon after World War II, Raul Prebisch (1950), the secretary general of
the United Nations Economic Commission for Latin America and later
the founder and secretary general of the United Nations Conference on
Trade and Development (UNCTAD), among others argued that the infant
industry argument was applicable to the entire manufacturing sector and
not just to a single industry. He also claimed that an ongoing secular de-
cline in the prices of primary products (the exports of the less-developed
countries) relative to the prices of manufactured goods (the exports of the
developed countries) and the low elasticity of demand for primary prod-
ucts made expansion in the production of primary products unattractive.
Focusing on producing labor-intensive manufactured goods, for example,
clothing, for export purposes also did not appeal to most less-developed
countries at this time because of the belief that a balanced industrial struc-
ture, such as existed in most developed countries, was necessary to achieve
their goal of high per capita income levels and, moreover, because high lev-
els of import duties and other import barriers still existed in the developed
countries on most of these goods.

Although most economic leaders of less-developed countries looked fa-
vorably on the strategy of import substitution, they also often found them-
selves backed into such a policy somewhat inadvertently. Because of the
shortage of goods these countries suffered during World War II and the
economic expansion plans of their new leaders, there was a tremendous de-
mand on their part for both capital goods and consumer goods. This meant
that their existing foreign exchange reserves were quickly used up, with cur-
rent export earnings being unable to fill the gap between demand and
supply at existing exchange rates. Consequently, most of these countries
felt forced to impose foreign exchange and import controls to conserve
their available export earnings and to establish a rationing system for the
available foreign exchange to ensure that consumer necessities such as food
and medicine, key intermediate inputs such as fuel, and essential capital
goods could be imported in sufficient quantities to prevent serious politi-
cal unrest and still permit the pursuit of their development goals. One con-
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sequence was that very high levels of implicit protection were put in place
on so-called nonessential manufactured goods.

Import substitution policies actually worked quite well initially. The
high prices of imported nonessentials shifted domestic demand for these
goods from foreign to local producers with the result that there were sig-
nificant increases in the output of simple manufactured goods as govern-
ments provided domestic producers with the foreign exchange needed to
import key intermediate inputs and capital goods. Many manufacturing
activities consisted largely of simply assembling the components of goods
produced abroad, for example, cars. Since the production of most of these
products intensively utilized the type of labor that was relatively abundant
in the newly industrializing nations, namely, unskilled labor, the adverse
effects on economic efficiency of these early import substitution efforts
were not sufficient to offset the growth effects of the import substitution
policies. Moreover, in this early period, the overvalued domestic currencies
resulting from the tight exchange controls and expansionary production
policies not only did not seem to reduce earnings from primary-product
exports significantly, but kept import prices of needed capital goods and
intermediate inputs relatively low.

As import-substitution policies continued and a number of developing
countries extended these policies to cover more and more intermediate
inputs and capital goods, the drawbacks of such a policy approach became
increasingly apparent. In particular, the hardships imposed on the export
sector began to have adverse growth effects. An overvalued currency meant
that the number of units of foreign exchange received by exporters re-
mained low while, at the same time, these producers were forced to pur-
chase more and more intermediate inputs and capital goods domestically
at high prices. The resulting squeeze on profit margins forced them to cur-
tail export production. The higher skill and technology requirements for
the more complex intermediates and capital goods and the lack of large
domestic markets needed to achieve efficient levels of production of these
goods also worsened the profit outlook for domestic producers. At the
same time, aggressive expansionary activities by governments and private
businesses fueled greater inflationary pressures, with the result that large
government budget deficits and balance-of-payments deficits became
commonplace. The ensuing budget and balance-of-payments crises were
often met by still tighter controls over exchange rates and imports and
more extensive government intervention in the economy. The net outcome
was generally a slowing in the growth rate compared to the early period of
import substitution.

Given the widespread agreement among economists today that the im-
port-substitution strategy did not work out well for most developing coun-
tries, an important question to ask is why so many economists were wrong
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in their predictions that such an approach would be successful in raising
long-run growth rates for these countries. What went wrong with our ana-
lytical thinking? In my view, two mistakes we made were an uncritical ac-
ceptance of the infant industry argument and a failure to take account
of the macroeconomic consequences of such a policy when applied to all
manufacturing.2

Consider the argument set forth earlier that new producers need to be
protected for a temporary period so they can acquire the experience and
production skills that will make them as efficient as their long-time foreign
competitors. As James Meade (1955) pointed out many years ago, the ex-
istence during the early period of production of higher costs than those of
foreign competitors is, by itself, an insufficient reason to justify tariff pro-
tection on economic efficiency grounds. If unit costs in an industry are low
enough after the learning period to yield a discounted surplus of revenues
over costs (and thus indicate a comparative advantage for the country in
producing the product), it should be possible for firms to raise sufficient
funds in the capital market to cover their initial excess of expenditures over
revenues. These circumstances are no different from those in which firms
go to the capital market for funds to cover the excess of expenditures over
receipts during the early stages of production because of the need to pur-
chase indivisible units of physical capital. Imperfections in capital markets
may prevent access to capital markets but the existence of market imper-
fections is quite a different case for government intervention than the in-
fant industry argument.

As Meade (1955) also noted, the key argument on which the infant in-
dustry case must rest relates to technological externalities associated with
the learning process. For example, consider the matter of acquiring the
knowledge about local production techniques needed to compete effectively
with foreign producers. An entrepreneur who incurs these costs of discov-
ering the best way to produce a particular good faces the problem that this
information may become freely available to other potential local producers,
who can utilize it at the same time as the initial firm but without incurring
the full costs of the knowledge acquisition. Competition from these other
producers could then either drive up factor prices or push down the prod-
uct’s price to levels where the initial firm is unable to recover its costs of gain-
ing this knowledge. Realizing that this outcome is possible, firms will be dis-
couraged from undertaking the initial knowledge-acquisition costs.3

The imposition of a temporary protective duty is, however, no guaran-
tee that individual entrepreneurs will undertake additional investment in
knowledge acquisition. An import tax raises the domestic price of a prod-
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uct and, from the viewpoint of the industry as a whole, makes some invest-
ments in knowledge more profitable. But individual producers still face the
same externality problem as before, namely, that other firms will copy, with
little cost to themselves, any new technical knowledge discovered by the
firm and drive the product’s price down to a level where the initial firm will
be unable to recoup its costs of acquiring this knowledge. If there were
always some technologically fixed time lag between the introduction of
a new, cheaper production technique and the change in product or fac-
tor prices caused by the entry of the firms who copy the new production
method, a duty would operate to make investment in knowledge acquisi-
tion more profitable for the individual firm in the industry. But, to make a
point too often ignored in such discussions, the speed with which firms re-
spond to market opportunities is itself a function of the level of profit
prospects. A duty will make it worthwhile for firms to incur the costs of ac-
quiring the knowledge discovered by other firms faster and also to move
into production more rapidly at high output levels. What is needed, of
course, is a subsidy to the initial entrants into the industry for the purpose
of discovering the better production techniques.

Up to the post–World War II period when some economists began to ex-
tend the infant industry argument to all manufacturing, economists had
generally framed this argument for temporary protection in partial equi-
librium terms. It focused on a single industry, and it was assumed that the
temporary import protection granted had no appreciable effect on such
macroeconomic variables as exchange rates, aggregate exports and im-
ports, and monetary or fiscal policies. Early proponents of aggressively
protecting large segments of the manufacturing sector did not fully appre-
ciate the implications of their policy suggestions on these macroeconomic
variables. They did not, for example, take sufficient account of the adverse
effects of import substitution on aggregate exports and, thus, on the for-
eign exchange earnings so essential for importing the capital goods and es-
sential intermediate inputs needed to permit the expansion of the manu-
facturing sector. Nor did they realize the extent to which government
actions to conserve foreign exchange by limiting imports of luxury con-
sumer goods would make the domestic production of these goods the most
attractive for domestic entrepreneurs and thus bias the pattern of produc-
tion in a direction that the government did not particularly want. They also
failed to appreciate the extent of the budget and inflationary pressures that
would be generated by the development actions of governments and do-
mestic producers. Indeed, it was the macroeconomic crises associated with
unsustainable import deficits for central banks, unmanageable govern-
ment budget deficits, runaway inflation, and so on that had the greater
effect in finally turning most countries away from import-substitution poli-
cies than a realization of the serious resource misallocation effects of these
policies.
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13.3 The Shift to Outward-Oriented Policies

The first group of developing countries to shift from an inward-oriented
to an outward-oriented approach to development were located in the Far
East, specifically Taiwan, Singapore, and South Korea. (Hong Kong had
long pursued open trade and investment policies.) South Korea, for ex-
ample, was characterized by extensive quantitative controls over trade and
international payments from the time it separated from North Korea in
1945 through the end of the Korean War in 1953. Inward-looking actions
continued to dominate government development policy after 1953, with an
increasingly elaborate multiple exchange rate system being established in
the attempt to deal with the problems of a large trade deficit and an over-
valued exchange rate.4 While a large currency devaluation took place in
1961 along with efforts to liberalize the trade and payments system, this lib-
eralization effort ended in 1963 as rapid inflation was fed by excessively ex-
pansionary fiscal policies and a poor crop. However, a further liberalization
effort begun in 1964 and 1965 was much more successful, so that by 1966 the
trade and payments regime was fairly liberal compared with earlier years.
The country became increasingly outward oriented as the government
adopted other policies that encouraged exports of manufactured goods.

Even though they undertook periodic attempts to liberalize their trade
and payments regimes, most other developing countries continued to fol-
low what was basically an import-substitution approach to growth until
the 1980s. However, the debt crisis of 1982 convinced many developing-
country governments that inward-looking policies were no longer sustain-
able, particularly for smaller countries. They had borrowed heavily in
international markets in order to cope with the trade-deficit problem asso-
ciated with the import-substitution approach only to find that the high and
sustainable growth rates sought still did not materialize and, instead, that
they were left with massive international debts they could no longer ser-
vice. Such traditional adherents to the import-substitution approach as Ar-
gentina, Chile, Mexico, Turkey, Ghana, and Uganda began to adopt more
outward-looking policies.

While the inability to borrow the funds needed to reestablish their im-
port-substitution regimes and the remarkable growth record of more and
more East Asian countries under outward-oriented policies were probably
the main immediate reasons for the shift in growth policy, the gradual shift
in thinking by economists both in academia and in international organiza-
tions such as the World Bank, the International Monetary Fund, and even
the United Nations Commission for Latin America in favor of outward-
looking over inward-looking policies also was an important factor.
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This change in conventional thinking by economists and policymakers
about the best policy approach to promote growth in the developing coun-
tries was significantly influenced by a series of detailed country studies
together with some cross-country statistical analyses of the import-
substitution process and by new theoretical modeling of the interactions
between trade and growth. Both the studies of commercial policies in de-
veloping countries directed by Little, Scitovsky, and Scott (1970) and by
Balassa and Associates (1971) utilized the newly formalized concept of the
effective rate of protection to compare import-substitution policies across
industries and countries.5 This concept measures protection on a value-
added basis rather than on the basis of the final price of a product and thus
takes account of the level of protection on intermediate inputs as well as
the final product. It brings out the point that, if a good is exported without
any export subsidy but the exporter must purchase protected, domestically
produced intermediate inputs, the primary factors involved in the value-
added process are actually penalized compared to free trade. Similarly, if
there are no duties on the intermediate inputs or they are lower than those
on the final product, the primary factors producing the value-added are
protected to a greater degree than the rate of protection on the final prod-
uct indicates.

Both the Little, Scitovsky, and Scott (1970) and Balassa and Associates
(1971) studies brought out the fact that the average rate of protection of
value-added in manufacturing was extraordinarily high in most developing
countries—much higher than nominal rates of protection and often ex-
ceeding 100 percent. Moreover, there was great variability among indus-
tries and broad sectors that often seemed to make little economic sense. An
extreme example was Chile’s effective rate of protection in 1961 of 2,884
percent for processed foods in contrast to 300 percent for nondurable con-
sumer goods (Balassa and Associates 1971, 54). Perhaps most important,
however, was the degree to which the studies demonstrated the discrimina-
tion against exports, mainly agricultural and mineral products. In some
countries, there actually were negative rates of protection in these sectors,
for example, agriculture in Pakistan and mining and energy in Malaysia
(see Balassa and Associates 1971, 54). Both sets of studies recommended
reducing the average levels of effective protection and, in particular, reduc-
ing the discrimination against exports.

Two other noteworthy studies of developing countries were ones directed
by Krueger (1978) and Bhagwati (1978) and by Papageorgiou, Michaely,
and Choksi (1991). These studies investigated particular episodes of in-
ward-looking and outward-looking policy actions by considering not only
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changes in levels of import protection and export subsidization but the
array of macroeconomic policies utilized by governments (e.g., monetary
policy, fiscal policy, and especially exchange rate policy) to promote import
substitution or deal with its consequences. The Bhagwati-Krueger project
focused on the effective exchange rates faced by importers and exporters,
that is, the nominal rates for imports and exports corrected for various ex-
port subsidies and for import tariffs and nontariff barriers, respectively.6

Following broad guidelines, the individual country-researchers in the Pa-
pageorgiou, Michaely, and Choksi (1991) study were asked to construct an
annual index of the degree of trade liberalization.7 Both these sets of stud-
ies reached the same conclusion as the two earlier ones, namely, that im-
port-substitution policies generally do not produce sustainable increases in
long-run growth rates and that outward-looking policies are more appro-
priate for achieving this goal. They also both go into considerable detail
about the process of moving from inward-looking to outward-looking
policies and, in particular, the sequencing of trade and exchange-rate liber-
alization and the set of other policies, such as monetary, fiscal, and compe-
tition policies, that should accompany the liberalization process.

There were also cross-country econometric studies in the 1970s and
1980s that attempted to test the relationship between trade and economic
growth. For example, using information from the country studies that he
directed, Balassa and Associates (1978) regressed the growth rate of ex-
ports on the growth of output, both including and excluding exports from
the measure of output. He found the strongest positive relationship when
exports are included as part of output, but he also found a generally sig-
nificant positive effect when exports are excluded from gross national prod-
uct (GNP). Krueger (1978, chap. 11) also finds that when the growth of ex-
ports was faster the growth of GNP was also faster. She did not find,
however, that the extent of trade and exchange rate liberalization indepen-
dently affects growth. Using data based on the indexes of liberalization in
the Papageorgiou, Michaely, and Choksi (1991) study, Kessides (1991)
runs a number of regressions relating liberalization and growth. Among
his findings are that strong liberalization episodes are associated with
higher increases in the rate of gross domestic product (GDP) growth than
weaker episodes and that countries with sustained liberalization episodes
experienced larger increases in the rates of GDP growth than countries
with failed liberalization episodes.

As this brief survey of individual country studies and cross-country sta-
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tistical analyses of inward-looking versus outward-looking policies indi-
cates, the many differences among researchers, both in the issues examined
and in the economic techniques employed, make it difficult to draw many
firm conclusions. One generalization that seems warranted is that the im-
port-substitution approach was not successful in promoting appreciably
higher growth rates on a long-run, sustainable basis for developing coun-
tries that wanted to participate in the global economy. Most countries that
used this approach were forced eventually to abandon it because of chronic
balance-of-payments and budget deficit problems. Those that have basi-
cally stuck with an inward-looking approach over the years (e.g., Pakistan,
Burma, and Zimbabwe) have had relatively lower growth rates. In contrast,
although many developing countries that switched to outward-looking
policies were also often forced to abandon these policies temporarily be-
cause of unexpected external events or domestic political pressures related
to the adjustment problems involved, those that were able to sustain these
policies over long periods seem to have grown more rapidly. Another point
that stands out in the various country studies is that outward-looking and
inward-looking policies involve much more than just trade and trade poli-
cies. For example, a willingness to welcome foreign direct investment, to
maintain market-oriented exchange rates, to keep the money supply under
fairly tight control, to constrain government budget deficits and corrup-
tion, and to control monopolistic behavior by firms and industries all seem
to be important components of outward-looking development policies.
Attempting to isolate the relative importance on growth of a particular
component such as the volume of exports or liberal versus protectionist
trade policies does not seem to make much sense, since there are complex
interrelationships among these types of policies that make them highly in-
tercorrelated. In his influential review of the various investigations of trade
and growth through the early 1990s, Edwards (1993) is especially critical of
the early cross-country statistical studies, which he argues are based on
overly simplistic theoretical models and also are flawed for various econo-
metric reasons. More recently, Srinivasan and Bhagwati (2001) have also
sharply criticized cross-country regression analyses as the basis of deter-
mining the relationships between trade openness and growth. In their view,
due to the weak theoretical foundations of most of these studies, the poor
quality of the databases they must use, and inappropriate econometric
techniques utilized in many instances, nuanced, in-depth studies of coun-
try experiences are the best approach for understanding the linkage be-
tween trade and growth.

13.4 Openness and the New Growth Theory

Under the traditional comparative-statics framework, either in the ab-
sence or presence of economic distortions, changes in trade policy lead
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only to one-time changes in levels of production, although in the real world
of economic frictions one might expect to observe the shift to new equi-
libria taking place only over a number of years. Similarly, trade-policy
changes in the standard neoclassical model of exogenous growth bring
about changes in the pattern of product specialization but not in the
steady-state rate of growth. An important analytical development in the
latter part of the 1980s and early 1990s, however, was the significant im-
provement in endogenous growth theory by such authors as Romer (1986),
Lucas (1988), and Grossman and Helpman (1991). Part of this new growth
theory focused on the relationships between international trade and
growth. One of the models of Grossman and Helpman (chap. 6) illustrates
the types of relationships stressed in the new growth theory and, in partic-
ular, how trade policy can affect growth rates. To keep the model as simple
as possible, they assume that each country is “small” in the sense of facing
fixed world prices for the two final goods produced. There are two factors
of production, human capital (skilled labor) and unskilled labor whose
supplies are fixed. One of the final goods is produced with human capital
and a fixed amount of differentiated, nontraded intermediate inputs, while
the other is produced with unskilled labor and the same bundle of inter-
mediate inputs. The nontraded intermediate inputs are produced under
monopolistically competitive conditions with both factors of production.
Constant returns to scale prevail for final and intermediate goods.

Human capital is also involved in the research and development (R&D)
activities that create new varieties of intermediate goods. These intermedi-
ate inputs are the key to increased productivity: Each final good requires a
given aggregate of intermediates but the more varieties there are in this ag-
gregate, the higher output becomes. This captures the idea that dividing
tasks into smaller and smaller parts through specialization leads to in-
creasing returns. Another important aspect of the R&D process is that it
not only produces new varieties of intermediates but also adds to the stock
of knowledge, which is nonappropriable. The greater this stock of knowl-
edge, the less the quantity of human capital needed to produce new vari-
eties of intermediate inputs. Thus, the growth process is endogenous with
R&D creating new intermediate inputs that increase the productivity of
the needed aggregate of inputs and add to the stock of general knowledge.
In turn, the larger stock of knowledge reduces the amount of human capi-
tal needed for producing new varieties of intermediates. The equilibrium
outcome is a constant rate of growth of factor productivity and a constant
rate of output growth in the sectors producing the final goods.

Now consider the effects of a tariff on the imported good. If the country
is importing the good that only uses human capital as a direct input, and
exporting the good intensively using unskilled labor, the import duty will
raise the relative domestic price of the human capital–intensive good and
via the Stolper-Samuelson theorem raise the relative wages of skilled labor
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(1941). This increase in the price of human capital will lower the level of
R&D activity by raising its costs and thus lead to a lower equilibrium
growth rate. In contrast, if the country imports the unskilled labor-
intensive goods, import protection will lower the relative wages of skilled
labor and accelerate the growth rate. Thus, in this model there is no definite
answer to whether protection increases or decreases the growth rate. It de-
pends on the pattern of imports and exports. Besides using the concept of
increasing returns as the driving force for endogenous growth, Grossman
and Helpman (1991) and other growth theorists have introduced such con-
cepts as knowledge spillovers resulting from trade in goods and foreign
direct investment as well as the ability to imitate the products of foreign
producers as engines of endogenous growth. Import protection generally
reduces growth rates under these formulations.

13.5 More Sophisticated Cross-Country Studies, 
Yet Continued Disagreement

Motivated by the improvements in growth theory, the criticisms of ear-
lier statistical analyses, and the availability of more comprehensive data
and new econometric techniques, economists devoted renewed attention in
the 1990s to more sophisticated cross-country econometric analyses relat-
ing various measures of outwardness or openness to the growth rates of
GDP or total factor productivity. Almost all of these studies find a strong
positive relationship between outward-looking policies and growth. How-
ever, in an important detailed review of the most influential of these stud-
ies in which they focus on the effects of policy-induced trade barriers on
growth rather than on the growth effects of more general measures of open-
ness, Rodriguez and Rodrik (2001, 316) express skepticism “that there is a
strong negative relationship in the data between trade barriers and eco-
nomic growth, at least for levels of trade restrictions observed in practice”;
moreover, they “view the search for such a relationship as futile.” A unique
feature of the Rodriguez and Rodrik analysis is that they use the various
authors’ actual data sets in undertaking various tests of the robustness of
their results. The rest of this section examines the main studies reviewed by
Rodriguez and Rodrik (1999) and considers the criticisms they make of
these studies.

As Rodriguez and Rodrik point out, one of the most widely cited statis-
tical investigations of outward orientation and growth is by Dollar (1992).
(This paper was not covered in Edwards’ 1993 review.) Dollar bases his
measure of outward orientation on estimates of the comparative price lev-
els in ninety-five countries of an identical bundle of consumption goods
calculated by Summers and Heston (1988). As a means for eliminating that
part of the differences in prices among countries due to country differences
in the prices of nontradables, Dollar first regresses their price estimates on
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the level and square of GDP per capita as well as regional dummies and
then compares the predicted price levels from this regression with the Sum-
mer and Heston prices. The argument is that if factor prices are not equal-
ized, the relative prices of nontradables should vary systematically with
differences in relative factor endowments. Since good data on relative fac-
tor endowments are not available for most less developed countries, he uses
per capita income as a measure of per capita factor availability. Even with
this procedure, he still finds significant anomalies for some countries with
respect to the degree of trade distortion produced by his comparative price
measure. However, when he combine this trade-distortion measure with a
measure of the degree of volatility of exchange rates, he finds that the num-
ber of anomalies declines substantially.

Trade economists have often explored the possibility of measuring the
degree of import protection or export subsidization by comparing domes-
tic prices across countries for specific traded goods. However, this has gen-
erally been rejected as an adequate method of measuring trade barriers,
since even for physically identical goods for which detailed direct informa-
tion on levels of protection or subsidization exists, price differences are
generally not good measures of differences in the degree of trade distor-
tions. Given this result and the rather rough method used to purge the
effects of the prices of nontradables in the Summers and Heston price mea-
sures, it is not surprising that Dollar finds that his price indexes do not yield
reasonable results for a number of countries. Combining these indexes with
a measure of the volatility of exchange rates may give more reasonable re-
sults but, as Rodriguez and Rodrik argue, his variability index seems to be
more a measure of economic instability at large rather than of trade orien-
tation alone.

To test for the relationship between growth and his measures of outward
orientation, Dollar regresses growth in per capita income in ninety-five
countries averaged over the period 1976–1985 on his trade-distortion and
exchange rate volatility measures as well as on the rate of investment in
these countries over the same period. He finds that the higher the level of
trade distortion and the greater the exchange rate variability for a country,
the lower the rate of per capita GDP growth. Rodriguez and Rodrik not
only have some theoretical criticisms of Dollar’s trade distortion index as
an appropriate measure of trade restrictions but find that the regression re-
sults for this index are not very robust to alternative specifications of the
growth equation. For example, when dummy variables are added for Latin
America, East Asia, and sub-Saharan Africa, the trade distortion measure
is not statistically significant. Adding initial per capita income and level of
education reduces the explanatory power of this variable even more. Fur-
thermore, when Rodriguez and Rodrik use the latest revision of the Sum-
mers and Heston database for the same countries and time period covered
by Dollar, the trade distortion index is not significant and has the wrong
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sign even without the addition of regional dummies. However, the ex-
change rate variability index continues to be negative and statistically sig-
nificant under all specifications with both the new and old databases. Thus,
while Dollar has shown that exchange rate variability is negatively associ-
ated with growth rates, I agree with Rodriguez and Rodrik that he has not
demonstrated that outward orientation as one would expect this to be
affected by trade policies is significantly related to economic growth in the
developing countries he studied.

The next, equally influential study critiqued by Rodriguez and Rodrik
is by Sachs and Warner (1995). These authors construct a 0-1 dummy of
openness for seventy-nine countries that takes a 0 if any one of the follow-
ing five conditions holds over the period 1970–1989: average tariff rates are
over 40 percent on capital goods and intermediates, nontariff barriers
cover 40 percent or more of imports of capital goods and intermediates, the
country operates under a socialist economic system, there is a state mo-
nopoly of the country’s major exports, and the black-market premium on
its official exchange rate exceeded 20 percent in the 1980s or 1990s. A value
of 0 is viewed as indicating a closed economy, while a value of 1 indicates
an open economy. Controlling for such variables as the investment rate,
government spending as a fraction of GDP, secondary and primary
schooling, and number of revolutions and coups, Sachs and Warner find
their openness index to be positively related to the growth rate of per capita
GDP in a statistically significant sense.

In reanalyzing the Sachs and Warner data, Rodriguez and Rodrik find
that two of the five indicators provide most of this statistical significance:
the existence of a state monopoly of the country’s major exports and a
black-market foreign exchange premium of more than 20 percent. (Neither
the measure of tariff levels nor the coverage of nontariff trade barriers is
statistically significant when the different indicators of openness are en-
tered separately.) Moreover, they note that the state monopoly variable
covers only twenty-nine African countries undergoing structural adjust-
ment programs in the late 1980s and early 1990s, and therefore is virtually
indistinguishable from the use of a sub-Saharan Africa dummy. As for the
statistical significance of the black-market premium, they argue that this
indicator is likely to be a measure of policy failure due to many other rea-
sons besides simply trade policy.

Another paper critiqued by Rodriguez and Rodrik is one by Edwards
(1998), the author of the previously mentioned review of the various stud-
ies on the trade and growth through the 1980s and early 1990s (i.e., Ed-
wards 1993). One of Edwards’ main criticisms in the 1993 paper of the
cross-country statistical studies in that period is their failure to test in a sys-
tematic way for the robustness of the results obtained. In his 1998 paper,
Edwards tries to remedy this shortcoming. He tests the robustness of the
extent to which nine different measures of trade policy are related to total
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factor productivity growth. His nine measures of openness are (a) the
Warner-Sachs index just discussed; (b) a subjective World Bank classifica-
tion of trade strategies; (c) Learner’s (1988) index of openness based on the
residuals from regressions explaining trade flows; (d) the average black-
market premium on a country’s official foreign exchange rate; (e) average
levels of import tariffs calculated by UNCTAD and taken from Barro and
Lee (1994); (f) the average coverage of nontariff trade barriers taken from
the same source; (g) a subjective index of trade distortions formulated by
the Heritage Foundation; (h) the ratio of taxes on imports and exports to
total trade; and (i) a regression-based index of import distortions calcu-
lated by Wolf (1993). He regresses these nine different measures of open-
ness on estimates that he calculates of ten-year averages of total factor pro-
ductivity from 1960 to 1990 for ninety-three developed and developing
countries. Controlling for initial per capita GDP in 1965 and the average
number of years of education in 1965, he finds that six of the nine measures
of openness are statistically significant in the expected direction.

Rather ironically, given Edwards’ emphasis on the need to test for ro-
bustness by using alternative specifications, Rodriguez and Rodrik find
that his results are heavily dependent on the fact that he weighs his regres-
sions by per capita GDP. If one weighs by the log of per capita GDP and
uses White’s (1980) method of dealing with the heteroscedasticity problem,
the number of Edwards’ nine openness measures that are significant drops
to four out of nine. The four significant openness measures that are signif-
icant when White’s correction for heteroscedasticity is used are the World
Bank’s subjective classification of trade regimes, the black-market ex-
change rate premium, the subjective index of trade distortions calculated
by the Heritage Foundation, and the ratio of trade taxes to total trade.
With respect to the latter variable, Rodriguez and Rodrik find that recal-
culating this variable based on more recent data than was not available to
Edwards fails to yield a significant sign when introduced into the regres-
sion on total factor productivity. They also note that the Heritage Foun-
dation index was calculated for trade restrictions existing in 1996, whereas
Edwards’ estimates cover the decade of the 1980s. When they calculate a
similar index that is based on 1980s data, it is no longer statistically signif-
icant in explaining the growth rate of total factor productivity. They also
object to the use of this measure as well as the one from the World Bank as
being subjective measures that they believe are “apparently highly con-
taminated by judgement biases or lack robustness to use of more credible
information from alternative data sources” (Rodriguez and Rodrik, 2000,
301). Finally, as mentioned earlier, they regard changes in the exchange
rate premium as being influenced more by basic macroeconomic policies
than trade policies.

Two additional recent papers on the subject are by Frankel and Romer
(1999) and by Dollar and Kraay (June 2001). Frankel and Romer directly
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address the question: Does trade cause growth? Like others, they point out
that the ordinary least squares (OLS) regressions of per capita income on
the ratio of exports or imports and other variables, which generally find a
positive relationship between trade shares and income per person, may not
indicate the effect of trade on growth due to the endogeneity of the trade
share. Countries whose incomes are high for reasons not related to trade
may have high trade ratios. They therefore use geographic characteristics
of countries that they believe are not influenced by incomes or government
policies and other factors affecting income to obtain instrumental vari-
ables estimates of trade’s effect on income. Specifically, they include in their
trade equation the size of countries, their distance from each other,
whether they share a border, and whether they are landlocked. Their main
finding is that there is no evidence that OLS estimates overstate the effects
of trade. They are careful to point out, however, that this does not mean
that changes in trade resulting from policy actions affect growth in the
same manner as from their geographic variables, because there are many
different mechanisms by which trade can affect income. But they argue (see
Frankel and Romer 1999, 395) that the effects of geography-based differ-
ences in trade are “at least suggestive about the effects of policy-induced
differences.”

Rodriguez and Rodrik also critique this paper and argue that the geo-
graphically constructed measure by Frankel and Romer may not be a valid
instrumental variable. The reason is that geography is likely to be a deter-
minant of income through many more channels than just trade. For ex-
ample, distance from the equator affects public health and thus productiv-
ity through exposure to various diseases. When they include distance from
the equator or percentage of land in the tropics, or a set of regional dum-
mies in the Frankel and Romer instrumental variables income regressions,
their constructed trade-share variable is no longer statistically significant.
However, Frankel and Romer report that when they also include distance
from the equator as a control variable there is still no evidence that OLS re-
gressions overstate the influence of trade on income.

The final paper considered here is one by Dollar and Kraay (2003). The
unique feature of their regression analysis is its focus on within-country
(rather than cross-country) decadal changes in growth rates and changes
in the volume of trade. Because of this approach, the authors maintain that
their results are not driven by geography or other unobserved country
characteristics that influence growth but vary little over time. They also ar-
gue that their instrumentation strategy deals with the possibility of reverse
causation from growth to trade. Their data consist of 274 observations
over three decades from roughly 100 countries.

Dollar and Kraay find a strong and significant positive relationship be-
tween changes in trade and changes in growth. Moreover, they believe
“that we can at least cautiously ascribe some of the growth effects of trade
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to underlying trade liberalizing policies that countries have undertaken”
(Dollar and Kraay 2003, 151). However, when they introduce institutional
factors along with trade as explanatory factors of changes in growth, they
find it difficult to disentangle the partial causal effects of institutions and
trade separately, using these factors as instruments. They conclude, there-
fore, “that both trade and institutions are important in understanding
cross-country differences in growth rates in the very long run, but the avail-
able cross-country variation is not very informative about the relative im-
portance of each” (Dollar and Kraay 2003, 161).

13.6 Conclusions

What are we to conclude from this survey of empirical studies about the
relationships between openness and growth, besides the fact that there is
disagreement among economists on the matter? As noted in the introduc-
tory section, a key reason for the disagreement seems to relate to differ-
ences among authors in what they mean by the concept of openness. Ro-
driguez and Rodrik, for example, focus on the relationship between growth
and trade openness, as reflected by “policy-induced barriers to interna-
tional trade” (2001, 264). In appraising the various studies they cover, they
consider levels of import duties and measures of the restrictiveness of non-
tariff barriers to be the most appropriate indicators of trade openness.
They are aware, however, of the limitations of the existing measures of
these indicators of trade openness. Simple tariff averages weighted by im-
ports tend to underweight the restrictiveness of high tariffs due to the low
level of imports. (A tariff so high that there are no imports is a case in
point.) Available comprehensive measures of nontariff barriers only mea-
sure the number of different types of nontariff trade barriers that a coun-
try has introduced and thus do not distinguish between the degrees of re-
strictiveness of these measures.

In contrast to Rodriguez and Rodrik, most authors both of studies of de-
velopment episodes in particular countries and of statistical analyses of
such periods across a large number of countries study much more than just
the effects of trade policies. The country studies led by Bhagwati and
Krueger and Papageorgiou, Michaely, and Choksi, for example, specifi-
cally focus on exchange rates as well as trade barriers and also examine the
monetary, fiscal, and regulatory policies that accompanied market-
opening or market-closing episodes. This is why these writers as well as
those undertaking cross-country statistical studies describe the effects of
the policies they are studying on a country in terms of such broad phrases
as its outward orientation and openness in describing the policies they are
studying. However, according to Rodriguez and Rodrik: “To the extent
that the empirical literature demonstrates a positive causal link from open-
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ness to growth, the main operational implication is that governments
should dismantle their barriers to trade” (2001, 264).

Most of the authors of this literature would, I think, strongly object to
this narrow interpretation of the policy implications of their work. While
they generally favor the reduction of high tariff and nontariff barriers in de-
veloping countries, these authors also call for other policy changes aimed
at eliminating large government deficits, curtailing inflationary monetary
policies, maintaining market-oriented exchange rates, increasing competi-
tion among domestic firms, reducing government corruption, improving
the educational system, strengthening the legal system, and so forth. As the
country studies have clearly demonstrated, not only are high tariff levels
usually associated with highly restrictive nontariff measures, export sub-
sidies to selected sectors, overvalued exchange rates, large government
deficits, extensive rent-seeking and corruption, unstable governments, and
so forth; but significant reductions in trade barriers are also accompanied
by important liberalization efforts in these nontrade policy areas. The ex-
tensive multicolinearity among the policy variables affecting these con-
ditions is the reason that researchers who undertake both cross-country
statistical analyses and individual country studies often try to combine
various policies into a single index of economic openness or use broad
openness measures such as price differences that clearly are affected by
much more than just trade policies affecting the individual commodities.

The general strategy followed by Rodriguez and Rodrik in critiquing the
various studies involves examining the individual components of the gen-
eral measures of openness used by the authors to find out if the tariff and
nontariff trade components in these measures are by themselves related to
economic growth in a statistically significant manner, determining if intro-
ducing plausible additional variables not directly related to trade policy
changes the significance levels of the trade variables, and exploring whether
modifying the econometric techniques followed in a seemingly reasonable
manner results in a loss of significance of the trade variables. As the sum-
mary of their findings presented in this paper show, they generally find that
tariffs and nontariff coverage either are not statistically significant by
themselves or lose their significance when other variables are added in the
regression equations or different econometric techniques are utilized.

It is quite true that those recommending changes in economic policies in
developing countries sometimes make statements implying that just lower-
ing trade barriers will raise growth rates, and we should be grateful to Ro-
driguez and Rodrik for pointing out that the available empirical evidence
does not support this claim. Of course, the quality of the existing data on
the restrictiveness of tariffs and nontariff trade barriers is so poor that
when better data become available we may find this relationship may in-
deed hold under certain circumstances. But it is a caricature of the posi-
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tions of most economists in academia or in governmental institutions to
maintain that they fail to realize and recommend the necessity of policy
changes beyond just those covering trade to stimulate sustained increases
in growth rates. Especially since the Bhagwati and Krueger and Papageor-
giou, Michaely and Choksi country studies, economists have emphasized
the need, as a minimum, for a stable and nondiscriminatory exchange rate
system and the need for prudent monetary and fiscal policies and corrup-
tion-free administration of economic policies for trade liberalization to be
effective in the long run.

The evidence that a general policy position of openness is preferable to
long-run economic growth than an inward-looking policy stance should
not be interpreted, however, as implying that no government interventions,
such as selective production subsidies or controls on short-term capital
movements, are appropriate at certain stages of development. We know
from the individual country studies that policymakers in some economies,
such as South Korea, in shifting from policies favoring import-substitution
policies to an outward-oriented policy approach actively intervened to
promote exports. Some authors maintain that they succeeded in spite of
these interventionist activities due to the predominance of liberalizing
policies, but it may be that some of these government actions actually
helped to raise growth rates. In my view, the individual country and cross-
country studies support the conclusion that, on balance, general economic
openness is much more favorable to growth than a general inward-looking
economic approach but that some policies regarded as causing static eco-
nomic distortions may be appropriate at certain times and under various
circumstances. As Rodrik (2002) argues in an introductory essay to a series
of country studies he has organized, we urgently need more studies that try
give guidance on just what these times and circumstances are. One type of
study that should be undertaken more extensively is the careful monitor-
ing of the direct and indirect effects of liberalization measures from the
outset of their introduction.

The statistical finding that increases in exports and increased growth are
generally positively related in a significant statistical sense also involves the
problem of causation. The export increase may be result of trade policy
changes, other nontrade policy actions, or forces unrelated to a govern-
ment’s policy actions. As noted earlier, the export increase also may be the
consequence of economic growth rather than the cause. Furthermore, the
use of exports as an openness measure has the drawback of being a com-
ponent of GDP, the usual measure of economic growth.

Consequently, as Rodriguez and Rodrik argue, not only does the search
for the relationship between trade barriers and growth seem futile, but it
does not even seem to make much sense to investigate what the empirical
evidence is on this relationship in view of the complex interrelationships
between trade policy and other government policies and various macro-
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economic variables when one is talking about trade policy actions covering
a wide group of goods (e.g., manufactures) rather than a particular indus-
try. Actually, most of the country studies, particularly the later ones, have
been concerned with government policies that cover much more than nar-
rowly defined trade barriers to international trade.

It is true that developing countries are often given the policy advice that
decreasing trade barriers is a more effective way of achieving higher sus-
tainable rates of growth than tightening trade restrictions. But those giving
such advice also emphasize the need, as a minimum, for a stable and
nondiscriminatory exchange rate system and usually also the need for pru-
dent monetary and fiscal policies and corruption-free administration of
economic policies for trade liberalization to be effective in the long run. It
seems to me that the various country studies do support this type of policy
advice and that the cross-country statistical studies do not overturn this
conclusion. But the recent critiques of these latter studies demonstrate that
we must be careful in attributing any single economic policy, such as the
lowering of trade barriers, as being a sufficient government action for ac-
celerating the rate of economic growth.
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Comment Simon Commander

The paper provides an elegant and insightful tour d’horizon of the main
findings of the substantial literature concerned with the relationship be-
tween openness and growth.

It takes a critical look at the swings in the intellectual pendulum that first
emphasized infant-industry arguments and then gave preference to more
open regimes. Throughout, the paper rightly emphasizes the importance
of placing trade policy in the context of other policies, including macro-
economic policy and the business environment more generally.

Trade barriers are—at the least—likely to distort resource allocation by
shifting relative prices; at the worst, they lead to lower or unsustainable
growth. In endogenous growth models, growth should be raised by lower
barriers to trade. The size of effect will presumably depend on technology
externalities, investment, and learning effects. The elements of the virtuous
circle are not broadly in question, although their empirical identifica-
tion—as the paper indicates—remains more problematic. However, it is
quite possible that, depending on initial factor endowments and technol-
ogy, some countries may have lower growth with lower trade barriers. As
Baldwin acknowledges, there may be cases where greater openness can im-
pede growth—say, through initial lack of technological development re-
sulting in specializations that lower growth—but these are ultimately vari-
ations around the infant-industry argument.

Over the past twenty years trade opening has, at least in principle, been
a central part of the policy talk and, sometimes, conditionality of multi-
lateral lenders—such as the World Bank—when dealing with developing
countries (although how hard such conditions have been enforced is an-
other matter). More than a few claims for the positive impact of such mea-
sures on performance have been made, whether using cross-country anal-
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ysis or case studies. Yet the results, particularly from the former, have been
curiously unsatisfying.

In common with some other recent and skeptical research—principally
Rodriguez and Rodrik (2000) and Srinivasan and Bhagwati (2001)—this
paper suggests that we can expect relatively small returns to further inquiry
into this relationship from cross-country regressions. It suggests that coun-
try-level studies may yield more robust conclusions. It would be helpful to
understand quite how that would be the case; what sort of empirical strate-
gies could usefully be employed, and how to avoid the standard problem of
local detail defying generalization. In this regard, it would surely make
sense for focus to be placed on specific episodes of protectionism or liber-
alization and to try and understand better their consequences.

A significant part of the paper is largely a critique of one particular re-
search strategy—cross-country analysis—and the robustness of its find-
ings. Indeed, it is striking that even some of its most devoted practitioners
now acknowledge the relatively meager harvest. Thus, Easterly and Levine
(2001), in reviewing more than a decade of empirical work on growth, re-
cently concluded that the residual rather than factor accumulation ac-
counts for most differences in growth across countries but that total factor
productivity is still largely a black box. National policies—including the
trade regime—do affect growth, but to what extent is unclear, as is the ex-
tent to which any positive effect is contingent on consistency with other
policies. However, despite the ambiguity of the cross-country empirical re-
sults, the fact remains that countries with significant and sustained trade
barriers have performed relatively poorly.

Why, then, has this literature found this central empirical relationship to
be such a bar of soap? This is clearly partly a question of measurement and
the quality of data; partly a problem of chronic endogeneity; partly a prob-
lem of omitted variables bias; and partly a problem of the inability to dis-
entangle adequately the effect of other—and possibly enabling—policies.
Certainly, the data sets used in these cross-country regressions have diffi-
culty in picking up marginal changes in trade regimes, while large-order
reforms may simply reflect a response to a wider pathology of problems.
Moreover, there are likely to be major problems in identifying the precise
weight of trade policies when other significant reforms are being imple-
mented more-or-less contemporaneously. Indeed, perhaps the strongest
result that flows from this literature is that the use of trade restrictions
(whatever their precise form) tends to be part of a broader pathology of
policies that generally limits growth. Fiscal imbalances, multiple exchange
rates with black-market premia, and other domestic controls have mostly
been observed alongside trade barriers. The causation may be complex,
however.

Any robust association between openness and performance appears to
be contingent on a number of factors, including country, region, and other
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attributes. Rodrik (2002) has argued that trade plays a secondary role com-
pared to deeper factors, such as institutions and geography. Obviously,
these relationships are not one-way—good institutions generate trade,
openness yields better institutions, and so on. However, causality is again
difficult to sort out, particularly in cross-country work, not least because
of difficulties in measuring institutional performance, let alone the time
frame in which changes in institutional performance occur.

The difficulties in pinning down these relationships can be understood
from an interesting example. Suppose that openness is also associated with
more volatility or income risk—a proposition advanced, inter alia, by Ro-
drik (1998). (Quite why this should necessarily be the case needs more sub-
stantiation). Governments may choose to reduce that volatility through
spending programs. Indeed, the argument has been that the growth of
transfer programs (or the welfare state) post-1945 in Western Europe was
primarily with the objective of lowering citizens’ exposure to risk and
was—in a political economy sense—a necessary condition for sustaining
trade opening. As such, the causality was from openness to government
size. However, if we believe Barro and Sala-i-Martin (1995) and others’
findings, government size would in due course negatively affect growth.
Thus, any positive effect of openness on growth would, to some extent, be
offset by this negative effect from size to growth.

How robust has been the hypothesized (positive) association between
openness and government size and the (negative) association between gov-
ernment size and growth? Using pooled data with ten-year averages for
over 130 countries for the period from the early 1960s to the mid-1990s, it
transpires that evidence for government stabilizing through consumption
holds only for low-income countries.1 The finding is not robust for either
high- or middle-income countries. Further, the low-income finding could
be interpreted in terms of inertia or persistence rather than as the conse-
quence of an active policy of risk mitigation. The negative association be-
tween government size to growth seems robust when specifying size in
terms of government consumption. However, this is a far from complete
measure of government (commonly excluding off-budget items and/or cov-
erage of public enterprises), and if size responds to openness through re-
distribution (transfers) it would not necessarily capture what we are after.
Again, it would seem that work with large cross-country data sets yields
ambiguous, if not misleading, results.

That the empirical relationship between openness and performance has
not stood up particularly well when using large numbers of pooled obser-
vations or countries seems clear. Does this type of approach fare better
with smaller samples with, say, more common initial conditions?
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The obvious experiment here is the transition countries. All started with
common ownership and control regimes, administered prices and trade or-
ganized on the basis of Council for Mutual Economic Assistance (CMEA)
prescription. These partly mimicked some view of comparative advantage,
but with a binding restriction that trade had to be conducted intra-CMEA.
Over ten years ago, these barriers came tumbling down, albeit with differ-
ent degrees of liberalization across country and region. Growth has since
varied widely across countries and regions.

How do trade variables fare in explaining comparative performance?
“Not very well” seems to be the answer. As usual, these models are sensi-
tive to specification error through omitted variables, high multicollinearity
between exogenous variables, and so on. Further, the scale of reform and
structural change has meant that it is very difficult to unpick the relative
contributions of specific policies to growth; everything is pretty much jum-
bled up with everything else. Moreover, while most countries—barring the
obvious laggards (Uzbekhistan, Belarus, Turkmenistan)—generally have
low barriers to trade (import tariffs ranging between 5 and 10 percent),
nontrivial other restrictions on trade have commonly been imposed on
particular products and sectors generally in response to lobbying by vested
interests, while licensing and other restrictions further hold back trade. In
short, trade policy on the ground remains quite discretionary. These sorts
of things necessarily evade the trade measures often used in cross-country
work.

However, there appears to be a strong and positive association between
export market growth and growth,2 and this seems to be closely linked to
large-order trade reorientation toward the European Union. Aside from
trade in natural resources (a large part of the Russian story), export growth
has in turn been associated with prior product upgrading and investment,
commonly by foreigners, itself the product of greater openness. By con-
trast, trade and other investment barriers (e.g., high bribe taxes and the
like) limit restructuring, investment (including by foreigners), and quality
upgrading. In turn, productivity improvements remain small or absent, as
do export opportunities. Clearly, any solutions must necessarily embrace a
great deal more than trade policy.

Finally, the transition experience highlights not so much the infant-
industry issue, but the problem of declining sectors and whether trade pol-
icy can be sensibly used to cushion or smooth restructuring costs—a fac-
tor of considerable relevance when job destruction is likely to be large. The
welfare costs associated with using trade policy rather than targeted bud-
getary subsidies would, of course, be larger. The evidence suggests that
protection has not been a general policy response for declining sectors.
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In short, any review of the growth and openness literature demonstrates
that more open trade regimes go hand in hand with good investment cli-
mates and other virtuous features, and vice versa. But—as Baldwin’s paper
confirms—measuring the impact of trade policy and/or openness on
growth using cross-country regressions has generally proven a rather un-
rewarding, and occasionally misleading, exercise. The challenge is to work
out at what level of disaggregation such inquiry can best proceed.

References

Barro, R. J., and X. Sala-i-Martin. 1995. Economic growth. New York: McGraw-
Hill.

Christofferson, P., and P. Doyle. 1998. From inflation to growth: Eight years of
transition. Economics of Transition 8 (2): 421–51.

Commander, S., H. Davoodi, and U. Lee. 1997. The consequences of government
for growth and well-being. World Bank Working Papers on Governance, Corrup-
tion, Legal Reform 1785 (June). Washington, D.C.: World Bank.

Easterly, W., and R. Levine. 2001. It’s not factor accumulation: Stylised facts and
growth models. World Bank Economic Review 15 (2): 177–219.

Rodriguez, F., and D. Rodrik. 2000. Trade policy and economic growth: A sceptic’s
guide to the cross-national evidence. In Macroeconomics annual 2000, ed. Ben
Bernanke and Kenneth S. Rogoff. Cambridge: MIT Press.

Rodrik, D. 1998. Why do more open economies have bigger governments? Journal
of Political Economy 106 (5): 997–1032.

———. 2002. Institutions, integration, and geography: In search of the deep de-
terminants of economic growth. Paper presented for Analytic Country Studies
on Growth, John F. Kennedy School of Government, Harvard.

Srinivasan, T. N., and J. Bhagwati. 2001. Outward orientation and development:
Are revisionists right? In Trade, development, and political economy, ed. D. Lal
and R. Snape, 3–26. London: Palgrave.

Openness and Growth: What’s the Empirical Relationship? 525





Contributors

527

Joshua Aizenman
Department of Economics
Social Sciences I
University of California
Santa Cruz, CA 95064

Robert E. Baldwin
Department of Economics
University of Wisconsin-Madison
Social Science Building 7321
1180 Observatory Drive
Madison, WI 53706

Drusilla K. Brown
Department of Economics
115 Braker Hall
Tufts University
8 Upper Campus Road
Medford, MA 02155-6722

David L. Carr
Department of Economics
McCabe Hall 121
American University
4400 Massachusetts Avenue, NW
Washington, DC 20016-8029

Simon Commander
London Business School
Regent’s Park
London NW1 4SA
England

Jaime de Melo
Université de Genève
Bd. du Pont d’Arve 40
1211 Geneva 4
Switzerland

Alan V. Deardorff
Department of Economics
458 Lorch Hall
University of Michigan
Ann Arbor, MI 48109

Kimberly Ann Elliott
Institute for International 

Economics
1750 Massachusetts Avenue
Washington, DC 20036-1903

Simon J. Evenett
Corpus Christi College
University of Oxford
Oxford OX1 4JF
England

Rod Falvey
School of Economics
Room B71a, Economics & 

Geography Building
University of Nottingham
Nottingham NG7 2RD
England



Harry Flam
Institute for International Economic

Studies
Stockholm University
Universitetsvägen 10, House A, 

8th Floor
SE-106 91 Stockholm
Sweden

Christopher L. Gilbert
Faculti di Economia
Univertà degli Studi di Trento
Via luama 5
38100 Trento
Italy

Jean-Marie Grether
Université de Neuchâtel
Faculty of Law and Economics
Pierre-à-Mazel 7
CH-2000 Neuchâtel
Switzerland

Carl B. Hamilton
Stockholm School of Economics
Riksdagen
S-100 12 Stockholm
Sweden

Mari Kangasniemi
Poverty Research Unit at Sussex
School of African and Asian Studies
University of Sussex
Falmer, Brighton BN1 9SJ
England

Debayani Kar
Center for Economic and Policy

Research
1621 Connecticut Avenue, 

NW-Suite 500
Washington, DC 20009

Robert E. Lipsey
National Bureau of Economic

Research
365 Fifth Avenue, 5th Floor
New York, NY 10016-4309

James R. Markusen
Department of Economics
UCB 256
University of Colorado
Boulder, CO 80309-0256

Keith E. Maskus
Department of Economics
UCB 256
University of Colorado
Boulder, CO 80309-0256

Stephen Redding
Department of Economics
London School of Economics
Houghton Street
London WC2A 2AE
England

J. David Richardson
Department of Economics
347 Eggers Hall
Syracuse University
Syracuse, NY 13244-1090

André Sapir
CP 140
Université Libre de Bruxelles
Avenue F.D. Roosevelt, 50
B-1050 Brussels
Belgium

Robert M. Stern
Department of Economics
University of Michigan
440 Lorch Hall
611 Tappan Street
Ann Arbor, MI 48109-1220

Vanessa Strauss-Kahn
INSEAD
Boulevard de Constance
77305 Fontainebleau Cedex
France

Panos Varangis
Development Research Group
The World Bank
1818 H Street, NW
Washington, DC 20433

528 Contributors



Anthony J. Venables
Department of Economics
London School of Economics
Houghton Street
London WC2A 2AE
England

L. Alan Winters
Professor of Economics
School of Social Sciences
University of Sussex
Falmer Brighton BN1 9SN
England

Contributors 529




	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21

