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Preface

This book provides a detailed overview of physical layer optical wireless communications. 
The basic pedagogic methodology is to include fully detailed derivations from the basic 
p rinciples. The text is intended to provide enough principle materials to guide the novice 
s tudent, while at the same time to have plenty of detailed materials to satisfy graduate students 
inclined to pursue research in the area. The book is intended to stress the principles of optical 
wireless communications that are useful for a wide array of applications that these techniques 
are devised for. It is also intended to serve as a possible textbook and reference for graduate 
students and a reference for practicing engineers.

Organization of the Book

In Chapter 1, we offer an introduction to optical wireless field. This covers a broad array of 
issues like potential of solving complicated communications problems considering a shortage 
of radio frequency spectrum suitable for mobile applications and suggestion of moving some 
of the less mobile applications to the optical frequencies range of infrared and visible light, 
radio frequency interference, and necessity of transmission at very high data rates, etc. by 
optical wireless systems. Optical wireless links can establish communications channels even 
millions of miles apart, as evidenced by the usage of optical links in space exploratory 
m issions. For shorter terrestrial distances, optical wireless links in outdoor free space are a 
good choice for establishing pointed links few miles apart.

In general, the optical wireless communications area of research did not receive much 
attention for several years, except in some military applications for the security that it offers. 
Yet the largest number of wireless devices ever sold, namely TV remote controls use wireless 
infrared light in order to function. The advantages of using optical radiation over RF include 
the following:

 • Virtually unlimited bandwidth with over 540 THz for wavelengths in the range of 200–1550 nm. 
This band is unregulated and available for immediate utilization.
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 • Use of baseband digital technology.
 • A small receiver (photodetector) area provides spatial diversity that eliminates multipath 
fading in intensity modulation with direct detection links. Multipath fading degrades the 
performance of an unprotected RF link.

 • Light is absorbed by dark surfaces, diffusely reflected by light‐colored objects and 
d irectionally reflected from shiny surfaces. It does not penetrate opaque objects. This 
p rovides spatial confinement that prevents interference between adjacent cells operating in 
environments separated by opaque dividers.

 • Spatial confinement of optical signals allows for secure data exchange without the fear of an 
external intruder listening in. This provides physical layer security which is the safest type.

 • No electromagnetic interference with other devices, making it very suitable for environ-
ments employing interference‐sensitive devices, such as hospitals, airports and factories, 
power plants, and military and national security buildings.

Visible light (VL) applications are emerging technology areas that utilize the high‐
speed switching properties of VL LEDs for wireless data applications with data rates 
higher than conventional 802.11 wireless networks and have additional benefits of the 
following:

 • Sustainable solution for the current Spectrum Crunch.
 • Energy efficiency in luminous efficacy—LEDs are far more efficient than incandescent and 
far more flexible than compact fluorescent lights (CFLs).

As LEDs increasingly displace incandescent lighting over the next few years, general appli-
cations of VL technology are expected to include wireless Internet access, vehicle‐to‐vehicle 
communications, broadcast from LED signage, machine‐to‐machine communications, 
p ositioning systems, and navigation. Furthermore, since smart LEDs have IP addresses, each 
will add a node to the Internet. Hence, the most compelling story of how Internet of Light will 
transform our world is the one still being written: the future of lighting/communications/
s ensing and the birth of a new enterprise lighting network.

As the next step to delve further into optical wireless communications systems, we discuss 
some fundamentals of this technology in Chapter 2. We point out the differences between 
radio‐frequency‐based and optical wireless communications systems and provide some details 
on optical transmitters and receivers.

In Chapter 3, we aim to establish a proper channel modeling method to ensure that m odeling 
can be done accurately and fast. Channel modeling helps us to understand effects of intersym-
bol interference (ISI) at high data rates which is caused by multiple reflections of optical 
s ignals from the walls within a room.

Our goal in Chapter 4 is to analyze various channel properties using the models obtained 
from channel modeling techniques. We discuss different topics related to indoor optical 
wireless channels such as average delay spread and path loss. We have shown effects of 
a dditional room furniture on these parameters compared to an empty room.

Chapter 5 consists of several fundamental results on VL communications (VLC) utilizing 
multiple sources. Source layout is one of the most important factors that affect overlapping of 
light footprints and thus produce ISI. We explore VLC performance in conventional household 
layouts and investigate the impact of these layouts to VLC.
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Orthogonal frequency division multiplexing (OFDM) is a good candidate for VLC as it 
offers robustness against multipath dispersion caused by diffuse indoor optical wireless (OW) 
channel. But OFDM systems contain certain disadvantages like high peak‐to‐average power 
ratio (PAPR) and an additional requirement in optical domain that the modulating signal has 
to be unipolar. In Chapter 6, we develop some techniques to reduce high PAPR in OFDM‐
based OW systems since the non‐linear characteristics of LED transmitters can severely affect 
system performance. We then analyze performance of various OFDM‐based OW schemes in 
multipath diffuse indoor wireless channel.

In Chapter 7, multiple‐input and multiple‐output (MIMO) techniques are included as they 
provide either reliability improvement or bandwidth efficiency increase.

In Chapter 8, based on these investigations, we further explore VLC performance in real 
applications, such as aircraft cabin wireless communications.

In Chapter 9, we discuss about multi‐spot diffusing configuration where multiple spots on 
the ceiling of a room are created with the help of a holographic diffuser. We also discuss about 
angle‐diversity receivers which are set up in such a way that several photodiodes are arranged 
at different angles relative to one another and thus face different directions, or can be 
c onstructed using holographic mirrors.

In Chapter 10, we investigate several fundamental research topics of indoor positioning and 
navigation systems based on VLC technology. Despite the fact that indoor positioning has 
become an attractive research topic within the past two decades, no satisfying solution has 
been found with consideration of both accuracy and system complexity. Recently, research on 
VLCs offers new opportunities on realizing accurate indoor positioning with relatively simple 
system configurations. We compare and discuss several positioning algorithms and describe 
an asynchronous positioning system.
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Introduction

1.1 Motivation

Optical wireless communications (OWC) has become an increasingly important research 
area. The potential of solving complicated communications problems, such as the shortage of 
radio frequency (RF) spectrum, interference, and the necessity of transmission at very high 
data rates by optical wireless systems has seen vast improvement. Optical wireless links can 
establish communications channels even millions of miles apart, as evidenced by the use of 
optical links in space exploratory missions by NASA [1]. For shorter terrestrial distances, 
optical wireless links in outdoor free space are a good choice for establishing pointed links a 
couple of miles apart. On a much smaller scale, the existence of millions of remote controls 
that operate using infrared light‐emitting‐diodes (LEDs) is a proof of the usefulness of optical 
wireless systems.

Apart from the various applications of OWC that are currently in use, probably the main 
motivating factor to focus on this area is the possibility of mitigating the increasing spectrum 
shortage issue. As consumption of high data rate multimedia materials is increasing day by 
day and the use of handheld devices is becoming more and more widespread, the precious RF 
spectrum range of about 1.9 GHz that is used for mobility is getting scarcer [2]. Users are 
encouraged to shift to the Wi‐Fi bands instead of the bands used for cellular services in order 
to alleviate this increasing load of high data rate applications. However, there are places where 
even Wi‐Fi bands do not operate as expected or are found to be so congested that their use 
becomes next to impossible, for example, heavily crowded conference halls. Also, supported 
data rates of Wi‐Fi as well as cellular data services should be considered in this discussion. 
Though IEEE 802.11ac and IEEE 802.11ad standards are supposed to support high bit rates, 
they are not yet widespread, and so the cost issue is involved. LTE and LTE‐Advanced 
s tandards are also supposed to support high bit rates, but they use the same precious cellular 
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2 Short-Range Optical Wireless Theory and Applications

spectrum band and thus due to congestion cannot provide satisfactory performance. Hence, 
the pursuit of and research on alternatives to these radio frequency‐based solutions such as 
optical wireless‐based systems and technologies are greatly desirable [3, 4].

OWC can be both indoors and outdoors and are usually broadly divided into two categories 
based on the type of optical source employed. Two types of optical sources—LEDs and 
lasers—are currently in use as transmitters of optical links. The difference between these two 
sources lies in their supported bandwidth: where LEDs have a much lower electrical b andwidth 
than lasers, and hence if very high data rate transmission in the range of Gbps is required, 
lasers are the popular choice. Also, lasers emit monochromatic light signals, that is, light 
s ignals that have only one wavelength in it, whereas LEDs have a very broad spectral line-
width. LED‐based communications mainly involve visible light communications (VLC) using 
white LEDs (WLEDs), and lasers are used only as very high‐speed infrared sources. Hence, 
these two types of optical sources have different application scenarios. In this book, we will 
cover different types of applications where both LEDs and lasers are used.

The energy‐saving aspect of WLEDs is probably one of the most important benefits that can 
be obtained using VLC. Lighting is a major source of electric energy consumption. It is esti-
mated that one‐third of the global consumption of electricity is spent for lighting purposes; 
therefore, development of more efficient lighting sources is important. This acknowledgment 
of concerns about significant consumption has generated significant activity toward the 
development of solid‐state sources, to replace incandescent and fluorescent lights. Fluorescent 
lamps contain environmental pollutants, thus their elimination will remove a significant source 
of environmental pollution and more specifically, their replacement with highly efficient 
LEDs generating “white light” will reduce energy consumption. It is fortunate that WLEDs 
are already commercially available. WLEDs require roughly 20 times less power compared to 
conventional light sources, even 5 times less power compared to fluorescent bulbs that 
c onsume less energy. An entire rural village can be lit with less energy than that used by a 
single conventional 100 W light bulb. Switching to solid‐state lighting would reduce global 
electricity use by 50% and reduce power consumption by 760 GW in the United States alone 
over a 20‐year period. To get a clear picture of the positive impact the use of WLEDs will 
have, some concrete estimates can be provided. If all existing bulbs were replaced by WLED 
sources, within 10 years we will have the following benefits: energy savings of 1.9 × 1020 J, 
US$1.83 trillion  financial savings, 10.68 GT reduction of carbon dioxide emissions, and 962 
million barrels less consumption of crude oil [4].

The field of photonics starts with the efficient generation of light. The generation of e fficient 
yet highly controllable light can indeed be accomplished using LEDs. Using a WLED instead 
of conventional lighting means the size, cost, and energy consumption will decrease consider-
ably, as optical devices are smaller and simpler than electrical devices. WLEDs are semi-
conductor devices. About 13 000 LEDs can be formed on a substrate, which can be about 
0.25 × 0.25 units in size. WLEDs use 5% of the energy of a regular incandescent bulb. An 
entire rural village can be lit with less energy than that used by a single conventional 100 W 
light bulb. By replacing the conventional lights with WLEDs and by using them for both data 
transmission and lighting, large amounts of energy can be saved. Undoubtedly, white light 
emitting solid‐state devices will be the lighting sources of the twenty‐first century. About 
10–15 years ago, researchers came to the realization that WLED devices, in addition to being 
very fit for lighting the surrounding space, could also be used for wireless communications 
purposes. The advantages of such technology applications are many. It belongs to the “green 
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technologies” category when used for lighting purposes, becoming even more environmentally 
friendly when it supports communication functionality compared to RF alternatives. Also, 
LEDs and photodetectors tend to be considerably cheaper compared to RF counterparts. OWC 
allows easy bandwidth reuse and improves security, as light is confined within the room it illu-
minates. It does not generate RF contamination, nor is it impacted by RF interference. Thus, 
replacing RF devices with devices using white light for communications (at least for indoor 
environments) will reduce interference in the RF bands. It should be pointed out that while 
the consumer market and the product developers will benefit from this, the t echnology can 
also make a major breakthrough in cases where RF radiation is of great c oncern, as in the 
case of hospitals, schools, airplanes, and mines. RF interference has caused accidental trigger-
ing of explosions when using remote detonator devices. Federal regulation places 1 W as the 
maximum acceptable RF power within mines using remotely triggered d etonators. Also, baby 
monitoring RF signals have interfered with landing instructions of planes approaching 
 airport runways.

1.1.1 Spectrum Scarcity Issues and Optical Wireless  
Communications as a Solution

Let us delve a bit deeper into the RF spectrum scarcity problem that we mentioned earlier and 
how OWC using either LEDs or lasers can help in this regard.

With the increasing popularity of multimedia services supplied over the RF networks and 
services such as web browsing, audio and video on demand, it is for sure only a matter of time 
before users will face extreme congestion while trying to connect to avail themselves of these 
aforementioned services. Advancements in displays, battery technology, and processing 
power have made it possible for users to afford and carry around smart phones and tablets. As 
we are entering a new era of always on connectivity, the expectation from users for not only 
ubiquitous but also seamless voice and video services presents a significant challenge for 
today’s telecommunications systems. The prospects for the delivery of such multimedia 
s ervices to these users are crucially dependent on the development of low‐cost physical layer 
delivery mechanisms.

According to market research published by Cisco Systems, Inc. [5], the largest manufac-
turer of networking equipment, mobile data consumption is going to explode in the next 
5 years, largely due to the proliferation of mobile video and mobile web applications. Cisco 
market research includes the Visual Networking Index (VNI). The VNI research predicts 
 mobile data use to expand from 2.5 to 24.3 EB monthly. This is an increase of a factor of 10 
in 5  years, or about 57% cumulative annual growth rate (CAGR). This is an enormous 
growth in mobile data, a very large portion of which is growth due to the proliferation of 
 mobile video (66%). Much of this mobile data growth (about 70%) will be consumed by 
 laptops and other mobile ready portables such as pico‐projectors, wireless reading devices, 
digital photo frames, and smart phones. These mobile devices can generally be thought of as 
in‐building networked devices that are used to share information (video) within a classroom, 
conference, or meeting room. The report predicts that a greater amount of traffic will migrate 
from fixed to mobile networks.

In the past few years, we have witnessed rapid growth in technologies producing low‐cost 
communications devices, using the RF license‐free bands: ISM (2.4–2.4835 GHz), UNII 
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(5.15–5.25 and 5.35–5.825 GHz). As technology advances, the service capability of such 
devices will strengthen. However, uncontrolled deployment of devices using the same 
s pectrum allocation can generate interference beyond the level that these systems can afford, 
thus leading to service quality deterioration. The IEEE 802.15.2 working group was formed to 
address this growing problem; however, without controlling the number of devices operating 
within certain areas, the problem cannot be solved, unless more bandwidth becomes available. 
The 57–64 GHz band has been added to license free bands; however, the design of communi-
cation systems at these extremely high frequencies is very challenging. It will take some years 
for products of reasonable cost and satisfactory performance to be introduced in the market. 
Also, adding bandwidth does not address the problem at its root. What is needed is a broad-
band, interference‐free, or at least interference‐resistant technology, allowing easy frequency 
reuse made available to the customer at an affordable cost [4]. Considering the rapidly growing 
wireless consumer devices, it is evident that the need for such technology is quite urgent.

The wireless handheld devices require ever‐increasing bandwidth, and along with that, 
explosive growth in interdevice wireless communications is already creating huge demands on 
spectrum resources, which can be resolved only by near‐zero‐sum allocation decisions, made 
through a mixture of bidding and politics.

In economy, the game theoretic Nash equilibrium (named after John Forbes Nash, who 
p roposed it) [6] is a solution concept of a game involving two or more players, in which each 
player is assumed to know the equilibrium strategies of the other players, and no player has 
anything to gain by changing only his own strategy unilaterally. If each player has chosen a 
strategy and no player can benefit by changing his or her strategy while the other players 
keep theirs unchanged, then the current set of strategy choices and the corresponding p ayoffs 
c onstitute Nash equilibrium. The practical and general implication is that when players also 
act in the interests of the group, then they are better off than if they acted in their individual 
interests alone.

Unfortunately, with spectrum usage, Nash equilibrium may result in a spectrum crunch [2], 
if the participants do not cooperate. An example of this was the Cellular Digital Packet Data 
(CDPD). This was a wide‐area mobile data service, which used unused bandwidth normally 
used by AMPS mobile phones between 800 and 900 MHz to transfer data. Speeds up to 
19.2 Kbps were possible. The service was discontinued in conjunction with the retirement of 
the parent AMPS service; it has been functionally replaced by faster services such as 1xRTT, 
EV‐DO, and UMTS/HSPA. Developed in the early 1990s, CDPD was large on the horizon as 
a future technology. However, it had difficulty competing against existing slower but less‐
expensive Mobitex and DataTac systems, and never quite gained widespread acceptance 
before newer, faster standards such as GPRS became dominant. CDPD had very limited 
consumer offerings. Though AT&T Wireless first offered the technology in the United States 
under the PocketNet brand, they eventually refused to activate the devices. Despite its limited 
success as a consumer offering, CDPD was adopted in a number of enterprises and government 
networks. It was particularly popular as a first‐generation wireless data solution for telemetry 
devices (machine‐to‐machine communications) and for public safety mobile data terminals. 
In 2004, major carriers in the United States announced plans to shut down CDPD service. In 
July 2005, the AT&T Wireless and Cingular Wireless CDPD networks were shut down. 
Equipment for this service now has little to no residual value [7].

Another example of co‐existence with already existing services over radio spectrum 
(a form of bandwidth sharing) is the idea of ultra wideband (UWB) [8] that proposed to use 
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direct‐sequence spread spectrum sharing bands over 7 GHz of already allocated radio 
s pectrum. This technology did not go too far either, although a huge amount of resources was 
spent on demonstrating the feasibility of the technology through research and development. 
The developed technologies work perfectly according to the specifications, but there is no 
public acceptance in adopting these techniques.

Some views on bandwidth sharing, be it through cognitive radios or dynamic spectrum 
a llocation (DSA) [9], are given here. The wireless/mobile environment is very dynamic. To 
capture when a piece of spectrum is free and available (known as white space) in order to 
reallocate it, many accurate energy sensors have to be installed to identify these available 
bands. Then a command has to be sent to a cloud (database) at a distance in order to make the 
availability of the idle bands known to users in order to reallocate these available bands. This 
is a very difficult and expensive proposition in a densely populated metropolitan area where 
bandwidth sharing is needed the most. There might be several available portions of bands idle 
in rural areas; however, bandwidth and channel borrowing concepts only work over short 
distances. In dense metropolitan areas, by the time sensing is done and a reallocation decision 
is reached, the spectrum availability status may be different.

There are many practical odds against bandwidth sharing through cooperation, and there 
are commercial risks involved with the results (as with CDPD). Some of these are (i) cost 
effectiveness of sensors and the number of sensors required; (ii) willingness of spectrum 
resource managers (FCC, NTIA, ITU) to allow a commercial enterprise to resell spectrum and 
to dynamically allocate spectrum resources; (iii) ability to raise sufficient capital to deploy a 
network of sensors and spectrum monitoring/allocation system in a dense geographical area; 
(iv) and ability to sign customers onto a plan to utilize dynamically allocated spectrum.

These are the common problems with dynamic allocation of spectrum. Regulations and 
protocols attempt to address these but are usually difficult to construct, and even harder to 
enforce. Therefore, we look for viable approaches.

We need “new spectrum,” and we also need mechanisms to address the “tragedy of the 
c ommons” problem [10] with the allocated spectrum. The tragedy of the commons is a 
dilemma arising from the situation in which multiple individuals, acting independently and 
rationally, consulting their own self‐interest, will ultimately deplete a shared limited resource, 
even when it is clear that it is not in anyone’s long‐term interest for this to happen. This 
dilemma was described in an influential article titled “The tragedy of the commons,” written 
by ecologist Garrett Hardin and first published in the Science journal in 1968 [10]. Therefore, 
unless some sort of regulation is implemented, the rational strategy for individual users never 
produces Pareto optimality among permitted users [6]. This optimality is also borrowed from 
game theory arguments, except that here the users have a self‐policing or self‐regulation 
imposed on them.

Self‐regulation is achieved by utilizing higher frequency carriers. Higher frequency waves 
above 30 GHz tend to travel only a few miles or less and generally do not penetrate solid mate-
rials very well. This offers a sustainable solution for the current spectrum crunch [2]. Actually, 
the July, 1997 Federal Communications Commission’s Office of Engineering and Technology 
in USA Bulletin #70 “Millimeter Wave Propagation: Spectrum Management Implications” 
[11] reads thus: “The absorption bands (e.g., at 23 GHz or 60 GHz) would be applicable for 
high data rate systems where secure communications with low probability of intercept is 
desirable; for services with a potentially high density of transmitters operating in proximity; 
or for applications where unlicensed operations are desirable.”
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To address the spectrum scarcity problem in current wireless systems, we are examining the 
concept of adaptive rate delivery of future mobile and portable multimedia services with high 
bit rates (>100 Mbps) for localized areas [4]. The motivation for operators of such bands to 
actually choose to self‐limit is that by doing so, they improve the signal‐to‐noise ratio against 
competing users at a lower cost than trying to overcome interference. These characteristics of 
wave propagation are not necessarily disadvantageous as they enable more densely packed 
communications links. Thus, high frequencies can provide very efficient spectrum utilization 
through “selective spectrum reuse,” and naturally increase the security of transmissions. 
Hence, OWC is a direct solution in the spectrum reuse scenario.

Two branches of optical wireless have emerged contemporaneously. In one branch, 
s emiconductor LED is considered to be the future primary lighting source for buildings, 
a utomobiles, and aircrafts. LED provides higher energy efficiency compared to incandescent 
and fluorescent light sources, and it will play a major role in the global reduction of carbon 
dioxide emissions, as a consequence of the significant energy savings. Lasers are also 
under investigation for similar applications. These core devices have the potential to 
r evolutionize how we use light, including not only for illumination but also for communi-
cations, sensing, navigation, positioning, surveillance, and imaging. The second branch 
uses coded optical  signals within two coherent optical side bands centered at different 
wavelengths. The two  sidebands, at least one of which carries a message, are transported 
over long distances to a broadcast station, at which point, heterodyne interference of light 
within the two bands p roduces an electromagnetic wave at microwave or millimeter wave 
frequencies that is m odulated by the lower frequency optically coded message. The 
electromagnetic wave carrying the coded m essage is then broadcast by an antenna. 
A wireless receiver can reply wirelessly over a return path via an electrically generated wave 
carrying an electrically generated coded message. Wired optical networks and various 
wireless networks are thus merged. Each of the optical wireless networks briefly described 
earlier has its unique applications, message coding, s ecurity features, and technology for 
sending and receiving messages. Among applications in this area are multiband, multi-
service wireless over optical access, d istributed radio‐over‐fiber access network for cloud‐
computing, broadband millimeter‐wave wireless sensor communications, and microwave 
photonics for integrated multigigabit wireless systems.

Visible light and infrared light (IR) exhibit very similar qualitative behavior because of the 
closeness of their wavelengths; however, in terms of indoor communications, only IR has 
been used mostly until now. The reason is that until recently, it was not possible to manufac-
ture highly efficient WLEDs. As LEDs increasingly displace incandescent lighting over the 
next few years, general applications of VLC technology are expected to include wireless 
Internet access, vehicle‐to‐vehicle communications, broadcast from LED signage, machine‐
to‐machine communications, positioning systems, navigation, and so on. The VLC t echnology 
has potential in a number of specialized application areas including the following: (i) Indoors/
Outdoors Light Positioning System (LPS) in analogy to GPS; (ii) Light Navigation Systems; 
(iii) Hospital and Healthcare—enabling mobility and data communications in hospitals; 
(iv)  Hazardous Environments—enabling data communications in environments where RF 
might be potentially harmful (i.e., Oil and Gas, Petrochemicals and Mining); (v) Commercial 
Aviation—enabling wireless data communications such as in‐flight entertainment and 
personal communications; (vi) Corporate and Organizational Security—enabling the use of 
Wireless Networks in applications where Wi‐Fi presents a security risk; (vii) Wi‐Fi Spectrum 
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Relief—providing additional bandwidth in environments where unlicensed c ommunication 
bands are congested; (viii) Defense and Military Applications—enabling high data 
rate  wireless communications within military vehicles and aircrafts; (ix) Underwater 
c ommunications—between divers and/or remote‐operated vehicles.

Examples of localized areas could be classrooms, hotel rooms, future homes, shopping 
malls, waiting rooms in airports and train stations, planes, space‐crafts, and so on. Consider 
the area of home networking—when in the very near future, every home will be illuminated 
with bright visible LED lights, they can also be used as a broadband communications carrier. 
Light‐waves at visible and IR wavelength range and beyond are confined to the walls in a 
room and generally do not penetrate solid materials. Hence, practical and usable networks can 
be readily realized, which utilize this self‐limiting link distance. We call such systems high‐
bandwidth islands that employ this property. The motivation for operators to actually choose 
to transfer data through this optical band is that by doing so, the entire huge bandwidth can be 
reused next door, free of interference.

In large open environments where individual users may require 100 Mbps speed or 
more, optical wireless (OW) is a more sensible solution because of its limited cell size. 
Today’s RF LANs realistically cannot support more than a couple of high capacity users 
per cell, which is highly wasteful. Multiple high‐capacity users require multiple cells and 
thus create a situation where the cells almost completely overlap, which then raises 
c oncerns with regard to interference, carrier reuse, and so on. In contrast, OW could deliver 
the necessary capacity to each user through multiple user‐sized cells, and because of the 
intrinsically abrupt boundary of these cells, interference would be negligible and carrier 
reuse would not be an issue. These cells, or high‐bandwidth islands, can indeed solve 
much of the spectrum shortage problem by transferring the high‐bandwidth multimedia 
payloads to wireless optical carriers from radio frequency. Also OW is a future proof 
s olution, as additional capacity far beyond the capabilities of radio could be delivered to 
users as their needs increase with time.

VLC could be a viable option for optical wireless systems as LEDs can be used as a 
wireless communications transmitter. This is not possible for any other kind of lamps in 
broadband transmissions. One can use the same visible light LEDs not only for lighting 
homes but also as light sources for wireless in‐house communications [12], and there is 
now an IEEE standards committee addressing the issues of this application. A full duplex 
operation thus can be realized by using IR as uplink and visible light LEDs as downlink. 
Using this new and developing technology along with power‐line communications (PLC) 
and smart‐grid can go a long way to mitigate the spectrum crunch problem as there will 
no longer be a need for separate lighting and communications equipment or interference 
creating RF restrictions.

It is commonly agreed that future generations of wireless communications systems will not 
be based on a single access technique but will encompass a number of different complemen-
tary access technologies. Surprisingly, currently perhaps the largest installed base of short‐
range wireless communications links are optical, rather than RF. Indeed, “point and shoot” 
links corresponding to the Infra‐Red Data Association (IRDA) standards are installed in 
100 million devices a year, mainly remote controls. It is argued that OW has an important part 
to play in the wider 5G vision as the communications technology of the future. Thus it is high 
time that multimedia transmissions requiring high‐bandwidth in indoors be shifted to optical 
bands as an effective strategy to overcome the spectrum shortage problem.
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1.2 Organization

In Chapter 2, we discuss some fundamentals of OWC systems. There are differences between 
radio frequency‐based and OWC systems that we provide details on. We also discuss optical 
transmitters and receivers.

The goal of Chapter  3 is to establish a proper channel modeling method to ensure that 
m odeling can be done accurately and fast. Channel modeling is very important for optical 
wireless links as optical signals bounce back and forth from the walls within a room and hence 
the receiver receives delayed or reflected versions of the same signal. As this is the cause of 
intersymbol interference (ISI) at high data rates, modeling the channel to better understand 
this multipath phenomenon is an important topic.

Our objective in Chapter  4 is to analyze various channel properties using the models 
obtained from channel modeling techniques. We discuss different topics related to indoor 
optical wireless channels such as root mean square delay spread and path loss. We see the 
effects of additional room furniture on these parameters also compared to an empty room.

Chapter 5 consists of several fundamental researches on multiple sources VLC. Source 
layout is one of the most important factors that affect overlapping of light footprints and 
thus produce ISI. It determines the pattern and extent of the overlapped lights. We explore 
VLC performance in conventional household layouts and investigate the impact of these 
layouts on VLC.

Orthogonal frequency division multiplexing (OFDM) is currently being used pre dominantly 
in RF mobile broadband communication systems because of its ability to combat ISI and 
robustness against frequency‐selective fading caused by multipath wireless channel. OFDM is 
also being considered as a candidate for VLC as it offers robustness against multipath, caused 
by diffuse indoor OW channel. However, OFDM suffers from certain disadvantages such as 
high peak‐to‐average power ratio (PAPR). Also, optical wireless transmissions require the 
modulating signal to be unipolar. In Chapter 6, we develop some techniques to reduce high 
PAPR in OFDM‐based OW systems as the nonlinear characteristics of LED transmitters can 
severely affect system performance. We look into various precoding‐based PAPR reduction 
techniques. We then analyze performance of various OFDM‐based OW schemes in multipath 
diffuse indoor wireless channels. We compare the performance of conventional schemes with 
a precoded version.

In Chapter 7, multiple‐input and multiple‐output (MIMO) techniques are included as they 
provide either reliability improvement or bandwidth efficiency increase. Based on these 
i nvestigations, we further explore VLC performance in real applications, such as aircraft cabin 
wireless communications in Chapter 8.

In Chapter  9, we discuss multispot diffusing configuration where multiple spots on the 
ceiling of a room are created with the help of a holographic diffuser. We also discuss angle‐
diversity receivers that are set up in such a way that several photodiodes are arranged at 
d ifferent angles relative to each other and thus face different directions, or can be constructed 
using holographic mirrors.

In Chapter  10, we discuss an important application of VLC‐based OWC techniques—
indoor positioning and navigation systems. Indoor positioning has become an attractive 
research topic in the past two decades. However, no satisfying solution has been found with 
consideration to both accuracy and system complexity. Recently, research on visible light 
communications has offered new opportunities in realizing accurate indoor positioning with 
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relatively simple system configurations. In this chapter, we also investigate several fundamental 
research topics of indoor positioning systems based on VLC technology.
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Fundamentals of Optical 
Wireless Communications

2.1 Introduction

Optical wireless communications (OWC) involves transmission and reception of signals 
where the carrier frequency lies in the optical domain. Whereas in radio frequency (RF)‐based 
communication systems the carrier frequency can be from 30 MHz to 5 GHz, and for satellite 
and other pointed communication systems the carrier frequency can be up to 300 GHz, optical 
frequency ranges begin beyond the so‐called THz regime. Because of the very high frequencies 
involved, usually in optical communications the carrier is denoted not by its frequency, but by 
its wavelength. Thus in RF communication systems the carriers have wavelengths from kilo-
meter to millimeter range; whereas in optical communications, the carriers have wavelengths 
in the micrometers and nanometer range. Figure 2.1, as reported in Ref. [1], shows wave-
lengths and frequencies of all radio and optical carriers.

This major difference in the carriers involved in radio and optical communication systems 
leads to other dissimilarities in their implementations. For example, antennas used in RF 
 systems for both transmission and reception are completely replaced in optical systems by 
sources that emit light and receivers that detect light. Other parts of the communication 
s ystems that are required in RF‐based systems for transmission, such as power amplifiers, are 
replaced by circuits that drive the light sources in optical communications. These differences 
have consequences that make radio and optical propagation channels as well as the whole 
communication systems quite different from one another. Of course, there are similarities too, 
such as baseband modulation schemes, which are the same for both, though complex base-
band modulation schemes, where the result of the baseband modulation is complex, cannot be 
used in optical communications.

In this chapter, we delve into these aspects of OWC and discuss these features in more 
detail. We discuss optical wireless channel characteristics along with source types and 
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receiver configurations. We show that multipath fading, a property in RF communications 
channels, is absent for optical wireless channels. Multipath reflections, on the other hand, are 
present and the result is intersymbol interference (ISI) in high‐speed communications. Not all 
source types can support all data rates. We distinguish between two main source types, 
namely, lasers and light‐emitting‐diodes (LEDs), and discuss their common features and 
 differences. Receivers in optical communications systems, which are photodetectors, are also 
a very integral part in determining many performance metrics. Hence, we discuss photo-
detectors and their related parameters.

2.2 Communications Blocks in an OWC System

A complete block diagram of a communication system that uses optical carriers is shown in 
Figure 2.2. Several of the blocks perform in a similar manner as in an RF‐based communi-
cation system. Bits obtained from a source are first source encoded to compress the data in 
order to transmit more efficiently. Examples of source encoding are speech encoding for 
real‐time audio transmission and reception, audio encoding for offline storage that includes 
MP3, AAC,  and other audio formats, encoding of still images such as JPEG, PNG, and other 
image f ormats and encoding of video data such as MPEG or H.264 formats. The next block 
is the channel encoder that adds redundant bits to the data so that at the receiver end the data 
can be r ecovered even if there is corruption due to noise and channel conditions. The channel 
encoder is an important part of RF‐based communication systems where bit‐error‐rate 
(BER) of 10−6 after the demodulator block at the receiver side is acceptable only because it 
is assumed that channel encoders and decoders are present that will correct the errors. 
Channel encoding and decoding techniques as Reed–Solomon codes, low‐density parity 
check (LDPC) codes, Turbo codes and others are used nowadays in various RF wireless 
standards. In an optical wireless channel these two blocks—source encoder and channel 
encoder—can be used without any modification from RF‐based systems. One other block—
the interleaver block—is not shown in Figure  2.2, but it can be added after the channel 
encoder block. The purpose of the interleaver is to prevent the channel decoder from failing 
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Figure 2.1 Wavelengths and frequencies of radio and optical carriers.
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due to burst errors caused by channel c onditions. The corresponding block at the receiver 
side is the de‐interleaver block that is placed before the channel decoder block. Interleavers 
are necessary in RF‐based communication systems and are frequently used. In optical 
wireless channels, depending on applications, if burst errors are expected, interleavers and 
de‐interleavers can be added.

Differences exist among RF‐based and optical communication systems in the next two 
blocks of both the transmitter and the receiver chains, which are shaded to point out this fact. 
Modulators in RF‐based systems can work with any modulation scheme that can produce real 
or complex baseband signals. However, as we will see later, optical wireless transmission 
p rocess can be modeled as baseband transmission, and for the transmitter and the receiver, a 
process called intensity modulation/direct detection (IM/DD) is employed, which prohibits 
complex signals to be input to the transmitter, and at the receiver end the output is always real. 
This means the modulator and the demodulator blocks work with only real‐valued signals. 
This has some advantages in terms of complexity, but it reduces achievable higher spectral 
efficiency that can be attained with modulation schemes that produce complex constellations 
such as M‐QAM, M‐PSK, and so on. Usually, in optical communications, higher order 
m odulation schemes such as M‐PAM or L‐PPM can be employed as they produce real‐valued 
baseband signals. Multicarrier modulation schemes such as OFDM are also used in optical 
communications, but again there is a difference in that the output of the OFDM modulator has 
to be real, which forces the input symbols to the OFDM block to be Hermitian symmetric, 
reducing spectral efficiency. Moreover, output of OFDM is bipolar, which has to be converted 
to a unipolar signal for optical transmission, which is done by either DC‐biasing or clipping 
the negative parts of the signal. All these lead to lower spectral efficiency in optical OFDM 
than RF counterparts.

The transmitter block is completely different in optical wireless systems compared to RF 
counterparts as explained earlier. Instead of antennas that radiate electromagnetic waves in the 
MHz–GHz range, transmitters in optical wireless systems emit light. Figure 2.3 shows two 
types of light‐emitting sources that are commonly used for OWC. Lasers and LEDs produce 
emissions of light with very different characteristics, and we discuss their structures and 
o peration principles in later subsections. Both of these devices require a driver circuit that 
produces the current proportional to the modulated electrical waveform, which in turn drives 
lasers or LEDs and changes the intensity of light emitted from them. This is the basic principle 
of IM. We discuss more about IM shortly.
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Figure 2.2 An optical wireless communication system block diagram.
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After the light radiation is emitted to an optical wireless channel, it has to be detected. 
Radiation detectors, that is, receivers in an OWC system are usually termed photodetectors. 
Though there are various kinds of photodetectors available, we first show here that because 
of the large detector area, multipath fading does not occur in an optical wireless channel. 
Secondly, output of a photodetector is current, which is proportional to the intensity of light 
that radiates on the active detection area of the photodetector. The value of this current can be 
higher for some photodetectors that are termed avalanche photodiodes, though usually cheaper 
photodetectors that produce a lower amount of current are also in use. We delve into more 
details of photodetectors in this chapter.

2.3 Intensity Modulation/Direct Detection (IM/DD)

In an IM transmission system, the intensity of the light emitting from sources is varied according 
to some characteristics of the modulating signal. Usually, the amplitude of the modulating signal 
is taken as the property according to which the instantaneous optical power output is varied. 
There are some consequences to this scheme that are different from RF antenna‐based trans-
mission systems. As the radiant intensity is varied according to the amplitude of the modulating 
signal, and intensity is a real‐valued physical parameter, the modulating signal also has to be 
real‐valued, that is, the modulating signal, if it is in baseband, has to be real. It is, of course, 
possible to use a complex baseband modulating signal, and as in RF‐based systems, introduce a 
higher frequency carrier wave so that the end result is real and can be used to vary the intensity 
of light. However, it is generally not implemented in optical wireless transmissions because the 
high frequency RF carrier will require the light‐emitting source to have higher bandwidth for 
intensity modulation. Similarly, the receiver photodetector will also require higher bandwidth 
for detection of this higher frequency RF carrier. Thus, when intensity modulation is specified, 
it is usually implied that the modulating signal is in real baseband form.

Transmitters

Laser driver

LED driver

Figure 2.3 Transmitters used in optical wireless systems.
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DD is applicable to all photodetectors in optics, where a proportional current or voltage is 
produced to the intensity of light that radiates on the active detection area of the photodetector. 
It is a noncoherent form of detection where the frequency or wavelength of the light radiation 
is not considered in the detection. Photodetectors have different sensitivities to different wave-
lengths of light, and hence, some dependence on wavelength still exists, but it is unlike 
coherent detection where a local oscillator produces a carrier similar to the incident radiation. 
In optical communications, coherent detection is possible, though it is complex and applicable 
to very specific applications. For general indoor optical wireless applications, a photodetector 
that employs direct detection is used most frequently. Figure 2.4 illustrates an IM/DD system 
for simplicity and cost reasons.

2.4 Optical Transmitters

As we have mentioned in the previous subsections, two main branches of optical transmitters 
are in use for optical wireless transmissions—lasers and LEDs. We discuss in brief their main 
operation principles:

1. Lasers: The word “LASER” is an acronym which stands for light amplification by stimu-
lated emission of radiation. The acronym describes the operational basics of how lasers are 
created. Lasers are unique sources that can simultaneously produce both coherent, that is 
in‐phase radiation and monochromatic wavelengths [2]. The propagation characteristics of 
lasers enable them to be applied in various applications that are not possible with 
spontaneous emission sources, for example, fine definition information transfer as in com-
pact disk players and laser printers, high energy concentration applications in medical 
surgery, metal cutting, military applications, and so on. Additionally, laser beams travel 
long distances with minimum dispersion if properly guided, which is a very important 
characteristic and because of which lasers are used in communications and metrology 
applications. Measuring the distance from the earth to the moon by directing a laser beam 
to the moon and bouncing it back was possible due to this characteristic. The monochro-
matic nature of laser has made it applicable for optical fibers. Because lasers can produce 
a single wavelength, technologies such as dense wavelength division multiplexing 
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Figure 2.4 Basics of an IM/DD system.
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(DWDM) have been made possible. Application of lasers in OWC is hence important. As 
lasers are emitted in a single beam from laser sources that are coherent and focused (u sually 
by the use of a collimator lens), the energy emitted from the source becomes an important 
factor to consider in indoor wireless communications because high energy laser emissions 
are harmful to eyes. There are lasers for different wavelengths, ranging from visible to 
infrared. For different wavelengths, the highest energy that a laser source can emit but still 
not be harmful to eyes is also different. Laser safety standards, for example [3], define 
exactly the amount of energy per second, that is, power that a laser source in free space is 
permitted to have. There are classifications on the energy ratings of lasers, such as class I, 
class II, and so on. According to standards, class I lasers are those that do not pose a hazard 
to eye‐safety at any condition.

2. LEDs: These are definitely one of the most popular opto‐electronics sources. They are 
inexpensive compared to lasers and consume little power. The operation principles of how 
LEDs emit radiation can be described by first pointing out that LEDs are basically semi-
conductor junctions. All semiconductor diodes produce radiation when electrons from the 
conduction band recombine with the holes in the valence band. In a normal silicon diode, 
this radiated wavelength is absorbed by the surrounding material and cannot escape the 
junction. An LED is constructed such that the semiconductor has a high‐energy gap and the 
junction is constructed so that the radiation from the junction can escape [4]. LEDs for 
 different wavelengths exist, ranging from visible to infrared. In the early days of optical 
wireless research, demonstrations usually employed infrared LEDs. Nowadays when 
transmitters use infrared wavelength, usually lasers are employed instead. LEDs are mainly 
used in the visible wavelength range, that is for visible light communications. The main 
difference between a laser and an LED is that LEDs produce light with a broad spectrum, 
that is, LEDs are not monochromatic as lasers. Also, the emitted light is non‐coherent, that 
is, the carriers are not in‐phase. Another significant difference is that lasers have a very 
large bandwidth, that is, a laser source can be modulated with very high‐speed modulating 
signals, while LEDs usually have a bandwidth of about 20–100 MHz. The output from a 
laser source is usually coupled to an optical fiber, which can be collimated by a lens to emit 
into free space, that is, the output in free space is a beam. The output of an LED source, on 
the other hand, has a specific radiation pattern. In the next chapter, we discuss more about 
radiation patterns from sources such as LEDs and radiation patterns that are created as 
laser beams hit a surface and get reflected.

2.5 Optical Receivers

As we discussed earlier, optical receivers are called photodetectors. The purpose of photo-
detectors is to produce an output current or voltage that is proportional to the intensity of 
incoming light on the active detection area. The most common types of photodetectors are 
classified as photoelectric detectors that include photodiodes and phototransistors where 
 electrons are released as a result of photon radiation on a semiconductor surface, which can 
be either junction or bulk type. The junction photodiode is a p‐ and n‐type semiconductor 
junction similar to the junction used in an LED. However, the function of a photodiode 
junction is the exact reverse to that of an LED junction. In an LED junction, photons are 
released as a response to the current flow through the junction; whereas in a photodiode 
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junction, the p hotons are absorbed, resulting in free carriers that become current through the 
junction [5]. Since these types of photodetectors are inexpensive, reliable, and small, they 
have become the building blocks in modern optoelectronics technology. As photodiodes are 
receivers, it is important to understand the noise generated as light is radiated on them and 
absorbed. Photodiodes also have limited bandwidth, dependent upon several factors. The 
range of bandwidth can be from a couple of megahertz to a couple of gigahertz. The larger 
the bandwidth, the smaller the active detection area becomes. The reason for this is the 
capacitance introduced by the detection area, which has to be reduced in order to switch 
more rapidly. A smaller detection area signifies the necessity of receiving more optical 
power to produce the same amount of current that can be produced by a photodiode with a 
larger detection area. Hence, there is a trade‐off in the sense that in order to increase the 
bandwidth of a photodiode, the required light intensity has to be increased to produce the 
same amount of current.

We now define some important parameters regarding photodiodes, and show by an example 
of a photodiode with specifications from its manufacturer, the amount of optical power needed 
for it to operate.

The first important characteristic of a photodiode is its quantum efficiency, η. It is the 
number of electron–hole pairs that are generated per incident photon of energy hν and can be 
given by
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photons will create between 50 and 95 electron–hole pairs. This gives a quantum efficiency 
ranging from 50 to 95%.

The photodiode responsivity ℛ, which is one of the parameters by which a photodiode 
performance can be characterized, has a simple relation with quantum efficiency, given by
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Photodiodes whose junction area is comprised of InGaAs can have a responsivity as high as 
1 A/W or even very slightly higher than that at a wavelength of 1550 nm. Responsivity varies 
with the wavelength and material used. Figure 2.5 shows a sample responsivity curve from a 
photodiode (DET08CFC) manufactured by Thorlabs Inc. As it can be seen, at 1550 nm, the 
responsivity is the highest, 1.05 A/W and it degrades fast as the wavelength becomes smaller. 
Hence, it is important to select a proper photodiode based on the wavelength chosen for the 
communications system that has the highest responsivity at that wavelength. This is true for 
monochromatic systems. If an LED is used as the source, the output current of the photodiode 
will be dependent on a broad range of wavelengths; hence, it is best to select a photodiode 
whose responsivity curve is flat over the wavelengths generated by the LED.
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For measuring the bandwidth of a photodiode, the rise time and the fall time are important 
parameters. The bandwidth of a photodiode puts a limit on the achievable data rate of a 
c ommunications system; hence, knowledge of the bandwidth of a photodiode that is to be used 
in the receiver is important. Rise time is the measure of the time response of a photodiode to 
a stepped light input, and is defined as the time required for the output to change from 10 to 
90% of steady output level. Fall time is a similar measure, except it is the time required for the 
output to change from 90 to 10% of steady output level at the falling edge of stepped light 
input. The bandwidth of a photodiode is related to fall time and rise time. The rise time and 
the fall time of a photodiode indicate that there is a gradual drop in the output level beyond a 
certain frequency. The point at which the output has dropped to 50% of its low‐frequency 
value is called the 3‐dB point. At this point only half as much optical power is converted to 
current compared to lower frequencies. The 3‐dB point defines the receiver bandwidth. If the 
rise and fall times are equal, the 3‐dB bandwidth can be estimated from the rise time t

r
 by

 
f

tBW
r

0 35.
 (2.3)

There are two types of noise currents at the output of a photodiode—dark current noise and 
quantum shot noise. The relatively small current through the photodiode in the absence of light 
is called dark current. It is also referred to as reverse bias leakage current in nonoptical devices 
and is present in all diodes. Dark current is generated due to the random generation of electrons 
and holes within the depletion region of the device. Dark current must be accounted for by 
c alibration if a photodiode is used to make an accurate optical power measurement. It is also a 
source of noise when a photodiode is used in an optical communication system—either wireless 
or wired (optical fibers)—as dark current is always present, even when no photons enter the 
active detection area. Shot noise arises from the statistical nature of the p roduction and collection 
of photoelectrons. To describe the origin of shot noise a bit more in detail, we can denote the 
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Figure 2.5 Responsivity curve of a photodiode as an example.
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classical light power P
0
 as the result from an average over a few optical cycles. Fluctuations in 

P
0
 are transferred to the photocurrent I

ph
. The ideal classical optical signal is assumed to exhibit 

a constant amplitude and phase, and thus no fluctuation is expected in the photocurrent. However, 
according to quantum mechanics, ideal optical signal consists of a sequence of independent 
p hotons that are Poisson distributed in time. Each photon generates an electron–hole pair with 
probability η, which is actually the quantum efficiency described earlier. So, the photocurrent I

ph
 

consists of a stream of statistically independent elementary charges which are Poisson distrib-
uted in time. This type of noise is called the shot noise. Of course, a photodiode must be 
connected to a resistor which is also the source of thermal noise. The noise currents are given by

 
Shot noise shot ph, i qI B2  (2.4)

 
Noise due todark current dark d, i qI B2  (2.5)

 

Thermal noise current thermal
load

, i
kTB

R

4
 (2.6)

where B is the bandwidth of the receiver operation, I
d
 is the average dark current, k is the 

Boltzmann’s constant (1.38 × 10−23 JK−1), T is the absolute temperature, and R
load

 is the resistor 
connected to the photodiode. The other terms are the same as explained in previous equations. 
The total noise current can be given by

 

i i i i

i i i i
noise shot dark thermal

noise shot dark ther

2 2 2 2

2 2
mmal

2
 (2.7)

If we consider only the noise for which the photodiode is directly responsible, we may omit 
the thermal noise from (2.7), and the noise current becomes

 
i q I I Bnoise d ph2  (2.8)

One important parameter that is directly related to the noise currents just described is the 
noise equivalent power (NEP). NEP is defined as the optical signal power required to generate 
a photocurrent I

ph
 that is equal to the total noise current i

noise
 at the photodiode at a given wave-

length and within a bandwidth of 1 Hz, that is, NEP represents the required optical power to 
achieve an SNR of 1. NEP is essentially the minimum detectable power. As noise levels are 
proportional to the square root of bandwidth, NEP is also specified as power per square root 
of bandwidth (WHz−1/2). We can derive some simple equations based on this definition such as

 

SNR ph

noise

ph noise d ph

I

i
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2
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1

2

 (2.9)



20 Short-Range Optical Wireless Theory and Applications

Thus,

 

NEP NEP ph

d ph

P

B

I

B

q I I

ℛ

ℛ
1

2

 (2.10)

We can further evaluate the photocurrent by

 

I q I I B

I Bq B q qI B

ph d ph

ph d

2

22 2

 (2.11)

where we have discarded the solution that yields negative results with practical values. Hence, 
NEP becomes

 

NEP d ph
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 (2.12)

Let us plot this equation with real parameters from the specification sheet of the photo-
diode DET08CFC manufactured by Thorlabs Inc. The mentioned photodiode has a rise time 
and fall time of 70 ps, and thus a bandwidth of about 5 GHz. The peak responsivity at 
1550 nm is 0.9 A/W, and the dark current is 1.5 nA. Charge of electron q is 1.6 × 10−19C. 
Hence, by p lacing these values into (2.12) we can obtain the minimum required optical 
power for detection at different bandwidth values. The plot is shown in Figure 2.6. It can be 
seen from the plot that the minimum optical power required for detection at the highest 
operating bandwidth of 5 GHz for this photodiode is about 19.5 nW. If we had started with a 
photodiode having a larger bandwidth, greater than 5 GHz, we would find the required 
minimum optical power to be larger still. Hence, it is important to ensure that the minimum 
amount of optical radiation reaches the photodiode active detection area in an optical com-
munication system for the receiver to work.

2.6 Optical Wireless Channel Propagation Characteristics

Now that we have described the basics of optical transmitters and receivers, it is possible to 
describe optical wireless channel characteristics in a more detailed fashion. Let us first 
describe the phenomenon which we have mentioned earlier: that there is no multipath fading 
in an optical wireless channel. There are always some multipath effects present in optical 
wireless channels due to reflections of light from any reflecting surface that reaches the 
receiver. However, unlike RF wireless channels, this does not lead to multipath fading. In 
RF  wireless channels, due to multipath effects, cancellations, and additions of multipath 
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c omponents occur as they reach the receiver antenna which is the source of multipath fading. 
Let us assume there is no temporal variation in the channel and also let us ignore noise for the 
time being, as we want to show how multipath fading does not occur in optical wireless 
c hannels. The signal transmitted through the channel is represented as

 
s t x t e j t( ) ( )Re 0  (2.13)

where x(t) is the baseband signal and ω
0
 is the carrier frequency in radians. The received signal 

can be represented as

 
y t t e j t( ) ( )Re 0  (2.14)

where ρ(t) is the sum of all multipath components, and is given by

 
( ) ( )t a x t t e

k

N

k k
j k

0

1

 (2.15)

where a
k
, t

k
, and θ

k
 are the amplitude, time delay, and phase of the k‐th multipath component, 

respectively, and there are N multipath components. If we transmit a constant envelope signal, 
we can set x(t) = 1, then the received signal at some point in space becomes

 
y t a e

k

N

k
j t kRe

0

1
0  (2.16)
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Figure 2.6 Required minimum optical power for detection vs. receiver operating bandwidth for an 
example photodiode.
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The resultant envelope and phase of the received signal can be given by

 
a a e

k
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k
j k
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 (2.17)
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In (2.16), the phase of the received signal θ
k
 varies, depending on the various path lengths 

of the multipath components. Phase changes by 2π for each change of one wavelength. For 
this reason, the received signal varies spatially with significant feature variations separated 
by multiples of the wavelength. At frequencies of RF‐based wireless communication sys-
tems, 800 MHz–2 GHz, the fluctuations of the signal space are separated by distances of 
about 37.5–15 cm. It is thus very much possible that antennas used in such systems are 
s ituated in a region of weak signal strength frequently. In contrast, at optical signal 
frequencies beyond the t erahertz region, the weak signal strength regions must be closely 
spaced in the nanometer range. The photodiodes used in the receivers of optical wireless 
systems have detection areas that are much larger than this distance and span many such 
fluctuations. That is why these rapid variations are averaged and are not noticeable at the 
photodiode output. Figure  2.7 shows this phenomenon where the wavelengths are much 
smaller than photodiode detection area.

λ/2

≈10 000 λ

Figure 2.7 Detection area of a photodiode much larger than multipath fading fluctuations.
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This is actually a major difference between optical wireless and RF‐based communication 
systems regarding the size of the antenna. In RF wireless systems, the size of the antenna is 
small in comparison with the wavelength. On the other hand, a photodiode having a detection 
area of 1 cm2 is much larger than the optical wavelengths. The result of this is that the total 
received power will remain the same when the detector is moved a couple of thousand wave-
lengths apart. This is in sharp contrast with RF‐based wireless systems where channel condi-
tions can change a lot if the receiver antenna is moved even by a fraction of a wavelength. The 
reflectors are also much larger for optical wavelengths compared to radio wavelengths.

Another difference between optical wireless receivers and RF receiver antennas is sensi-
tivity to rotation. As RF‐based transmissions are omnidirectional, if the antenna is rotated, 
small effects may be observed. However, as optical transmissions are mostly directional, 
rotating the receiver will result in a large decrease in received optical power at the detector.

We will now show that in an IM/DD‐based optical wireless system, the propagation medium 
can be replaced by an equivalent baseband channel. Let us denote the normalized message 
signal as x(t), that is, −1 < x(t) ≤ 1. We convert it to a positive signal that modulates the intensity 
of the light source. The positive signal can be given by A x t1 ( )  where A is a DC‐bias and 
μ is a constant, 0 < μ ≤ 1. We can obtain the intensity of the emitted optical signal by

 
I t f t A x tT T( ) ( ) ( )

2
1  (2.19)

where f
T
(t) is the complex electromagnetic field of optical radiation. We now denote the 

c omplex field of the signal received through the k‐th reflection at a point on the photodiode 
surface as f

k
(t), k = 0, 1, …, N – 1, and obtain the following

 
f t A x t t ek k k

j t tk( ) ( ) ( )1 0  (2.20)

where α
k
 is the attenuation factor that considers the inverse square distance‐dependent power 

path loss, reflection losses and so on, ω
0
 is the optical carrier frequency in radians and t

k
 is the 

time delay of the k‐th multipath component. The total received signal is given by
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We can find the intensity of the received signal in the following way:
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where

 kl k l k lt A x t t A x t t( ) ( ) ( )1 1  (2.23)
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We can further manipulate (2.22) by dividing the N2 terms into N terms where k = l and 
N(N − 1) terms where k ≠ l, and obtain the following:
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where θ
kl
 = ω

0
(t

k
 − t

l
) is very sensitive to path length changes. When path length changes by a 

wavelength, it changes by 2π. Now the excess path lengths c(t
k
 − t

l
) are in the order of centime-

ters or meters,  that is tens of thousands of an optical wavelength, where c is the speed of light. 
Hence, θ

kl
 can be modeled as a random variable having uniform distribution in [0, 2π] for any 

k and l (k ≠ l). Thus, we have
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The expectation operation in (2.25) is equivalent to spatial integration over the photodiode’s 
detection surface area. As the photodiode’s surface spans many thousands of wavelengths, 
the  second term in (2.24) containing the rapidly fluctuating θ

kl
 vanishes in the integration 

while the first term remains approximately constant. Also, the second term in (2.25) is equal 
to zero  because of the uniform distribution in [0, 2π). Now, we can convert the intensity 
 variation to an electric current signal and then remove the DC‐bias. We finally obtain the 
electric current as

 
y t a x t t

k

N

k k( ) ( )
0

1

 (2.26)

where a
k
 is a constant. Thus, the entire process can be modeled as a baseband transmission.

2.7 Conclusions

In this chapter, we have briefly described some basics of an OWC system. Since there are 
some fundamental differences between optical wireless systems and RF‐based communica-
tions systems, in order to better understand them, we have first described the transmission and 
reception method of optical wireless systems, namely IM/DD where at the t ransmitter end, 
the intensity of the emitted light is varied according to the characteristics of the m odulating 
signal; most commonly, the amplitude of the modulating signal is taken as the parameter to 
modulate the intensity of light. At the receiver side, DD implies averaging the received optical 
power and converting it to electrical current or voltage signal. A brief discussion about lasers 
and LEDs as optical transmitters and discussions on their differences are included next. 
Photodiodes act as receivers in optical systems, and we have delved into some detail on their 
characteristics, especially showing by use of an example, how much minimum optical power 
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is required for a photodiode to be able to detect properly. Finally, through some mathematical 
analyses on the propagation characteristics of optical wireless channels, elaborating the 
difference among RF‐based wireless channels and optical wireless channels, it has been 
shown that multipath fading is absent in the latter. Optical wireless transmission, propagation, 
and reception can be completely modeled as a baseband system and some basic mathematical 
analyses have been presented to verify it. With the basics of how optical wireless channels 
operate, we delve into more details of channel modeling methods in Chapter 3.
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Indoor Optical Wireless Channel 
Modeling Methods

3.1 Introduction

In Chapter 2, we have discussed some basics of transmitters and receivers of optical wireless 
communication systems, described intensity‐modulation direct‐detection (IM/DD), that is, the 
modulation and demodulation scheme used in an indoor optical wireless channel (OWC), and 
included analyses that showed indoor OWC does not have multipath fading and the end‐to‐
end process can be modeled as a baseband transmission system. In this chapter, we will first 
show different configurations of indoor OWCs in terms of how sources and receivers are 
placed and used, and the results at the receiver ends due to this difference. We will see that 
channel impulse response plays a very significant role in the performance of indoor optical 
wireless systems, especially when data rates become high. Therefore, methods of calculating 
channel impulse responses become an important topic, as we will discuss and describe the 
difficulties involved in simulating an impulse response of an indoor OWC. Different algo-
rithms exist that can approximately calculate the impulse response of an indoor optical 
wireless environment. The main focus of this chapter is on the features and performances of 
some of these algorithms and their comparisons.

3.2 Source and Receiver Configurations

Indoor OWC are broadly categorized as line‐of‐sight (LOS) and non‐line‐of‐sight (NLOS) 
[1], based on whether there is a direct unobstructed optical path between the transmitter and 
the receiver. Both channel types can be utilized for communications, depending on different 
requirements of transmitter and receiver configurations. Transmitters used for downlink data 
streams are usually placed at a fixed location, preferably attached to the ceiling of a room or 
on some fixture that has been placed higher than most furniture and equipment in the room. 

3
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If  this is the case, the receiver can be placed anywhere in the room, and an unobstructed 
optical path will then exist between the transmitter and the receiver for most of the time, and 
the channel is denoted as LOS channel. However, due to various room configurations, the 
transmitter may not be placed at a high level, or even if it is, the receiver can be mobile, 
depending on requirements, and an unobstructed optical path may not exist then. The optical 
channel in this case is denoted as NLOS channel, where the photons from the transmitter are 
reflected off the walls of the room before reaching the receiver.

Further classification is possible in terms of whether the transmitter directs its emission 
toward the receiver or toward a small area of some reflective surface, for example, the ceiling, 
to maximize the amount of light that reaches the receiver. These cases are termed as directed 
links, whereas if the transmitter does not actively maintain its direction of emission toward the 
receiver or if the transmitter emits toward a broad surface area instead of a point, the links are 
said to be non‐directed. Links can be further classified depending on the type of receiver 
employed. The receiver may have a very small field‐of‐view (FOV) so that it receives light 
only from a directed emission toward it, or the receiver may have a large FOV so that it can 
receive light from a broader emission.

Figure 3.1 shows possible configurations of LOS links. Figure 3.1a and b show directed 
LOS links where the transmitter is usually a laser beam or a very pointed LED emitter. There 
are differences in receiver architecture too: as shown in Figure 3.1a, the receiver has a small 
FOV, and as in Figure 3.1b, the receiver has a large FOV. Figure 3.1c and d illustrates non‐
directed LOS links where the transmitter is a diffused source, usually an LED, or a laser beam 
passed through a diffuser. Similar to the directed LOS links, Figure 3.1c shows a receiver with 
a small FOV and Figure 3.1d a receiver with a large FOV.

Figure 3.2 shows possible configurations of NLOS links. Similar to Figure 3.1, Figure 3.2a 
and b show directed NLOS links, but in this case, the transmitter emits toward a small area of 
the ceiling so that the receiver can receive light through reflections. The specific point or small 
area of the ceiling toward which the transmitter directs its emission is usually determined 
beforehand so that maximum amount of light may reach the receiver compared to other 
locations on the ceiling. These links are also termed as quasi‐diffuse links.  Figure 3.2c and d 
illustrate non‐directed NLOS links where the transmitter emits toward the ceiling and has a 
broad emission pattern and the receiver receives light through reflections. These links are 
termed as diffuse links. Figure 3.2a and c show receivers that have a small FOV and Figure 3.2b 
and d show receivers having a large FOV.

For NLOS links, photons emitted from the transmitter do not directly reach the receiver; 
rather they travel initially in other directions determined by the emission pattern of the trans-
mitter. As the photons hit any reflecting surface, they can be absorbed or reflected with lower 
energy, which is determined by the reflecting coefficient of the surface. After experiencing 
multiple bounces off the surfaces in the indoor OWC environment, photons reach the aperture 
of the receiver lens. Figure 3.3 demonstrates this process by showing a directed NLOS link 
where the transmitter, in this case a laser, emits a beam toward a wall where the beam is dif-
fused. The diffused radiation from the reflection further propagates through the room and after 
some more reflections reaches the receiver. The figure shows a single ray, as an example, from 
the first reflection that undergoes two more reflections before arriving at the receiver. Of 
course, the receiver will also receive light from all these reflections, and thus not all rays that 
arrive at the receiver undergo three reflections; some rays may reach the receiver after one or 
two reflections. Also, in the figure, only one ray has been shown as an example, whereas in 
reality innumerable rays are generated from each reflection.



Indoor Optical Wireless Channel Modeling Methods 29

Hence, in case of NLOS links, the transmitted signal experiences multipath phenomena 
where a pulse is broadened as photons appear with various delays. Multipath reflections can 
be important in some LOS channels too, where the transmitter is not a pointed laser beam, but 
a wide‐beam LED source, and the receiver having a finite FOV will capture photons that are 
reflected from the walls. The effect of multipath reflection is inter‐symbol‐interference (ISI) 
because of pulse broadening and is a limiting factor on the bandwidth of the channel.
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Figure 3.1 Types of LOS links: (a) and (b) directed; (c) and (d) non‐directed.
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Therefore, the importance of theoretical and experimental analyses of multipath phe-
nomena in indoor OWCs is evident. Experimentally, the frequency response of the channel 
is determined, and by applying inverse Fourier transform on the frequency response, the 
impulse response is obtained [2–4]. The bandwidth of the channel can be found from the 
frequency response, while some other important parameters such as average delay and 
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Figure 3.2 Types of NLOS links: (a) and (b) directed; (c) and (d) non‐directed.
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root‐mean‐square (RMS) delay spread can be calculated from the impulse response. 
Theoretical analyses consist of simulations where the channel is modeled by approxi-
mating the impulse response by different algorithms. This chapter will focus primarily on 
the algorithmic side of impulse response approximation by simulations. It should be noted 
here that the impulse response, and so the frequency response, of an indoor OWC, is fixed 
for a specific room configuration and specific positions of transmitters and receivers; that 
is, when a particular indoor OWC is specified, it should be understood that the channel 
consists of a particular room configuration along with fixed positions of transmitters and 
receivers. If any positions of transmitters or receivers are changed, or a slightly different 
room configuration is assumed, the channel will no longer be the same, and a different 
impulse response and frequency response will be obtained. Also, for a specific indoor 
OWC as just described, the system is linear time‐invariant and the impulse response will 
completely characterize that channel.

3.3 Steps for Modeling of Indoor OWC Environment

For modeling indoor OWCs, the first step is to define a coordinate system for the environment. 
The coordinate system will be helpful for later steps, mainly defining positions of sources and 
receivers. Models that generate rays and propagate rays will also use this coordinate system 
extensively to describe the directions of the rays. After defining the coordinate system, sources 
and reflections have to be defined or modeled. Point sources that are diffused and reflections 
from any reflecting surface can be modeled as a generalized Lambertian emission pattern [5]. 
The next step is to calculate received power from LOS links that may exist between the source 
and the receiver. Models that divide all reflecting surfaces of the indoor environment into 
small reflecting elements are also heavily dependent on this step, as the small reflecting ele-
ments can be considered as receivers that receive light from the source. The NLOS portion of 
the impulse response has to be calculated next, which is where different models differ in their 
methods. In this chapter, we will describe the major algorithms and mention their variations 
that are found in the literature.
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Figure 3.3 Multiple bounces of a ray before arriving at the receiver.
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3.4 Models of the Room and Other Reflecting Surfaces

An indoor optical wireless environment must consist of a room, along with furniture inside the 
room, if necessary. Generally, a room is defined as having six reflecting surfaces, each of them 
perpendicular to four others. Other furniture and reflecting surfaces within the room may be 
modeled as boxes that have surfaces all perpendicular to each other. This property of perpen-
dicularity is not necessary in the models and slanted reflecting surfaces can also be incorpo-
rated in the calculations. For now, to keep the description of the algorithms short and to the 
point, we assume there are no other reflecting surfaces than the walls, the ceiling and the floor 
within the room, and they are perpendicular to each other.

The convention of coordinate system is important as described in Section 3.3. Hence, to 
clarify the notion, Figure  3.4 shows exactly where the origin of the coordinate system is 
located. The figure also shows the convention followed for defining the length, width, and 
height of the room. The wall at the far end of the room in the positive x‐direction is termed as 
the north wall. Hence, the wall opposite to it is the south wall. The rightmost wall is the east 
wall while the leftmost wall is the west wall. The ceiling and the floor are self‐explanatory. 
Thus, all points on both the north and the south walls are on the yz plane, in addition to having 
x = 0 for the south wall and x = room length for the north wall. Similarly, all points on both the 
east and the west walls are on the xz plane, in addition to having y = 0 for the east wall and 
y = room width for the west wall. Points on the ceiling and the floor are defined similarly, that 
is, all points on both the ceiling and the floor are on the xy plane, in addition to having z = 0 for 
the floor and z = room height for the ceiling.

3.5 Radiation Patterns

The source or sources that are used in different modeling algorithms are considered to be point 
sources. Point sources are formed when the beams of laser emitters hit a surface. Since the 
diameter of the beam is small, the impact area where that beam meets a surface can be consid-
ered as a point source. Generally, LED sources are not point sources as they have a finite area; 
however, for smaller LED sources, for example, LEDs that are used at homes to replace 
incandescent light bulbs, this finite area is ignored, and they are considered as point sources. 
Hence, there could be some errors when considering impulse response calculations simulating 
LED lights as point sources.
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Figure 3.4 Conventions of coordinate system for a room.
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3.5.1 Radiation Patterns of Point Sources

The angular distribution of radiant output power of a point source is best modeled by a gener-
alized Lambertian pattern [5] having uniaxial symmetry:
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where P
S
 is the total optical power emitted from the source, dP

S
 is the optical power emitted 

into the solid angle dΩ, the Lambertian mode number n defines the directivity of the radiation 
pattern, where higher values of n indicate more pointed radiation pattern and n > 0, θ is the 
angle between the normal of the source and the direction of the emitted radiation and 

0 2, / , and φ is the angle between the plane formed by the normal of the source and the 
direction of the emitted radiation and the plane formed by the normal of the source and a ref-
erence axis on the surface plane of the source, 0 2, . The term ( )/n 1 2  appears in (3.1) 
so that the total power of the source when integrated through all possible values of θ and φ 

equates to P
S
, that is, P dPS S ( , )

/

0

2

0

2
. Figure  3.5 shows a generalized Lambertian 

pattern of a point source having Lambertian mode number n = 3.
Generalized Lambertian radiation pattern becomes more pointed as n increases. Usually for 

point sources, n is taken to be equal to 1. For other sources that are more pointed, n can be 
higher as necessary.
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Figure 3.5 Generalized Lambertian pattern of a point source having Lambertian mode number n = 3.
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3.5.2 Radiation Patterns of Reflections

When a ray hits a reflecting surface, a point source is generated at the impact point of the ray 
and the surface. This source is used to model the reflection of the incoming ray from the sur-
face. Reflections can contain both specular and diffuse components. The characteristics of 
reflections from any surface depend on factors such as the material of the surface, the wave-
length of the incoming ray, and the angle of incidence of the ray. The roughness of the sur-
face relative to the wavelength is an important factor that determines the shape of the reflected 
radiation pattern. A surface which is smooth can act as a mirror, that is, it can reflect the 
incident ray in a single direction, and this direction can be calculated simply by the incident 
angle. A rough surface relative to the wavelength of the incoming ray reflects the ray in 
 several directions, or in other words, there exists a radiation pattern for a rough surface. 
The Rayleigh criterion can be used to determine the roughness of a surface relative to the 
wavelength of incident radiation [6]. According to this criterion, a surface can be considered 
smooth if,

 8sin
 (3.2)

where ζ is the maximum height of surface irregularities, λ is the wavelength of the incident 
radiation, and θ is the angle of incidence. Assuming the incident ray is normal to the surface, 
that is, θ = 90°, and the radiation is infrared at wavelength λ = 800 nm, we have a rough surface 
if ζ > 0.1 µm. The conclusion from this analysis is that indoor surfaces that have irregularities 
with height greater than 0.1 µm are rough for infrared radiation and hence the reflection pat-
terns from these surfaces should have some diffuse components. Based on these, two models 
are broadly applicable to estimate the reflection pattern from indoor surfaces: (i) Lambertian 
reflection pattern and (ii) Phong’s model [7].

3.5.2.1 Lambertian Reflection Pattern

The same Lambertian pattern that we discussed in Section 3.5.1 is applicable to model 
 diffuse reflections. Equation 3.1 shows the generalized Lambertian radiation pattern, 
where for diffuse reflections, n is equal to 1. Figure 3.6 illustrates a Lambertian pattern 
with n = 1. Usually, when a Lambertian pattern is discussed without specifying any other 
parameters, it is understood to be a generalized Lambertian pattern with Lambertian mode 
number n = 1.

When n = 1, the observed radiance is the same from all directions for a surface. This can be 
shown as follows. In Figure 3.7, the radiance emitted from the source, in our case, a diffuse 
reflection, can be seen at the normal to the plane of the surface and at an angle θ to the normal. 
If the radiance at the normal is I Wsr−1 m−2, the radiance at an angle θ will be Icos(θ) Wsr−1 m−2. 
Hence, the optical flux, or optical power emitted from the surface of area dA at a solid angle 
dΩ is IdAdΩ W at the normal of the surface and Icos(θ)dAdΩ W at an angle θ to the normal of 
the surface.

Figure 3.8 illustrates the radiance received by an observer at the normal to the surface and 
at an angle θ to the normal. The observer at the normal of the surface sees through an aperture 
of area dA

0
 and the surface of area dA subtends a solid angle dΩ

0
 toward the observer. 
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We assume that the aperture of area dA
0
 subtends a solid angle dΩ when viewed from the sur-

face element of area dA. Hence, the radiance observed by the user at the normal of the surface 
area is given by

 
I
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d dA0
0 0

1 2Wsr m  (3.3)
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Figure 3.6 Lambertian pattern with n = 1 modeling a diffuse reflection.
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Figure 3.7 Emitted radiance from a diffuse reflection.
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The emitted flux from the surface element of area dA at an angle θ to its normal to a 
solid angle dΩ subtended by the aperture of the observer is I cos(θ)dAdΩ W and the solid 
angle subtended by the surface element toward the aperture of this observer is dΩ

0
 cos(θ). 

Hence, the radiance observed by the user at an angle θ to the normal of the surface area is 
given by

 
I

I dAd

d dA

IdAd

d dA0
0 0 0 0

1 2cos( )

cos( )
Wsr m  (3.4)

Thus, the radiance observed from a diffuse reflection is the same in all directions, and hence 
the brightness of a surface that reflects diffusely appears to be the same when viewed from 
different directions. Reflections from some surfaces contain specular components as well, for 
which we will discuss Phong’s model next. However, as measured in Ref. [5], reflections from 
surfaces made from commonly used materials such as paints, wood panels, textiles, and 
plasters are mostly diffusive, while the specular components become significant for very large 
angles of incidence of incoming rays.

3.5.2.2 Phong’s Model

Surfaces such as varnished wood radiate a strong specular component in their reflection 
pattern which has been verified experimentally in Ref. [8]. The direction of the specular 
component follows the same law as in a mirror, that is, it is dependent on the incidence 

dΩ0

dA

dΩ0cos(θ)

θ

Figure 3.8 Observed radiation from a diffuse reflection.
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angle of the incoming ray. There is also a diffuse component in the radiation pattern as well. 
Such a radiation pattern can be modeled very well by Phong’s model [7], which can be 
described by

 
R P

r
r

n n( cos( ) cos), i i
d

d i1
1

2
 (3.5)

where ρ is the reflection coefficient of the surface, P
i
 is the power of the incident ray, θ is the 

observation angle, that is, the angle between the normal to the surface and the observer, r
d
 is 

the percentage amount of the radiation that is reflected diffusely, n is a parameter that indi-
cates how directive the specular component is, which is similar to a generalized Lambertian 
pattern, that is, the greater the value of n the stronger the directivity of the specular component 
is, and θ

i
 is the incident angle of the incoming ray to the surface. Figure 3.9 shows an example 

of a radiation pattern generated using Phong’s model, where r
d
 is taken to be 40% and n = 30. 

It can be observed from the figure that the specular component is radiated at a direction 
dependent on the incidence angle of the incoming ray.

3.6 Received Power from LOS Links

In an LOS link, optical power from a source can be received either by the receiver of the 
system or a small element on any reflecting surface, if the reflecting surface is assumed to be 
a summation of many small reflecting elements. In this case, the element acts as a point 
source after it has received optical power. The emitted power of the point source is the 
received power of the element multiplied by the reflecting coefficient of the surface. The 
emission pattern of the point source is assumed to be Lambertian and has been described 
in Section 3.5.1.

When an LOS link exists between a source and a receiver, the received optical power can 
be expressed by
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Figure 3.9 Example of a radiation pattern generated using Phong’s model.
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where S and R denote that the impulse response is defined for a specific configuration of 
sources and receivers, respectively; n is the Lambertian mode number of the source, P

S
 is the 

emitted power from the source; θ is the angle between the normal of the source n̂S and the direction 
of the emitted ray to the receiver; ψ is the angle between the normal of the receiver n̂R and the 
direction of the incoming ray from the source; FOV is the field‐of‐view of the receiver, defined 
as an angle such that only when ψ is less than FOV, the receiver detects light; d is the distance 
between the source and the receiver; c is the speed of light; dΩ is the solid angle subtended by 
the receiver’s area A

R
, that is, d A d A dcos( ) / , ;R R

2 2
  and rect(.) is the rectangular 

function defined by rect(
for

for
x

x

x
) .

1 1

0 1
 Additionally, the point source S  is further speci-

fied as S r nS S, ,ˆ ,n  where r
S
 is the position vector of the source, and the receiver R is 

further specified as R R R{ , , ,FOV}ˆ Ar nR , where r
R
 is the position vector of the receiver. 

Figure 3.10 shows these parameters more clearly.
The unit vectors n̂S and n̂R should be specified in terms of conventions followed for room 

coordinates. The source and the receiver can have elevation and azimuth properties which 
have to be converted to unit vectors n̂S and n̂R. Elevation of the source is the angle that n̂S 
makes with the xy plane, so if a source is directly pointed downward, elevation will be −90°, 
and if it is directly pointed upward, elevation will be +90°. Azimuth of the source is defined as 
the angle that the projection of n̂S on the xy plane makes with positive x‐axis, with a sign such 
that positive y‐axis has an azimuth of +90°. Hence, the conversions of elevation and azimuth 
angles of the source to n̂S can be given by
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nR̂
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Figure 3.10 Source and receiver along with their related parameters.



Indoor Optical Wireless Channel Modeling Methods 39

 

ˆ
ˆ

cos( ) cos( )
cos( ) sin(

_

_

n
n

S

S

elevation azimuth
elevation

x

y aazimuth
elevationS

)
sin( )ˆ

_n z

 (3.7)

The definitions of elevation and azimuth of the receiver are similar to that of the source, 
except that n̂R is used in the definitions instead of n̂S, and the calculations for n̂R for the con-
versions are exactly similar to (3.7).

3.7 Received Power from NLOS Links

Not all channels will have LOS link with the transmitter and the receiver. Regardless of 
whether an LOS link exists, which should have been determined by the previous step described, 
the next step is to calculate received power from reflections. This is the NLOS link. The total 
impulse response of the channel is the sum of responses from LOS and all reflections from 
NLOS links, given by

 
h t h t

k

k; , ; ,S R S R
0

 (3.8)

where h(0) is the LOS response that is calculated using (3.6) and h(k), k > 1 are the responses of 
the kth reflections.

The major variations in modeling algorithms of NLOS links that are currently available in 
the literature can be broadly divided into two categories: deterministic and probabilistic 
methods. We will next describe the major algorithms and their variations to illustrate their 
usefulness in modeling NLOS OWC channels.

3.7.1 Barry’s Algorithm

The first modeling algorithm for NLOS channels was reported by Gfeller and Bapst [5], where 
the idea of calculating the total power at the receiver by numerically integrating it over all the 
reflecting walls of the room was first presented. However, simulations reported using this 
method were limited to first reflections only. Impulse responses obtained by considering only 
the first reflections of the traveling photons can be used for rough approximations of the total 
power at the receiver, which may be sufficient for link budget analyses, but such impulse 
responses will not be adequate for precise calculation of delay spread and bandwidth of the 
channel. Barry et al. [9] first reported an algorithm that was able to calculate impulse responses 
considering multiple reflections. The total impulse response that includes all reflections in an 
indoor environment can be described by the following equation:

 

0 12

S

; , ; , , , / 2, ; , ,1 ,ˆ ˆk kh t h t d h tr n r r nS R S R  (3.9)

where the integration is performed for all surfaces of the room and the operator is the convo-
lution operator. The main idea to realize this integration is to perform a summation instead of 
integration, as follows:
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where the reflecting surfaces of the room, that is, walls, ceiling, floor, and furniture, are 
divided into N small reflecting elements. For the first reflections, each element is considered 
as a receiver that receives light in an LOS direction from the primary transmitter of the channel. 
Hence, the receivers have a FOV of π/2 as shown in (3.10). Then each element is considered 
as a separate transmitter, where it is considered as having Lambertian emission pattern with 
mode number n = 1, and the received optical power at the primary receiver of the channel in 
LOS direction with the elements can be calculated. This gives the approximate contribution of 
first reflections to the total impulse response of the channel. It is approximate because the 
accuracy will get better as the reflecting elements get smaller, which also increases the com-
puting time. For the second reflections, a different set of data is generated where, for each of 
the small reflecting elements being considered as a receiver, the rest of the elements are con-
sidered as transmitters, excluding the primary transmitter of the channel. Then, similar to the 
case of first reflections, the received optical power at the primary receiver of the channel in 
LOS direction with the small reflecting elements can be calculated. This gives the approxi-
mate contribution of second reflections to the total impulse response of the channel. More 
reflections can be considered exactly in the same way. This method is thus a recursive one and 
takes a considerable amount of computing time. Three reflections have been considered in 
Ref. [9] because of the amount of computing time needed, which may be sufficient for lower 
data rate communication systems. But as shown in Ref. [10], for high data rate communication 
systems, more orders of reflections should be considered and hence improvement over Barry’s 
algorithm to reduce computing time was essential.

Improvements over Barry’s method that have been reported in the literature hence primarily 
aim to decrease the computation time. The method in Ref. [11] is such an attempt where the 
simulations are not sliced into reflections but into time steps, and techniques such as storing 
some intermediate result in a disk file and reusing those results for later calculations leads to 
speed increase. One of the principal reasons that a large amount of computing time is required 
by Barry’s method is the recursive nature of the algorithm. Hence, a big speed boost is to be 
expected if the algorithm is modified to make it an iterative one. This is precisely the modifi-
cation reported in Ref. [12]. In Ref. [13], the iterative approach is further modified to include 
multiple transmitters and receivers. It should be mentioned that originally Barry’s simulations 
in Ref. [9] did not include furniture or other reflecting materials than the walls, the ceiling, and 
the floor in the room, rather the simulations were considered for empty rooms only. References 
[12–14] include simulations considering furniture, thus showing some effects of shadowing. 
Including other reflecting materials in simulations is actually a straightforward extension of 
the algorithm and does not require any modification of the method. Simulations in Ref. [14] 
are done utilizing the unmodified version of Barry’s algorithm. A small improvement is 
reported in Ref. [15] that describes a method of saving some calculations by disregarding 
reflecting elements as transmitters that are on the same surface as the element that is being 
considered as a receiver, since Lambertian pattern will result in zero intensity at directions in 
the same plane of the source. Next, we consider multiple‐input multiple‐output (MIMO) 
 modeling method—an extension of Barry’s algorithm.
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3.7.2 MIMO Modeling Method

An important application in terms of multiple transmitters and receivers as a MIMO system is 
considered in Ref. [16], where intermediate calculations are saved in disk files and reused 
when a different transmitter or receiver position is assumed, thus avoiding the restart of the 
whole process of calculation by only considering the changed position. This allows generating 
a profile of a whole room where the receiver may be placed at many locations, and by relatively 
quick generation of impulse responses of all the receiver locations, delay spreads and received 
power contour plots can be obtained for the whole room.

In this model, the transfer function between a transmitter and a receiver is divided into four 
components. The first component represents the transfer function between a source and 
 surface elements. The second component contains the transfer function between surface 
 elements. The third has the transfer function from surface elements to a receiver. The last 
 component accounts for direct response between a source and a receiver.

The surfaces of the room are made up of N neighboring elements of equal area, similar to 
Barry’s algorithm. Elements are numbered sequentially, and each element is identified by an 
index. Diffusing spots are referred to as sources and the device generating them as transmitter. 
The number of reflections is counted from a source to a receiver.

3.7.2.1 Source Profile (F)

The first component in the model represents transfer function between source (diffusing spot) 
and surface elements. It is referred to as Source Profile and is modeled by a single‐input 
 multiple‐output (SIMO) system with N outputs. The transfer function between a source and 
each of the surface elements is expressed by an entry in a vector M

S
. Since surface elements 1 

through N receive the signal directly, the transfer function f
sk
 between a source s and an element 

k is given by
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where ρ
k
 is the reflectivity of the element, the next term is added to account for the transfer 

function between a transmitter and a source, and the remaining terms are similar to the terms 
of (3.6) where A

R
 is the area of the element, d

sk
 is the distance between the source and the 

element, θ
sk
 is the angle between the normal of the source and the direction of the emitted ray 

to the element, ψ
sk
 is the angle between the normal of the element and the direction of the 

incoming ray from the source, and the FOV of an element is 90°.
For a single source s, the vector F

s
 is expressed as

 Fs s sNf f1   (3.12)

The expression can be extended to include more than a single source. In the case of a 
 diffused link, where the transmitter illuminates the ceiling, the equivalent vector F

eq
 is defined 

as the equivalent of n nx y sources and is given by
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where f fj iji

n nx y

eq 1
.

3.7.2.2 Environment Matrix (Φ)

The second component consolidates dependence on indoor geometry, dimensions, and reflec-
tion coefficients. This component contains the transfer functions between any two reflecting 
elements. In matrix format, and considering up to n reflections, it is expressed as
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where I
N×N

 is the N × N identity matrix, and φ is given by
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The entry φ
ik
 represents the transfer function between two elements i and k, and is given by
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where the symbols carry their usual meanings similar to previous equations. The environment 
matrix is independent of transmitter and receiver. Once calculated, it can be used with any 
transmitter and receiver configuration.

3.7.2.3 Receiver Profile (G)

This component contains impulse response dependence on receiver parameters such as loca-
tion and FOV. It contains transfer functions between a receiver and N surface elements. In 
vector form, it is expressed as
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where the entry g
ir
 is given by
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where the symbols carry their usual meanings similar to previous equations.

3.7.2.4 Direct Response Vector (D)

When a source is within a receiver FOV, a direct response results. This response is expressed 
as

 H DG0
r (3.19)

where D is a 1 × N vector given by

 D d dN1   (3.20)

The entry d
i
 is equal to ( / ( / ))1 i it d cT  if an element i corresponds to a diffusing spot 

and 0, otherwise. d
Ti

 accounts for the delay between the transmitter and the source i. In a 
 diffused configuration, there are n nx y nonzero elements in D.

3.7.2.5 Total Response (H)

The total impulse response H between a source s and a receiver when n reflections are consid-
ered can be expressed as
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If vector Ψ
n
 contains N entries defined as

 n s nD F  (3.22)

H can be written as

 H Gn r  (3.23)

The vector Ψ
n
 contains the signal components seen by each surface element. 

Multiplying by G
r
, the signal is shifted to account for the delay between elements and 

receiver and is multiplied by a factor that depends on the path between each element and 
receiver. The expression for H in (3.23) readily applies to a diffused link if F is substi-
tuted by F

eq
.
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One of the advantages attained by this model is highlighted in (3.23). In analyzing an indoor 
room environment, we are often interested in the impulse response for many receiver locations 
within a room. Room parameters do not change, nor do parameters of transmitter, only param-
eters of receiver change. Using (3.23) to calculate a new impulse response requires calculating 
the new value of G

r
 and multiplying by Ψ

n
, which is already calculated. The time required for 

calculating Ψ
n
 is comparable to that required to calculate a single impulse response. Once Ψ

n
 

is calculated and stored, however, the time required to calculate a new impulse response is 
reduced to calculating the multiplication of two matrices, which takes a very short time. This 
model saves time even when a single impulse response is calculated. By calculating receiver 
vector G

r
 first, elimination of any unnecessary calculation is possible. This is especially true 

when the receiver FOV is small, since the nonzero entries in G
r
 are a small fraction of total 

entries. When the kth entry in G
r
 is zero, the corresponding kth column in Ψ

n
 does not affect 

the calculation since it is multiplied by zero. Therefore, for n nonzero entries in G
r
, only 

corresponding n columns in Ψ
n
 have to be calculated. Figure 3.11 shows the MIMO structure 

of the model.

3.7.3 Modified Monte Carlo Algorithm and Variations

An alternative method for calculating impulse responses using Monte Carlo ray‐tracing tech-
niques is shown in Ref. [17]. The Lambertian pattern is considered as a probability density 
function (pdf), and rays are traced carrying equal optical power from the source by generating 
their directions using this pdf. As the rays hit reflecting surfaces, new rays are generated by 
the same pdf while their power is reduced by the reflectivities of those surfaces. Thus, by 
 generating random directions using the pdf, rays are traced throughout the room, and as they 
reach the receiver, an impulse response can be found. There is no limitation on the number of 
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Figure 3.11 MIMO modeling method.
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reflections that can be considered in this method. However, the probability that the rays will 
reach the receiver is not high and so a very large number of rays need to be traced. To remedy 
this, a modified version of the method, called the Modified Monte Carlo (MMC) algorithm 
has been introduced in Ref. [18–20], where each reflection of the rays is used to calculate an 
LOS contribution to the receiver from the reflecting point, thus utilizing each ray multiple 
times instead of only once. This leads to a lower number of generated rays from the source to 
calculate an impulse response. The algorithm is purely sequential and iterative, and hence this 
method is very fast. However, the impulse response obtained in this way contains some vari-
ance because of the random nature of the direction of the rays. This variance decreases as the 
number of rays is increased. An error analysis of this method of calculating impulse responses 
appears in Ref. [21]. It should be noted that there is provision in the algorithm to consider 
specular reflections off the surfaces too instead of only Lambertian; that is, deterministic 
directions can be considered as required instead of random directions; however, this just deter-
mines whether different reflecting coefficients of the surfaces will be considered or not 
depending on the nature of reflection and does not change the basic workflow of the algorithm. 
A versatile tool is reported in Ref. [22] that employs the MMC algorithm for calculating 
impulse responses for any environment. The environment description is specified as a 3D 
computer aided design (CAD) model, and hence the tool supports environment geometries 
having any shape, size, area, and number of obstacles including their material properties such 
as reflectivity. The MMC algorithm is especially suitable for parallelization leading to further 
reduction of the total execution time. Results are reported in Ref. [22] that show computa-
tional speed‐up proportional to the number of processors used in the simulation. Section 3.7.4 
describes an algorithm that incorporates the MMC method as part of its workflow. We will 
describe the MMC algorithm in more detail in Section 3.7.4.

A slightly different approach to the MMC algorithm is reported in Ref. [23] where the 
power of the rays is not reduced after a reflection, rather whether the rays will be propagated 
further or not after hitting a reflecting surface is determined by the reflecting coefficients. 
Thus the number of rays decreases as more reflections are considered, and hence it is a faster 
version of the MMC method. However, even more variance is introduced by this procedure, 
and as reported in Ref. [24], the MMC algorithm generates impulse responses with a smaller 
amount of estimated errors compared to it. Another algorithm similar to these is reported in 
Ref. [25], where individual photons are traced, and their propagations after hitting a surface 
are determined by the bidirectional reflectance distribution function of that surface, which is 
a general function describing reflectance of a surface that can be simplified to other forms, 
such as Lambertian pattern for perfectly diffuse surfaces.

3.7.4 Combined Deterministic and MMC Algorithm

The best accuracy can be achieved by Barry’s method and its modifications depending on how 
small the reflecting elements are, while the best speed can be achieved by the MMC algorithm. 
In this section, a method is described where both of these processes are combined. The sur-
faces are divided into small reflecting elements, and the contribution of first reflections to the 
total impulse response is found using these elements as is done by Barry’s method. However, 
the contributions of the second and remaining reflections are calculated by the MMC method, 
where each of those elements is considered as a source. In the original MMC simulations, a 
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very large number of rays are needed to be generated from the light source to obtain an impulse 
response with sufficiently acceptable variance. In this method, only a couple of rays are 
required to be generated from each reflecting element since there are a large number of ele-
ments in the room. Depending on configurations, the contribution of first reflections to the 
total impulse response may contain the most significant amount of reflected power, and since 
this is calculated by Barry’s method, very good accuracy can be achieved. The contributions 
of the remaining reflections to the total impulse response contain a lesser amount of power, 
depending on configurations, and hence some variance in those contributions introduced by 
using the MMC method is acceptable. Hence, the best features of both processes can be uti-
lized. The algorithm is sequential and iterative and hence very fast. It can be implemented for 
multi‐core systems, that is, the algorithm is parallelizable. It is also possible to save the results 
of the first reflection contributions to a disk file and later reuse them when considering a new 
location of the receiver. This will allow generating a profile of a whole room very quickly, 
where the receiver may be placed at many locations. Since the algorithm contains both deter-
ministic elements as well as a modified version of the Monte Carlo method, it is known as the 
Combined Deterministic and Modified Monte Carlo (CDMMC) method of calculating 
impulse responses.

3.7.4.1 Contribution of First Reflections to the Total Impulse Response

As the first step of the CDMMC method, the contribution of the LOS response from the source 
to the receiver, if LOS link exists, is calculated by using (3.6).

The next step is to calculate the contribution of first reflections to the total impulse response. 
This is done by first dividing each surface of the room into small reflecting elements. The 
width and the height of the elements, that is, the area of the elements, will determine the errors 
of the contribution of first reflections compared to the contribution when there is no discretiza-
tion involved, and also will determine the variance of contributions of the second and remain-
ing reflections to the total impulse response. A reasonable value of this area is 1 × 10−4 m2. The 
elements are assumed to be squares. The position of each element is determined by the center 
of the square (intersection of the diagonals). Each of the elements is first considered to be a 
receiver, hence for each of them n̂R is specified. The FOV of the elements is assumed to be 
90°. Thus, by using (3.6), it is possible to calculate the received power at each element from 
the source. The time required for light to travel from the source to the elements is recorded for 
each of them.

Next, each element is considered as a point source, and the received power at the receiver 
from each of them is calculated by using (3.6) again. But in this case, n̂S is the same unit vector 
n̂R that was considered in the previous step. The optical power, P

S
, of the reflecting elements 

is obtained by multiplying their received power calculated in the last step by the reflecting 
coefficient of the surface to which each of them belongs. The Lambertian mode number n of 
the elements when they act as point sources is taken to be 1, which is a very close approxima-
tion. Thus, by using (3.6), the LOS power at the receiver is calculated for each reflecting 
element. Also, the time required for light to travel from each of the elements to the receiver is 
recorded, which is added to the time previously calculated for denoting time required for light 
to travel from the source to the elements. Hence, the total time required for light to travel from 
the source to each small reflecting element and then to the receiver is found. At these time 
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values, in an array denoting h(1)(t), the power contributions are added from each element, and 
thus the contribution of first reflections to the total impulse response is obtained.

3.7.4.2 Contributions of Second and Subsequent Reflections to  
the Total Impulse Response

Contributions of second and subsequent reflections to the total impulse response are calculated 
by the MMC method. The basic principles of the method have been introduced in Ref. [20]. 
The difference between [20] and this algorithm is that here each of the small reflecting ele-
ments considered in the previous step is used as a source to generate rays instead of using the 
original light source.

In Monte Carlo method, the rays are generated probabilistically from the sources in the fol-
lowing way. It is observed that (3.1) can be interpreted as a probability density function (pdf) 
if P

S
 is equal to 1 W, since the result of the total volume integration of (3.1) is P

S
. Thus, (3.1) 

can be rewritten as a function of θ keeping P
S
 = 1 as
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Equation (3.24) can be considered as a pdf for the random variable Θ. It should be noted 
that it is not necessary to consider φ as a value of a random variable since Lambertian pattern 
is symmetric around the normal of the surface of the source. Volume integration of (3.24) 
through all possible values of θ and φ yield the result unity, and thus the assumption of (3.24) 
to be a pdf is correct. Hence, the cumulative distribution function (cdf) of Θ, that is, the prob-
ability that Θ is less than or equal to θ, can be obtained in the following way:
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The sine term in the integration of (3.25) appears from the Jacobian due to change in vari-
ables from Cartesian to spherical coordinates.

Now, another random variable Z from the random variable Θ can be obtained by

 Z cos  (3.26)

Z represents the coordinates in the z‐axis. The cdf of Z can be calculated by the following 
steps:
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The goal here is to obtain a random unit vector that will represent the coordinate system for 
a randomly generated ray as shown in Figure 3.12. The unit vector’s xy plane is the surface 
plane of the elements in the CDMMC algorithm.

The z‐component of the unit vector has a cdf as in (3.27). The x‐ and the y‐components of 
the unit vector need to be generated. To obtain the values of x‐, y‐, and z‐components, two 
random variables U and V are generated having uniform distribution in the range [0, 1]. 
Samples of random variable Z (values of z‐components of the unit vector) can be generated 
by  using inverse transform sampling method from its cdf obtained in (3.27) and samples 
of the random variable U. x‐ and y‐components can be generated by using the values of 
z‐ components and samples of the random variable V. The steps are as follows:
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Thus, the x‐, y‐, and z‐components of the unit vector are obtained. Each unit vector rep-
resents the direction of a ray that is emitted from the reflecting elements. It should be noted 
here that these components are based on a coordinate system whose xy plane is considered 
to be the element’s surface. Since the elements can belong to any surface of the room, these 
coordinates are not the same as room coordinates, and thus have to be converted to room 
coordinates to map the path of the ray. Assuming the elements are located on the walls, the 
ceiling, and the floor only, or on surfaces that are perpendicular to the walls, we will detail 
the transformation of element coordinates to room coordinates at the end of this section. If 
the elements in question belong to a surface that is not perpendicular to the walls, but is 
slanted, the transformation process is different and we will also describe it at the end of 
this section.

Each of the elements from the step of calculating the contribution of first reflections to 
the total impulse response is considered to generate random rays. Suppose a particular 
reflecting element receives a certain amount of optical power, say, P

elem_receive
, in the first 

step. When it is acting as a point source, its emitted power is P Pelem emit elem receive surface_ _ , 
where ρ

surface
 is the reflecting coefficient of the surface to which the element belongs. Now, 

x

y

z

θ

n̂

φ

Figure 3.12 Coordinate system for a random ray (denoted by a random unit vector).
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for the Monte Carlo method to work properly, usually a very large number of rays is 
required to be generated as is shown in Ref. [20], ranging to about half a million or more. 
However, in Ref. [20] the rays are generated from the single light source of the system, and 
here rays are generated from a large number of reflecting elements acting as sources. From 
simulations we found that only about 10 rays generated from each element is sufficient to 
calculate contributions of second and subsequent reflections to the total impulse response 
with acceptable variance, assuming a normal room size and an element area of 1 × 10−4 m2. 
For large halls/rooms and for element areas larger than the value mentioned here, more 
than 10 rays should be generated. So, if N

ray
 = 10, optical power assigned to each of these 

rays is P P Nray elem emit ray_ / .
Each of the generated rays propagates through the room and hits a surface. A fast and 

efficient process of calculating this impact point is also detailed at the end of this section. 
The time required for the ray to traverse from the element to the impact point is recorded. 
A new ray with a random direction is generated from this impact point using the steps men-
tioned in (3.28). The optical power carried by this new ray is equal to the optical power of 
the previous incoming ray to the impact point multiplied by the reflecting coefficient of the 
surface to which the impact point belongs. This new ray is again propagated through the 
room, a new impact point is found, time required for the new ray to travel from its origin to 
the new impact point is recorded, and another ray is similarly generated, and the process 
continues. At some point, a ray may reach the receiver of the system and (3.6) can be applied 
to find out the received power, along with the total time required for all these reflections to 
reach the receiver.

As it is readily understood, the probability that rays will reach the receiver is quite low. 
Hence in Ref. [20], an MMC method is introduced, which utilizes each ray to contribute to 
the power received by the receiver. A similar method is followed here too. When the first 
impact point is calculated, (3.6) is readily applied to get the power received by the receiver 
where the impact point is the source with Lambertian mode number n = 1 as mentioned ear-
lier, and P

S
 is found by multiplying the power of the incoming ray to the impact point by the 

reflecting coefficient of the surface to which the impact point belongs. The corresponding 
time required for light to travel from the impact point to the receiver is calculated and added 
to the previous cumulative time recorded. Hence, in an array denoting h(2)(t), the calculated 
received powers are added for all rays generated from all reflecting elements at their 
corresponding cumulative recorded times, and thus the contribution of second reflections to 
the total impulse response is obtained.

This process is continued in a similar way. We have mentioned that from the first impact 
point of a ray, a new ray with randomly generated direction is propagated through the room 
and a second impact point is found, along with a new cumulative time. Similar to the method 
discussed above, power received by the receiver from this second impact point by using (3.6) 
is calculated, along with the added time required for light to travel the total distance from the 
source to the element, then to the first impact point, and then second impact point, and finally 
to the receiver. Repeating for all rays and all elements, the contribution of third reflections to 
the total impulse response is obtained.

There is no limit whatsoever in the algorithm on how many reflections can be considered. 
Depending on the requirement of how long the tail of the total impulse response needs to be 
calculated, the number of reflections can be varied. But at least three reflections should be 
considered as they carry the most significant amount of power [9, 20].
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Transformation of Element Coordinates to Room Coordinates for  
Surfaces Perpendicular to Walls
In the Monte Carlo section of the CDMMC algorithm, directions of the rays are generated 
probabilistically. This direction is indicated by a unit vector. However, the coordinate system 
that the unit vector is based on is the local coordinate system of the reflecting surface which 
is, in most cases, not the same as the coordinate system followed for the room as shown in 
Figure 3.4. In Figure 3.13, the coordinate axes on all six surfaces of an empty room are shown, 
where the origins of the individual coordinate systems are not important as the unit vectors 
will point out the directions only. However, these coordinate axes have to be rotated to 
resemble the directions of coordinate axes in Figure 3.4 so that the unit vectors can point out 
directions in room coordinates. This is done by pre‐multiplying the directions of the unit vec-
tors with appropriate rotation matrices.

The rotation matrices are defined as follows:
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Figure  3.13 Axes of local coordinate systems of all surfaces of an empty room, neglecting the 
individual origins of the systems: (a) north wall, south wall, and the ceiling; (b) east wall, west wall, and 
the floor.
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where the subscript in the matrices indicate which axis remains fixed during the rotation, that 
is, the axis about which the rotation occurs, and the angles represent anti‐clockwise rotation 
of the other two axes when the angle is positive and clockwise rotation when the angle is neg-
ative. For example, the rotation matrix R

x
, when pre‐multiplied with a unit vector, will rotate 

the coordinate system in such a way that the rotation will be about the x‐axis of the local coor-
dinate system, and θ

x
 represents the angle at which the y‐axis rotates anti‐clockwise toward 

z‐axis when it is positive and clockwise when it is negative. Thus, if a unit vector in the local 
coordinate system of the surface is represented by d̂local local local local

T
x y z , we can convert 

it to room coordinates by applying the following:
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(3.32)

To rotate the directions of the local coordinate axes of the surfaces as shown in Figure 3.13 
to align with the directions of the room coordinate axes as shown in Figure 3.4, from the 
definitions of the rotation matrices and angles discussed above, the angles given in Table 3.1 
can be obtained. By applying (3.32) with these angles, the direction of any unit vector in 
reference to a local coordinate axis of a surface can be converted to the direction in refer-
ence to the room coordinates. Though the equations in (3.32) look involved, it can be 
observed that replacing the values of angles from Table 3.1 in (3.32) leads to very simple 
equations for each surface. Also it should be noted that though only six surfaces are shown 
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here, any other reflecting surfaces can be treated in a similar way if they are perpendicular 
to the room walls.

Transformation of Element Coordinates to Room Coordinates for Slanted Surfaces
In this section, we discuss the method of converting the direction of any unit vector in refer-
ence to a local coordinate axis of a surface to the direction in reference to the room coordinates 
when the surface in question is not perpendicular to any walls, the ceiling, or the floor. In this 
case, the surface is slanted and perpendicular to its local xy plane, that is, the direction to 
which the surface is facing needs to be defined. We define it in terms of its azimuth, φ, and 
elevation, θ, and they are shown in Figure 3.14. The convention we follow here in order to 
obtain the local xy plane of the surface is as follows. First, the x‐axis of the room coordinate 
system has to be rotated by the azimuth angle, φ, about the z‐axis of the room coordinate 
system, where a positive angle denotes anti‐clockwise rotation and a negative angle denotes 
clockwise rotation. The rotated y‐axis is now termed as the local y‐axis of the surface. Keeping 
the y‐axis fixed at its position, another rotation is performed anti‐clockwise to obtain the ele-
vation angle, θ, which defines the angle between the local z‐axis of the surface and the xy 
plane of the room coordinate system. That means, the rotation is performed anti‐clockwise 
about the local y‐axis by an angle of 90° − θ. The rotated x‐ and z‐axes now indicate the local 
x‐ and z‐axes of the surface, respectively.

With the conventions and definitions mentioned, the rotation matrix can be defined now to 
convert the direction of any unit vector in reference to a local coordinate axis of a slanted sur-
face to the direction in reference to the room coordinates. It should be noted that this is simply 
a change of bases in terms of linear algebra, where the room coordinate system forms the 
standard basis, and the local coordinate system forms a different basis and the direction of the 
unit vector is given in terms of the latter basis. Hence we have
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where I
3×3

 is the identity matrix representing the standard basis and A
local,3×3

 is the basis repre-
senting the local coordinate system of the surface. The columns of this matrix represent the 
axes of the coordinate system. We can determine these column vectors graphically from 

Table 3.1 Rotation angles of different surfaces

Surfaces Angles

θ
x

θ
y

θ
z

North /2 π/2 0
South /2 /2 0
East π/2 0
West /2 0 0
Ceiling 0 0
Floor 0 0 0
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Figure 3.14 following the conventions of azimuth and elevation as stated earlier and obtain the 
following relations:
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It is possible to use (3.34) as a general method in the case of perpendicular surfaces too 
instead of using (3.32). However, the conventions of local axes shown in Figure 3.13 have to 
be changed to properly use the definitions of azimuth and elevation angles followed in (3.34).

Detection of an Impact Point of a Ray and a Surface
We show here a procedure to detect the impact point as a generated ray is propagated through the 
room. The impact point can be located on any reflecting surface. The procedure here is a step‐by‐
step process, where first it is checked if the impact point is located on either the north or the south 
wall. If not, the check is continued for the west and the east walls. If not, the check is continued for 
the ceiling and the floor. The procedure can be extended for any number of surfaces as necessary.

For example, we show here first how a check for the north wall is done. We know the posi-
tion vector of the point source from where the rays are generated. We need to know the  position 
vector of the impact point. This can be expressed by the following:

 r r nimpact source rayk ˆ  (3.35)

Xroom

Xsurface

Zsurface

Ysurface

Zroom

φ

θ

Yroom

90
º –

 θ

Figure 3.14 Azimuth and elevation of a slanted surface.
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where the unit vector n̂ray indicates the direction of the ray and k is the distance between the point 
source and the impact point. In Figure 3.15, the geometry for determining the distance k is shown.

n̂surface is the unit vector perpendicular on the surface we are checking. Since we are concerned 

with the north wall now, ˆ ˆ ˆ ˆ, ,n i j ksurface 1 0 0 , where the symbols carry their usual meanings. 

We also have ˆ ˆ ˆ ˆ, ,n i j kray ray ray rayx y z . ψ is the angle between these two unit vectors. Then from 

their dot products we have,
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where d is the perpendicular distance from the north wall to the point source, which is 
known from the position of the point source and the room length. Equation (3.35) is applied 
as the next step and the obtained coordinates are checked to see whether they fall into the 
boundaries of the north wall. If not, the next wall is checked using a similar procedure and 
the process continues.

3.7.4.3 Summary of the Steps of the CDMMC Algorithm

The CDMMC algorithm can be summarized as having the following steps:

Step 1. Calculate the normal unit vectors of the source and the receiver with respect to their 
surface from their azimuth and elevation, if given.

North
wall

Sourced

k

ψ

ψ

ψ

n ̂surface

n̂ray

Figure 3.15 Geometry showing the method to determine the coordinates of the impact point.
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Step 2. Calculate LOS response from the source to the receiver.
Step 3. Divide all surfaces of the room into small reflecting elements and record their 

normal unit vectors with respect to their surface.
Step 4. Calculate LOS response from the source to all small reflecting elements. Keep track 

of time required for light to travel from the source to each element, that is, 
t d cs elem s elem_ _ / , where d

s_elem
 is the distance from the source to an element and c is 

the speed of light.
Step 5. Consider each element as a point source having Lambertian mode number n = 1. 

Power emitted by each element is P Pelem emit elem receive surface_ _ , where ρ
surface

 is the 
reflecting coefficient of the surface to which the element belongs.

Step 6. Calculate LOS response from each reflecting element to the receiver. Keep track of 
time, t d celem r elem r_ _ / , where d

elem_r
 is the distance from an element to the receiver.

Step 7. Add all responses at times t telem r s elem_ _ . This will give the contribution of first 
reflections to the total impulse response.

Step 8. Generate rays having random directions using Lambertian pattern as a pdf from 
each small reflecting element acting as a source. If number of rays generated from 
each element is N

ray
, each ray will carry power P P Nray elem emit ray_ / .

Step 9. Propagate each ray until a surface is hit. Find the impact point. Keep track of time, 
t d celem input elem impact_ _ / , where d

elem_impact
 is the distance from the element to the 

impact point.
Step 10. From the impact point, calculate LOS response to the receiver. Keep track of time, 

t d cimpact r impact r_ _ / , where d
impact_r

 is the distance from the impact point to the 
receiver.

Step 11. Add all responses at times t t timpact r elem impact s elem_ _ _ . This will give the contribution 
of second reflections to the total impulse response.

Step 12. Generate another ray from the impact point having power P Pray inco ray surface_ , 
where P

inco_ray
 is the power of the incoming ray that hits this surface at the impact 

point and ρ
surface

 is the reflecting coefficient of the surface to which the impact point 
belongs.

Step 13. Propagate the ray until a surface is hit. Find the impact point. Keep track of time, 
t d cimpact impact impact impact_ _ / , where d

impact_impact
 is the distance between the two impact 

points.
Step 14. From the new impact point, calculate LOS response to the receiver. Keep track of 

time, t d cimpact r impact r_ _ / , where d
impact_r

 is the distance from the new impact point to 
the receiver.

Step 15. Add all responses at times t t t timpact r impact impact elem impact s elem_ _ _ _ . This will give the 
contribution of third reflections to the total impulse response.

Step 16. Repeat steps 12–15 to calculate contributions from as many reflections to the total 
impulse response as required.

3.7.4.4 Comparison of Impulse Responses Calculated by Different Algorithms

In this section we will show results of simulations of impulse responses of three room config-
urations given in Table 3.2. These room configurations are the same as reported in Ref. [9]. We 
have selected these as our test configurations since [9] has reported experimental results of 
impulse responses of these configurations too. The experimental results and the simulations 
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reported in Ref. [9] match closely with each other and hence we have chosen to compare the 
calculated impulse responses here with those reported in Ref. [9], as the latter can be assumed 
to be completely correct.

As an example, the shape of the impulse response of configuration A is shown in Figure 3.16 
to point out that the impulse response calculated by the CDMMC algorithm matches very 
closely with that calculated by Barry’s algorithm [9] and the MMC method [20]. Configuration 
A has an LOS response between the source and the receiver. This has been shown in the figure. 
Since in the CDMMC algorithm, the contribution of first reflections to the total impulse 
response has been calculated using exactly the similar process as Barry’s algorithm, that is, 
deterministically, it is without variance. However, the contributions of the remaining reflec-
tions to the total impulse response are generated in a similar process as the MMC method, and 
so they will not be as temporally smooth as the contribution of first reflections. This variance 
can be seen in the impulse responses generated by the MMC and the CDMMC methods as 

Table 3.2 Room configurations and parameters of the source and the receiver for simulations

Room and surfaces Source Receiver

Configuration A Room length: 7.5 m Lambertian mode: 1 Area: 1 × 10−4 m2

Room width: 5.5 m x: 2.0 m x: 6.6 m
Room height: 3.5 m y: 4.0 m y: 2.8 m
Reflecting coefficients: z: 3.3 m z: 0.8 m
ρ

north
: 0.30 Elevation: −90° Elevation: +90°

ρ
south

: 0.56 Azimuth: 0° Azimuth: 0°
ρ

east
: 0.30 FOV: 70°

ρ
west

: 0.12
ρ

ceiling
: 0.69

ρ
floor

: 0.09
Configuration B Room length: 7.5 m Lambertian mode: 1 Area: 1 × 10−4 m2

Room width: 5.5 m x: 5.0 m x: 2.0 m
Room height: 3.5 m y: 1.0 m y: 4.0 m
Reflecting coefficients: z: 3.3 m z: 0.8 m
ρ

north
: 0.58 Elevation: −70° Elevation: +90°

ρ
south

: 0.56 Azimuth: 10° Azimuth: 0°
ρ

east
: 0.30 FOV: 70°

ρ
west

: 0.12
ρ

ceiling
: 0.69

ρ
floor

: 0.09
Configuration C Room length: 7.5 m Lambertian mode: 1 Area: 1 × 10−4 m2

Room width: 5.5 m x: 3.75 m x: 6.0 m
Room height: 3.5 m y: 2.75 m y: 0.8 m
Reflecting coefficients: z: 1.0 m z: 0.8 m
ρ

north
: 0.58 Elevation: +90° Elevation: +90°

ρ
south

: 0.56 Azimuth: 0° Azimuth: 0°
ρ

east
: 0.30 FOV: 70°

ρ
west

: 0.12
ρ

ceiling
: 0.69

ρ
floor

: 0.09
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Figure 3.16 (a) Elements of impulse response of configuration A (Table 3.2) showing the LOS com-
ponent, contributions of first, second, third, and remaining reflections to the total impulse response sep-
arately as calculated by Barry’s algorithm, the MMC, and the CDMMC method, (b) a zoomed‐in version 
of the contribution of second reflections to the total impulse response, and (c) a zoomed‐in version of the 
contributions of third and remaining reflections to the total impulse response.
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shown in  Figure 3.16b and c that show the contribution of second reflections and contributions 
of third and remaining reflections to the total impulse response, respectively. The impulse 
response calculated by Barry’s algorithm as shown in Figure 3.16 here contains only three 
reflections while the impulse responses calculated by the MMC and the CDMMC methods 
contain ten reflections. Hence, in Figure 3.16a and c, we observe higher power in the impulse 
responses that are related to the contributions of third and remaining reflections to the total 
impulse response. From Figure 3.16, it can be concluded that impulse responses calculated by 
all three algorithms are very similar in shape to each other.

3.7.4.5 Error Analysis

As noted in Section 3.7.4.4, the CDMMC method introduces some variance when calculating 
contributions of second and remaining reflections to the total impulse response since this part 
of the algorithm employs the Monte Carlo method. Though all three algorithms, namely 
Barry’s algorithm, the MMC, and the CDMMC algorithms, calculate very similar impulse 
responses, it is important to analyze the nature of this variance to understand better their 
strengths and weaknesses.

The MMC algorithm introduces variance as it employs the Monte Carlo method. In Ref. [21], 
the nature of this variance and estimated error has been analyzed in detail. It is useful to ana-
lyze the estimated error in terms of relative estimated error, which is indicated by the ratio of 
the square root of the variance of the received power in a small time interval, or in other words, 
one standard deviation of the received power in a small time interval to the total power received 
in that time interval. From Ref. [21], this quantity is given by
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where N
k
 denotes the number of rays reaching the receiver in the kth time interval, p

i,k
 is the 

amount of power contributed to the receiver by the ith ray in that interval, N is the total number 
of rays in flight in the interval which is equal to the number of rays emitted from the source if 
the time interval is small, and P

k
 is the total power received in the small time interval. For the 

MMC algorithm, P pk i ki

Nk

,1
. In the case of the CDMMC method, the contribution of first 

reflections to the total impulse response is calculated deterministically, similar to Barry’s 
algorithm. Hence, there is no variance in that contribution. Variance exists for the contribu-
tions of second and remaining reflections only. Thus, (3.37) can be used to calculate relative 
estimated error in a small time interval for the CDMMC algorithm too, except P

k
 in this case 

is given by ,1
contribution of first reflection in th time interval .kN

k i ki
P k p

From the above definitions, some observations can be made immediately. The CDMMC 
algorithm will show zero relative errors at time intervals when only the first reflections con-
tribute to the total impulse response. Relative errors will be non‐zero only when the second 
and subsequent reflections contribute to the total impulse response. This is a benefit of the 
CDMMC method compared to the MMC algorithm, where relative errors exist at all time 
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intervals when power is received from any reflections. This benefit will be more useful when 
the first reflections contribute a large percentage of power to the total impulse response. For 
example, [9] shows that configuration C in Table 3.2 has an impulse response where the first 
reflections contribute 79.9% of the total power. Hence, zero relative errors for that portion of 
the total impulse response are more beneficial in terms of accuracy compared to other config-
urations such as configuration B in Table 3.2, where the first reflections contribute only 4.8% 
of the total power [9]. Thus, the CDMMC algorithm provides greater advantage when there is 
no LOS between the source and the receiver, so that first reflections contribute the most 
significant portion of power to the total impulse response.

It is also useful to compare relative estimated errors in the impulse responses calculated by 
both the MMC and the CDMMC algorithms when only the second and remaining reflections 
contribute to the total impulse response. The comparison should be done while keeping the 
total number of rays generated by each algorithm same, as this number can be used to compute 
the complexity of the algorithms later.

It is possible to make some initial guesses on the comparison of relative estimated errors 
based on the structure of the algorithms before showing simulation results. If the total number 
of rays generated by both the algorithms is the same, the CDMMC method should show 
higher relative estimated errors than the MMC method when there is a single source. The 
reason can be explained by noticing that all small surface elements in the CDMMC method 
are considered with equal importance in terms of number of rays generated from them. Since 
the main source is Lambertian, some surface elements will receive much less power as LOS 
contribution than others from the source, while some elements will receive much more, but 
they all generate the same number of rays. It means the values of the power contributions p

i,k
 

contributed by the N
k
 rays in the kth time interval in (3.37) vary more from each other in the 

CDMMC method than in the MMC algorithm. Hence, in the kth time interval, the term 

pi ki

Nk

,
2

1
 will have higher values in the CDMMC method while the term pi ki

Nk

,1
 is approx-

imately the same for both the algorithms since the latter term indicates total received power in 
the kth time interval. From (3.37) it can then be concluded that the CDMMC method should 
result in higher relative estimated errors for contributions of second and remaining reflections 
to the total impulse response than the MMC method if the total number of rays generated 
probabilistically is the same for both algorithms.

The values of relative estimated errors can be decreased by generating more rays from each 
small surface element in the CDMMC method, that is,  to achieve the same relative estimated 
errors as the MMC algorithm, the CDMMC method will require more rays to be generated. 
Another approach is to assign the number of rays to be generated from the surface elements 
according to the power they receive as LOS contribution from the source instead of keeping 
the number same for all elements; however, this will increase the complexity of the method. 
The first approach, that is,  increasing the number of rays, is automatically taken care of in the 
CDMMC algorithm when there are multiple sources. For example, if there are L sources in the 
room instead of one, the small surface elements can be assigned L power levels received from 
each source and L elapsed time periods that are required for light to traverse the distance bet-
ween each of the sources and the surface elements. When a ray is generated from a surface 
element to calculate contributions of second and remaining reflections to the total impulse 
response, the power contributions and the elapsed times for L sources can be calculated easily 
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by using these L values assigned to that surface element instead of generating L new rays. This 
means that the number of rays that actually contribute to the receiver is increased L times 
while the total number of rays generated probabilistically remains the same as the number of 
rays generated in the case of a single source. In the MMC algorithm, the number of rays gen-
erated from each source is decreased L times than the number used for a single source so that 
the total number of rays remains the same when either a single source or L sources are used. 
The end result is that values of relative estimated errors should be lower in the CDMMC 
method in the case of multiple sources compared to a single source and can even be lower than 
values of relative estimated errors achieved by the MMC method when the total number of 
rays generated by both methods remains same. In the latter case, the total number of rays gen-
erated by the MMC method can be increased to achieve the same values of relative estimated 
errors as the CDMMC algorithm.

As an illustration of the above discussions, Figure 3.17 shows relative estimated errors cal-
culated for both the MMC and the CDMMC methods. The results are generated considering 
10 reflections for each algorithm. For the CDMMC method, surface elements have an area of 
1 × 10−4 m2. Each element emits 10 rays. Figure 3.17a has been generated for configuration 
A of Table 3.2. For this configuration, the total number of rays is 17 350 000 for both the algo-
rithms. Relative estimated errors for the CDMMC method are initially zero when only the first 
reflections contribute to the total impulse response. From Figure 3.16b, we can see that second 
and remaining reflections begin to contribute to the total impulse response at about 25 ns. 
Thus, from this starting point of time, relative errors of the CDMMC method exist and soon 
become greater than that of the MMC method, the reasons of which have been explained ear-
lier. Figure 3.17b has been generated for a multiple source environment that has exactly the 
same configuration as configuration A of Table  3.2, except that four sources have been 
employed, whose locations are (2.5 m, 1.85 m, 3.3 m), (2.5 m, 3.7 m, 3.3 m), (5.0 m, 1.85 m, 
3.3 m), and (5.0 m, 3.7 m, 3.3 m) given as (x, y, z) coordinates. All other parameters of the 
sources are the same as the single source in configuration A. As expected and explained  earlier, 
from Figure 3.17b it can be seen that relative estimated errors of the CDMMC method in this 
case are less than that of the MMC method.

3.7.4.6 Computational Complexity

We compare the computational complexity of the algorithms in terms of elementary calcula-
tions. An elementary calculation can be defined as the calculation of received power by a sur-
face element from a source using (3.6) and associated delay indicating the time required for 
light to traverse the distance between the source and the surface element. The number of 
elementary computations performed by Barry’s algorithm [9] is approximately equal to NK

e , 
where N

e
 is the number of surface elements and K is the number of reflections considered in 

the simulation. This value is very high and becomes quickly infeasible to compute impulse 
responses containing more than three reflections. The upper bound of elementary computa-
tions [24] performed by the MMC method is N KN Ncomp

MMC
rays MMC S_ , where K is the number of 

reflections considered in the simulation, N
rays_MMC

 is the number of rays generated by the 
source, and N

S
 is the number of surfaces in the room. The upper bound of elementary compu-

tations performed by the CDMMC method is N N K N N Ncomp
CDMMC

e e rays e S1 _ , where N
e
 is 

the number of surface elements, K is the number of reflections considered in the simulation, 
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N
rays_e

 is the number of rays generated by each surface element, and N
S
 is the number of sur-

faces in the room. The first term of Ncomp
CDMMC is the number of elementary computations per-

formed for calculating the contribution of first reflections to the total impulse response. The 
number of elementary computations required to calculate contributions of the remaining 
reflections, that is, K−1 reflections to the total impulse response, is given by the second term 
of Ncomp

CDMMC, which is similar to the form of Ncomp
MMC as the value N

e
N

rays_e
 indicates the total 

number of rays generated probabilistically by the CDMMC algorithm, whereas in the MMC 
method, this value is equal to N

rays_MMC
. Note that an optimization can be performed in case of 

the CDMMC method when the source is Lambertian. Since a Lambertian source does not emit 
any light toward the opposite plane to which it is facing, all surface elements N

e
 need not be 
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Figure 3.17 (a) Relative estimated errors of the MMC and the CDMMC methods generated for con-
figuration A (Table 3.2) and (b) relative estimated errors of the MMC and the CDMMC methods gener-
ated for configuration A except with four sources whose locations are (2.5 m, 1.85 m, 3.3 m), (2.5 m, 
3.7 m, 3.3 m), (5.0 m, 1.85 m, 3.3 m), and (5.0 m, 3.7 m, 3.3 m) given as (x, y, z) coordinates, and all other 
parameters of the sources are same as the single source in configuration A. Ten reflections are considered 
for both parts (a) and (b).
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considered in the second term of Ncomp
CDMMC. Surface elements belonging to the wall or the  surface 

opposite to the plane to which the source is facing can be omitted as they will receive no power 
from the source as LOS contribution. However, there are sources that are non‐Lambertian and 
light fixtures exist that have radiation patterns where a portion of the radiation is emitted from 
the opposite plane to which the source faces. Hence, in general, to calculate the upper bound, 
we consider all surface elements N

e
 in the second term of Ncomp

CDMMC.
As explained in Section 3.7.4.5, the total number of rays needed by the MMC and the 

CDMMC algorithms to achieve the same relative estimated errors varies according to config-
urations. Hence, to compare the CDMMC method with the MMC algorithm, we first set 
N N Nrays MMC e rays e_ _ , and then multiply the total number of rays required by the CDMMC 
method to achieve the same relative estimated errors as the MMC method by a parameter α. 
This parameter can take positive values either greater than or smaller than 1, depending on 
whether the total number of rays required by the CDMMC method is smaller or greater than 
the MMC method, respectively, to achieve the same relative estimated errors. If we now cal-
culate the percentage increase or decrease of the number of elementary computations by the 
MMC method compared to the CDMMC algorithm, we have
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We can neglect the last term in the final expression of (3.38) and focus on the first two terms. 
The value of ( ) /K K1  is always less than unity. Hence, the value of ( ) /K K1  is less than 
the value of α. Thus, depending on the values of K and α, the final result can either be positive 
or negative. Hence, even if α is greater than 1, denoting that the CDMMC method requires 
more rays than the MMC method to achieve the same relative estimated errors, having lower K 
can yield positive results from (3.38), denoting that the MMC method will require more 
elementary computations than the CDMMC algorithm. A quick calculation shows that with the 
smallest number of reflections in the total impulse response that may be acceptable for lower 
data rate communication systems, that is, K = 3, α can be as high as 1.5, that is,  the CDMMC 
method can require 50% more rays than the MMC method but still can have lower computa-
tional complexity if only three reflections are considered. Higher values of α or higher number 
of reflections, K, will yield a negative result from (3.38), denoting that the MMC method will 
require less elementary computations than the CDMMC method. If α is smaller than 1, the 
result is always positive. As a numerical example, we take configuration B from Table 3.2 and 
plug in values into (3.38), while assuming α = 1. If the surface elements have an area of 
1 × 10−4 m2, we have Ne 1 735 000. Other values are as follows: K = 5, NS 6, Nrays e_ 10. 
Putting these values in (3.38) yields the result of 19.67% decrease in elementary computations.
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Thus, the MMC and the CDMMC methods are not directly comparable with each other in 
terms of elementary computations required by them as this is dependent on the configuration 
of the environment. The CDMMC method provides greater advantages when there is no LOS 
between the source and the receiver and when there are multiple sources. In other configura-
tions that have a single source and LOS link between the source and the receiver, the CDMMC 
method may still be advantageous in terms of elementary computations if α is not too high and 
the number of reflections considered in the total impulse response is low.

3.7.5 Other Approaches for Impulse Response Calculation

Apart from the two main branches of algorithms for calculating impulse responses, that is, 
Barry’s deterministic method and Monte Carlo ray‐tracing, some other algorithms exist. 
A statistical approach is taken in Ref. [26] where the RMS delay spread and average delay 
are estimated from room parameters, and based on them, Rayleigh or Gamma distributions 
are used to fit the shape of the impulse response. However, it is not very accurate, and 
significant differences between the estimated and the real impulse responses are observed. 
An interesting method is presented in Ref. [27] where a geometric approach is taken. Instead 
of dividing the surfaces of the room into small reflecting elements, the loci of reflection 
points on a surface are found, which are used to calculate reflection points for the next order 
of reflections. The computing time required for this method is on the same order as required 
by Barry’s method. Another approach reported in Ref. [28] directly estimates the frequency 
response of the channel from room parameters only instead of calculating the impulse 
response first. The frequency response that can be found by this approach is fairly acceptable 
in terms of accuracy for lower frequency regions, but at high frequency regions, the accuracy 
deteriorates. It should be noted that in all these methods, the light source is assumed to be 
monochromatic, that is, having a single wavelength. This allows for considering a fixed 
reflecting coefficient of the surfaces in the room. Monochromatic light can be generated from 
lasers; however, if LEDs are to be considered, the source becomes wideband in terms of 
power spectral density, and variation of the reflecting coefficients due to the wider range of 
wavelengths should be considered. This is the approach taken in Ref. [29] where LEDs are 
considered for VLC. The process used here is Barry’s algorithm but the reflected power after 
hitting a surface is calculated by an integration of the spectral reflectance over the range of 
wavelengths emitted by the sources instead of just multiplying by a fixed reflecting coeffi-
cient as is done for monochromatic sources.

3.8 Conclusions

In this chapter, we have discussed why impulse response is an important tool in analyzing an 
indoor OWC as the channel impulse response can give us an estimate of ISI in case of high‐
speed communications through simulations. As calculating an impulse response for an indoor 
OWC is difficult because of reflections and multipath phenomena from different surfaces with 
different reflectivities, a number of algorithms exist to simulate with very good accuracy an 
impulse response of an indoor environment when all specifications of that system are avail-
able. Mainly, two branches of algorithms exist; deterministic approaches such as Barry’s 
algorithm and probabilistic approaches based on Monte Carlo simulation such as the MMC 
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method each has their advantages and disadvantages, including speed and accuracy. In this 
chapter, we have described these two main branches of algorithms, as well as a combined 
approach termed as the CDMMC algorithm that employs both deterministic and Monte Carlo 
methods. This approach is much faster than Barry’s algorithm because the CDMMC method 
employs Monte Carlo simulations. Also it shows some advantages compared to the MMC 
method such as zero variance in the contribution of first reflections to the total impulse 
response and thus can provide greater advantages when no LOS exists between the source and 
the receiver, since in this case first reflections will contribute the most significant portion of 
power to the total impulse response. When there are multiple sources, the relative estimated 
errors of the CDMMC algorithm become less than that achieved by the MMC method due to 
multiple uses of each ray. The CDMMC method will require higher number of rays than the 
MMC method to achieve the same relative estimated errors in case of single source configu-
rations; however, if this increase is not too significant, for example, less than 50% increase, 
and the number of reflections considered in the total impulse response is low, the CDMMC 
method may still be advantageous as the number of elementary computations becomes less 
than what is required by the MMC algorithm in such particular cases. Since the variance of 
both these algorithms is inversely proportional to the square root of the total number of rays 
as a property of the Monte Carlo method [21], it is possible to make a single run of these algo-
rithms for a particular configuration and decide which algorithm will achieve the required 
relative estimated errors with lower number of elementary computations using (3.38) and 
hence achieve lower execution times.
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Analyses of Indoor Optical 
Wireless Channels Based on 
Channel Impulse Responses

4.1 Introduction

In the last chapter, we have included details on techniques to simulate the channel impulse 
response of an indoor optical wireless channel (OWC). With the channel impulse response, it 
is possible to analyze a communications link and predict its performance in the presence of 
noise and other factors that influence bit‐error‐rate performance. In this chapter, we aim to 
first analyze in detail different indoor channel impulse responses and their Fourier transforms, 
and the frequency responses of the channels, and show that the size of the room and the posi-
tions of transmitters and receivers have a big influence on their achievable performance. Later, 
we will analyze the different types of noise present in indoor wireless communication sys-
tems. We will also show the effects of furniture and other reflecting surfaces in a room on the 
channel impulse response compared to a room having no furniture.

4.2 Analyses of Optical Wireless Channel Impulse Responses

Indoor OWC impulse responses are very much dependent on the configuration of the room 
and positions and configurations of transmitters and receivers. To show this, we need to eval-
uate impulse responses of many different rooms having transmitters and receivers at many 
different positions within them. We can broadly select three room configurations for our 
analyses, making the lengths, the widths, and the heights of the rooms representative of usual 
room configurations at normal dwellings, at office buildings, and for larger conference rooms, 
respectively. We will assume the walls of the rooms are made with plaster and colored white, 
so that the reflecting coefficient is 0.7 for all walls and the ceiling, and for the floor we will 
assume it is 0.25. We will confine our analyses here for monochromatic systems, that is, we 
will assume the transmitter is a laser source emitting only one wavelength. Analyses where the 

4
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source is a light emitting diode (LED) follow a similar method, except that when the impulse 
response is calculated, different reflecting coefficients at different wavelengths have to be 
taken care of since LED is a broad linewidth source. Also, since LEDs have a limited band-
width of around 20–100 MHz, it is more useful to analyze impulse responses of indoor OWCs 
where the source is laser as the latter type of sources have a much higher bandwidth, in the 
tens of gigahertz range. At the receiver side, the area and the field‐of‐view (FOV) of the pho-
todiode are important parameters to consider. The FOV will control directly the amount of 
reflections that the photodiode receives; hence by modifying the FOV, it is possible to con-
sider a communications system where inter‐symbol‐interference (ISI) is low. The FOV is 
controllable by the lens that is usually employed at the opening of the detector active area, that 
is, it is a modifiable parameter. What is not modifiable is the detector active area which con-
trols the amount of optical power that the detector receives to convert to electrical current. 
High‐speed photodiodes have a small detection area, and the higher the supported bandwidth 
of the photodiode is, the smaller the area of the detection surface becomes. It means for high‐
speed photodiodes, the intensity of light reaching the receiver has to be more to maintain the 
same performance as low‐speed photodiodes. One possible way to ensure this is to use a 
focusing lens and concentrators in front of detectors that capture more light. We will first ana-
lyze the systems without a focusing lens or concentrator at the receiver side.

Table  4.1 shows the room configurations that will represent three categories of rooms, 
namely, those at home, at office, and at conference halls. At this point, we consider there is no 
furniture present in the rooms.

The conventions of the coordinate system to be followed for source and receiver locations 
are the same as shown in Figure 3.4. Since we will analyze impulse responses for different 
locations of sources and receivers, we will not mention their locations in a fixed tabular format 
at this point. The fixed parameters of the source and the receiver are given in Table 4.2.

The elevation of the source will indicate whether the communication link is a line‐of‐sight 
(LOS) or non‐line‐of‐sight (NLOS) system. We will place the receiver at a height of 0.8 m, 
indicating that it is placed on some fixture such as a table. The elevation of the receiver is 
+90° which means it is facing upward toward the ceiling. It may be helpful to recall that the 
elevation of a source or a receiver is defined as the angle that the normal of the source or the 
receiver makes with the xy‐plane. Now, since the receiver faces upward in the following 
analyses, the source’s elevation and the z coordinate will indicate the type of link. If the z 

Table 4.1 Room configurations for impulse response analyses

Configuration A Configuration B Configuration C

Length 5 m 6 m 7.5 m
Width 4 m 5 m 5.5 m
Height 2.5 m 3.5 m 3.5 m
Reflection coefficients ρ

north
: 0.7 ρ

north
: 0.7 ρ

north
: 0.7

ρ
south

: 0.7 ρ
south

: 0.7 ρ
south

: 0.7
ρ

east
: 0.7 ρ

east
: 0.7 ρ

east
: 0.7

ρ
west

: 0.7 ρ
west

: 0.7 ρ
west

: 0.7
ρ

ceiling
: 0.7 ρ

ceiling
: 0.7 ρ

ceiling
: 0.7

ρ
floor

: 0.25 ρ
floor

: 0.25 ρ
floor

: 0.25
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 coordinate of the source is almost equal to the room height and its elevation is −90°, the 
source is facing downward from the ceiling toward the floor. This type of link can be an LOS 
link if the receiver’s FOV and position enable it to receive light from the source directly. 
Since in this chapter our analyses are confined to monochromatic sources, it means the actual 
laser transmitter is located elsewhere, but the laser beam hits the ceiling at the position indi-
cated. The location of the laser transmitter is of no concern to the system because the impact 
point where the emitted beam has hit the ceiling acts as the source for the communication 
system. Hence, whether the link is LOS or NLOS will be indicated by this impact point act-
ing as a source. On the other hand, if the z coordinate of the transmitter is about the same as 
the receiver and elevation of the transmitter is +90°, it will indicate that it is facing upward 
toward the ceiling. This is possible for a monochromatic system if a source is made by plac-
ing a diffuser in front of a laser transmitter. The diffuser makes the output radiation pattern 
Lambertian, and the whole transmitter along with the diffuser can be made to face directly 
upward. Thus, it is essentially an NLOS system as both the source and the receiver face 
upward, and the receiver can detect light from reflections only. Thus, in this chapter, when 
we specify a link as  non‐directed LOS, it means the source is actually an impact point of a 
laser beam on the ceiling; when we specify a link as non‐directed NLOS, it means the source 
is the actual laser transmitter that has a diffuser in front of it and is facing upward toward the 
ceiling. In both cases, the receiver will be facing upward too.

The area of the receiver is also an important parameter as described earlier. Here, we have 
assumed a realistic value to be the detection area for a photodiode having bandwidth of about 
1 GHz and having a detectable wavelength range of 850–1600 nm (e.g., [1]). The selected 
value is quite small, but is necessary if we want to transmit at high data rates requiring high 
bandwidth photodiode. If the detectable wavelength range of the photodiode is 400–1000 nm, 
the detector area can be somewhat higher with approximately the same bandwidth (e.g., [2]). 
Detection area actually acts as a multiplier when the total impulse response is calculated, 
according to (3.6), and hence the impulse response for a different photodiode having a differ-
ent detection area can be derived from a given impulse response simply by first dividing the 
magnitude of the impulse response by the given detection area and then multiplying it by the 
new detection area of the new photodiode.

We will first analyze some channel conditions where a non‐directed LOS link exists  between 
the source and the receiver. We will discuss root‐mean‐square (rms) delay spread—an impor-
tant parameter relating impulse responses to multipath induced ISI. We will also discuss 
effects of FOV on rms delay spread. Later we will show these analyses for non‐directed NLOS 
links also.

Table 4.2 Source and receiver configurations for impulse response analyses

Source Receiver

Lambertian mode: 1 Area: 2.5 × 10−9 m2

x: to be varied x: to be varied
y: to be varied y: to be varied
z: to be varied z: 0.8 m
Elevation: −90° (LOS)/+90° (NLOS) Elevation: +90°
Azimuth: 0° Azimuth: 0°

FOV: 70°
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4.2.1 Non‐directed LOS Links

We will show impulse responses for two positions of the receiver assuming the source is on 
the ceiling directly in the middle of the room. The two positions will be in the middle of the 
room, that is, directly underneath the source and at the corner of the room. These two positions 
will give us some idea on the nature of impulse responses in a typical indoor room environ-
ment where non‐directed LOS links exist between the source and the receiver.

Figure 4.1 shows the impulse response in the room of configuration A of Table 4.1 when the 
receiver coordinate is (2.5 m, 2.0 m, 0.8 m) and the source coordinate is (2.5 m, 2.0 m, 2.5 m). 
This denotes that the receiver is directly underneath the source and both of them are exactly in 
the middle of the room. It is helpful to recall that impulse responses in optical wireless sys-
tems have the unit of power (W). The LOS response in this case as shown in the figure is 
2.7535 × 10−10 W. Also it is helpful to recall that the source power is assumed to be 1 W when 
the impulse response has been calculated. Thus, because of the small detector area and the 
square‐law dependence of path loss, the received power has become quite low. The rest of 
the impulse response is calculated for reflected lights only, and we can see that compared to 
the LOS response, the reflected response is much smaller. The impulse response has been cal-
culated for 10 reflections.

Figure 4.2 shows the impulse response in the room of configuration A of Table 4.1 when the 
receiver coordinate is (0.1 m, 0.1 m, 0.8 m) and the source coordinate is (2.5 m, 2.0 m, 2.5 m). 
This denotes that the receiver is at one of the corners of the room while the source is in the 
middle of room. In this case, the LOS response becomes much smaller while responses from 
reflections become greater in magnitude than the impulse response shown in Figure 4.1. The 
reason for this is that the distance between the source and the receiver has increased for 
the configuration of Figure 4.2 compared to the configuration of Figure 4.1. Also, since the 

LOS response = 2.7535 × 10–10 W
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Figure 4.1 Impulse response of a non‐directed LOS link of configuration A of Table 4.1, when source 
coordinate is (2.5 m, 2.0 m, 2.5 m) and receiver coordinate is (2.5 m, 2.0 m, 0.8 m).
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receiver is much nearer to the walls, the reflections are able to contribute a higher amount of 
power to the receiver. Hence, from these two figures, we can draw a conclusion that from the 
shape of an impulse response, we can roughly estimate the relative positions of the source and 
the receiver within a room for a non‐directed LOS system.

Let us analyze the same two relative positions of the source and the receiver for configura-
tion B of Table 4.1. Configuration B is a larger room than configuration A. So, it is expected 
that we should receive more reflected responses having higher time delays than that of config-
uration A. We see evidence of this in Figure 4.3, where the receiver is placed directly under-
neath the source and both the source and the receiver are exactly in the middle of the room. 
The “tail” of the impulse response goes well beyond 100 ns which is higher than the delays 
observed for configuration A in Table 4.1. We also see that the value of the LOS response in 
Figure 4.3 is smaller than configuration A shown in Figure 4.1 as the distance between the 
source and the receiver is greater in configuration B than that of configuration A.

Figure 4.4 shows the impulse response when the receiver is placed at the corner of the room 
of configuration B, keeping the source at the same position as in Figure 4.3. The differences 
between these two impulse responses are similar in nature as we observed in Figures 4.1 and 
4.2. The LOS response becomes a bit smaller than what is observed in Figure 4.3 since the 
distance between the source and the receiver is larger. The reflections contribute compara-
tively more to the total impulse response, and the delays are shorter too, since the receiver is 
placed much closer to the walls from where the reflections are actually received. Comparing 
Figures  4.2 and 4.4, we still observe that the “tail” of the impulse response is longer for 
 configuration B than configuration A because of the larger room size.

If we continue to calculate impulse responses for configuration C of Table 4.1, we should 
observe similar features and differences. Figure 4.5 shows the impulse response calculated for 
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Figure 4.2 Impulse response of a non‐directed LOS link of configuration A of Table 4.1, when source 
coordinate is (2.5 m, 2.0 m, 2.5 m) and receiver coordinate is (0.1 m, 0.1 m, 0.8 m).
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configuration C of Table 4.1, which consists of the largest room size among the three config-
urations, where the source and the receiver are placed in the middle of the room. We can 
immediately observe that since the room height of configurations B and C are the same, the 
LOS response is also exactly the same (from Figure 4.3) because of the same distance between 
the source and the receiver. Though not immediately distinguishable from observing 
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Figure 4.3 Impulse response of a non‐directed LOS link of configuration B of Table 4.1, when source 
coordinate is (3.0 m, 2.5 m, 3.5 m) and receiver coordinate is (3.0 m, 2.5 m, 0.8 m).
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Figure 4.4 Impulse response of a non‐directed LOS link of configuration B of Table 4.1, when source 
coordinate is (3.0 m, 2.5 m, 3.5 m) and receiver coordinate is (0.1 m, 0.1 m, 0.8 m).
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Figure 4.5, the “tail” of the impulse response is also actually longer than that of configuration 
B because of the larger room size.

Similar to the other configurations, we can place the receiver at the corner of the room of 
configuration C and calculate the impulse response, which is shown in Figure 4.6. The LOS 
response becomes progressively smaller than other configurations as the distance between 
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Figure 4.5 Impulse response of a non‐directed LOS link of configuration C of Table 4.1, when source 
coordinate is (3.75 m, 2.75 m, 3.5 m) and receiver coordinate is (3.75 m, 2.75 m, 0.8 m).
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Figure 4.6 Impulse response of a non‐directed LOS link of configuration C of Table 4.1, when source 
coordinate is (3.75 m, 2.75 m, 3.5 m) and receiver coordinate is (0.1 m, 0.1 m, 0.8 m).
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the source and the receiver increases. Also, the reflections are much closer to the LOS 
response as the receiver has been placed near the walls. Hence, from these impulse responses, 
all of which have been calculated for a non‐directed LOS link, that is, the receiver has a LOS 
link with the source, we can draw some conclusions. First, the magnitude of the LOS impulse 
response is usually much higher than the contributions of the reflections to the total impulse 
response. This is true when the source is in the middle of the room and the receiver is directly 
underneath the source. As the receiver is moved toward the corners of the room, the LOS 
response becomes smaller and the contributions of the reflections to the total impulse 
response become larger, but they also become much closer in time domain. Hence, for all 
cases, in a non‐directed LOS channel, it may be possible to neglect the reflections when the 
performance of an optical wireless communications system is considered, but only for low 
data rates. For high data rate systems, the small values of contributions of the reflections to 
the total impulse response compared to the LOS response may still influence the performance 
significantly by introducing ISI.

We will now show the magnitude responses calculated from the impulse responses simulated 
for two locations of the receiver for configurations A and C of Table 4.1. From the magnitude 
responses, we can find the −3 dB bandwidth of the channels at those locations, which will be 
useful in our present discussion. The magnitude responses are shown in Figure 4.7.

The −3 dB bandwidths observed from the magnitude responses of Figure 4.7 are given in 
Table 4.3.

When the receiver is at the center of the room, the −3 dB bandwidth is high, which is to be 
expected from the smallest distance between the source and the receiver and lowest contribu-
tions of reflections to the total impulse response at these locations. When the receiver is at the 
corner, we observe decreasing −3 dB bandwidth as the room size increases, that is, the  distance 
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Figure 4.7 Magnitude responses calculated from impulse responses of LOS channels simulated for 
two locations of the receiver for configurations A and C of Table 4.1.
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between the source and the receiver increases. Since this distance in an LOS link defines the 
magnitude of the DC component in the magnitude response, it is expected that as this distance 
in an LOS link increases and at the same time as the reflections contribute comparatively more 
power to the total impulse response, the −3 dB bandwidth also decreases.

At this point, it will be helpful to introduce an important parameter that quantifies the 
severity of ISI introduced by a multipath channel—rms delay spread. The rms delay spread 
can be computed from the impulse response h(t) by

 

D
t h t dt

h t dt

2 2

2

 (4.1)

Here μ is the mean delay which can be calculated by

 

t h t dt

h t dt

2

2

 (4.2)

As we have discussed earlier, the impulse response of an indoor OWC h(t), and hence the 
delay spread d computed from it, can be considered to be deterministic quantities. This is 
because as long as the source, the receiver, and other reflectors within the environment do not 
change their positions, the impulse response and the delay spread will not change. The rms 
delay spread is deeply related to quantifying the severity of ISI in the sense that the inverse of 
the delay spread is proportional to the coherence bandwidth of the channel [3, 4], that is, the 
bandwidth over which the channel can be considered “flat.” Within the coherence bandwidth 
of the channel, the frequencies experience a similar amount of attenuation, that is, there is 
absence of frequency selectivity, and hence, there should be no inter‐symbol interference (ISI) 
in time domain. It is accepted that the maximum bit‐rate that can be transmitted through a 
channel without introducing ISI and without using an equalizer at the receiver end can be 
approximately related to the rms delay spread as [4], R Db 1 10/ .

In Table  4.4, we show some quantities related to the impulse responses calculated for 
 configurations A and C of Table 4.1 for non‐directed LOS links. We show the LOS power 

Table 4.3 −3 dB bandwidth of LOS channels consisting of two 
locations of the receiver for configurations A and C of Table 4.1

Receiver at the center of the room

Configuration A Configuration C

−3 dB Bandwidth >2.5 GHz >2.5 GHz

Receiver at the corner of the room

Configuration A Configuration C

−3 dB Bandwidth 11.73 MHz 8.55 MHz
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 contribution, the contribution of reflections, and the percentage of total power contributed by 
the reflections, as well as rms delay spread.

From Table 4.4, we can see that when the receiver is in the middle of the room directly 
underneath the source, the LOS contribution is typically much higher (at least one order of 
magnitude) than contributions from reflections. The percentage of total power contributed by 
reflections is also around 8–10%. Since reflections do not contribute much to the total impulse 
response, the rms delay spread remains small, typically smaller than approximately 0.3 ns. On 
the other hand, when the receiver has been placed at the corner of the room, we see very dif-
ferent behavior in terms of power contributions by reflections. The LOS response contribution 
and the contribution of reflections become almost equal in these cases, and to be specific, 
actually the LOS response becomes smaller than contributions of reflections in all cases. This 
is evident from the percentage of total power contributed by reflections where the percentage 
value is always greater than approximately 60%. Correspondingly, the rms delay spread is 
much worse, about approximately 1.4–1.6 ns. From these delay spread values, it can be con-
cluded that these channels will support a bit rate of approximately 350–667 Mbps without 
introducing ISI and without equalization at the receiver end when the receiver is placed in the 
middle of the room directly underneath the source. When the receiver is at the corner, the sup-
ported bit rate, without introducing ISI and without requiring equalizer at the receiver end 
becomes 60–70 Mbps.

We can show the effects of increasing rms delay spread more clearly as the receiver moves 
toward the corner. Figure 4.8 shows rms delay spreads at every receiver location inside the 
room of configuration B of Table 4.1 when the source is at the center of the ceiling. We can 
observe minimum rms delay spread when the distance between the receiver and the source is 
the smallest, in this case, when the receiver is directly underneath the source. As the distance 
increases, and as the receiver moves closer to reflecting surfaces, that is, walls of the room, 
rms delay spread increases. Hence, from all these discussions, it is evident that the highest 
data rate without ISI that can be transmitted in an optical wireless system without employing 
equalizers at the receiver end is dependent on factors such as proximity of the receiver to 
reflecting surfaces and the distance between the receiver and the source. The smallest rms 
delay spread, or in other words, the highest data rate without ISI and without equalizers at the 

Table 4.4 Power contributions from LOS responses and reflections, percentage of total power 
contributed by reflections, and rms delay spread calculated from impulse responses of non‐directed 
LOS links of configurations A and C of Table 4.1 at two receiver positions when the source is at the 
center of the ceiling

Configuration A Configuration C

Power contribution from  
LOS response

Receiver at the center 2.7535 × 10−10 W 1.0916 × 10−10 W
Receiver at the corner 1.5301 × 10−11 W 7.5962 × 10−12 W

Power contribution from 
reflections

Receiver at the center 2.5009 × 10−11 W 1.2961 × 10−11 W
Receiver at the corner 2.889 × 10−11 W 1.3752 × 10−11 W

Percentage of total power 
contributed by reflections

Receiver at the center 8.3263% 10.6131%
Receiver at the corner 65.376% 64.4173%

Root‐mean‐square delay  
spread

Receiver at the center 0.1557 ns 0.2292 ns
Receiver at the corner 1.4668 ns 1.6051 ns
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receiver end can be achieved when this distance is minimum in the system and when the 
receiver is farthest away from reflecting surfaces.

Let us consider some cases when the source is not placed in the middle of the ceiling. If the 
source is placed elsewhere, it is possible that the link may become a non‐directed NLOS one 
instead of a non‐directed LOS link, depending on the receiver location and receiver FOV. For 
example, the receiver that we have been using until now from Table 4.2 has a FOV of 70° and 
was placed at a height of 0.8 m. We can calculate the radius of the circle on the ceiling within 
which any source has an LOS link with the receiver. For configurations B and C of Table 4.1, 
the height of the room is 3.5 m. Hence, the radius will be r ( . . ) tan( ) .3 5 0 8 70 7 42m m. 
Since the length of the largest room (configuration C) is only 7.5 m, we can safely assume that 
with this FOV of the receiver, wherever the source is placed at the ceiling in a typical operation 
of the communications system, there will always be an LOS link with the receiver. Of course, 
if both the source and the receiver are placed on opposite corners of the room, that is, if the 
horizontal distance between them becomes larger than the calculated radius above, there will 
be no LOS link. Figure 4.9 shows such a scenario where the source is out of the FOV of the 
receiver, and the link becomes a non‐directed NLOS link.

Let us reduce the FOV of the receiver to 60° and recalculate the radius. The radius in this 
case becomes r ( . . ) tan( ) .3 5 0 8 60 4 67m m. Since this value is not very high, we can 
assume that such a horizontal distance between the receiver and the source can often be 
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xy‐plane of height 0.8 m inside the room of configuration B of Table 4.1 when the source is at the center 
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exceeded. We have shown an impulse response of such a case in Figure  4.10, where the 
source is placed at coordinate (6.0 m, 2.75 m, 3.5 m) and the receiver coordinate is (0.5 m, 
0.5 m, 0.8 m) inside the room of configuration C. We have reduced the FOV of the receiver 
to 60°. As we have calculated, this is a non‐directed NLOS link, and hence we do not observe 
any LOS response. The total impulse response comprises contributions from reflections only, 

T

R

Figure 4.9 Special case showing a non‐directed NLOS link because of small receiver FOV and large 
horizontal distance between the source and the receiver when the source is on the ceiling.
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Figure 4.10 Impulse response of a non‐directed NLOS link of configuration C of Table 4.1, when receiver 
FOV is 60°, source coordinate is (6.0 m, 2.75 m, 3.5 m), and receiver coordinate is (0.5 m, 0.5 m, 0.8 m).
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and thus the delay spread is expected to be high compared to non‐directed LOS links. The 
delay spread for this impulse response is 12.6356 ns, which is much larger than the values 
shown in Table 4.4.

It is thus clear that FOV is also an important parameter in determining the rms delay spread 
of an optical wireless link. Larger FOVs will capture more light from emissions and hence the 
delay spread will be larger. Smaller FOVs will capture light from a smaller area, and corre-
spondingly the system performance at high data rates will be better due to decrease in rms 
delay spread. However, smaller FOVs also can introduce a much larger rms delay spread if the 
source moves out of the receiver’s viewing area. This is possible since a small FOV indicates 
a smaller horizontal distance between the source and the receiver that ensures an LOS link, 
and thus the requirement of moving either the source or the receiver so that an LOS link exists 
becomes important. We will show some effects of changing the FOV of the receiver for con-
figuration C in Table 4.1 when the source coordinate is (6.0 m, 2.75 m, 3.5 m). The receiver 
will be placed at three different locations, (3.75 m, 2.75 m, 0.8 m), (1.5 m, 2.75 m, 0.8 m), and 
(0.5 m, 0.5 m, 0.8 m), where we will change the FOV from 10° to 85° in an increment of 5° at 
each location and plot the calculated rms delay spread from the simulated impulse responses.

Figure  4.11 shows the effects that receiver FOVs have on rms delay spread at the first 
receiver location, that is, (3.75 m, 2.75 m, 0.8 m). We can observe that from 10° to 35°, the delay 
spread is higher compared to other FOVs. Actually this signifies that at those FOVs, the link 
is non‐directed NLOS instead of LOS. Also we can see that from 10° to 35°, the rms delay 
spread gradually increases. The reason for this can be explained by realizing that a larger FOV 
also means more contributions to the total impulse response by reflections since the receiver 
can capture more light. At 40° the link becomes non‐directed LOS, and hence the rms delay 
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Figure 4.11 Effect of receiver FOV on rms delay spread of a non‐directed LOS link when source 
 coordinate is (6.0 m, 2.75 m, 3.5 m) and receiver coordinate is (3.75 m, 2.75 m, 0.8 m) in the room of 
 configuration C of Table 4.1.
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spread greatly reduces. Again, from 40° to 85°, we see a gradual increase in rms delay spread 
as the receiver captures more light from reflections.

Figure 4.12 shows the effects that receiver FOV causes on rms delay spread at the second 
receiver location, that is, (1.5 m, 2.75 m, 0.8 m). The difference between this location and the 
previous one is that the horizontal distance between the source and the receiver is larger in this 
case. Because of this, it is to be expected that larger values of FOV than the previous case will 
lead to non‐directed NLOS links. This is precisely the behavior that we observe in Figure 4.12, 
where the link is non‐directed NLOS for FOVs 10–55°. At 60° the link becomes a non‐directed 
LOS link and a large decrease in rms delay spread is seen. Also the rms delay spread at every 
FOV is larger in Figure 4.12 than the configuration of Figure 4.11 since the receiver is farther 
away from the source, and reflections contribute more to the total impulse response. Gradual 
increase in rms delay spread within the ranges 10–55° and 60–85° is also observed, similar to 
the previous case, which carries the same explanation of the receiver capturing more light 
from reflections at higher FOVs.

Finally, we place the receiver near the corner at location (0.5 m, 0.5 m, 0.8 m) and show the 
effects that receiver FOV causes on rms delay spread, in Figure 4.13. The overall behavior is 
similar to that of the previous two cases. Following the same trend, the range of FOVs when 
the link is non‐directed, NLOS has increased up to 65°, as at this location the receiver has the 
largest horizontal distance from the source among the three locations we are considering. The 
values of rms delay spreads are also larger compared to the other two cases because of the 
same reason. Also, gradual increase in rms delay spread as FOV increases within the two 
ranges of FOV can be seen from the figure.
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Figure 4.12 Effect of receiver FOV on rms delay spread of a non‐directed LOS link when source 
 coordinate is (6.0 m, 2.75 m, 3.5 m) and receiver coordinate is (1.5 m, 2.75 m, 0.8 m) in the room of 
 configuration C of Table 4.1.
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Hence, it is important to note that though a smaller FOV of the receiver will result in smaller 
rms delay spread if there exists an LOS response, the system may perform much worse when 
that LOS link is no longer present. We can compare rms delay spreads at FOV of 40° in 
Figures 4.11, 4.12, and 4.13 to observe this more prominently. Thus, it is necessary to reach a 
compromise according to the room size and possible locations of the source and the receiver 
and decide what receiver FOV may yield the best, that is, the smallest rms delay spreads, in 
most of the application scenarios in that room configuration.

Performance of an indoor optical wireless link does not only depend on rms delay spread, 
however. Signal‐to‐noise ratio (SNR) also plays a vital role in determining the performance met-
rics of a system. We will discuss noise sources later in this chapter. However, at this point, it may 
be helpful to define optical path loss. Path loss is measured as the ratio of the receiver power to 
the transmitted power, and hence gives an estimate of possible link budgets that can satisfy some 
performance criteria. As impulse responses of optical wireless systems are simulated assuming 
the transmitted power from the source to be 1 W, we can define path loss as

 

Path loss dB 10 10

0

log h t dt  (4.3)

Having simulated the impulse responses of every location of configuration B of Table 4.1 at 
an xy‐plane of height 0.8 m when the source is at the center of the ceiling, we can calculate 
path losses using (4.3) and show the results. Figure 4.14 shows these results. The figure is 
quite similar to Figure 4.8, as expected, because higher rms delay spread typically means 
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longer distances between the source and the receiver, and longer distances should result in 
higher path loss. Thus, path loss is higher near the corners and lowest in the middle of the 
room directly underneath the source.

4.2.2 Non‐directed NLOS Links

We will discuss about impulse responses of non‐directed NLOS links in this section, just as 
we discussed LOS links. NLOS links are formed when the radiation emitted from the source 
does not reach the receiver in a direct path, rather they are formed only when reflections from 
photons emitted from the source reach the receiver. We have seen in the previous section that 
reflections contribute to the increase in rms delay spread, and the smaller the contribution of 
the LOS response is, compared to the contribution by reflections, the larger the rms delay 
spread becomes. Hence, in NLOS links, since there is no LOS component in the impulse 
response, it is expected that the rms delay spreads will be higher than the LOS links.

For our analyses of NLOS links, we do not place the source on the ceiling usually, though 
we have shown in the previous section that even though the source is on the ceiling, NLOS 
links may be formed due to the small FOV of the receiver and large horizontal distance bet-
ween the receiver and the source. Typically, when NLOS links are mentioned, it is assumed 
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Figure 4.14 Path losses calculated for non‐directed LOS links at every receiver location at an xy‐plane 
of height 0.8 m inside the room of configuration B of Table 4.1 when the source is at the center of the 
ceiling.
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that both the source and the receiver face upward toward the ceiling. Hence, we place the 
source at the same height as the receiver, for example, 0.8 m in our analyses. We also first 
place the source and the receiver at close proximity to each other, indicating that they are prob-
ably placed on the same table or other furniture in a room. Then we place the receiver at a 
corner of the room, similar to previous analyses for LOS links and observe the effects on 
simulated impulse responses.

Figures 4.15 and 4.16 show impulse responses for two receiver locations in the room of 
configuration A of Table 4.1. The receiver locations are (2.5 m, 2.0 m, 0.8 m) and (0.1 m, 0.1 m, 
0.8 m), respectively, while the source coordinate is (2.0 m, 2.0 m, 0.8 m). There are no LOS 
components in the impulse responses as expected. In Figure 4.15, the receiver and the source 
have a horizontal distance of 0.5 m between them. This distance is much larger in the case of 
Figure 4.16. Hence, we should expect larger rms delay spread in the latter case. Also, the 
overall magnitude of the total impulse response shown in Figure 4.15 is larger than the other 
one, signifying the fact that when the receiver is at the center of the room, reflections con-
tribute more power to the total impulse response than when the receiver is at the corner. This 
is in contrast to the case of non‐directed LOS links, where we observed the opposite behavior, 
that is, as the receiver moved closer to the corner, reflections contributed more power to the 
total impulse response.

We next show impulse responses for two receiver locations in the room of configuration B 
of Table 4.1 in Figures 4.17 and 4.18. The receiver locations are (3.0 m, 2.5 m, 0.8 m) and 
(0.1 m, 0.1 m, 0.8 m), respectively, while the source coordinate is (2.5 m, 2.5 m, 0.8 m). We 
have kept the horizontal distance between the source and the receiver to be 0.5 m in the case 
of Figure 4.17, similar to Figure 4.15. Nonetheless, we observe longer “tail” of the impulse 
response due to larger room size of configuration B compared to configuration A and smaller 
magnitude of the impulse response as the reflecting surfaces are further away from the receiver 
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Figure 4.15 Impulse response of a non‐directed NLOS link of configuration A of Table 4.1, when 
source coordinate is (2.0 m, 2.0 m, 0.8 m) and receiver coordinate is (2.5 m, 2.0 m, 0.8 m).
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and hence the reflected optical signal experiences more path loss than that of configuration A. 
The overall shapes of the impulse response are unchanged compared to the impulse responses 
of configuration A.

Finally, we show impulse responses for two receiver locations in the room of configuration 
C of Table 4.1 in Figures 4.19 and 4.20. The receiver locations are (3.75 m, 2.75 m, 0.8 m) and 
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Figure 4.16 Impulse response of a non‐directed NLOS link of configuration A of Table 4.1, when 
source coordinate is (2.0 m, 2.0 m, 0.8 m) and receiver coordinate is (0.1 m, 0.1 m, 0.8 m).
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Figure 4.17 Impulse response of a non‐directed NLOS link of configuration B of Table 4.1, when 
source coordinate is (2.5 m, 2.5 m, 0.8 m) and receiver coordinate is (3.0 m, 2.5 m, 0.8 m).
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(0.1 m, 0.1 m, 0.8 m), respectively, while the source coordinate is (3.25 m, 2.75 m, 0.8 m). 
Similar to other configurations, we observe diminishing contribution of reflections to the total 
impulse response as the receiver moves toward the corner. The overall magnitude of the 
impulse responses of Figures 4.19 and 4.20 is also smaller than previous configurations, as 
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Figure 4.18 Impulse response of a non‐directed NLOS link of configuration B of Table 4.1, when 
source coordinate is (2.5 m, 2.5 m, 0.8 m) and receiver coordinate is (0.1 m, 0.1 m, 0.8 m).
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Figure 4.19 Impulse response of a non‐directed NLOS link of configuration C of Table 4.1, when 
source coordinate is (3.25 m, 2.75 m, 0.8 m) and receiver coordinate is (3.75 m, 2.75 m, 0.8 m).
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larger room size implies larger distances between the receiver and the reflecting surfaces, and 
hence larger path loss for the reflected optical signal. Again, the overall shapes of the impulse 
responses are unchanged compared to the other two configurations.

We will now show the magnitude responses of configurations A and C calculated from these 
impulse responses. As shown in Figure  4.21, all the magnitude responses decrease very 
sharply since there is no LOS component in the impulse responses. We have tabulated the 
measured −3 dB bandwidth in Table 4.5 for each of the channels shown in Figure 4.21. As 
expected, because of larger room size, −3 dB bandwidths of the NLOS channels of configura-
tion C are smaller than those of configuration A.

We have shown in Table 4.6 the power contributions from 3rd to 10th order reflections and 
the rms delay spreads of each of the NLOS channels of configurations A and C of Table 4.1. 
Similar to the −3 dB bandwidths shown, configurations A and C exhibit expected behavior 
where the values increase as room size increases.

Hence, from these discussions, we can conclude that, for NLOS channels, the similar trend 
of increasing rms delay spreads and decreasing −3 dB bandwidths can be expected for larger 
room sizes.

We will now proceed to show rms delay spreads of NLOS links at all receiver locations, as 
we did in the case of LOS links, inside the room of configuration B when the source is placed 
at the center of the room. Figure 4.22 shows rms delay spreads as the receiver is placed at dif-
ferent locations. From our analyses, it is evident that as the receiver moves toward the corner, 
rms delay spread will increase and this is what we observe from the figure.

We will show how receiver FOV affects rms delay spreads of NLOS channels. For this 
purpose, we have chosen to observe the effects in the room of configuration C. The source 
location is fixed at (6.0 m, 2.75 m, 0.8 m). We place the receiver at (3.75 m, 2.75 m, 0.8 m), 
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Figure 4.20 Impulse response of a non‐directed NLOS link of configuration C of Table 4.1, when 
source coordinate is (3.25 m, 2.75 m, 0.8 m) and receiver coordinate is (0.1 m, 0.1 m, 0.8 m).
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Figure 4.21 Magnitude responses calculated from impulse responses of NLOS channels simulated for 
two locations of the receiver for configurations A and C of Table 4.1.

Table 4.5 −3 dB bandwidth of NLOS channels consisting of two locations of 
the receiver for configurations A and C of Table 4.1

Receiver at the center of the room

Configuration A Configuration C

−3 dB Bandwidth 17.13 MHz 10.57 MHz

Receiver at the corner of the room

Configuration A Configuration C

−3 dB Bandwidth 12.04 MHz 8.52 MHz

Table 4.6 Percentage of total power contributed by 3rd to 10th order reflections and rms delay spread 
calculated from impulse responses of non‐directed NLOS links of configurations A and C of Table 4.1 
at two receiver positions

Configuration A Configuration C

Percentage of total power 
contributed by 3rd to 10th  
order reflections

Receiver at the center 18.2233% 19.9186%
Receiver at the corner 38.4146% 41.0853%

Root‐mean‐square delay  
spread

Receiver at the center 2.7179 ns 4.4771 ns

Receiver at the corner 4.2596 ns 6.6862 ns
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Figure 4.22 rms delay spreads calculated for non‐directed NLOS links at every receiver location at an 
xy‐plane of height 0.8 m inside the room of configuration B of Table 4.1 when the source coordinate is 
(3.0 m, 2.5 m, 0.8 m) and the source emits toward the ceiling.
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where we change the FOV from 10° to 85° in an increment of 5° at each location and plot the 
calculated rms delay spread from the simulated impulse responses. Figure 4.23 shows the 
change in rms delay spread as the FOV of the receiver is changed. We do not observe anything 
that is unexpected in this scenario. As receiver FOV increases, more light is captured from 
reflections, and hence rms delay spread also increases.

Similar to our calculations of path losses of non‐directed LOS links, we will now repeat the 
procedure for non‐directed NLOS links as well. Higher path loss usually implies longer distance 
from the source to the receiver, and hence, similar to the LOS case, we should see higher path loss 
at room corners. Figure 4.24 shows path losses for every receiver location at an xy‐plane of 0.8 m 
in the room of configuration B of Table 4.1 when the source is located at (3.0 m, 2.5 m, 0.8 m). As 
we can see from the figure, our results are similar in nature to those obtained and shown in 
Figure 4.22, that is, path losses are indeed larger at room corners. Hence, we can conclude that 
non‐directed LOS and NLOS links both behave in a similar manner regarding path losses.

4.3 Effects of Furniture on Root‐Mean‐Square Delay Spread

Until now we have focused solely on analyzing impulse responses of configurations where the 
room was empty, that is, devoid of any furniture. This has kept our analyses simple and showed 
that the principal factors in determining the rms delay spread of an indoor OWC includes the 
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Figure 4.24 Path losses calculated for non‐directed NLOS links at every receiver location at an xy‐
plane of height 0.8 m inside the room of configuration B of Table 4.1 when the source coordinate is 
(3.0 m, 2.5 m, 0.8 m) and the source emits toward the ceiling.



90 Short-Range Optical Wireless Theory and Applications

dimension of the room, the locations of the source, and the receiver and the receiver’s FOV. 
These findings are valid; however, in real‐world scenarios, no room is actually devoid of 
furniture, and hence some consideration should be given to the possibility of the presence of 
furniture in a room and calculation of rms delay spread should be carried out to see the effects 
of furniture on rms delay spread, if any. Our focus in this section is to simulate such a condition 
where some furniture is present.

In the previous sections, we have carried out rms delay spread calculations of every receiver 
location in the room of configuration B of Table 4.1 for both non‐directed LOS and NLOS 
links. To compare the change in rms delay spreads, we will hence introduce some furniture in 
the same room configuration and conduct our calculations.

The room of configuration B of Table 4.1 is a mid‐size office room, and hence we have 
introduced some tables and lockers in the room. Figure 4.25 shows their positions clearly.

We have placed four work tables and two lockers at the two corners of the room. All the 
furniture have been modeled as boxes, which simplifies impulse response simulations. Each 
furniture can be specified by a reflection coefficient and two coordinates. The two coordinates 
of the furniture, as shown in Figure 4.25, are coordinates of the lower right corner of the front 
face (x

0
, y

0
, z

0
) and the upper left corner of the back face (x

1
, y

1
, z

1
). With these two coordinates, 

it is possible to accurately define the dimension, that is, the length, the width, and the height 
of the furniture. In Table 4.7, we have specified the two coordinates of the furniture and their 
associated reflection coefficients.

We have conducted impulse response simulations for non‐directed LOS links where we 
placed the source at the center of the ceiling and the receiver at every location in an xy‐plane 
of height 0.8 m in the room. Since there is now furniture in the room, we obviously cannot 
place the receiver at all locations, especially as the two lockers at the two corners have a higher 
height. Hence, excluding those two areas which the two lockers occupy, we have carried out 
calculations of rms delay spreads. Now, from Figure 4.8, we already have previous results of 
rms delay spreads when there was no furniture. Hence it is possible for us to compare the two 

(x1, y1, z1)

(x0, y0, z0)

Figure 4.25 Furniture positions and arrangements inside the room of configuration B of Table 4.1.
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situations. Since there is furniture now in the room, and furniture means more reflecting sur-
faces, it is expected that the rms delay spread will increase somewhat. We have thus calculated 
the percentage increase in rms delay spreads of all locations of the receiver in an xy‐plane of 
height 0.8 m by the following:

 

Percentage increase in rmsdelayspread

rmsdelay spreadwith furnitture rmsdelay spreadwithout furniture

rmsdelay spreadwithout fuurniture
100%  (4.4)

We have shown our results in Figure 4.26. The figure is the top view of the room, where we 
show the result calculated using (4.4) as a color. The color bar at the right side of the figure is 
the legend that explains the values represented by the colors. We see that for most of the areas 
of the room, the percentage increase in rms delay spread is less than approximately 10%. We 
see a significant increase in rms delay spread near the two lockers of the room, however. The 
percentage increase quickly jumps approximately from 15 to 45% as the receiver moves closer 
to the lockers. This behavior is not unexpected, however, and we can explain it easily by 
studying the parameters given in Table 4.7. The two lockers, furniture 3 and furniture 6 in 
Table 4.7, have high reflection coefficients, assuming they are colored in white. The other 
furniture in the room have relatively smaller reflection coefficients assuming they are colored 
darker than these two lockers. Moreover, the two lockers have a height of 2.0 m and 1.8 m, 
respectively. Hence, reflections from their surfaces contribute much higher power to the total 
impulse response when the receiver is near them. This is the reason why we observe a larger 
percentage increase in rms delay spread as the receiver moves closer to the lockers.

We will conduct the same simulations using non‐directed NLOS links. In Figure 4.22, we 
have shown rms delay spreads for all receiver locations at an xy‐plane of height 0.8 m when 
the source coordinate was (3.0 m, 2.5 m, 0.8 m) in the room of configuration B of Table 4.1. 
We can simulate impulse responses for the same receiver locations and in the same configura-
tion, except putting furniture as shown in Figure 4.25. Hence, similar to our LOS link analyses, 
we can show percentage increase in rms delay spread for addition of furniture in the room. 
Figure 4.27 shows the results from our calculations. We see very similar trends to what we 
observed in Figure 4.26. Rms delay spread increases the most near the two lockers of the 
room, while at other places the increase is quite low. Even compared to the LOS case, we see 
that the highest percentage increase is around approximately 17%, where in the former case, 
it was around approximately 47%. This is due to the reason that rays from the source hit the 

Table 4.7 Coordinates and reflection coefficients of furniture in the room of configuration B of 
Table 4.1

Coordinate 1 (x
0
, y

0
, z

0
) Coordinate 2 (x

1
, y

1
, z

1
) Reflection coefficient

Furniture 1 (0.5 m, 0 m, 0 m) (2.0 m, 0.6 m, 0.8 m) 0.5
Furniture 2 (2.5 m, 0 m, 0 m) (4.0 m, 0.6 m, 0.8 m) 0.6
Furniture 3 (5.5 m, 0 m, 0 m) (6.0 m, 1.2 m, 2 m) 0.7
Furniture 4 (4.5 m, 4.4 m, 0 m) (6.0 m, 5.0 m, 0.8 m) 0.5
Furniture 5 (2.5 m, 4.4 m, 0 m) (4.0 m, 5.0 m, 0.8 m) 0.5
Furniture 6 (0 m, 3.5 m, 0 m) (0.6 m, 5 m, 1.8 m) 0.85
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Figure 4.26 Percentage increase in rms delay spreads in a non‐directed LOS link in the room of config-
uration B of Table 4.1 with furniture, compared to without furniture, when the source is at the center of the 
ceiling and the height of the receiver is 0.8 m. 
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Figure 4.27 Percentage increase in rms delay spreads in a non‐directed NLOS link in the room of config-
uration B of Table 4.1 with furniture, compared to without furniture, when the height of the receiver is 0.8 m 
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ceiling first in case of non‐directed NLOS links when the source is facing directly upward 
toward the ceiling, and so, furniture placed inside the room only receives light from reflec-
tions. As a result, reflections from furniture do not have as much power as those in non‐
directed LOS links because in case of non‐directed LOS links, it is certainly possible that rays 
from the source directly hit the furniture before undergoing any reflections. Hence, we can 
draw the conclusion that rms delay spread is less affected with furniture in non‐directed NLOS 
links compared to non‐directed LOS links.

From our discussions on the effects of furniture on rms delay spread, we found that indeed 
addition of furniture increases rms delay spread somewhat; however, the most significant 
increase is observed closer to furniture that is placed at a more height than the receiver. Also 
we have seen that non‐directed LOS links are affected more than non‐directed NLOS links. 
Still, for most of the areas of the room, we found that percentage increase in rms delay spread 
is less than ~10% for non‐directed LOS links and less than ~5% for non‐directed NLOS links. 
Hence, the conclusion can be drawn that performance results computed from impulse 
responses of an empty room will also be approximately correct in real‐world scenarios where 
some furniture will always be present. Unless the receiver is located close to some furniture 
higher than the receiver itself, impulse response simulations in an empty room will not lead to 
grossly wrong results when performance is calculated. Thus, due to the simplicity in calcu-
lating impulse responses of an empty room, we will in general always use an empty room as 
a model when finding impulse responses of some particular room configuration.

4.4 SNR Calculations and BER Performance

Knowing the rms delay spread of an indoor OWC enables us to calculate the maximum bit rate 
that is possible to transmit without ISI and without equalization at the receiver side. However, 
for measuring BER performance of a system, knowledge of only the rms delay spread will not 
be enough. The modulation method used for intensity‐modulation direct‐detection (IM/DD) 
systems usually is chosen such that bandwidth efficiency is achieved while sacrificing some 
power efficiency. Since indoor OWCs are band‐limited due to multipath reflections, power 
efficiency is sacrificed assuming the transmitter will have enough power, but bandwidth 
efficiency is given priority to transmit at as high data rate as possible. The main schemes of 
single‐carrier modulation formats in the IM/DD systems include M‐PAM (Pulse Amplitude 
Modulation) and L‐PPM (Pulse Position Modulation). Though other modulation schemes are 
possible whose baseband output is real, as optical communications require real baseband 
 signals explained in Chapter 2, these two schemes are widely studied. It is known [5–7] that 
PAM systems are more bandwidth efficient than PPM schemes while PPM modulation is 
more power efficient. Hence, usually PAM is employed as the choice of modulation schemes, 
especially considering simplicity, 2‐PAM or, in other words, OOK (on‐off keying) is the 
popular choice for optical wireless systems. We will also analyze our systems in this chapter 
assuming data is transmitted using OOK modulation format.

The probability of error is dependent on SNR as given by

 
P Qe SNR  (4.5)

where Q(x) is given by Q x x t dt
x

1 2 2 1 2 22/ / / exp /erfc  [8].
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The SNR for indoor optical wireless systems can be calculated by

 

SNR s s

t

ℛ P P1 0

2

 (4.6)

where ℛ is the photodiode responsivity (A/W), and P
s1

 and P
s0

 represent the received optical 
power associated with logic 1 and logic 0, respectively. Hence, by specifying (P

s1
 – P

s0
), actu-

ally the eye opening from the eye diagram at the sampling instant is specified, that is, this 
takes multipath‐induced ISI into consideration.

The noise variance t
2 consists of noise associated with logic 1 and logic 0, that is, 

t 0 1. Both of these quantities can be divided into three components [9], namely 

0
2 2 2

0
2

bn pr s  and 1
2 2 2

1
2

bn pr s . Here bn
2  denotes the background light–induced 

shot noise variance and can be calculated by

 bn bn R
2

22qI p A Bℛ  (4.7)

where q is the charge of an electron, p
bn

 is the background light irradiance per unit wave-
length on the photodiode, A

R
 is the detection area of the photodiode, Δλ is the bandwidth of 

the optical filter which is necessary to use to reduce background light, ℛ is the photodiode 
responsivity, B is the bit‐rate of the system, and I

2
 is a noise bandwidth factor and is a 

function of the transmitter pulse shape and equalized pulse shape only, and is independent 
of bit rate [10–13].

The next noise component is pr
2 , which denotes the preamplifier‐induced noise variance. 

Preamplifiers are usually field‐effect‐transistor (FET) trans‐impedance preamplifiers 
where noise sources include Johnson noise associated with the FET channel conductance, 
Johnson noise from the load or feedback resistor, shot noise arising from gate leakage 
current and 1/f noise [14]. All these components are summed up by the following 
expression:

 
pr

F
L

m
T F c

m
T

2
2

2 2 24
2

4
2

4
2

kT

R
qI I B

kT

g
C A f B

kT

g
C II B3

3 (4.8)

where k is the Boltzmann’s constant, T is the absolute temperature, q is the electron charge, 
B is the electrical bandwidth, R

F
 is the feedback resistance, I

L
 is the total leakage current that 

includes FET gate current and dark current of the photodiode, I
2
 and I

3
 are weighting functions 

that are dependent only on the input optical pulse shape to the receiver and the equalized 
output pulse shape, Γ is a noise factor associated with channel thermal noise and gate‐induced 
noise in the FET, g

m
 is the FET trans‐conductance, C

T
 is the total input capacitance consisting 

of photodiode and stray capacitance, A
F
 is the weighting function where A

F
 = 0.184 for  non‐

return‐to‐zero (NRZ) coding format and f
c
 is the 1/f corner frequency of the FET. For 

 simplicity, the FET gate leakage current and 1/f noise are usually neglected [14]. Hence, pr
2  

can be given by
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pr

F m
T

2
2

2

3
34 4

2
kT

R
I B

KT

g
C I B  (4.9)

Shot noise induced by the received signal which consists of shot noise s1
2  when a logic 1 is 

received and shot noise s0
2  when a logic 0 is received are very small and can be neglected. 

Hence the SNR can be expressed as

 

SNR s s

bn pr

ℛ P P1 0

2 2

2

2
 (4.10)

Let us put some realistic values into (4.10) to find out the required received power level for a 
given SNR. We will use an avalanche photodiode (APD) in this case as simple p‐i‐n photodiodes 
do not have enough gain to work in a diffused system without complex optics. An APD requires an 
excess noise factor of F  that is multiplied with the shot noise expression of (4.7). Typically for Si 
APDs, the value of F is around 4. Hence, for bn

2 , we will use q = 1.6 × 10−19 C, p
bn

 = 5.8 μW/cm2.nm 
according to [7], I

2
 = 0.562 for rectangular pulse shapes, A

R
 = 1 × 10−6 m2, Δλ = 30 nm, ℛ 5 A W0 /  

(assuming an avalanche photodetector) and B = 500 Mbps as the data rate. For pr
2 , we will 

use  k = 1.38 × 10−23 J K−1, T = 300 K, I
2
 = 0.562 and I

3
 = 0.0868, Γ = 0.82, R

F
 = 1.4 kΩ, g

m
 = 14 mS, 

C
T
 = 2.0 pF. For a BER of 10−6, the required SNR from (4.5) is Q P1 2

22 595e . . Hence, by 
using these values in (4.10), we obtain P Ps s W1 0 0 0269– . .

Hence, the factor to consider is whether this amount of power can be received by the pho-
todiode or not. We have used a lower bandwidth photodiode to increase its detection area than 
what we have used in our simulations in the previous sections, and the APD also gives much 
higher responsivity. For example, when the source is at the center of the ceiling in the room of 
configuration B in Table 4.1, we have simulated the impulse response for non‐directed LOS 
links of every receiver location at an xy‐plane of height 0.8 m. The LOS response is 0.0437 μW 
at the location when the receiver is in the middle of the room and when the area of the receiver 
is 1 × 10−6 m2 assuming source transmit power is 1 W. This is sufficient for obtaining a BER 
performance of 10−6 as explained above.

But at other points of the room, the LOS response becomes smaller and multipath effects 
come into play that reduce the received power difference (P

s1
 – P

s0
). Moreover, the output power 

of the source is also needed to be limited to much lower values than 1 W considering eye‐safety 
issues related to infrared radiation. Hence, even non‐directed LOS links, let alone non‐directed 
NLOS links, using real parameters of photodiodes that are available off‐the‐shelf, will not 
achieve any acceptable BER performance limit. The solution is to increase the collected power 
by using a focusing lens in front of the photodiode. A properly designed system where the pho-
todiode is at the focal point of a focusing lens will capture much more optical power. For 
example, if we use a lens having a diameter of 2.5 cm, the area of the lens will be 4.9087 × 10−4 m2. 
Hence, the increase in received power compared to the bare photodiode of area 1 × 10−6 m2 in 
the previous example will be 490.87 or 26.91 dB.

Let us check the worst case multipath scenario of the room we simulated earlier. We found 
the worst case when the receiver is at the corner of the room, that is, (0.1 m, 0.1 m, 0.8 m). Now 
we can obtain the eye diagram at that location by convolving rectangular pulses generated for 
random bit sequences with the impulse response and see the effects of multipath‐induced ISI. 
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The peak power of logic 1 is assumed to be 20 mW while for logic 0 it is assumed that the laser 
is turned off. Figure 4.28 shows the eye diagram at the farthest corner of the room, considering 
only the impulse response of that location and rectangular pulse shaping with a bit rate of 
500 Mbps.

From this figure, we see that eye opening at the sampling instant is only 1.752 × 10−10 − 
8.321 × 10−11 W = 9.2 × 10−11 W, which is far below than what is required for a BER of 10−6 
as calculated earlier. However, by using a focusing lens as specified above, we can add 
26.91 dB to this value and the end result is 0.045 μW, which is more than sufficient to 
ensure the  specified BER.

4.5 Impact of Higher Order Reflections

In this section we will analyze if higher order reflections are necessary for evaluating some 
performance metrics such as rms delay spread. As discussed in the previous chapter, if Barry’s 
algorithm is used, it may not be always possible, due to unavailability of computing time or 
resource to calculate impulse responses having contributions of fourth or higher order reflec-
tions. Of course, though using the MMC or the CDMMC algorithm enables one to calculate 
impulse responses having contributions of as many orders of reflections as necessary quite 
easily, it is still relevant to discuss this as currently many research literature concludes on 
performance metrics based on impulse responses having only up to third‐order reflections.
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Figure 4.28 Eye diagram considering rectangular pulse shaping at a bit rate of 500 Mbps at receiver 
coordinate of (0.1 m, 0.1 m, 0.8 m) in a non‐directed LOS link of configuration B of Table 4.1 when the 
source is at the center of the ceiling.



Analyses of Indoor Optical Wireless Channels Based on Channel Impulse Responses 97

We will introduce a multi‐spot diffusing architecture in this section, whereas there are nine 
diffuse spots on the ceiling, that is, there are nine sources on the ceiling. These sources can be 
created from a single laser source by placing a holographic diffuser in front of it. The holo-
graphic diffuser can be designed such that the single laser beam splits into nine beams and 
thereby nine sources are created as they hit the ceiling. We, at first, choose three typical test 
locations to analyze the contribution of each order of reflections to the total impulse response. 
The three locations are as follows: A (0 m, 0 m, 0.9 m) representing a point at the room corner, 
where severe multipath reflections are experienced; B (0 m, 3 m, 0.9 m) representing a point 
near a wall but away from corners, where medium multipath reflections are experienced; and 
C (3 m, 3 m, 0.9 m) representing a point at the center of the room, where weak multipath 
reflections are experienced. Next, we demonstrate the estimation accuracy distributions all 
over the room. Other parameters of the room, the sources, and the receiver are given in 
Table 4.8.

Figures 4.29, 4.30, and 4.31 show the contributions of each order of reflections to the 
impulse responses at test locations A, B, and C, respectively. The total impulse response 
is  the sum of all these contributions. In all three locations, the 0th reflection (LOS) 
 contributes the most significant amount of optical power. From the third‐order reflections, 
the shapes of individual impulse responses are similar; nevertheless, they attenuate and 
temporally spread out as the order increases. Compared with low‐order reflections, high‐
order reflections contribute less power but more delay to the total impulse response. Unlike 
received power, which is only related to impulse response amplitude, delay spread is 
jointly determined by impulse response amplitude and delay. High‐order reflections, 
 therefore, obviously make a more significant impact on delay spread than received power. 
In other words, delay spread estimation should converge slower than power as reflection 
orders increase.

To further explore the convergence differences, we plot the estimation accuracy of 
received optical power, received signal power, average delay, and rms delay spread in 
Figures  4.32, 4.33, and 4.34. The results are calculated by first applying 20 orders of 
reflections as references of accurate estimation. The calculated accuracies are defined as 
the ratio of estimated values to accurate values that were calculated by including 20 orders 
of reflections.

Table 4.8 Simulation parameters for analyzing impact of higher order reflections

Room size: length × width × height 6 m × 6 m × 3 m

Laser source location (3 m, 3 m, 0.5 m)
Locations of diffuse transmitting spots (1.5 m, 1.5 m, 3 m) (1.5 m, 3 m, 3 m) (1.5 m, 4.5 m, 3 m)

(3 m, 1.5 m, 3 m) (3 m, 3 m, 3 m) (3 m, 4.5 m, 3 m)
(4.5 m, 1.5 m, 3 m) (4.5 m, 3 m, 3 m) (4.5 m, 4.5 m, 3 m)

Transmitted optical power at each spot 1 W
Reflection coefficients (ceiling, wall, floor) 0.9, 0.7, 0.1
Reflection element size 0.2 m × 0.2 m
Receiver FOV 60°
Receiver aperture area 1 × 10−4 m2

Time resolution 0.66 ns
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Figure 4.29 Impulse response of each order of reflections at location 1.
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Figure 4.30 Impulse response of each order of reflections at location 2.
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Figure 4.31 Impulse response of each order of reflections at location 3.
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Figure 4.32 Channel characteristics estimation accuracy at location 1.
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Figure 4.33 Channel characteristics estimation accuracy at location 2.
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Figure 4.34 Channel characteristics estimation accuracy at location 3.
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The figures show that signal power and average delay converge fast and will not be noticeably 
impacted by truncating them to the first two or three orders; however, the received 
optical power and the rms delay spread converge substantially slower. For a Gbps high‐speed 
transmission system, delay spread deserves particular attention, because it dominantly deter-
mines ISI. The maximum delay spread observed all over the room is 3.66 ns. To make sure 
any delay spread model error is smaller than half of a symbol period, we need the delay 
spread estimation accuracy higher than 1 1 10 2 3 66 10 100 86 39 9( / ( . % . %))  for 

1 Gbps systems and 1 1 10 2 3 66 10 100 98 610 9( / ( . % . %))  for 10 Gbps systems. As 
the figures show, estimation accuracies for the three locations by first three orders are only 
73.4%, 82.9%, and 90.7%, respectively. If we only use first three orders of reflections to cre-
ate the model, only location C meets the accuracy needed for 1 Gbps systems and none of 
them  satisfy 10 Gbps systems.

Now, as indoor OWC systems are expected to provide full coverage and mobility, it is 
necessary to extend channel model analysis from the three test points to the entire area of the 
room. It can be shown by extending the results from earlier discussions that high‐order reflec-
tions make impacts differently at different locations. Here, the spatial distribution is explored 
by simulating 841 channels, representing every piece of 0.2 m × 0.2 m area of a 6 m × 6 m × 3 m 
room. As we demonstrated that delay spread experiences the most severe impact from dis-
carded high‐order reflections, we utilize delay spread estimation accuracy to indicate model 
accuracy as the worst case. The contours for each additional order of reflections considered 
are shown in Figures 4.35, 4.36, 4.37, 4.38, 4.39, 4.40, 4.41, and 4.42, respectively. Generally, 
the shapes of the contours are similar as the number of reflections increases: high accuracy 
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Figure 4.35 Delay‐spread model accuracy contour considering first two orders of reflections (%).
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Figure 4.36 Delay‐spread model accuracy contour considering first three orders of reflections (%).
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Figure 4.37 Delay‐spread model accuracy contour considering first four orders of reflections (%).
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Figure 4.38 Delay‐spread model accuracy contour considering first five orders of reflections (%).
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Figure 4.39 Delay‐spread model accuracy contour considering first six orders of reflections (%).
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Figure 4.40 Delay‐spread model accuracy contour considering first seven orders of reflections (%).
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Figure 4.41 Delay‐spread model accuracy contour considering first eight orders of reflections (%).
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areas are near the center of the room and the accuracy decreases when approaching the corners 
of the room, where multipath effect is much higher; we also observe that dense contours exist 
at the corner of the room, which indicates a sharp decrease in model accuracy. We are able 
to  get the required reflection orders for specific transmission rate from the contours. For 
 instance, to ensure the accuracy of the entire room is above the need for 1 Gbps data rate, we 
need 5 orders (86.3% above accuracy guaranteed) of reflections and 9 orders (98.6% above 
accuracy guaranteed) for 10 Gbps systems.

As discussed in the last chapter, if deterministic algorithms are used for simulating impulse 
responses such as Barry’s algorithm or its variations, computational complexity increases con-
siderably with the number of reflection orders included. Hence, it is reasonable that many 
researchers using deterministic algorithms neglect high‐order reflections to be able to conduct 
simulations in a practical period of time. However, this sacrifice of accuracy for efficiency 
results in more and more significant performance errors. A reasonable and feasible solution to 
keep both accuracy and efficiency is applying calibration. We discuss here a calibration 
method based on the statistical data of the accuracy curves. The accuracy curves of all 841 
locations are drawn in Figure 4.43. By averaging them, one can obtain the general calibration 
curve c[k]. It provides the correction value for each order of reflections. For the delay spread 
calculated from first k orders of reflections, the value can be calibrated by
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where s j
k  and s j

k  are the post‐calibrated and pre‐calibrated delay spreads from the first k 

orders of reflections, respectively.
The calibration value for each order of reflections is given in Table 4.9.
We apply the rms error model to compare the performance before and after calibration as in 

Figure 4.44. These are calculated by (4.12) and (4.13), respectively:
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Table 4.9 Calibration values for channel model

Orders 1 2 3 4 5 6
Calibration (%) 60.53 74.53 84.71 91.77 95.52 97.67

Orders  7  8  9 10 11 12
Calibration (%) 98.79 99.38 99.69 99.84 99.92 99.96

Channel characteristics estimation accuracy at 841 locations
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where N is the total number of channels tested, e(k) is the pre‐calibrated estimation 
error,  ẽ (k) is the post‐calibrated estimation error, and s

j
 is the reference of accurate 

estimation. As we can see, there is a substantial decrease in delay spread error after 
 calibration. From Figure 4.44, after applying first three orders of reflections, the average 
rms error drops from 15.7 to 4.3%. We draw the contour for the calibrated model accuracy 
in Figures 4.45 and 4.46. It can be observed that the order of reflections needed for 1 Gbps 
systems reduces from 5 to 3, and for 10 Gbps systems the needed order of reflections 
reduces from 9 to 7.

4.6 Conclusions

In this chapter we have conducted detailed analyses on impulse responses of various room 
configurations and shown examples of specific receiver locations as necessary. We have 
seen that LOS channels have better −3 dB bandwidth and smaller rms delay spread com-
pared to NLOS channels. Hence, to achieve a high data rate, an optical wireless system 
should be designed such that an LOS link exists between the source and the receiver. We 
have also shown effects of adding furniture in a room. The conclusion is that if the receiver 
location is not near some furniture which is at a higher height than the receiver itself, the 
results obtained from analyzing an empty room can be used interchangeably without 
introducing too many significant errors. Lastly, we have conducted SNR calculations and 
shown that using a bare photodiode, even an APD, will not be good enough to obtain 
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Figure  4.45 Calibrated delay spread model accuracy contour considering first three orders of 
reflections (%).
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sufficient SNR to ensure a BER of 10−6, supposing forward‐error‐correction (FEC) is 
employed at the receiver side. The solution is to use a focusing lens that significantly 
increases the received power and hence SNR becomes high enough for obtaining a good 
BER performance from the system.
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Bit‐Error‐Rate Distribution and 
Outage of Indoor Optical Wireless 
Communications Systems

5.1 Introduction

Bit‐error‐rate (BER) distribution and outage is a critical measure of performance for indoor 
Optical Wireless Communications (OWC) systems. It is impacted by source layout, room 
structure, receivers’ locations, and other factors. In the communications process, sources con-
tinuously emit light pulses in Lambertian pattern. Due to the room structure, a transmitted 
pulse undergoes multiple consecutive reflections on the surfaces, until it arrives at the receiver 
or attenuates to a negligible energy. Since multiple light sources, in a particular layout, are 
commonly used in a room for providing sufficient illumination, the indoor OWC channel is a 
spatially diverse channel to a specific user in the room. Because of multipath effects such as 
inter‐source‐interference (ISI) caused by reflections, the channel causes temporal distortions 
to the impulse. As the distortion strongly relies on receiver locations, the system will exhibit 
significantly different performance (BER) when the receiver is placed at different locations. In 
this chapter, we will consider all possible locations of users in the room and apply the MIMO 
channel model to simulate BER distribution and outage.

5.2 Simulation Parameters

The simulation assumes that there are multiple light sources on the room ceiling in a specific 
layout format. All these sources broadcast the same information. The floor is divided into 
many elements, and each of the elements is a possible receiver location, representing a pos-
sible user. For a particular receiver location, we generate the impulse response from the 
sources to the receiver at that location. Then, a data simulation is run based on the obtained 
impulse response to calculate BER. The simulation is carried for Intensity Modulation/Direct 
Detection (IM/DD). We repeat the process at other locations and obtain the BER of all  possible 

5
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user locations. Based on the BER data collected, we calculate the percentage of the room area 
that does not meet the outage requirement as the outage probability.

In practice, for mathematical convenience, we change the order slightly by using the MIMO 
modeling method [1], as described in Chapter 3. We gather all the impulse responses at all 
locations at first in a matrix H(t) as step 1, run the data simulations together to get the BERs 
in a matrix form as step 2, and calculate the BER outage as step 3. The sequential change leads 
to the results we desire. The theories of the MIMO modeling method are presented in detail in 
Chapter 3. We list the channel parameters used in the simulation in Table 5.1.

The parameters are chosen for the following reasons. For convenience, we set the transmis-
sion power of each light source to 680 lm, which is equal to 1 W at 555 nm. Receiver FOV is 
set to a large value as 60° to enlarge the receiving area as well as reduce blocking probability. 
Light emitting diode (LED) half power angle is set to 60° as the Lambertian mode number is 
equal to 1, which is the common value of most commercial LEDs. Reflection coefficients for 
the ceiling, walls, and floor are taken from previous research results. The room dimension is 
selected as that of an ordinary room.

Suppose there are n possible receiver locations. After the modeling, the impulse response 
matrix is obtained as Hn t1( ). Hn t1( )  is an n × 1 matrix, for which each entry represents the 
impulse response from the sources to one location.

Other parameters related to the BER simulation such as bit rate are shown in Table 5.2. 
Though it is higher than the maximum modulation rate of most available commercial LEDs, 
the computer simulation bit rate is set to 600 Mbps for two reasons. First, the focus in this 
simulation is on the channel and it is reasonable to idealize the source; second, by modern 
coding and equalization approaches, the available transmission rate of commercial LEDs 
approaches the value that is used here.

The layouts of 4, 6, and 9 sources are typical. d[m] is the test data sequence. s(t) is the trans-
mission waveform, which is generated by OOK modulation of d[m]. rn t1( )  is the receiving 
waveform vector, while each entry is the received waveform at a specific location. Each entry 
of rn t1( )  is calculated from the convolution of s(t) and corresponding entry of Hn t1( )  plus 
noise. It can be presented as

 r Hn nt t s t n t1 1( ( ( () ) ) ) (5.1)

where  means convolution and n(t) represents the noise.

Table 5.1 Wireless channel model parameters

Transmission power 680 lm
FOV 60°
LED half power angle 60°
Reflection coefficients (ceiling, wall, floor) 0.9, 0.5, 0.1
Room dimensions 6 m × 6 m × 3 m
Reflecting element size 0.1 m × 0.1 m
Time resolution 0.33 ns

Table 5.2 BER simulation parameters

Bit rate 600 Mbps
Noise −105 dB mW
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After recovering data ˆ [ ]dn m1  from rn t1( )  by sampling and decision making, and com-
paring it with dn m1[ ] , we obtain error vector en m1[ ]  as

 1 1 1
ˆ[ OR [] X , ]n n nm m me d d  (5.2)

where XOR stands for exclusive‐OR to each pair of entries. Each entry of en m1[ ]  is a “1‐0” 
sequence where a “1” represents an error. Counting the number of 1s in each entry of en m1[ ]  
and dividing it by the length of the corresponding entry, we obtain the BER vector Bn 1. Each 
entry of Bn 1 is the BER of the corresponding location. We set an acceptance threshold of BER 
for indoor wireless communications, for example, 10−5. When an entry of Bn 1 is greater than 
the threshold, it means that the corresponding location is in the outage state. The BER outage 
probability of the room is calculated by

 
Outage

number of entriesof thresholdBn

n
1

 (5.3)

5.3 Optimal Detection and BER Outage Analysis

In this section, an analytical method is used to predict visible light communications (VLC) 
BER distribution and outage caused by inter‐source interference under arbitrary source layout. 
As diffuse reflections and overlapping distribution of light from different source layouts 
increase BER in certain scenarios while decreasing BER in other scenarios, we have applied 
the deterministic MIMO modeling method as described in Chapter  3 to calculate impulse 
response from the sources to the specific receiver location and then test data is used to 
compute the BER at that location. The process is repeated for all locations to obtain BER 
 distribution in a room.

As mentioned in Chapter 3, the simulation method has a high computational complexity and 
requires a large volume of processing resources, especially for a high‐resolution room model. 
That is because the method considers the Lambertian transmission between any pair of reflec-
tors in each tier of diffusion; when room resolution increases by n times, the computational 
complexity increases by n2 × n2 = n4 times [2]. The test data may also consume a long time to 
process when high accurate BER is needed. The analytical method proposed in this chapter is 
based on Lambertian transmission, geometrical computation, and optimal detection theory.

5.3.1 Optimal Detection

As Lambertian transmission is described in Chapter 3 and the geometrical computation pro-
cess is shown in the section, we provide a brief introduction of optimal detection here [3]. 
On‐Off Keying (OOK) is the most popular VLC modulation scheme, which is basically binary 
amplitude modulation; therefore, we take binary antipodal signaling as an example to explain 
optimal detection.

In a binary antipodal signaling scheme  s t s t1( ) ( )  and s t s t2 ( ) ( ) . The probabilities of 
messages 1 and 2 are p and 1 − p, respectively. The vector representations of the two signals 
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are scaled as s t1( ) s  and s t2 ( ) ,s  where ε
s
 is the energy in each signal. The decision 

region of signal 1, D
1
, is given as
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where N
0
/2 is the variance of the Gaussian noise and r

th
 is the threshold, defined as
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Decision region of signal 2, D
2
, is defined in a similar way. To derive the error probability 

for this system, we have

 

P P p r s dr

p p r s dr p

m
m

m

m m
D

m

D D

m

e

s

1

2

1 2

2 1

1

|

| p r s dr

p p r s dr p p r s dr

p

r

r

|

| |

s

s s

th

th

1

PP N
N

r p P N
N

r

p

s th s th, 0 0

2
1

2
,

QQ
r

N
p Q

r

N

s th th s

0 02
1

2/ /

 (5.6)

In the special case where p ( / ),1 2  we have rth 0,  and the error probability simplifies 
to

 
P Q

Ne
s2

0

 (5.7)

Supposing that there is an interference signal at the next symbol period with energy ε
i
, the 

error probability becomes
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where the coefficient 1/2 indicates that the interference symbol is different from the transmitted 
symbol by a probability of 1/2.

5.3.2 BER Analysis

As described earlier, there are two kinds of impulse distortions in VLC systems: multipath 
effects and inter‐source interference. In most room areas, inter‐source impulse distortion dom-
inates. It can be modeled by multiple LOS Lambertian transmissions from different sources. 
The inter‐source impulse distortion model can be further used to determine room BER 
distribution.

Suppose there are N sources S
1
, S

2
, …, S

N
 on the ceiling, streaming data to receiver R. The 

coordinate of source i is ( ) , , ,( )s s s i Nix iy iz, , 1 2  and the coordinate of the receiver is (r
x
, r

y
, r

z
). 

We define the distance matrix H
D
 and the power matrix H

P
 as,

 
HD , , ,d d dN1 2  (5.9)

 
HP , , ,p p pN1 2  (5.10)

where d
i
 and p

i
 indicate the distance and the received power from source S i Ni ( , , , )1 2  to 

the receiver R, respectively. Applying the geometric method, it is straightforward to obtain 
d

i
 as

 
d s s s r r r i Ni ix iy iz x y z, , , , , , , ,1 2  (5.11)

Using the LOS Lambertian model, we calculate p
i
 as
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We consider LOS transmission from source S i Ni ( , , , )1 2  to receiver R; since the ceiling 
plane is parallel to the floor plane, we have receiver incident angle θ

i
 equal to source transmis-

sion angle φ
i
. Then, cos(φ

i
) can be calculated by trigonometric relations as

 
cos i
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i

s r

d
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In this chapter, we assume Lambertian pattern order n = 1, incident angle θ
i
 is always smaller 

than receiver FOV, and all receivers have the same area A
R
. As a result, we have

 
p

A s r

di
iz z

i

1
2

4

R  (5.14)

From H
D
 and H

P
, we know that the impulse response h(t) from the sources S

1
, S

2
, …, S

N
 to 

receiver R consists of N peaks, with different amplitudes arriving at different times as
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Let the transmitted signal be s(t); then the received signal is given by
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We define the earliest arrived light impulse as the user impulse and suppose it comes from 
source S

0
. It satisfies S d

i N
i0

1
argmin .

When the peaks arrive after the user peak no later than a symbol period T, as s(t) remains 
unchanged, these peaks will enforce the user peak. Therefore, the received user energy is
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We consider the peaks arriving after the user peak between T and 2T, and ignore the later 
peaks, since they are significantly weaker. The interference optical energy is
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Since by most optical detection approaches, optical energy will be converted into current 
for processing, optical energy is proportional to the square root of signal energy; therefore, we 
square each term of optical energy to calculate signal energy. Suppose binary antipodal mod-
ulation is used. From (5.8), the BER at that receiver location is
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 (5.19)

The coefficient 1/2 means the interference symbol is different from user symbol by a probability 
of 50%. Repeating the process for all locations, we can calculate the BER distribution and outage.

5.4 Simulation Results (Receiver FOV = 60°)

When a light pulse travels in an indoor environment, it experiences reflections. When the 
number of these reflections is large, multipath effects become significant and the pulse spreads 
in time domain. If multiple sources are applied, inter‐source interference occurs. The inter-
fering sources produce additional delayed pulses to the ideal impulse response. We conduct 
our simulations through the following steps:

(a) Locate l sources on the ceiling in a specific layout for spatial diversity.
(b) Generate indoor VLC spatial diversity matrix Hn t1( ).
(c) The receiver plane is uniformly divided into n elements as receiver locations. Each row of 

Hn t1( ) refers to the impulse response from sources to a certain receiver.
(d) Generate test data d[m] and corresponding waveform s(t) by OOK modulation.
(e) Calculate received waveform rn t1( )  by r Hn nt t s t n t1 1( ( ( () ) ) ).   denotes convolu-

tion and n(t) is Gaussian noise.
(f) Recover data ˆ [ ]dn m1  from rn t1( )  by sampling and decision making, where each element 

of ˆ ( )dn m1  is the received data at each receiver location.
(g) Compare each element of ˆ [ ]dn m1  with dn m1[ ]  to obtain error vector en m1[ ]  by using (5.2).
(h) Each entry of en m1[ ]  is a sequence of 1s and 0s where a “1” represents an error. Counting 

the number of 1s in each entry of en m1[ ] , we estimate the BER vector Bn 1. Each entry of 
Bn 1 is the BER of the corresponding location.

(i) We set an acceptance threshold of BER for indoor wireless communications, for example, 
10−5. When an entry of Bn 1 is greater than the threshold, it means that the corresponding 
location is in an outage state. We compute outage probability by (5.3).

The parameters used are given in Tables 5.1, 5.2 and 5.3.
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5.4.1 BER Distribution and Outage

Figures 5.1, 5.2, 5.3, 5.4, 5.5, and 5.6 show the BER distribution and outage of layouts having 
four sources, six sources, and nine sources, respectively. In these figures, X and Y values indi-
cate the position of a receiver on the floor; Z value is the corresponding logarithmic BER. The 
higher the BER is in a location, the worse communication quality is expected for the user 
located there. X–Y views of the figures clearly demonstrate the BER distribution on the floor. 
Setting a BER threshold, for instance, 10−5 as we do, we can easily calculate the BER outage 
for the room in a specific source layout.

Comparing Figures 5.1, 5.2, 5.3, 5.4, 5.5, and 5.6, we find that high BER exists in the over-
lapping areas of the sources and these areas enlarge as the number of sources increases. The 
results can be explained as follows. When the number of sources increases, the layout of 
the sources becomes denser and there are more illumination overlapping areas on the floor. In the 

Table 5.3 Source locations used in BER simulation

Locations of four sources (1.5 m, 1.5 m, 3 m), (1.5 m, 4.5 m, 3 m), (4.5 m, 1.5 m, 3 m), 
(4.5 m, 4.5 m, 3 m)

Locations of six sources (1 m, 1.5 m, 3 m), (3 m, 1.5 m, 3 m), (5 m, 1.5 m, 3 m),  
(1 m, 4.5 m, 3 m), (3 m, 4.5 m, 3 m), (5 m, 4.5 m, 3 m)

Locations of nine sources (1 m, 1 m, 3 m), (3 m, 1 m, 3 m), (5 m, 1 m, 3 m), (1 m, 3 m, 3 m), 
(3 m, 3 m, 3 m), (5 m, 3 m, 3 m), (1 m, 5 m, 3 m), (3 m, 5 m, 3 m), 
(5 m, 5 m, 3 m)
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Figure 5.1 BER distribution and outage of a layout having four sources, FOV = 60°. 
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Figure 5.2 BER distribution and outage of a layout having four sources, FOV = 60° (top view). 
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Figure 5.3 BER distribution and outage of a layout having six sources, FOV = 60°. 
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overlapping areas, communication is subject to inter‐source interference, and the impulse 
response from sources at these locations will be distorted more significantly. The distortion of 
impulse response will cause ISI, and thus a high BER. The simulation demonstrates that dense 
source layout will increase BER outage for a VLC system.

Another interesting observation is that there are less high BER regions near room corners. 
This holds as layout density increases. The result shows that the interference from multipath 
effect is insignificant on BER outage. Though multipath impulse response degrades with the 
increasing number of sources, the BER outage is not significantly impacted by multipath 
impulse response spread.

5.4.2 Impulse Response Distortion

By computer simulations, we may work out the total impulse response from the source to any 
possible receiver location. In most locations, the impulse response has little time spread. 
However, we still find that there are two kinds of locations exhibiting considerable impulse dis-
tortion, as shown in Figure 5.7: the first location is the room corner (location A (0.2 m, 0.1 m)) 
and the second location is the overlapping area of light footprints (location B (2.2 m, 2.4 m)).

At the room corner, the spread of impulse response is the result of multipath effects of light 
reflections. In the corner area, the receiver captures reflected lights, which experiences 
 different reflection paths, and causes the longer tail in the impulse response. What is worth 
 mentioning is that the tail has much lower power compared with the peak. It can be shown that 
this kind of distortion exhibits less significant influence on VLC.
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Figure 5.6 BER distribution and outage of a layout having nine sources, FOV = 60° (top view). 
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Figure 5.7 Impulse response distortion by (a) multipath effect (b) inter‐source interference (FOV = 60°).
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In the overlapping areas, we can see two high sharp peaks in the impulse response. The 
reason for the multiple peaks is that light from different sources reaches the receiver via 
 different LOS paths, and thus the time difference of the arrivals causes the multiple peaks. 
This is an important influencing factor for VLC.

5.5 Simulation Results (Receiver FOV = 30°)

To further explore the impact of inter‐source interference to BER distribution, we repeated 
the simulation with receiver FOV = 30°. The results are given in Figures 5.8, 5.9, 5.10, 
5.11, 5.12, and 5.13. We find that the BER outage reduces from 0.4065 to 0.1709 in six‐
sources layout and from 0.6346 to 0.3453 in nine‐sources layout, respectively. That is 
because in many locations, small receiver FOV reduces interference power and BER; 
therefore, BER outage decreases. This effect can be clearly observed by comparing 
Figure 5.7 with Figure 5.14. They are impulse responses at same locations, with different 
FOVs. In Figure  5.14, most of the inter‐source interference peaks are filtered out. An 
interesting finding is that in four‐sources scenario, BER outage of FOV = 30° is higher 
than that of FOV = 60°. That is because a small FOV also decreases total received power. 
When the number of sources is small and a small FOV is applied, the BER may increase 
due to insufficient signal‐to‐noise ratio (SNR), in certain locations. This point should be 
paid attention to, when we want to reduce inter‐source interference by utilizing small 
FOV receivers.
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Figure 5.8 BER distribution and outage of a layout having four sources, FOV = 30°. 
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Figure 5.10 BER distribution and outage of a layout having six sources, FOV = 30°. 
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Figure 5.11 BER distribution and outage of a layout having six sources, FOV = 30° (top view). 
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Figure 5.12 BER distribution and outage of a layout having nine sources, FOV = 30°. 
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5.6 Analytical Results and Comparisons

As shown in the previous section, BER caused by inter‐source interference can be found by 
(5.17–5.19). By this method, we can analytically calculate the BER distribution and outage. 
The results of four‐sources and six‐sources of FOV = 60° are shown in Figures 5.15, 5.16, 
5.17, and 5.18. Comparing with Figures 5.1, 5.2, 5.3, and 5.4, we can see a good match in 
BER distribution and outage.

5.7 Conclusions

In this chapter, we have investigated the feasibility of VLC systems. This technology is a 
high‐speed, energy‐efficient, and secure solution to RF band congestion. In a general home 
environment, the major impact factors to VLC are multipath effects and inter‐source interfer-
ence, which degrade communications performance by causing impulse response distortion. 
To further investigate these factors, at first, we established an indoor optical wireless model by 
tracking light pulses experiencing reflections. After the channel model was obtained, we used 
data simulation to statistically calculate BER distribution and outage. By observing the results, 
we found that multipath effect exists at room corner locations and inter‐source interference 
exists at the overlapping area of light footprints. Moreover, the influence of inter‐source inter-
ference is more significant than multipath effects.
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Figure 5.13 BER distribution and outage of a layout having nine sources, FOV = 30° (top view). 
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Figure 5.14 Impulse response distortion by (a) multipath effect and (b) inter‐source interference (FOV = 30°).
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Figure  5.15 BER distribution and outage of a layout having four sources by analytical method, 
FOV = 60°. 
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Figure  5.16 BER distribution and outage of a layout having four sources by analytical method, 
FOV = 60° (top view). 
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Figure  5.18 BER distribution and outage of a layout having six sources by analytical method, 
FOV = 60° (top view). 
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Orthogonal Frequency‐Division 
Multiplexing (OFDM) for Indoor 
Optical Wireless Communications

6.1 Introduction

Orthogonal frequency division multiplexing (OFDM) is currently being used predominantly 
in radio frequency (RF) mobile broadband communication systems because of its ability to 
combat intersymbol interference (ISI) and robustness against frequency‐selective fading 
caused by multipath wireless channel. Wireless mobile standards such as 3G and 4G long‐
term evolution (LTE) use orthogonal frequency division multiple access (OFDMA) as a 
 multiplexing/modulation scheme. Despite its many advantages such as single‐tap frequency 
domain equalization and fast discrete time implementation, OFDM suffers from certain disad-
vantages such as high peak‐to‐average power ratio (PAPR) and high sensitivity to carrier 
 frequency offset (CFO). Although OFDM has solved problems such as multipath fading, it 
cannot solve the emerging problems such as scarcity of RF spectrum for mobile wireless 
broadband applications. Optical wireless communications (OWC) can go a long way to solve 
the problems of RF spectrum scarcity, and hence OFDM is also being considered as a 
 candidate for OWC systems, especially those based on visible light communications (VLC) 
as it offers robustness against multipath caused by diffuse indoor optical wireless (OW) 
channel. As we have discussed earlier, one way to realize VLC is intensity modulation direct 
detection (IM/DD).

Although the major difference between RF and OW‐based OFDM lies in the front end of 
transmitter and receiver, due to the unipolar nature of optical intensity in the IM/DD system, 
methods of generating baseband OFDM signal, techniques to reduce PAPR and timing 
 synchronization schemes for RF cannot be directly applied to optical OFDM systems and 
therefore must be revisited.

6
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In this chapter, we develop some techniques to reduce high PAPR in OFDM‐based OW 
systems as the nonlinear characteristics of LED transmitters can severely affect system 
performance. We look into various precoding‐based PAPR reduction techniques. We then 
 analyze the performance of various OFDM‐based OW schemes in multipath diffuse 
indoor wireless channel. We also compare the performance of conventional schemes with 
a precoded version.

6.2 OFDM Overview

6.2.1 Basic OFDM System

The basic idea behind OFDM is to transmit a serial stream of data on N multiple parallel 
 channels of narrow bandwidth [1]. This is in contrast to the conventional serial data transmis-
sion system where each symbol occupies the entire available bandwidth and is transmitted for 
T

S
 symbol period. Thus in OFDM, each data symbol is transmitted for a longer duration 

T
B
 = NT

S
 where T

B
 is block period.

By transmitting data in parallel, we can alleviate a number of problems that we face in serial 
data transmission systems. In parallel transmission, each stream occupies a small portion of 
the available bandwidth. Usually the bandwidth is divided into N nonoverlapping subchan-
nels. To obtain more spectral efficiency, the sub‐channels are allowed to overlap with an 
orthogonality constraint so that data modulated on individual channels can be easily recovered 
at the receiver.

Parallel transmission causes a fade to spread over many symbols that are not adjacent. Thus, 
a burst error caused by Rayleigh fading is randomized over several symbols improving the bit 
error performance of the system. The main advantage of the OFDM parallel transmission is 
that each symbol is transmitted for a longer duration, which makes the transmission less 
sensitive to delay spread.

6.2.2 System Operation

A simple continuous time OFDM communication system block diagram is shown in Figure 6.1. 
Serial data stream is input to the encoder that produces the complex symbols d

i
 according to 

the modulation scheme used. The complex data symbol can be represented by

 d a jbi i i (6.1)

where a
i
 and b

i
 are real values that represent the in‐phase and quadrature components, respec-

tively. In the conventional serial data transmission system the transmitted signal would be 
represented by

 
D t a t b t g t iT

i
i i( ) cos sinc c S  (6.2)

In OFDM the baseband data waveform is represented by

 
s t d e g t iT

i k

N

i k
j f tk( ) ,

0

1
2

B  (6.3)
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where g(t) is a pulse, usually rectangular in shape given by

 
g t

t T
( )

,

,

1 0

0
B

elsewhere
 (6.4)

where f k Tk / B is the frequency of the k‐th subcarrier from the set of subcarriers 
e k Nj f tk2 0 1 1, , , ,  and N data symbols are transmitted in parallel during the i‐th 

block. The subcarrier spacing is chosen as f T1 / B Hz . This spacing makes the adjacent 
subcarriers overlap while satisfying the orthogonality condition, which makes the recovery/
demodulation of each subcarrier easier at the receiver.

The frequency domain representation of one block of OFDM data can be obtained using the 
Fourier Transform of 0th block,
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Figure 6.1 A simple continuous time OFDM (a) transmitter and (b) receiver.
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The expression shows that in frequency domain the subcarriers will be tightly packed and 
overlapping but will not be interfering at the f k Tk / B spacing where one subcarrier will have 
peak while all others will be zero. Thus we see that OFDM transmits N data symbols in 
parallel using multiple carrier frequencies with narrow bandwidths.

6.2.3 Discrete Time Implementation of OFDM

To implement an OFDM system in continuous time, we need multiple modulators and filters 
that increase the equipment complexity. Multiple banks of correlators required at the receiver 
make it very difficult to be realized practically. However, a great amount of equipment 
reduction can be obtained by implementing OFDM modulation using IFFT. It can be seen 
mathematically that a baseband OFDM waveform is in fact IFFT of original waveform 
 followed by a D/A conversion. Mathematically,
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where we see that the sequence y(m) is effectively the IFFT of the data vector d
i,k

. When the 
sequence y(m) is passed through a digital‐to‐analog (D/A) converter, we get the same wave-
form s(t). At the receiver side, reverse operation is performed by first sampling the wave-
form s(t) and then taking FFT of the samples, giving us the complex symbol estimates ˆ ,di k  
which will be used to generate the serial bit stream that was originally transmitted. 
Mathematically,
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Both FFT and IFFT can be implemented using computationally efficient computer 
 algorithms. Thus, a great amount of simplification is achieved by using these techniques as 
compared to performing modulation/demodulation in continuous time using N oscillators. 
A system block diagram for discrete time implementation is given in Figure 6.2.

6.2.4 Drawbacks of OFDM

Although OFDM is being used in many RF applications [2] and is being considered 
as a  candidate for high speed OW systems, it suffers from certain disadvantages as follows.
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6.2.4.1 High PAPR

As OFDM is a multicarrier technique, output signal has a very high PAPR, which requires a 
very wide dynamic range linear power amplifier (PA). Designing linear PAs with a wide 
dynamic range is very expensive. Therefore, the PAPR of the OFDM output signal has to be 
reduced in order to use nonlinear PA, which is power efficient and inexpensive. High PAPR is 
also a problem in OW communication which uses LEDs as transmitters. This is due to the fact 
that LED transfer characteristics are also nonlinear. Therefore, some strategies have to be 
used  to reduce PAPR of the OFDM output signal for both RF and OW systems to design 
 economical communication systems.

6.2.4.2 Sensitivity to Carrier Frequency Offset (CFO)

The second major drawback of OFDM is its high sensitivity to CFO. In OFDM, individual 
subcarriers are overlapping and orthogonal to each other. A slight difference in the carrier fre-
quency or sampling rate at the receiver will disturb orthogonality among the subcarriers and 
will cause interference to neighboring subcarriers. This will reduce the signal‐to‐noise ratio 
(SNR) and will deteriorate system performance. CFO can occur in mobile receivers moving at 
very high speed. High speed causes signal frequency to increase or decrease, depending on the 
direction of motion. If the receiver is moving toward the transmitter, the frequency will increase 
and if the receiver is moving away from the transmitter, the frequency will decrease. In either 
scenario, CFO will occur as there will be a shift in the frequency of the received signal due to 
motion of the mobile user. CFO has to be countered in an effective way in order to receive the 
signal without interference. CFO can also occur due to shift in the frequency of the local oscil-
lator (LO) at the receiver. This shift can be determined through training symbols and can be 
easily fixed. However, CFO cancellation in case of Doppler is not an easy task, especially at the 
base station where signal from multiple users is received and each user is moving with a differ-
ent velocity. Estimating the Doppler shift for every user is very difficult. Therefore, some other 
strategies have to be investigated to cancel the CFO at the receiver. For OW systems, as the 
users are not mobile at high speeds, CFO problems due to Doppler are fortunately very small 
or nonexistent. However, shift in the frequency of the LO is still needed to be taken care of.

Figure 6.2 Discrete time implementation of OFDM (a) transmitter and (b) receiver.
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6.3 OFDM‐Based OW Systems

OFDM is also being considered as a candidate for indoor OW systems, especially in IM/DD 
systems and has gained significant attention because of the multipath nature of indoor OW 
channel [3–6]. Multipath in an indoor environment causes overlapping of light signals and 
results in signal distortion [7, 8]. This severely degrades system performance.

In RF‐based OFDM systems, output signal is bipolar and complex. This signal cannot be 
easily transmitted in an OW system as light intensity cannot be negative and we cannot 
transmit a complex signal using a single optical transmitter such as LED [9]. Therefore, output 
OFDM signal has to be made real and positive to make it suitable for optical transmission. 
Hermitian symmetric input data to OFDM block generates a real output signal. However, to 
make the signal positive, several OFDM schemes have been proposed for IM/DD OW sys-
tems. Among them, one is called DC‐Biased OFDM [10] wherein we use a DC bias to make 
the output signal positive. Other schemes involve clipping the negative part of the output 
signal. PAM‐DMT [11] is one of these clipping‐based schemes where we modulate the com-
plex part of each subcarrier with a real symbol, which will result in clipping noise to fall on 
the real part of the same subcarrier. Another clipping‐based scheme known as asymmetrically 
clipped (AC) optical OFDM (ACO‐OFDM) uses only odd subcarriers modulated by complex 
constellation symbols [12, 13]. This will result in clipping noise to fall only on even subcarri-
ers. Therefore, in both clipping‐based strategies, the clipping noise is always orthogonal to the 
transmitted symbols, which will enable easy recovery of the desired data at the receiver. 
Another technique called discrete Hartley transform (DHT)‐based optical OFDM [14] uses 
real input symbols and generates a real bipolar output signal using Hartley transform. 
The characteristics of output signal are similar to those in ACO‐OFDM.

In this chapter, we focus only on these three AC‐based OFDM techniques. A generic block 
diagram of AC‐based OFDM system is shown in Figure 6.3. Only constellation mapping, map-
ping and zero insertion, frequency to time transformation (FT), time to frequency (TF) domain 
transformation, and extract symbols blocks will perform different operations on the input data 
for each scheme. The rest of the transmitter and receiver blocks will remain the same.
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Figure 6.3 A generalized block diagram of asymmetric clipped‐based OFDM systems.
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6.3.1 ACO‐OFDM

In this OFDM‐based system, data are transmitted in the form of blocks having duration of T 
seconds. Each block consists of M N / 4 complex symbols drawn from a complex 2D con-
stellation mapping scheme like 4‐, 16‐, or 64‐QAM, which will modulate only odd subcarriers 
in the first half of N subcarriers. N is the total number of subcarriers available and is equal to 
the size of IFFT. In ACO‐OFDM, the FT block will perform IFFT operations on input data. 
The conjugates of these symbols modulate the odd subcarriers of the second half of N subcar-
riers to meet the Hermitian symmetry requirements. Therefore, the input data vector to the 

IFFT block will look like X 0 0 0 0 00 1 2 1 2 1 0, , , , , , , , , , ,X X X X XN N/ /
* * , where X a ibk k k 

and a
k
, b

k
 are real and imaginary parts of the complex symbol, respectively. The first (DC) and 

N/2‐nd subcarriers are set to zero to obtain a real output signal. The time‐domain output signal 
is generated by taking the IFFT of the input vector,
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A Cyclic Prefix (CP) is added to this discrete time output signal. x
n
 is bipolar and anti‐

symmetric. We clip the negative part of this signal to generate a unipolar signal ⌊x
n
⌋

c
 given by
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⌊x
n
⌋

c
 finally passes through a D/A converter to generate a continuous time‐domain signal and 

ultimately modulates the intensity of the optical transmitter such as an LED. Clipping noise 
generated by clipping negative half of time domain signal falls only on even subcarriers. 
Therefore, the transmitted symbols are not affected by clipping noise, which enables easy 
recovery of transmitted data at the receiver.

At the receiver, an optical detector converts the intensity into an electrical signal x t( ) . This 
signal gets corrupted by electronic noise generated by the electronic components and ambient 
noise from the surrounding light sources. This noise w(t) is usually modeled as additive white 
Gaussian noise (AWGN). The noise‐corrupted signal is then passed through an A/D converter 
to generate a discrete time signal xn .

 
x x wn n nc  (6.10)

where w
n
 is discrete time version of AWGN. After removing CP, the TF block performs N‐

point FFT operation on the input discrete time samples. The noise corrupted constellation 
symbols are extracted from the FFT output and demapped to generate the output bits.

6.3.2 PAM‐DMT

In this OFDM‐based scheme, N/2 symbols drawn from a real mapping scheme like PAM are 
used to modulate the complex part of each subcarrier. However, the DC and N/2‐nd subcarrier 
are not modulated to fulfill the Hermitian symmetry requirements. Therefore, the data vector 
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forming the input to the FT block will be Y 0 00 1 2 2 1 2 1 1 0, , , , , , , , , ,Y Y Y Y Y Y YN N/ /
* * * , where 

Y ibk k and b
k
 is the real‐valued symbol drawn from a constellation such as PAM. In PAM‐

DMT, the FT block will perform IFFT operations on input data. The real part of each subcar-
rier is not modulated. The time‐domain real output signal y

m
 is generated by taking IFFT of the 

input vector.
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y
m
 is an antisymmetric signal and has the same information in both positive and negative parts. 

Mathematically,
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We can easily clip the negative part of the signal without losing any information. Therefore, 
after adding a CP to the IFFT output, the negative half of the signal is clipped. Clipping noise 
is found to be falling over only on the real part of each subcarrier [11]. Thus, because of the 
orthogonality of clipping noise, transmitted symbols remain uncorrupted by the noise and can 
be recovered easily at the receiver.

The clipping operation is the same as defined in the previous subsection. The clipped output 
⌊y

n
⌋

c
 is passed through a D/A converter to generate continuous time signal which finally mod-

ulates the intensity of the optical modulator.
At the receiver side, we perform the reverse operations in a similar fashion to that of 

 ACO‐OFDM to extract the useful data. The only difference is that at the output of the TF 
block which performs FFT operation, we only extract the imaginary part of the first half 
subcarriers.
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The received signal at a specific subcarrier in the absence of any noise is given by
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Equation (6.13) shows that clipping noise falls on the real part of each subcarrier and it actually 
gives the absolute value of the transmitted time domain signal. This valuable information can 
be used to improve overall SNR by a few decibel with some additional signal processing.

6.3.3 DHT‐OFDM

In DHT‐based optical OFDM, a vector of length N/2 of real symbols drawn from a real 
 constellation such as M‐PAM forms the input to the FT block. In this scheme, the FT 
block  will  perform inverse fast Hartley transform (IFHT). According to Ref. [14], if the 
input  symbols only modulate odd indexed subcarriers, clipping noise will only fall on 
even  indexed subcarriers. Therefore, the input vector of length N is transformed to 
X 0 0 0 00 1 4 1 4 2 1 2, , , , , , , , , , ,X X X X X XN N N N/ / / /  by the zero insertion block. However, we 
do not need conjugates of the input symbols as IFHT is a real transformation and will generate 
real signals with real input symbols. Therefore, the length of useful input symbols is N/2. 
An N‐point IFHT is performed on X to output a real bipolar signal:
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The remaining transmitter front end blocks perform the same operation on this bipolar 
signal as that in ACO‐OFDM and finally transmit it using an optical transmitter.

At the receiver, reverse operation is performed to recover transmitted bits. After removal of 
CP, fast Hartley transform (FHT) is performed by the TF block on the received signal which 
outputs estimated transmitted symbols. DHT has a self‐inverse property which enables us to 
use the same software routines as used by the transmitter.
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6.4 Precoding and PAPR Reduction in AC OFDM OW Systems

In this section, we have analyzed different precoding‐based PAPR reduction techniques for 
AC optical OFDM wireless communication systems. Due to the nonlinear characteristics of 
optical transmitters in IM/DD systems such as LED, high PAPR input signals will suffer from 
distortion due to clipping. OFDM systems suffer from high PAPR problems that can limit its 
performance in IM/DD systems. Therefore, PAPR reduction techniques have to be employed. 
Although a large number of PAPR reduction techniques have been proposed for RF‐based 
OFDM systems [15–18], we see only very limited literature about these techniques for optical 
OFDM communication system. Therefore, in this section we analyze some precoding‐based 
PAPR reduction techniques for ACO‐OFDM and PAM‐DMT. We have described DFT coding, 
Zadoff‐Chu Transform (ZCT) [19] and discrete cosine transform (DCT) for ACO‐OFDM and 
only DCT for PAM‐DMT as the modulating symbols are real. Performance comparison of 
these precoding techniques is shown using different QAM modulation schemes. Simulation 
results have shown that both DFT and ZCT offer more PAPR reduction than DCT in ACO‐
OFDM. For PAM‐DMT, DCT precoding yields significant PAPR reduction compared to the 
conventional PAM‐DMT signal. These precoding schemes also offer the advantage of zero 
signaling overhead.

6.4.1 Precoding‐Based Optical OFDM System Model

A block diagram of a baseband precoding‐based AC optical OFDM system is shown in 
Figure 6.4.

In precoding‐based OFDM systems, data is transmitted in blocks where each block repre-
sents one OFDM symbol. In each block, a parallel stream of N input data symbols 
X X X XN0 1 1, , ,

T
, where X a ibk k k and a

k
 is the real part and b

k
 is the imaginary 

part,  drawn from 2‐D constellations such as QPSK, 16‐ and 64‐ QAM are first precoded 
with  the precoding scheme giving an output vector X PXp , where P is N N  precoding 
matrix. The precoded output symbols which will modulate the individual subcarriers form 
the  input to the IFFT block. In ACO‐OFDM, only odd subcarriers are modulated by the 
 complex input symbols. Even subcarriers are not modulated and are set to zero. A Mapping/
Zero Insertion block performs input vector formatting prior to IFFT to achieve selective 
 subcarrier modulation. Therefore, the input data vector to the IFFT block becomes 
X 0 0 0 01 3 1 1 1, , , , , , , , , ,p p p p p

T
X X X X XN N, , , ,

*
,

* . A real‐valued output x(n) is generated 
by performing 4N‐point IFFT on the conjugate symmetric data frame.
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In PAM‐DMT, on the other hand, symbols from a real valued constellation such as M‐PAM 
are used to modulate the complex part of each subcarrier. In precoding‐based OFDM systems, 
the real valued data symbols are first precoded and then they are used to modulate the complex 
part of each subcarrier. To achieve this, precoded input data vector is formatted by Mapping/

Zero insertion block which gives an output vector X 0 01 1 1 1, , , , , , ,p p p p

T
X X X XN N, , ,

*
,
* , 

where X iCk k and C
k
 is the magnitude of the real symbol output from the precoding block. 

A real‐valued output x(n) is generated by performing 2N‐point IFFT on the conjugate 
symmetric input data frame.

The block of parallel real sample outputs from the CP block is converted into a serial  discrete‐
time domain signal by a parallel to serial (P/S) converter. The signal is asymmetrically clipped by 
clipping the negative part to produce an output signal that is strictly positive. The clipped signal x

c
(n) 

finally modulates the intensity of the optical transmitter. CP is a copy of the last L samples of the 
OFDM symbol; we will not include this in our simulations as it will not affect the PAPR analysis.

For an LED‐based OW transmitter, the clipped input signal has to be DC‐biased to operate 
in the linear region of the LED current–voltage (I–V) curve usually known as transfer charac-
teristics. A typical LED I–V curve is shown in Figures 6.5 and 6.6. The I–V curve shows the 
relationship between the forward voltage and forward current through LED. The bias point 
has to be selected carefully in order to keep the signal variations within the linear region. The 
nonlinear transfer characteristics also show that if the input signal exceeds the linear region, 
the output current will be clipped, which will distort the signal and generate out‐of‐band emis-
sions. One solution to this problem is to reduce the overall intensity of the optical transmitter 
by decreasing the input signal power. This will reduce the SNR at the receiver causing receiver 
performance degradation. Another solution is to minimize the maximum value of peaks 
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 occurring in the OFDM signal envelope without reducing the average power. This will 
decrease the PAPR of the intensity modulating signal. It can be done by using various PAPR 
reduction techniques.

PAPR is an important signal parameter that gives an estimate of the envelope variations of 
the transmitted signal. These envelope variations are critical in the design of RF/Optical trans-
mitter front ends. For OFDM, PAPR is computed over one symbol [0, T] and is defined as 
follows [15]:
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Another important factor that is related to PAPR and also shows the characteristics of 
signal envelope is the crest factor (CF) which is also defined over one OFDM symbol [0, T] 
and is given by

 

CF
c

c

max ( )

( )

0 2 1

2

n N
x n

E x n
 (6.16)

We calculate the PAPR of the clipped signal x
c
(n) and compare it for various complex 

digital constellations and for various precoding techniques.
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6.4.2 Precoding Schemes

Although various PAPR reduction methods exist in literature, precoding offers certain advan-
tages over other techniques: it is signal independent, requires comparatively less computa-
tional cost, and does not need any signaling overhead. Precoding is a one‐shot process wherein 
the input signal vector is pre‐multiplied by a precoding matrix P given by
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where a
i,j
 represents an element of the ith row and jth column of P. This precoding matrix 

can be generated in different ways, depending on the precoding schemes. We analyze three 
schemes here.

6.4.2.1 DFT Precoding

In this precoding method, a N N  precoding matrix is generated that transforms the input 
data vector to frequency domain. This matrix simply performs an FFT operation and can be 
generated by

 a W k N n Nn k N
kn

, , ,where0 1 0 1 (6.18)

where n and k are the row and the column index, respectively. WN
kn is the Nth root of unity. This 

transformation generates a new frequency domain symbol vector of size N 1 which is 
obtained by pre‐multiplying the input vector by P, that is, X PXp .

6.4.2.2 Zadoff–Chu Sequence Precoding

These sequences are a class of generalized chirp‐like sequences that have ideal autocorrelation 
properties. They also have a property of constant magnitude cross correlation. A Zadoff–Chu 
sequence of length N is defined by
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where k N0 1 2 1, , , ,  and r is the code index relatively prime to N. q is an integer. A pre-
coding matrix based on Zadoff–Chu sequences of size N N  can be formed by
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6.4.2.3 Discrete Cosine Transform (DCT) Precoding

DCT has a very good energy compaction property that makes it very attractive for precoding. 
Its ability to represent the input signal with very few coefficients will result in an OFDM 
output signal that has reduced PAPR. This reduction results from the fact that after DCT pre-
coding, the input vector to IFFT block has comparatively fewer high valued elements than the 
original input. Although several definitions exists for a DCT, we use the most popular one, 
which is 1‐D DCT, given by
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A N N  DCT precoding matrix P can be obtained from
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where 0 1n N  is the row and 0 1k N  is the column index. The output of the pre-
coder is a N 1 coded vector X

p
.

In case of ACO‐OFDM, the input can be a complex data vector with real component denoted 
by X

real
 and imaginary component represented by X

imag
. In this case, the precoded output is 

given by X X Xp real imagDCT DCT .
For PAM‐DMT, as the input data symbol vector X contains only real components as they 

are drawn from a real mapping scheme such as M‐PAM, DCT precoding is one of the suitable 
schemes that output real frequency coefficients. The precoding operation in matrix form can 
be written as X PXp . The components of the output vector are purely real, which is in 
 contrast to the other precoding schemes. These real precoded data symbols finally modulate 
the imaginary parts of each subcarrier in OFDM. This is accomplished by the mapping/zero‐
insertion block.

6.4.3 Simulation Results and Discussions

In this section, we compare the performance of various precoding techniques in reducing the 
PAPR for two types of clipping‐based OW OFDM systems. In case of ACO‐OFDM, input 
data vector of length N = 128 is generated by drawing symbols from QPSK, 16‐ and 64‐ 
QAM and 4N = 512 point IFFT is used to generate the output OFDM signal. For PAM‐DMT, 
input data symbol vector of length N = 128 is formed by drawing symbols from M‐PAM, 
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where M = 4, 16 and 64 and IFFT size of 2N = 256 is used to generate the output time domain 
signal [20].

PAPR performance is usually shown using complementary cumulative distribution function 
(CCDF) curves. These curves show the probability that PAPR is higher than a   specified 
PAPR

0
, that is, Pr(PAPR > PAPR

0
). These curves are obtained through  extensive MATLAB 

simulations by generating random input data for the different constellations.
Figures  6.7 and 6.8 show the CCDF comparison of PAPR for ACO‐OFDM and DFT 

 precoded ACO‐OFDM. The curves show that DFT precoding reduces the PAPR of ACO‐
OFDM signal by a few decibels.

Figures  6.9 and 6.10 show the CCDF comparison of PAPR for ACO‐OFDM and DCT 
 precoded ACO‐OFDM. The curves show that with DCT precoding, we see significant 
reduction in the PAPR of ACO‐OFDM signals.

Figures  6.11 and 6.12 show the CCDF comparison of PAPR for ACO‐OFDM and ZC 
sequence precoded ACO‐OFDM. The curves show that ZC sequences reduce the PAPR of 
the AC OFDM signal by approximately 3 dB at clipping level of 10 4 and thus prove to be a 
promising PAPR reduction precoding technique.

Figures 6.13 and 6.14 show the CCDF curves for PAM‐DMT and DCT precoded PAM‐
DMT for different digital constellations. The curve shows that with DCT precoding, the PAPR 
of AC OFDM signal is reduced by approximately 3 dB at clipping level of 10 4. Therefore, the 
DCT precoding scheme definitely proves to be a strong candidate for PAPR reduction for 
PAM‐DMT.

ACOFDM QAM

ACOFDM 16-QAM
ACOFDM 64-QAM

DFT ACOFDM QAM

DFT ACOFDM 16-QAM

DFT ACOFDM 64-QAM

4 6 8 10 12 14 16 18

PAPR0 (dB)

100

10–1

10–2

10–3

10–4

P
r[

PA
P

R
 >

 P
A

P
R

0]

Figure  6.7 CCDF curves (logarithmic scale) for PAPR of ACO‐OFDM and DFT precoded ACO‐
OFDM for 4‐, 16‐, and 64‐QAM (logarithmic scale).
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OFDM for 4‐, 16‐, and 64‐QAM.
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Figure 6.10 CCDF curves for PAPR of ACO‐OFDM and DCT precoded ACO‐OFDM for 4‐, 16‐, and 
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6.5 Performance of AC OFDM Systems in AWGN 
and Multipath Channel

In this section, we compare BER performance of precoding‐based ACO‐OFDM and PAM‐
DMT OW systems in AWGN and indoor multipath channels. Simulation and analytical results 
show that precoding schemes such as DFT, DC and ZC sequence do not affect the performance 
of the OW systems in AWGN channel, while they reduce the PAPR of OFDM output signal. 
However, in multipath indoor channel, by using zero‐forcing frequency‐domain equalization 
(ZF‐FDE), precoding‐based systems give better BER performance than their conventional 
counterparts. With additional clipping to further reduce the PAPR, precoding‐based systems 
also show better BER performance compared to nonprecoded systems when clipped, relative 
to the peak of nonprecoded systems. Therefore, precoding‐based ACO‐OFDM and PAM‐
DMT systems offer better BER performance with zero signaling overhead and low PAPR, 
compared to the conventional systems.

6.5.1 Precoding‐Based OW OFDM System Model with AWGN

A block diagram of AC optical OFDM system with precoding is shown in Figure 6.15. We use 
a discrete time baseband system model for both ACO‐OFDM and PAM‐DMT. In ACO‐
OFDM, a vector of M input symbols drawn from a complex constellation such as M‐ary QAM 
forms input to precoding block. A precoding matrix P transforms these input symbols to pre-
coded output Y = PX. These precoded symbols only modulate the odd subcarriers. A discrete 
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time output signal is generated by the IFFT block. This time domain signal is then asymmet-
rically clipped to generate a unipolar signal. This unipolar signal propagates through the 
channel h(n) and is detected by an optical detector such as a photodiode, which converts it to 
an electrical signal z(t). The received signal is given by

 z t x h t w ttc( ) * ( ) ( )( )  (6.23)

where w(t) represents discrete time samples of AWGN and * represents convolution operation. 
The received signal is then sampled by an A/D converter to obtain a discrete‐time signal x

r
(n). 

The corresponding discrete version of the channel impulse response can be represented by 
h(n). In case of AWGN channel,

 
h n

n

n
( )

1 0

0 0
 (6.24)

The precoded symbols are decoded by using the inverse of the precoding matrix to obtain 
estimated symbols. The estimated symbols are compared with transmitted symbols to get 
BER performance of the system.

In PAM‐DMT on the other hand, a vector of N input symbols drawn from a real constella-
tion such as M‐ary PAM modulates the complex part of each subcarrier. As we need real input 
symbols for each subcarrier, for PAM‐DMT we use only DCT precoding, which will yield real 
output coefficients for a real input vector.

6.5.2 Multipath Indoor Channel

Several techniques have been proposed to numerically generate the impulse response of an 
indoor multipath channel [21, 22] for OW systems. We follow the method used in Ref. [21] in 
our simulations. In our implementation, we placed the source at the ceiling of a room with 
dimensions 5 m × 5 m × 3 m pointing downwards and the receiver facing upwards at a height of 
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Figure 6.15 A baseband AC‐based optical OFDM system diagram.



Orthogonal Frequency‐Division Multiplexing (OFDM) 151

1 m from the floor. The room surfaces are assumed to be diffusive in nature. The receiver FOV 
is assumed to be 60° and detector area to be 1 × 10−4 m2. We only consider light beams with at 
most three reflections and the beams arriving directly through LOS. Figure 6.16 shows sample 
impulse responses generated by changing the source location at three different places on the 
ceiling. The first peak shows the LOS component.

6.5.3 Frequency‐Domain Equalization (FDE)

One of the advantages of OFDM‐based systems is the use of FDE [23, 24]. In this study, 
we assume that we have perfect knowledge of the channel, and we use this information to 
equalize received signal in the frequency domain.
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We denote H(k) as the channel transfer function value at subcarrier index k. In a simple 
linear equalization scheme in which we try to nullify the channel effect on the information 
symbol X(k), the equalization coefficient at subcarrier index k turns out to be C k H k( ) ( ) 1 . 
This is called zero‐forcing (ZF) equalization. For OFDM‐based OW system, ZF‐FDE at the 
receiver is illustrated in Figure 6.17. Because of its simplicity, we use ZF‐FDE in our simula-
tions to evaluate the performance of ACO‐OFDM and PAM‐DMT systems.

In case of ACO‐OFDM, symbols from FFT output are simply multiplied by the equalizer 
coefficients and useful symbols are extracted. However, in PAM‐DMT, as symbols are drawn 
from real constellation, the FFT output complex symbols should first be multiplied with the 
equalizer coefficient and then the complex part of the equalized symbols extracted to obtain 
estimated PAM symbols.

6.5.4 Analytical BER Performance Results

In this section, we derive analytical results for BER performance of precoding‐based OW 
system. We assume that AWGN has variance n N2

0  and the total average power of the 

channel impulse response is unity, that is, H K
K

M
( )

2

0

1
1. We also consider total average 

transmitted electrical power before clipping to be E x n( )
2

1. From (6.23) and Figure 6.17, 

received symbol at the output of FFT at a specific subcarrier index K is given by

 Z k X k H k W k[ ] [ ] [ ] [ ]c  (6.25)

The noise variance at the output of the FFT block will not change because of linearity of 
FFT operation. Due to asymmetric clipping at the transmitter, the power of each transmitted 
symbol becomes half. In order to scale the power of each symbol to its original value, we 
simply scale Z[k] by a factor of 2. This will increase noise variance to ˆn N2

04 . After ZF‐
FDE, we get

 
ˆ [ ] [ ] [ ]Y X k W k H k 1  (6.26)
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Figure 6.17 ZF‐FDE for precoding‐based ACO‐OFDM and PAM‐DMT.
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The noise variance at the output of ZF‐FDE becomes 
22 2

,FDE
ˆ /n n H k . For ACO‐

OFDM and PAM‐DMT systems without precoding, the electrical symbol energy‐to‐noise 
power ratio at the output of ZF‐FDE is given by

 

s,elec

22
0

1

ˆ /n

E

N H k
 (6.27)

We see from the above equation that electrical symbol energy‐to‐noise power ratio depends 
on subcarrier channel power. In case of M‐QAM constellation mapping for ACO‐OFDM 
system, average symbol error rate (SER) for a specific subcarrier is given by [25],

 
P

M M
Q

E

Ns
s elec1

4 1
1

0

,  (6.28)

However, in case of PAM‐DMT, we extract only the complex part of each subcarrier. In 
case of M‐PAM modulation for PAM‐DMT system, the average SER is given by
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M
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Q

E

Ns
s elec1 2 1

0

,  (6.29)

By using gray coding, BER becomes P P Mb s / log2 . In a precoded system, the equalized 
symbols are multiplied by the inverse of the precoding matrix used at the transmitter. Therefore 

the noise variance at the output of the decoding matrix is given by 
212 2

,decode 0

1 ˆM

n nk
H k

M  
. 

This is due to the fact that the noise samples remain uncorrelated due to the unitary property 
of precoding matrices such as DFT and DCT [26]. This expression shows that the noise vari-
ance at the output of the decoding matrix for each index will be the same. Therefore, the SER 
for ACO‐OFDM system using M‐QAM constellation becomes
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Similarly, for PAM‐DMT, the SER for M‐PAM constellation is given by

 

s,elec
s,PAM 1

22

0

ˆ

2 1
1

/
M

n
k

EM
P Q

M
H k

M

 (6.31)

From the above two equations, we observe that in case of AWGN channel, H K[ ]
1 0 1 2 1, , , , ,K M , therefore BER performance for ACO‐OFDM becomes s,ACOP

2
s,elec4 1 1 / / ˆ

nM Q E  and for PAM‐DMT s,PAM 2 1 /P M M Q 2
s,elec

ˆ/ nE .  

This shows that in case of precoding in AWGN channel, system performance does not change 
and is the same as that without precoding.
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6.5.5 Electrical and Optical Performance Metrics

In this section, we investigate the impact of electrical to optical conversion of output OFDM 
signal on the BER performance. To make a fair comparison between precoded and nonprec-
oded systems, we use normalized E

b(opt)
/N

0
 where the average output optical power is set to 

unity, that is, E x nc ( ) 1. We obtain values of required normalized E
b(opt)

/N
0
 for which BER 

is 10−4 represented by ⟨E
b(opt)

/N
0
⟩

BER
. We plot our results for various values of bit rate/normalized 

bandwidth. The bandwidth is normalized with respect to on–off Keying (OOK) and is defined 
as the location of first spectral null. Therefore, for ACO‐OFDM, the bit rate/normalized 
 bandwidth is given by log / / /2 2 1 2M N . In ACO‐OFDM, only 1/4 of the total subcarri-
ers carry data, excluding DC and N/2‐nd subcarrier, therefore the factor 1/2 appears in the 
above expression. M represents the M‐ary QAM constellation size. For PAM‐DMT, the 
spectral null appears at the same location 1 2 / N  as that of ACO‐OFDM. However, as 1/2 
of its total subcarriers carry data excluding DC and N/2‐nd subcarrier, the bit rate/normalized 
bandwidth is given by log /( / )( )2 1 2M N  where M is the constellation size of M‐ary PAM.

6.5.6 Clipping and PAPR Reduction

PAPR gives a measure of the signal variations relative to the average power. To efficiently 
transmit the signal using an LED with nonlinear I–V characteristics, we need to have a lower 
PAPR. In order to further improve PAPR of AC signals, a simple clipping technique can be 
used. With clipping, we can bias LED at higher values resulting in higher intensity signal and 
higher average output power. This will increase received SNR. However, due to clipping, BER 
performance will deteriorate and degradation will depend upon the amount of clipping. To see 
BER performance variation due to clipping for precoded and nonprecoded systems, we clip 
the signals relative to the peak of nonprecoded ACO‐OFDM and PAM‐DMT signal, respec-
tively, for specific signal constellations.

 
V

V

Vclip
clip

peak

dB( ) log20 10  (6.32)

For a given dB amount of clipping, the clipping level of the output signal is chosen as

 V V
V

clip peak

dBclip

10 20  (6.33)

where V
clip

 is the voltage level at which the output signal is clipped and V
peak

 is the peak value 
of the non‐precoded output signal for the same constellation. The clipping operation can be 
defined as
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x n x n V

V x n Vclip

c c clip
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( )

( ) ( )

( )
 (6.34)

The clipped output signal modulates the intensity of the optical transmitter. This criterion of 
clipping is useful in choosing a specific bias point of an LED transmitter. Due to precoding, PAPR 
of the output signal is already reduced and we see fewer peaks. Therefore the effect of clipping 
on the BER performance of precoded signal is less than on that of conventional AC signal.
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6.5.7 Simulation Results

In this section, we present BER performance results for various precoding schemes used in 
ACO‐OFDM and PAM‐DMT systems. Extensive MATLAB‐based Monte Carlo simulations 
were performed to obtain the results [27]. For ACO‐OFDM, an input symbol vector of length 
N = 128 was generated by drawing symbols from 4‐, 16‐, and 64‐QAM and 4N‐point IFFT was 
performed to get time domain output OFDM signal. In case of PAM‐DMT, a vector of N = 256 
real symbols drawn from M‐PAM was formed where M = 4, 8 and 16 and a 2N‐point IFFT was 
used to generate the output time domain signal. OFDM output sampling rate of R

s
 = 400 Msamp s−1 

was chosen for both ACO‐OFDM and PAM‐DMT. The symbol rate for ACO‐OFDM was 
R

ACO
 = 94 MHz and R

PAM‐DMT
 = 178 MHz for PAM‐DMT. The CP length of N

CP
 = 32 was used 

and was chosen to be always greater than the maximum delay spread of the worst possible 
channel. To compute the PAPR of the OFDM output signal, an oversampling rate of 4 was 
used for precise calculation. In order to simulate the multipath channel, we used a room with 
a source on the ceiling and receiver at 1 m height from the floor. Details of simulation param-
eters are listed in Table 6.1.

6.5.7.1 Performance of Precoding Schemes in AWGN

Figure 6.18 shows BER performance curves for ACO‐OFDM, DCT, DFT, and ZC sequence 
precoded ACO‐OFDM for 4‐, 16‐, 64‐, 256‐, and 1024‐QAM in an AWGN channel. From the 
figure, we see that BER performance of conventional ACO‐OFDM and precoded systems for 
respective QAM constellations almost overlap each other. Therefore, precoding does not 
affect the BER performance in AWGN channel, which proves our analytical result.

Figure  6.19 shows BER performance of PAM‐DMT and DCT precoded PAM‐DMT in 
AWGN channel. We observe a similar trend that precoding does not affect system performance.

6.5.7.2 Performance of Precoding Schemes in Multipath Indoor Channel

In this section, we present BER performance results for ACO‐OFDM and PAM‐DMT systems 
in multipath indoor channel with ZF‐FDE. We plot the variation of ⟨E

b(opt)
/N

0
⟩

BER
 for various 

values of bit rate/normalized bandwidths. Figure  6.20a shows BER performance of ACO‐
OFDM in multipath channel h

1
(t) with severe multipath and long delay spread. We observe 

Table 6.1 List of parameters to generate multipath impulse response

Room dimensions 5 m × 5 m × 3 m
Reflectivity of each surface Ceiling: 0.9; walls: 0.8; floor: 0.3
Receiver location (2.5 m, 2.5 m, 1 m)
Detector area 1 × 10−4 m2

Detector FOV 60°
Source location (H) (0.1 m, 0.1 m, 3 m)
Source location (M) (0.1 m, 0.2 m, 3 m)
Source location (L) (1 m, 2 m, 3 m)
Source half‐power angle 60°
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Figure 6.20 Electrical bit energy‐to‐noise power ratio required for BER of 10−4 for ACO‐OFDM in 
multipath channel with ZF‐FDE equalization for (a) h

1
(t) and (b) h

3
(t).
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that by using ZF‐FDE, precoding improves performance by 3 dB compared to nonprecoded 
system. We also observe that both DCT and DFT precoding result in the same performance. 
The performance improvement is due to the fact that with precoding, the SNR for each subcar-
rier at the output of the decoder is the same because of the averaging effect of decoder matrix. 
However, in a system without precoding, SNR varies for each subcarrier.

Figure 6.20b shows the BER performance of ACO‐OFDM with FDE in multipath channel 
h

3
(t) which has few multipaths and a strong LOS component. We see that the performance of 

precoded and nonprecoded systems is almost same.
Figure  6.21a and b shows the BER performance of ACO‐OFDM in multipath indoor 

channel h
1
(t) and h

3
(t), respectively, with ZF‐FDE when average optical power was set to 

unity. The results again show that even in optical domain, the precoding‐based systems per-
form better than or similar to their nonprecoded counterparts.

Figure 6.22a shows electrical bit energy‐to‐noise power ratio required for BER of 10−4 for 
PAM‐DMT in multipath channel h

1
(t) with severe multipath and long delay spread. We 

observe that in the presence of ZF‐FDE, precoding gives better BER performance than non-
precoded system. We see a consistent 3 dB performance improvement with precoding.

Figure 6.22b shows electrical bit energy‐to‐noise power ratio required for BER of 10−4 for 
PAM‐DMT in multipath channel h

3
(t) with fewer multipath and strong LOS component. We 

observe that in this case, both systems show similar performance.
Figure 6.23a shows optical bit energy‐to‐noise power ratio required for BER of 10−4 for 

PAM‐DMT in multipath channel h
1
(t) with severe multipath and long delay spread. We 

observe that in the presence of ZF‐FDE, precoding gives better BER performance than non-
precoded system. Again we see a performance difference of 3 dB between precoded and non-
precoded systems.

Figure 6.23b shows optical bit energy‐to‐noise power ratio required for BER of 10−4 for 
PAM‐DMT in multipath channel h

3
(t). In this case, both systems show the same performance. 

Therefore, in case of low multipath, both precoded and conventional ACO‐OFDM and PAM‐
DMT systems show identical performance.

6.5.7.3 Performance of Precoding Schemes with Clipping

Figure 6.24a shows BER performance of ACO‐OFDM with additional clipping at the front 
end. Results show that by clipping the unipolar signal 3 dB relative to the peak, we can achieve 
a sufficient reduction in PAPR as shown in Figure 6.24b without significantly suffering from 
BER performance degradation. However, to further reduce the PAPR, we can clip the output 
signal by 6 dB with noticeable degradation in BER.

Similarly, we see that by precoding the input symbols with DCT and clipping the output 
unipolar signal by 3 dB relative to the nonprecoded unipolar ACO‐OFDM signal peak, we see 
no BER performance degradation and PAPR difference compared to simple DCT precoded 
system. This is due to the fact that the precoded output signal has less spikes and the average 
signal peak level is less than that of conventional ACO‐OFDM.

However, if we clip signal by 6 dB, we see BER performance degradation but with 
decrease in PAPR of the output signal. Figure 6.25a and b show results for clipping‐based 
DCT precoded ACO‐OFDM system in AWGN channel. We see a similar trend in the BER 
performance and PAPR reduction in clipping‐based DFT and ZC sequence precoded ACO‐
OFDM systems.



Orthogonal Frequency‐Division Multiplexing (OFDM) 159

Figure 6.21 Optical bit energy‐to‐noise power ratio required for BER of 10−4 for ACO‐OFDM in mul-
tipath channel with ZF‐FDE equalization for (a) h
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Figure 6.22 Electrical bit energy to noise power ratio required for BER of 10−4 for PAM‐DMT in mul-
tipath channel with ZF‐FDE equalization for (a) h
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Figure 6.23 Optical bit energy‐to‐noise power ratio required for BER of 10−4 for PAM‐DMT in multi-
path channel with ZF‐FDE equalization for (a) h
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Figure 6.24 BER and PAPR performance of ACO‐OFDM with additional clipping in AWGN channel. 
(a) BER performance and (b) PAPR for 4‐QAM.
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Figure 6.25 BER and PAPR performance of DCT precoded ACO-OFDM with additional clipping in 
AWGN channel. (a) BER performance and (b) PAPR for 4‐QAM.
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Figure 6.26a shows BER performance of unipolar PAM‐DMT with clipping at the front 
end. Results show that by clipping the signal 3 dB relative to the peak, we can achieve a 
sufficient reduction in PAPR as shown in Figure 6.26b without significantly suffering from 
BER performance degradation. However, to further reduce the PAPR, we can clip the output 
signal by 6 dB with noticeable degradation in BER.

Figure 6.27a shows the BER performance of DCT precoded PAM‐DMT for different clip-
ping levels relative to the peak of conventional PAM‐DMT. We see that the BER performance 
is not severely affected when using 3 dB clipping compared to that of simple PAM‐DMT. 
This shows that we can bias the optical transmitter at least 3 dB higher when using DCT 
precoding and still achieve the same BER performance. This will enable us to transmit 
higher average power and get better SNR at the receiver. However, by clipping more than 
3 dB, we see significant degradation in BER performance. Figure 6.27b shows the PAPR 
curves for DCT precoded PAM‐DMT scheme. We see that by simply clipping the signal by 
a few decibels, we can achieve sufficient PAPR reduction without severely degrading the 
BER performance.

6.6 Conclusions

In this chapter, we have analyzed various precoding techniques for PAPR reduction in clipped 
OW OFDM systems. We have used DFT precoding, Zadoff–Chu sequence precoding and 
DCT precoding techniques for ACO‐OFDM and PAM‐DMT systems. Both of these systems 
use asymmetric clipping to make the intensity modulating signal positive. We have observed 
that for ACO‐OFDM, Zadoff–Chu precoding gives the maximum PAPR reduction of about 
3 dB. In case of PAM‐DMT, DCT precoding reduces the PAPR of intensity modulating signal 
by about 3 dB compared to uncoded PAM‐DMT. These precoding schemes besides reducing 
the PAPR also offer advantages such as signal independence, low computational complexity, 
and zero signaling overhead. All these advantages and benefits make precoding one of the 
most desirable PAPR reduction techniques.

We have also compared the BER and PAPR performance of ACO‐OFDM, precoding‐based 
ACO‐OFDM, PAM‐DMT and precoding‐based PAM‐DMT in AWGN and multipath indoor 
channel environments. Simulation results show that in AWGN channel, the BER performance 
curves for precoding‐based ACO‐OFDM and PAM‐DMT are almost identical to the conven-
tional ACO‐OFDM and PAM‐DMT respectively.

We also observed that precoding reduces PAPR of the output unipolar signal and PAPR 
can be further reduced with additional clipping at the front end at the cost of some degra-
dation in BER performance, which depends on the amount of clipping. However, the 
effect of clipping on BER was not severe for precoding‐based schemes as it showed better 
BER performance than their conventional counterparts. Therefore, precoding‐based ACO‐
OFDM and PAM‐DMT offer better BER and PAPR performance as compared to the con-
ventional schemes when clipped at the same level, relative to the peak of the nonprecoded 
schemes.

In case of multipath channel, we observed that the performance of both systems severely 
degrades in case of higher delay spread. However, when we have perfect knowledge of channel 
impulse response, by using ZF‐FDE, the precoding‐based systems perform 3 dB better than 
their conventional counterparts. Simulation results show the same trend both in electrical and 
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Figure 6.26 BER and PAPR performance of PAM‐DMT with additional clipping in AWGN channel. 
(a) BER performance and (b) PAPR for 4‐PAM.
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Figure 6.27 BER and PAPR performance of DCT precoded PAM‐DMT with additional clipping in 
AWGN channel. (a) BER performance and (b) PAPR for 4‐PAM.

100

10–1

10–2

10–3

10–4

0 5 10 15 20 25 30 35 40

Eb/N0

4-PAM 3 dB clip
4-PAM 6 dB clip
4-PAM 9 dB clip

8-PAM 3 dB clip

8-PAM 6 dB clip
8-PAM 9 dB clip

16-PAM 3 dB clip
16-PAM 6 dB clip
16-PAM 9 dB clip

B
E

R

(a)

100

10–1

10–2

10–3

10–4

0 2 4 6 8 12 1410 16 18

PAPR0 (dB)

P
r[

PA
P

R
 >

 P
A

P
R

0]

No clipping (4-PAM)

3 dB clipping (4-PAM)

6 dB clipping (4-PAM)

(b)

9 dB clipping (4-PAM)



Orthogonal Frequency‐Division Multiplexing (OFDM) 167

optical domains. Therefore, it can be seen that precoding not only improves PAPR but also 
offers better performance in multipath indoor channel environments. Hence, precoding can be 
a promising technique for future OFDM OW systems.
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MIMO Technology for Optical 
Wireless Communications using 
LED Arrays and Fly‐Eye Receivers

7.1 Introduction

Multiple‐input and multiple‐output (MIMO) is a method of applying multiple antennas at both 
the transmitter and the receiver to improve communication performance. MIMO is one of the 
smart antenna technologies. The input and output here indicate communication channels 
rather than transmitting and receiving devices. Consequently, in indoor optical wireless com-
munications (OWC), MIMO systems refer to the systems with multiple optical channels bet-
ween the source and the receiver.

People have paid considerable attention to MIMO technology, since it significantly 
improves data throughput and link range without increasing bandwidth or transmission power. 
It spreads the power over multiple antennas to improve bandwidth efficiency and/or achieve 
diversity gain. Due to the advantages of this technique, it has been extensively applied in 
modern wireless standards, such as IEEE 802.11n (Wi‐Fi), LTE, WiMAX, and HSPA+.

7.2 MIMO Configurations

7.2.1 MIMO System Model

The difference between a MIMO and non‐MIMO OWC system is that the MIMO system con-
sists of multiple transmitters and receivers. Assuming there are N

t
 light sources on the ceiling 

and N
r
 photo detectors at the receiving device, the received signal vector is given by [1]:

 y H s n( ) ( ) ( ) ( )t t t t  (7.1)

where y(t) is the received vector, H(t) is the channel characteristics matrix,  stands for con-

volution, s(t) is the transmitted signal vector as s t s t s t s tN1 2, , ,
t

T
, where [.]T is 

7
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the transpose operator, and n(t) represents the total noise including ambient shot light noise 
and thermal noise. We assume the noise n(t) is independent of the transmitted signal and is a 
real Gaussian random process. It has zero mean with a variance 2 2 2( ) ( ),( )t t tshot thermal  
where shot

2 ( )t  and thermal
2 ( )t  are the variances of shot noise and thermal noise, respectively. In 

practice, multiple sources are generally implemented by LED arrays. As the LED sources are 
in close proximity to each other and can be driven by the same driver, we suppose they are 
perfectly synchronized.

7.2.2 Spatial Diversity

Spatial diversity, also called repetition coding (RC), is the most basic application of MIMO 
technology [2]. Diversity is a very effective remedy in the sense that it exploits the principle 
of providing the receiver with multiple distorted replicas of the same information bearing 
signal. Spatial diversity has been extensively studied in conventional wireless systems. 
Figure 7.1 demonstrates the receiver diversity system. Based on the combining methods, it can 
be divided into four categories: Selective Combining (SC), Maximal Ratio Combining (MRC), 
Equal Gain Combining (EGC), and Switch Combining (SSC).

7.2.2.1 Selective Combining

In SC, the branch with the highest signal‐to‐noise ratio (SNR) is always selected. This can be 
represented as

 
r kmax r  (7.2)

In a continuous transmission system, SC is not practical because of its requirement of 
constant monitoring of all the branches. With the availability of this monitoring, the MRC 
should be a better choice for its better performance compared to SC.

r1(t)

r2(t)

rL(t)

Detector

Detector

Detector

Diversity
combiner

r1
~

r2
~

r~

rL
~

Figure 7.1 A typical receiver diversity system.
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7.2.2.2 Maximal Ratio Combining

In a typical MRC diversity system, branches are weighted by their respective complex fading 
gains and added together. MRC realizes a maximum‐likelihood (ML) receiver.

7.2.2.3 Equal Gain Combining

EGC and MRC are similar in that their diversity branches are co‐phased. The difference 
 between the two is that EGC does not weight its diversity branches. For a practical 
consideration, EGC is useful for modulation schemes with equal energy symbols, such as 
M‐phase‐shift keying.

7.2.2.4 Switched Combining

The switched combining receivers scan through all the diversity branches until one which 
reaches a specific SNR threshold is found. This branch is chosen and used until its SNR drops 
below the threshold. After this, the receiver will rescan all the branches and choose the next 
one, whose SNR exceeds the threshold. The most conspicuous advantage of SSC is that only 
one detector is needed in this approach.

7.3 Angle‐Diversity Receivers

7.3.1 Angle‐Diversity Receiver Overview

In indoor OWC systems, substantial performance advantage can be obtained through applying 
an angle‐diversity receiver. It consists of multiple branches covering different directions [3–6]. 
Each branch is followed by its own photo detector and amplifier that convert the received 
optical power of this branch into amplified electrical current for further signal processing. 
Angle‐diversity receivers provide many advantages: first, they reduce ambient light by 
pointing directly to the desired light source. Also, they reduce ISI and multipath distortions, as 
most unwanted source interferences and diffusions are rejected from the branch. Finally, the 
receivers provide wide total field‐of‐view (FOV).

In Ref. [6], a typical angle‐diversity receiver is implemented using multiple non‐imaging 
elements oriented to different directions. The authors systematically studied the theoretical 
gain of this kind of receiver and demonstrated an OWC system achieving a data rate of 
70 Mbps. Figure 7.2 depicts the setup of an angle diversity receiver. Multiple narrow FOV 
branches collaboratively cover a wide FOV. Ambient light and diffused light that do not coin-
cide with the signal light are blocked out.

7.3.2 Fly‐Eye Receiver Design

Yun and Kavehrad proposed several designs of fly‐eye receiver [4]. Alignment and focusing 
are major challenges to fly‐eye receiver design [7]. A fly‐eye receiver includes multiple 
independent branches pointing at different directions. Each branch, as a result, is expected to 
be aligned independently to achieve optimal MIMO gain. In addition, when users roam around 
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in a typical indoor environment, the distance from a light source to the corresponding receiving 
branch varies from a few meters to tens of meters.

The general solution to adjust focusing is changing the relative position between the receiver 
lens and photo detectors. This method, however, requires much adaptive mechanisms and will 
make the receiver costly and bulky. The authors of Ref. [7] attempted to fix the detectors at 
one focal length behind the lens and compared its performance with adaptive configurations. 
It is found that significant simplicity is obtained from the absence of adaptive focusing mech-
anisms which results from the constant response at dynamic range and the performance simi-
larity of two kinds of designs at long distance.

Fly‐eye receivers are expected to view various directions simultaneously. The most straight-
forward design of fly‐eye receivers is employing distributed eyes with their own lens and 
photo detectors. The large number of lens in this method, however, makes the system complex 
and bulky. A few novel ideas are proposed to solve the problem.

One instance is applying a transparent ball, glass, or plastic, as the lens for all branches. 
Because of the symmetry of the ball, all branches share the same ball as demonstrated in 
Figure 7.3. This design effectively reduces the complexity of the system. A problem of this 
design is the ball can be very heavy when large aperture is required. This system is most suit-
able for networks covering small rooms.

For the scenarios where large apertures are required, an alternative approach is utilizing the 
off‐axis imaging ability of a lens. The fly‐eye design is depicted in Figure 7.4. This system provides 
optimal performance for large apertures, especially when a Fresnel lens is applied. The major 
drawback, when compared with the ball lens, is that different light paths cannot be located far from 
the optical axis of the lens, as the aberration will be significant. Although increasing photo detector 
area may improve system tolerance to aberration, the flexibility of this design is limited.

Detector
array

Selector/
combiner

Demodulator

Figure 7.2 A typical configuration of an angle‐diversity receiver.
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7.4 Simulation Results and Discussions

7.4.1 Simulation Parameters

The communication environment is assumed to be an ordinary office room. Room dimensions 
and the reflectance of each surface are reasonably chosen by referring to common conven-
tions. The source array consists of seven sources. They form a hexagon on the ceiling with one 

Line-of-sight Line-of-sight

Ball lens

PhotodetectorPhotodetector

Figure 7.3 Fly‐eye design with ball lens.

Line-of-sight Line-of-sight
Lens axis

Lens

PhotodetectorPhotodetector

Figure 7.4 Fly‐eye design using off‐axis imaging.
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in the center and six around. The fly‐eye receiver consists of seven branches. One branch is 
placed in the center facing vertically upward and the other six are evenly distributed around 
the center one with 30° tilt. The fly‐eye receiver is located at 841 locations, covering the whole 
room, for performance test. More details of the source, the fly‐eye receiver, environment, and 
communication parameters are given in Tables 7.1, 7.2, 7.3, and 7.4, respectively.

A single branch non‐MIMO receiver model is created for reference. In order to make a fair 
comparison between MIMO and non‐MIMO systems, its aperture area equals the total area 
of all MIMO receiver branches, and its FOV equals the total FOV of the MIMO receiver. All 
simulations on the MIMO receivers are repeated on the non‐MIMO receiver.

7.4.2 BER Spatial Distributions for MIMO OWC Systems

The BER distributions of the non‐MIMO system, the MIMO EGC system, and the MIMO 
MRC system of 600 Mbps data rate and −105 dBmW noise are given in Figures 7.5, 7.6, 7.7, 
7.8, 7.9, and 7.10. The noise level is a reasonable estimation for a regular office environment 
[8]. The results show that the MIMO systems provide very low outage probabilities. They 
indicate that the MIMO methods guarantee most areas in the room to have satisfactory com-
munication performance.

In order to make a clearer observation of the BER spatial distributions, we increase the 
noise level to −90 dBmW, which represents a tough indoor OWC environment involving direct 
sunlight exposure. The results are shown in Figures 7.11, 7.12, 7.13, 7.14, 7.15, and 7.16.

The following observations can be made from these figures. Generally, the BER distributions 
are closely related to the source array’s layout. We name the source in the array center as the 
center source and the other six around it as the peripheral sources. The areas in peripheral 
sources’ footprints have low BER. That is because these areas have line‐of‐sight (LOS) trans-
mission paths with small emitting angles and receiving angles. These factors result in high 
SNR. Regarding the areas in the footprint of the center source, the situation is more complex. 
On one hand, in the non‐MIMO system, though these areas receive strong signal power from 
LOS paths from the center source, they also receive LOS signal power from the peripheral 
sources. Since these LOS signals arrive at different times, they cause inter‐source interference. 

Table 7.1 Simulation parameters of the MIMO OWC system—source array

Number of sources 7
Source location (m) Source 1: (1.2379 3.0000 3.0000)

Source 2: (2.1190 1.4740 3.0000)
Source 3: (3.8810 1.4740 3.0000)
Source 4: (4.7621 3.0000 3.0000)
Source 5: (3.8810 4.5260 3.0000)
Source 6: (2.1190 4.5261 3.0000)
Source 7: (3.0000 3.0000 3.0000)

Source direction ˆ ˆ ˆi j k, , (0 0 −1) for each source

Transmitting power 1 W for each source
Source half‐power angle 60° for each source
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The inter‐source interference produces ISI in the communication system, which significantly 
increases BER. As a result, the areas in the center source footprint in the non‐MIMO system 
have high BER. On the other hand, in MIMO EGC and MIMO MRC systems, the areas in the 
center source footprint also have LOS links from the center source and the peripheral sources. 
The MIMO angle diversity mechanism, however, distinguishes the signal power from differ-
ent sources. By applying different combining algorithms, the ISI is significantly reduced. The 
areas in the center source footprint, therefore, have low BER in the MIMO systems. For the 
areas outside the sources’ footprints, they have high BER in both MIMO and non‐MIMO 
 systems due to low SNR.

Table 7.2 Simulation parameters of the MIMO OWC system—receiver

Number of receiver branches 7

Branch direction ˆ ˆ ˆi j k, , Branch 1: (0.0000 0.0000 1.0000)
Branch 2: (0.6428 0.0000 0.7660)
Branch 3: (0.3214 0.5567 0.7660)
Branch 4: (−0.3214 0.5567 0.7660)
Branch 5: (−0.6428 0.0000 0.7660)
Branch 6: (−0.3214 −0.5567 0.7660)
Branch 7: (0.3214 −0.5567 0.7660)

Branch responsivity 1 A/W for each branch
Branch field‐of‐view 20° for each branch
Branch aperture area 1 × 10−4 m2 for each branch

Table 7.3 Simulation parameters of the MIMO  
OWC system—environment

Room dimensions Length: 6 m
Width: 6 m
Height: 3 m

Room surface reflectance Ceiling: 0.9
Wall

East
: 0.7

Wall
West

: 0.7
Wall

North
: 0.7

Wall
South

: 0.7
Floor: 0.1

Spatial resolution 0.02 m
Number of reflections traced 3

Table 7.4 Simulation parameters of the MIMO 
OWC system—communication system

Test data length 1 × 106

Test data rate 600 Mbps
Test noise level −120 to −70 dBmW
Test noise increment 1 dBmW
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Figure 7.5 Non‐MIMO system BER performance of 600 Mbps data rate, −105 dBmW noise. 
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Figure 7.6 Non‐MIMO system BER performance of 600 Mbps data rate, −105 dBmW noise (top view). 



MIMO Technology for Optical Wireless Communications using LED Arrays 177

–2

–1

–3

–4

–5

–6
6

4

X direction (m)Y direction (m)

600 Mbps OWC BER performance, 7 × 7 MIMO using EGC (–105 dBmW noise), BER outage: 0.04042

B
E

R
 (

lo
g)

2

0

4

6

2
0

Figure 7.7 MIMO EGC system BER performance of 600 Mbps data rate, −105 dBmW noise. 
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Figure 7.8 MIMO EGC system BER performance of 600 Mbps data rate, −105 dBmW noise (top view). 
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Figure 7.9 MIMO MRC system BER performance of 600 Mbps data rate, −105 dBmW noise. 
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Figure 7.10 MIMO EGC system BER performance of 600 Mbps data rate, −105 dBmW noise (top view). 
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Figure 7.11 Non‐MIMO system BER performance of 600 Mbps data rate, −90 dBmW noise. 
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Figure 7.12 Non‐MIMO system BER performance of 600 Mbps data rate, −90 dBmW noise (top view). 



180 Short-Range Optical Wireless Theory and Applications

600 Mbps OWC BER performance, 7 × 7 MIMO using EGC (–90 dBmW noise), BER outage: 0.46611
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Figure 7.13 MIMO EGC system BER performance of 600 Mbps data rate, −90 dBmW noise. 
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Figure 7.14 MIMO EGC system BER performance of 600 Mbps data rate, −90 dBmW noise (top view). 
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600 Mbps OWC BER performance, 7 × 7 MIMO using MRC (–90 dBmW noise), BER outage: 0.17241
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Figure 7.15 MIMO MRC system BER performance of 600 Mbps data rate, −90 dBmW noise. 

6531 420

1

2

3

4

5

6

0

X direction (m)

Y
 d

ire
ct

io
n 

(m
)

600 Mbps OWC BER performance, 7 × 7 MIMO using MRC (–90 dBmW noise), BER outage: 0.17241

Figure 7.16 MIMO MRC system BER performance of 600 Mbps data rate, −90 dBmW noise (top view). 
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7.4.3 Impact of Ambient Noise

In order to explore the impact of ambient noise on system performance, we observe the BER 
distributions with noise from −75 to −114 dBmW with 600 Mbps data rate. The results for the 
non‐MIMO system, the MIMO EGC system, and the MIMO MRC system are shown in 
Figures 7.17, 7.18, 7.19, 7.20, 7.21, 7.22, 7.23, 7.24, and 7.25. In these figures, the blue ele-
ments indicate that the corresponding areas have low BER and the red ones indicate that the 
corresponding areas have high BER.

Figures  7.17, 7.18, and 7.19 give the BER distributions of the non‐MIMO system with 
noise decreasing from −70 to −120 dBmW. The low BER areas first appear in the footprints of 
the peripheral sources. As the noise decreases, these BER areas extend; therefore, the system 
outage probability reduces. It converges to 32% when the noise level reaches −108 dBmW. An 
interesting observation from the figures is that the areas in the center source footprint, which 
are located in the center of the room, never have low BER. That is because the inter‐source 
interference from neighbor sources increases channel delay spread, thus increasing BER.

Figures 7.20, 7.21, and 7.22 give the BER distribution of the MIMO EGC system with noise 
from −70 to −120 dBmW. Being different from the non‐MIMO system, the MIMO EGC 
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Figure 7.17 BER distributions and outage probabilities of the non‐MIMO system (noise from −75 to 
−84 dBmW). 
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Figure 7.18 BER distributions and outage probabilities of the non‐MIMO system (noise from −87 
to −102 dBmW). 
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system has low BER areas first appearing in the center source footprint. As the center low 
BER areas extend with noise decrease, other low BER areas emerge under the peripheral 
sources’ footprints. They extend with the center, low BER areas as noise decreases. The  outage 
probability converges to 0 at −114 dBmW noise level. An interesting observation is that there 
are several high BER “islands” surrounded by low BER areas. The reason is that in these loca-
tions, multiple sources send light into the most efficient receiver branch through LOS paths 
and produce inter‐source interference.

6531 420

X direction (m)

6531 420
X direction (m)

6531 420
X direction (m)

6531 420

X direction (m)

6531 420

X direction (m)

6531 420

X direction (m)

1

2

3

4

5

6

0

Y
 d

ire
ct

io
n 

(m
)

1

2

3

4

5

6

0

Y
 d

ire
ct

io
n 

(m
)

1

2

3

4

5

6

0

Y
 d

ire
ct

io
n 

(m
)

1

2

3

4

5

6

0

Y
 d

ire
ct

io
n 

(m
)

1

2

3

4

5

6

0

Y
 d

ire
ct

io
n 

(m
)

1

2

3

4

5

6

0

Y
 d

ire
ct

io
n 

(m
)

600 Mbps OWC BER performance, without MIMO 
(–105 dBmW noise), BER outage: 0.34245

600 Mbps OWC BER performance, without MIMO
(–108 dBmW noise), BER outage: 0.33413

600 Mbps OWC BER performance, without MIMO
(–114 dBmW noise), BER outage: 0.32342

600 Mbps OWC BER performance, without MIMO
(–111dBmW noise), BER outage: 0.32699

600 Mbps OWC BER performance, without MIMO
(–117 dBmW noise), BER outage: 0.32699

600 Mbps OWC BER performance, without MIMO
(–120 dBmW noise), BER outage: 0.32105

Figure 7.19 BER distributions and outage probabilities of the non‐MIMO system (noise from −105 to 
−120 dBmW). 
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Figure 7.20 BER distributions and outage probabilities of the MIMO EGC system (noise from −75 to 
−84 dBmW). 
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Figure 7.21 BER distributions and outage probabilities of the MIMO EGC system (noise from −87 to 
−102 dBmW). 
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Figure 7.22 BER distributions and outage probabilities of the MIMO EGC system (noise from −105 
to −120 dBmW). 
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The BER performance of the MIMO MRC system is given in Figures 7.23, 7.24, and 7.25. 
The BER distribution changes in the same pattern as the MIMO EGC system; however, the 
outage probability converges much faster. It decreases to 0 at the noise level of −102 dBmW. 
That is because MIMO MRC receivers weight different branches according to their SNRs. 
High SNR paths are emphasized in the combining. The MIMO MRC, therefore, has a better 
BER performance than MIMO EGC at the same noise level.

Figure 7.26 demonstrates the outage probability change with noise. An important observa-
tion from the results is that the gain of applying MIMO significantly varies with noise. With 
noise above −84 dBmW, the outage probability of the non‐MIMO system is the lowest. That 
is because in high noise environments, SNR is the dominant factor determining BER. The 
non‐MIMO system has the highest SNR, for it has the largest aperture area and FOV. Though 
the non‐MIMO system suffers more severe ISI than the MIMO systems, its overall performance 
exceeds the MIMO systems in high noise environments. With noise decrease, the ISI replaces 
SNR as the dominant factor of system performance. The MIMO EGC system and MIMO 
MRC system outperform the non‐MIMO system at the noise level of −84 and −89 dBmW, 

600 Mbps OWC BER performance, 7 × 7 MIMO using MRC 
(–75 dBmW noise), BER outage: 1

600 Mbps OWC BER performance, 7 × 7 MIMO using MRC
(–78 dBmW noise), BER outage: 1

600 Mbps OWC BER performance, 7 × 7 MIMO using MRC
(–84 dBmW noise), BER outage: 0.9191

600 Mbps OWC BER performance, 7 × 7 MIMO using MRC
(–81 dBmW noise), BER outage: 1

1

2

3

4

5

6

0

Y
 d

ire
ct

io
n 

(m
)

1

2

3

4

5

6

0

Y
 d

ire
ct

io
n 

(m
)

1

2

3

4

5

6

0

Y
 d

ire
ct

io
n 

(m
)

1

2

3

4

5

6

0

Y
 d

ire
ct

io
n 

(m
)

X direction (m)

5 631 420

X direction (m)

5 631 420

X direction (m)

5 631 420

X direction (m)

5 631 420

Figure 7.23 BER distributions and outage probabilities of the MIMO MRC system (noise from −75 
to −84 dBmW). 
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respectively. After −89 dBmW, the MIMO systems provide lower outage probability than the 
non‐MIMO system, and the MRC method is always better than the EGC method. The outage 
probabilities of both MIMO systems converge to zero. The outage probability of the non‐
MIMO system, however, does not converge to zero. That is because severe ISI remains in the 
footprint of the center source.
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Figure 7.24 BER distributions and outage probabilities of the MIMO MRC system (noise from −87 to 
−102 dBmW). 
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7.5 Conclusions

This chapter investigates the application of MIMO technology for indoor OWC. MIMO 
approaches can improve indoor OWC performance through two mechanisms: one is sending 
the same data on all MIMO channels to improve communication reliability and we call this 

Figure 7.25 BER distributions and outage probabilities of the MIMO MRC system (noise from −105 
to −120 dBmW). 
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method diversity and the other is sending different data on different MIMO channels to 
increase channel capacity and this method is called multiplexing.

In this chapter, we simulated the BER performance of the MIMO EGC and the MIMO 
MRC spatial diversity systems, and compared them with the non‐MIMO system. The 
performance is evaluated by BER outage probability. The results indicate that in regular 
indoor environments, MIMO systems outperform non‐MIMO systems. MIMO MRC systems 
are more efficient than MIMO EGC systems. The reason is that multiple small FOV and aper-
ture branches of MIMO receivers separate the light from different sources, thus mitigating ISI. 
Nevertheless, when the noise level is high, non‐MIMO systems may outperform MIMO sys-
tems because non‐MIMO systems have a larger aperture size, which become the dominant 
factor to system performance.

References

[1] T. Fath and H. Haas, “Performance comparison of MIMO techniques for optical wireless communications in 
indoor environments,” IEEE Transactions on Communications, vol. 61, no. 2, pp. 733–742, 2012.

[2] G. L. Stüber, Principles of Mobile Communication. 2nd ed. Springer, New York, 2011.
[3] J. M. Kahn, R. You, P. Djahani, A. G. Weisbin, B. K. Teik, and A. Tang, “Imaging diversity receivers for high‐

speed infrared wireless communication,” IEEE Communications Magazine, vol. 36, no. 12, pp. 88–94, 1998.
[4] G. Yun and M. Kavehrad, “Spot diffusing and fly‐eye receivers for indoor infrared wireless communications,” 

in Proceedings of the IEEE Conference on Selected Topics in Wireless Communication, Canada, June 25–26, 
1992.

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
–120 –115 –110 –105 –100 –95 –90 –85 –80 –75

Noise level (dBmW)

O
ut

ag
e 

pr
ob

ab
ili

ty
 (

%
)

Outage probability versus noise level

Without MIMO

MIMO-EGC

MIMO-MRC

Figure 7.26 Outage probability versus noise level.



MIMO Technology for Optical Wireless Communications using LED Arrays 191

[5] A. M. R. Tavares, R. J. M. T. Valadas, and A. M. de Olveira Duarte, “Performance of an optical sectored 
receiver for indoor wireless communication systems in presence of artificial and natural noise sources,” in 
Proceedings of the SPIE Conference on Wireless Data Transmission, 1995, vol. 2601, Philadelphia, PA, 
October 23–25, 1995.

[6] J. B. Carruthers and J. M. Kahn, “Angle diversity for nondirected wireless infrared communications,” IEEE 
Transactions on Communications, vol. 48, no. 6, pp. 960–969, 2000.

[7] G. Yun and M. Kavehrad, “Indoor infrared wireless communications using spot diffusing and fly‐eye receivers,” 
Canadian Journal of Electrical and Computer Engineering, vol. 18, pp. 151–157, 1993.

[8] M. Wolf and D. Kress, “Short‐range wireless infrared transmission: the link budget compared to RF,” IEEE 
Wireless Communications, vol. 10, no. 2, pp. 8–14, 2003.





Short-Range Optical Wireless: Theory and Applications, First Edition. Mohsen Kavehrad,  
M. I. Sakib Chowdhury and Zhou Zhou. 
© 2016 John Wiley & Sons, Ltd. Published 2016 by John Wiley & Sons, Ltd.

Wireless Solutions for Aircrafts 
Based on Optical Wireless 
Communications and Power 
Line Communications

8.1 Introduction

To implement wireless communications in aircrafts, the most important concern is the inter-
ference of wireless devices to aircraft navigation and communication systems [1]. Personal 
electronic devices (PED) generate two kinds of microwave radiations: intentional and spu-
rious. Intentional radiations usually are emitted from PEDs having wireless communication 
functions. They are generated when the devices transmit data via radio frequency (RF) wireless 
links. Spurious radiations are unintentional but increase the RF noise level. Intentional radia-
tions are not commonly considered as interference because of the strict band limitations as 
given in Table 8.1 [2]. The accumulated spurious radiations, however, can be very high in a 
frequency for aircraft navigation and communication systems; thus they cause considerable 
impact on operations. Studies point out that laptop computers are most frequently suspected 
as sources of interference. In 40 PED‐related reports collected by the International Air 
Transport Association (IATA), laptop computers are seen to contribute 40% of them. The 
IATA reports also indicate that the navigation system is the most frequently affected system. 
According to the reports, 68% of the cases happened in the navigation system [3]. Another 
study on Aviation Safety Reporting System (ASRS) database confirmed that the navigation 
system is most vulnerable to PED interference where cell phones and laptops are the most 
common causes [4].

Recently, researchers have shown considerable interest in using optical wireless communi-
cations (OWC) in airplanes and space vehicles [5]. Light‐emitting diode (LED) is widely 
applied for illumination in new generation commercial aircrafts. OWC demonstrates significant 
advantages in size, weight, power, cost, and electromagnetic interference (EMI) reduction. In 
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addition, OWC combined with powerline communications (PLC) creates an efficient delivery 
mechanism for fulfilling broadband access onboard an aircraft, while providing efficient and 
economic lighting [6]. This chapter explores the potential capabilities of these two emerging 
techniques.

8.2 Powerline Communications Channel Model

In an aircraft powerline grid, signal propagation does not take place along a direct path from 
a transmitter to a receiver. Echoes exist because of the reflections at grid junctions and they 
cause multipath distortion. At the receiver, each transmission path is weighted by a coefficient 
g, which is defined as the product of the reflection coefficient and the transmission coefficient 
of the nodes along the transmission path. Since both reflection and transmission coefficients 
are not greater than one, the weighting coefficient g is always equal to or smaller than unity. 
By applying these weighting coefficients, the grid channel model can be formulated as the 
summation of multiple paths with different lengths and weighting factors. As a result, the 
channel model of a powerline network can be expressed as

 
H f g e e

i

N

i
f d j f di i( ) ( ) ( )

1

 (8.1)

where N indicates the number of significant arrived paths at the receiver, d
i
 is the length of the 

ith path, and g
i
 is the weighting factor of the ith path.

Based on this model, the theoretical Shannon capacity of an aircraft PLC network can be 
calculated. The simulation result is shown in Figure  8.1 [6]. It indicates that 326 Mbps 
throughput can be achieved at a transmission power of 20 dBm (N

0
 = −117 dBm Hz−1 is assumed).
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8.3 Optical Wireless Communications

8.3.1 Simulation Configurations

Using OWC simulation methods described in previous chapters, we can analyze OWC perfor-
mances in most environments by carefully customizing environment parameters. In this section, 
we explore visible light propagation features and OWC performance in airplane cabins. Based 
on the findings, the possibility of applying LED Visible Light Communications (VLC) in air-
plane cabins for high‐speed wireless transmissions is validated. The description here focuses on 
the received power and delay‐spread distribution in the cabin when using existing overhead LED 
reading lights as VLC transmitters. We will simulate the environment of one passenger seating 
row in a typical Boeing 737‐900 airplane. The interior dimensions are shown in Figure 8.2.

Different surfaces in the cabin are made from different materials  and therefore have different 
reflectance values. We can choose material samples for cabin surfaces from Ref. [7] and look 
up their corresponding reflectance values. The results are given in Table 8.2. Source and receiver 
profiles are given in Tables 8.3 and 8.4, respectively.

By tracing the bounces of lights, we have simulated the impulse response from the light 
sources to all locations in the seating area. Received power and delay‐spread for each location 
are further computed based on individual impulse responses. They are demonstrated as their 
spatial distributions and are shown in Figures 8.4 and 8.5.
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139.2 IN (3.54 M)

Figure 8.2 Cabin cross‐sections.
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8.3.2 Illuminance Distribution Results

In photometry, illuminance, formerly brightness, is the total luminous flux incident on a sur-
face per unit area. The unit of illuminance is lux (lx), or lumen per square meter. Photometric 
and radiometric parameters are listed in Tables 8.5 and 8.6, respectively.

The photometric parameter luminous flux (unit: lm) and the radiometric parameter radiant 
power (unit: W) can be calculated by (8.2) and (8.3), respectively:
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where S(λ) is the spectral power and V(λ) is the luminous efficiency function, or “photopic” 

function. The “photopic” function correlates with human brightness perception and is given in 

Figure 8.3.

Table 8.2 Material samples and reflectance for surfaces in the cabin

Surface Material Reflectance

Seatback Rough plastic 0.5
Upholsteries Linen 0.3
Floor Rug 0.1
Ceiling Rough plastic 0.5
Cabin interior wall Rough plastic 0.5

Table 8.3 Source profiles

Model 2LA455953
Light color Warm white
Beam angle 15°
Operating current 700 mA max
Power consumption 3.2 W max
Source locations (10, 7, 45)

(29, 7, 45)
(48, 7, 45)

Table 8.4 Receiver profiles

Field‐of‐view 60°
Responsivity 1 A/W
Aperture area 1 × 10−4 m2

Photo current from background noise 1 × 10−5 μA
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From the illumination point of consideration, specific illuminance level should be main-
tained for different applications. From the communication point of consideration, sufficient 
illuminance should be guaranteed for high signal‐to‐noise ratio (SNR) [8].

Figure 8.4 is the illuminance distribution of OWC in airplane cabins. The environment model 
is established by using interior dimensions shown in Figure 8.2 and material samples in Table 8.2. 
The color of each element in the figure indicates the illuminance level of the corresponding 
area. For consistency in our results, in all the following figures of this chapter, we use blue for 
the areas where relatively better communication performance is achieved and red for the areas 
where relatively worse communication performance is achieved.

We can make the following observations from the figure. First, the center area has the 
highest illuminance and it decreases in the peripheral areas. Second, optical wireless is able to 
provide sufficient illuminance for illumination. Illuminance requirement for using computer 
monitor is 30 lx and for reading it is 300 lx [9]. One hundred percent of seating area satisfies 
monitor operation requirement, with a minimum illuminance of 44.08 lx and 100% of reading 
area satisfies reading requirement, with a minimum of 470.27 lx. Third, optical wireless is 
able to provide sufficient SNR for communications. Ten‐decibels SNR is required to provide 

Table 8.6 Radiometric parameters

Symbol Quantity SI unit Abbreviation

P Radiant power Watt W
I Radiant intensity Watt per solid angle W sr−1

E Irradiance Watt per square meter W m−2

L Radiance Watt per steradian  
per square meter

W sr−1 m−2

Table 8.5 Photometric parameters

Symbol Quantity SI unit Abbreviation

F Luminous flux Lumen lm
Iν Luminous intensity Candela (=lm sr−1) cd
Eν Illuminance Lux (=lm m−2) lx
M Luminous efficiency Lumen per watt lm W−1

1.0

0.5

0.0
400 500

Wavelength (nm)

V(λ)

600 700

Figure 8.3 Luminous efficiency function.



Wireless Solutions for Aircrafts Based on Optical Wireless Communications 199

10−5 bit‐error‐rate (BER) for basic on–off keying (OOK) modulation in additive white 
Gaussian noise (AWGN) channel [8]. One hundred percent of seating area satisfies the illumi-
nance requirement, with the minimum SNR of 15.11 dB.

8.3.3 Delay Spread Distribution Results

Delay spread is the difference between the time of arrival of the earliest significant multipath 
component and that of the latest. It is a measure of the multipath richness of a communication 
channel and indicates the channel bandwidth.

Delay spread is most commonly quantified through root‐mean‐square (rms) delay spread as
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where h(t) is the impulse response and μ is average delay defined by
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Previous research shows that the maximum transmission rate over a wireless channel is one to 
several times of the inverse of its delay spread, given that no diversity or equalization is applied.

Figure  8.5 is the delay spread distribution in an aircraft VLC system. Like illuminance 
 distribution, the center area has the lowest delay spread and it increases in the peripheral areas. 
Defining bandwidth as the inverse of delay spread, 100% of the seating area is able to provide 
hundreds of megahertz bandwidth.

Commercial LEDs provide bandwidth from a few megahertz to tens of megahertz; advanced 
LEDs are able to provide a few hundred megahertz to gigahertz [10, 11]. Commercial photo-
diodes have reached hundreds of megahertz [12]. The overall bandwidth of a communication 
system is jointly determined by source, channel, and receiver. The results here show that 
channel is not the bandwidth bottleneck in a cabin environment.

8.3.4 Bit‐Error‐Rate Distribution and Outage Probability

Bit‐error‐rate (BER) is the number of bit errors divided by the total number of received bits of 
a data stream over a communication channel. It is the most direct measure of communication 
performance. A bit error rate of better than 10−5 is considered acceptable in wireless local area 
network (LAN) applications [13]. As BER varies at different locations in the cabin, we apply 
BER outage probability to evaluate network coverage with satisfactory BER.

BER outage [14] is defined as the fraction of the useful area over which the BER criterion is 
not satisfied. It is a statistical index of indoor wireless network performance. It indicates the por-
tion of the room area, where the BER is above a criterion, or in other words, lower outage, larger 
reliable communication area. The flowchart for BER outage calculation is shown in Figure 8.6.
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BER distribution and outage probability for bitrates from 3 Gbps to 375 Mbps are given in 
Figures 8.7, 8.8, 8.9 and 8.10.

Top views provide us a better understanding of BER distribution in the cabin. Figure 8.11 
is a group of BER top views from 3 Gbps to 23 Mbps.
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Figure 8.6 BER outage probability calculation flowchart.
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Figure 8.8 BER distribution and probability for 1.5 Gbps transmission. 
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Figure 8.12 gives the statistical BER outage probabilities for different bitrates. The bitrate 
requirements for popular multimedia services are provided for reference in Table 8.7.

From these results, we observe that BER outage decreases as bitrate decreases. It reduces to 
less than 4% at 200 Mbps. Only small high‐BER area remains in the peripheral areas due to 
low SNR. We therefore conclude that optical wireless is able to support high‐speed multimedia 
services in the aircraft cabin environment.
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Figure 8.10 BER distribution and probability for 375 Mbps transmission. 
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8.4 Wireless Applications for Commercial Airplanes

Airplane manufacturer Boeing Company discussed several emerging wireless applications in 
commercial airplanes in Ref. [16]. The PLC–OWC solution is a strong candidate to implement 
these ideas for its merits in size, weight, power consumption, EMI safety, and labor cost.

8.4.1 Reading Light Passenger Service Units

The existing reading lights above passenger sitting area can provide two services. One is 
general illumination and the other is data, voice, and video communications.
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Figure 8.12 BER outage probabilities with bitrates.

Table 8.7 Bitrate requirements for common multimedia services [15]

Service Bitrate requirement

Blu‐ray Disc 40 Mbps
HDV 720p MPEG2 19 Mbps
DVD MPEG2 9.8 Mbps
Mp3 music services Up to 320 kbps
Phone services 8 kbps
Teleconference services 384 kbps
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8.4.2 Passenger Infotainment

Passenger infotainment system is interconnected by visible light between seats to form a high‐
speed mesh network. It projects to offer in‐flight entertainment. Research shows PLC–OWC 
can provide sufficient bandwidth for this application in a commercial airplane cabin that may 
have 400 or more passengers.

8.4.3 Cabin Interphones

The lighting LED can transmit low bandwidth voice signal to flight attendants’ head phones.

8.4.4 Interconnection of Line‐Replaceable‐Units Over Environmental Barrier

It is not possible to interconnect the line replaceable units (LRUs) through enclosed areas with 
fiber. OWC provides optical transmission through these barriers without routing long distance.

8.5 Conclusions

This chapter investigates the PLC‐OWC solution for wireless communications in airplane cabins. 
At first, we discussed the PLC channel model and the estimated capacity. Next, we investigated 
OWC performance in airplane cabin, when LED is used as transmitter. The cabin environment 
model is established by the interior dimensions of a typical Boeing 737‐900 commercial plane. 
Using this model, we simulated visible light propagation characteristics and calculated power 
and delay‐spread distributions. In addition, based on the impulse response matrix obtained, we 
simulated BER distribution and explored BER outage probabilities versus bitrates.

PLC–OWC provides an economical, lightweight, high‐speed, energy‐saving, and EMI‐free 
solution. The results confirm the possibility of applying this technology for high‐speed in‐cabin 
wireless services.
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Multispot Diffusing Transmitters 
Using Holographic Diffusers for 
Infrared Beams and Receivers 
Using Holographic Mirrors

9.1 Introduction

We have discussed about Visible Light Communications (VLC) based on white LEDs as a 
potential enabling technology for Optical Wireless (OW) systems. LEDs are not very suitable 
for providing a high data rate though. For high data rate transmissions, usually laser sources 
are used in the infrared range. Advantages of infrared (IR) wireless local access over its radio 
frequency (RF) counterpart are the same as general OW systems, that is, a large unregulated 
band, enhanced scope for spatial reuse of the available bandwidth, absence of electromagnetic 
interference, reduced detector sensitivity to spatial movements, and availability of low power 
consumption light sources.

There are two basic classification schemes for wireless IR links. In the first approach, the 
link can be directed, employing a narrow beam transmitter and a narrow field‐of‐view (FOV) 
receiver, or non‐directed, with a broad beam transmitter and a wide FOV receiver. The second 
scheme classifies the links according to whether or not they rely on a line‐of‐sight (LOS) 
between the transmitter and the receiver (LOS and non‐LOS configurations). The directed 
LOS infrared method is the most efficient one in power consumption and can achieve very 
high bit rates. Its drawbacks are tight alignment requirement, immobility of the receiver, and 
interruptions in transmission caused by shadowing. These disadvantages are overcome in 
non‐directed non‐LOS methods (referred to as diffuse links), which utilize diffuse reflections 
from the ceiling and walls. On the other hand, the latter methods suffer from ineffective use 
of power and multipath dispersion, which tend to greatly limit the rate of transmission. 
Cellular architecture (non‐directed, LOS) employs a wide FOV receiver and a broad beam 
transmitter retaining the LOS and combines the mobility of the diffuse and the high‐speed 
capability of the LOS systems. It may still suffer from blockage and shadowing. Another way 
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to combine the advantages and to overcome the drawbacks of the directed LOS and diffuse 
configurations is to use a transmitter producing multiple diffusing spots and angle‐diversity 
detection, proposed by G. Yun and M. Kavehrad [1]. This configuration relies on multiple 
LOS between the diffusing spots and the receiver. There are some practical means to create 
multiple diffusing spots. E. Simova et al. [2, 3] combined the diffusing and splitting functions 
in a single holographic optical element (HOE), while J. Carruthers and J. Kahn [4] used eight 
laser diodes to produce eight collimated beams. Both groups demonstrated an improvement 
in the overall system performance using a multiple‐beam transmitter. Angle diversity detec-
tion can be performed in two main ways: using a composite receiver with several branches 
looking at different directions [4–10] or using an imaging receiver consisting of imaging 
optics and an array of photo detectors [1, 10–12].

In this chapter, we investigate the use of a computer‐generated hologram (CGH) as a beam‐
splitting element for a multiple‐beam transmitter for indoor wireless infrared links. We present 
simulation results for the channel parameters when such a transmitter is utilized over a com-
munication link. Comparison with a pure diffuse link is made in order to distinguish the 
characteristic features of the multispot diffusing configuration (MSDC). A communication link 
utilizing angle diversity detection with a seven‐branch composite receiver is computer simulated 
and is compared to the case when a single element wide FOV receiver is used. The system 
robustness against shadowing and blockage is also discussed.

9.2 CGH for Intensity‐Weighted Spot Arrays

For our application, we would like to have a transmitter that produces multiple beams with 
prescribed intensities covering the ceiling of a room, which may have an irregular form (not 
rectangular). There are many ways to produce multiple beams. The most straightforward 
approach is to have several light sources aiming at different directions. The beams can have 
desired intensities and an area of any shape can be covered. However, practically, we cannot 
have a large number of beams.

As a good alternative, HOEs can be used at the transmitter to generate multiple beams from 
a single laser diode. The holograms can be fabricated by conventional optical means, utilizing 
a multiple‐exposure technique. An exact prescribed ratio between the intensities of the beams 
cannot be achieved with this technique [2]. This leads to a non‐homogeneous distribution of 
optical power within a room. Furthermore, this technique cannot be used for very large spot 
arrays and for asymmetrical spot arrays. Alternatively, holograms generated by means of a 
computer can produce wave‐fronts with any prescribed amplitude and phase distribution. 
CGH, as in Figure 9.1, have many useful properties. An ideal wavefront can be computed on 
the basis of diffraction theory and encoded into a tangible hologram. A multilevel phase CGH 
can have a diffraction efficiency close to 100%. HOEs have insignificant physical weight and 
are economic when mass produced.

For our application, the HOE should be capable of producing multiple beams with pre-
scribed intensities, thus distributing the optical power as uniformly as possible in a given area. 
If the hologram consists of a great number of periodic replications of a single elementary cell 
(as in Figure  9.2a) and is illuminated by a collimated laser beam, the far field diffraction 
pattern is a lattice of spots, the lattice spacing ΔS being determined by the size of the cell L 
[13, 14] (Figure  9.1): ΔS = λF/L, where λ is the wavelength of illumination, and F is the 
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 distance between the hologram and the observation plane. Since the area that has to be covered 
by the spot array is very large, the size of the elementary hologram cell has to be extremely 
small. The amplitudes and phases of every spot are determined by the elementary cell pattern 
and are given by its Fourier transform modes. We are not interested in the relative phases of 
the generated spots. This provides more freedom in the design process and allows higher 
diffraction efficiencies. To design the required holographic beam‐splitter, the hologram 
elementary cell is broken up into a square array of pixels, each of them imparting a specified 
phase delay to the incident wavefront. The iterative encoding design method [13] can be 
employed, in which the hologram cell is built up through gradual selections of changes, pixel‐
by‐pixel, from a random initial cell pattern. The technique of simulated annealing [15] can be 
used to minimize the cost function, defined from the difference between the desired spot 
pattern and the actual output pattern. In Figure 9.2a, a bilevel hologram pattern is shown. 

Figure  9.1 CGH for generation of intensity weighted spot array. (a) Fabrication and (b) optical 
arrangement for far‐field pattern observation.

Binary amplitude mask

Expose

(a)

Photoresist

Substrate

Wet etch

Reactive ion etch

Photoresist removal

Binary phase hologram

F

λF/L

(b)



210 Short-Range Optical Wireless Theory and Applications

The hologram is designed to produce an array of 8 × 8 spots with 80% diffraction efficiency. 
The intensity variation between the spots is less than 3.5%. An example for an 8‐level CGH 
producing 10 × 10 beams with 87% diffraction efficiency and beam intensity variation less 
than 1.5% is shown in Figure 9.2b.

The number N of the phase levels of the hologram determines the number n of the masks 
that have to be made: N = 2n. The more phase levels, the more complexity in the fabrication 
of the hologram. The fabrication process of a bilevel hologram is shown in Figure 9.1a. From 
the binary computer‐generated amplitude mask, a surface relief binary phase hologram is 
produced through etching in a substrate. In the case of a multilevel hologram, this process is 
repeated for each of the masks. Each etch step is produced with half the depth of the previous 
etch step. Thus, the combination of the three etchings with the three binary amplitude masks, 

Elementary cell

First mask

Elementary cell pattern

Second mask Third mask

4 × 4 repeats of the elementary cell

(a)

(b)

Figure  9.2 (a) Bilevel CGH producing 8 × 8 beams with 80% diffraction efficiency; spot intensity 
 variation less than 3.5%, and (b) 8‐level CGH producing 10 × 10 beams with 87% diffraction efficiency; 
spot intensity variation less than 1.5%.
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shown in Figure 9.2b, generates eight phase levels in the final hologram. Though the bilevel 
hologram is easier for fabrication, it has a lower diffraction efficiency compared to the multi-
level holograms, restricts the shape of the spot array to a symmetrical one, and is not capable 
of producing spots with prescribed but unequal intensities. If the area that has to be illuminated 
is, for example, L‐shaped, a multilevel hologram has to be used.

The choice of the number of spots depends on the detection method. If wide FOV receivers 
are to be used, uniform illumination of the ceiling would be the best. This can be achieved 
with the use of a holographic beam‐splitter that produces as many beams with equal intensity 
as possible and is illuminated with a slightly divergent laser beam, causing overlapping of the 
far‐field beam patterns, thus producing a uniformly illuminated area. Such illumination will 
distribute the optical power uniformly over the ceiling. A similar technique was used by the 
BT Laboratories group [16, 17] to produce optical cells with different shapes for a cellular IR 
wireless architecture. If angle diversity detection is used, joint optimization of receiver FOV 
and the number of diffusing spots will be imperative. In principle, the more the diffusing spots 
are, the more optical power can be transmitted in compliance with eye safety regulations. In 
addition, a more uniform distribution and a higher predictability of the channel parameters can 
be achieved. Since the beams emerging from the hologram are almost collimated, eye safety 
limits for a point source should be observed for each one of the beams. Theoretically, if the 
hologram produces M × N beams with equal intensity, the total optical power that can be safely 
launched is M × N times the accessible emission limit for a point source. In practice, the limit 
for the total optical power depends not only on the total number of emerging beams but also 
on the power contained in the non‐diffracted part of the initial laser beam that forms the so‐
called central spot. The central spot intensity is determined by the hologram design and the 
accuracy of the fabrication process [17]. Let us assume that the central spot contains 1% of the 
laser power, which is practically achievable. Then increasing the number of the diffusing spots 
up to 100 will allow increasing the intensity of each spot and of the total transmitted optical 
power. For larger numbers of spots, the total permissible power will remain the same, while 
the intensity of a single spot will decrease.

9.3 Communication Cells for Multispot Diffusing Configuration

One of the problems with both diffuse and multispot diffuse (quasi‐diffuse) systems is the 
relatively small coverage range. In diffuse configuration, there is a severe increase in the 
optical path loss as the distance between the receiver and the transmitter increases. Though 
the  latter is not true for quasi‐diffuse configurations, still the communication cell size is 
limited by other factors. In order to cover a large area, the transmitter has to emit beams at very 
small elevation from a horizontal line (Figure 9.3). First, it makes the system sensitive to shad-
owing of the transmitter by people moving, which can be avoided by placing the transmitter 
at a human height. Second, there is a restriction about the angle by which the transmitted 
beams strike the reflecting surface. Both diffuse and quasi‐diffuse links rely on diffuse reflec-
tions from reflecting surfaces. Increasing the angle of incidence above 60°, the reflection 
pattern of typical office surfaces (ceiling and walls) deteriorates from Lambertian reflector 
and at 70° exhibits strong specular reflections [18]. The natural approach to covering very 
large rooms is to use several transmitters, thus forming several communication cells. 
Apparently, the maximum horizontal dimension D of a single communication cell depends on 
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the distance H
t
 between the transmitter and the reflecting surface (ceiling): D H2 65t tan . 

For instance, cell diameters of 8.6 m and 12.9 m correspond to distances between the trans-
mitter and the ceiling of 2 m and 3 m, respectively. In multi-spot diffusing configuration 
(MSDC), the shape of the cell is chosen to be square or rectangular, since most of the rooms 
have square or rectangular shape and the room space can easily and naturally be split into 
square and rectangular communications cells. One should distinguish between the communi-
cation cell and the room within which it resides.

The relation between the number of diffusing spots in MSDC and receiver FOV is discussed 
in Ref. [19]. It was concluded that the optimum number of beams emitted by a transmitter 
equipped with a computer‐generated holographic beam splitter depends on the fabrication 
accuracy and is usually 100. A natural consideration about the receiver branch FOV is 
providing each of the receiver branches with signal power, that is, assuring that at least one 
diffusing spot lies within the FOV of each receiver branch. If ΔS is the diffusing spot grid 
spacing and R is the radius of the circular area on the ceiling seen by the receiver branch, 
R S / 2  (FOV

1
 in Figure 9.4b). The grid spacing is determined by the CGH beam splitter 

parameters and the distance between the transmitter and the ceiling [20] is given by

 
S

Ht  (9.1)

where λ is the laser wavelength and Λ is the size of the hologram elementary cell. Then the 
condition for the receiver branch FOV becomes
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where H
r
 is the distance between the receiver and the ceiling. Notice that the limit of FOV is 

independent of the cell size, provided that the receiver and the transmitter are positioned at 
nearly the same height. Also, it is independent of the spot‐grid spacing.

R
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Figure 9.3 Multispot diffusing configuration. R, receiver; T, transmitter.
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When this condition holds, a branch can cover more than one diffusing spot. This would 
cause some deterioration of channel from the ideal state. Other sources of broadening of channel 
impulse response would be the size of diffusing spot and delayed signal due to multiple reflec-
tions. In order to ensure signal receipt from only one diffusing spot, we need to reduce the 
receiver branch FOV so that 2R S D where ΔD is the diffusing spot diameter.

In MSDC, the receiver usually consists of one central branch aiming at the ceiling and six 
side branches tilted at an angle twice the FOV of a single branch (Figure 9.4a). In order to ensure 
that none of the receiver branches will receive light from more than one spot, the condition 
2R S D has to be applied to all the branches. If it is fulfilled for the side branches, it will 
hold for the central branch as well (FOV

2
 in Figure 9.4b). In this case, the diameter 2R of the 

circular area seen by the central branch has to be replaced in the formula by the major axis of 
the ellipse seen by a side branch. Thus, the condition for the receiver FOV becomes

 
tan tan3 2 2FOV FOV

r

t

r r

S D

H

H

H

D

H
 (9.3)

If D S  and H Hr t, the upper limit for the receiver branch FOV is independent of the 
cell size and the spot‐grid spacing. With ΔS = 0.6 m (10 × 10 diffusing spots covering 6 m × 6 m 
ceiling), ΔD = 5 cm, and H

r
 = H

t
 = 2.1 m, the two limits (9.2) and (9.3) for the FOV, corresponding 

to the two cases of interest when each receiver branch covers at least or at most one diffusing 
spot, are FOV1 11 5.  and FOV2 7 , respectively. In the first case, larger FOV provides 
more signal power at the expense of bandwidth reduction. The larger bandwidth in the second 
case comes at the cost of less power efficiency.

We should point out here that although a particular room has been assumed, the conclusions 
are general and valid as long as the receiver is designed according to (9.2) and (9.3). This 
arises from the fact that what matters is the match between the receiver FOV and the elevation 
angles of the emitted beams that create the diffusing spot array. In other words, the values for 
FOV

1
 and FOV

2
 derived above will not change with the size of the communication cell. In a 

ΔS(a) (b)

ΔS – ΔD

ΔD

ΔS/√2

FOV1

FOV2

Central
branch

Central
branch

Side
branch

Figure 9.4 (a) Total field‐of‐view of a seven‐branch receiver and (b) areas on the ceiling seen by some 
of the receiver branches for different field‐of‐view values.
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higher communication cell, the same holographic beam‐splitter will create the same spot array 
with the only difference that the spot‐grid spacing will be larger. On the other hand, due to the 
increased cell height, the receiver branch FOV will cover a larger area on the ceiling. As a 
result, the number of diffusing spots that lie within the receiver branch FOV will not change.

9.4 Receiver Optical Front‐End

Narrow FOV of receiver elements reduces the amount of received signal power significantly. 
Though the optical signal power is concentrated in small‐area diffusing spots, eye safety 
requirements limit the power that can be launched via a single diffusing spot. Hence an optical 
concentrator has to be used at the receiver. So far as ambient light is concerned, strong sources 
of ambient light, for example lamps, can be easily rejected using narrow FOV and applying 
effective combining techniques [21]. However, even a weak diffused background light is much 
stronger than the optical signal. To improve the optical signal‐to‐noise ratio, an optical filter that 
would efficiently reject the optical noise is needed. Conventional receiver optical subsystem con-
sists of a lens concentrator and an optical filter (Figure 9.5a). In this section, the possibility of 
using a HOE as a receiver branch optical front‐end is shown. The main advantages of HOEs over 
conventional systems are multi‐functionality, independence of their physical configurations, 
insignificant weight, low cost, etc. The performance of different types of holographic mirrors 
(namely, holographic spherical mirror (HSM) on a spherical substrate, HSM on a flat substrate, 
and holographic parabolic mirror (HPM) on a flat substrate) are simulated. We have presented 
the results and the suitability of the mirrors as a receiver optical front‐end is discussed.

HOE is independent of its physical configuration, that is, a flat HOE can exhibit concen-
trating functions such as a conventional curved mirror. It is confirmed by the simulation 
results, which show insignificant difference in the performance between HSM fabricated on 
a spherical substrate [22, 23] and HSM fabricated on a flat substrate. Therefore, to prevent 
redundancy, here we present only the results for spherical and parabolic mirrors, both fabri-
cated on a flat substrate, since the fabrication would greatly be facilitated by using a flat 
substrate instead of a curved one.

Incident light

(a) (b) Incident light

Interference filter
Photodiode

Lens

Photodiode

Holographic curved mirror
Refracted

light

Diffracted
light

Figure  9.5 (a) Conventional refractive receiver optical front‐end and (b) photodiode—holographic 
mirror system.
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9.4.1 Holographic Mirrors

Holographic mirrors are, in fact, reflection holograms [24]. If both recording waves are 
spherical, the resultant hologram behaves as a spherical mirror. If at recording, one plane and 
one spherical waves are used, the hologram has the properties of a parabolic mirror. In the 
simulations, the following parameters of the holograms are assumed—recording wavelength: 
850 nm, thickness of the recording medium: 100 µm, refractive index: 1.5, amplitude of the 
refractive index grating: 0.025, and hologram diameter: 3 cm. When combined with a photo-
detector in a single system (Figure 9.5b), the holographic mirror will perform concentration 
function like a conventional curved mirror. Furthermore, due to its nature, it will diffract 
light from a very narrow spectral range toward the detector, thus performing filtering function 
as well. The characteristics of the system, such as FOV, concentration ratio, and spectral 
bandwidth, depend not only on the hologram characteristics but also on the size and the 
mutual position of the hologram and the photodetector [22, 23]. The photosensitive area of 
the photodetector is connected in an inverse manner with the receiver frequency bandwidth 
through the detector capacitance. A trade‐off between the amount of received optical power 
and the size of the photodetector is always sought. Hence, if two optical front‐ends have 
 similar performance, the one serving the smaller photodetector is preferred.

The hologram angular sensitivity imposes difficulties in achieving a FOV greater than a few 
degrees. This problem can be solved by filling the spacing between the hologram and the 
detector with a dielectric having the same refractive index as the hologram medium. Furthermore, 
it reduces the coupling losses at the detector and facilitates system assembly as well.

9.4.2 Signal Effective Area

The received signal radiant flux Φ
S
 is determined by the hologram diffraction efficiency η and 

depends on the acceptance angle φ and signal wavelength λ.

 
S S S S eff, ,( ) ( , , )cos ( ),E dS dS E A

S


 (9.4)

where E
S
 (W cm−2) is the signal irradiance and A

S,eff
 (cm2) is the signal effective area of the 

receiver. The integral is taken over the hologram surface area. We define the cut‐off angle of 
the receiver to be the angle at which the signal effective area becomes zero. The signal effec-
tive area dependence on the angle of incidence is shown in Figure 9.6 for the two types of 
holographic mirrors under investigation for different photodetector size values. Only sys-
tems achieving cut‐off angles of 12° and 7°, that is, complying with the conditions in (9.2) 
and (9.3), are compared on the graphs. The optical aberrations in HOEs are stronger than in 
conventional optics due to their angular and spectral selectivity. The systems achieving larger 
FOV exhibit significant deterioration in signal reception with an increase in the angle of 
incidence, especially in the case of HPM. Enlarging the photodetector flattens the angular 
response of the system and initially increases the amount of received optical power in the 
case of HSM. However, further increase in the detector size for HSM and any increase in 
HPM cause a reduction of the received optical power at angles close to normal incidence due 
to the shadowing caused by the photodetector.
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9.4.3 Figure‐of‐Merit

In order to judge the quality of the receiver optical front‐end, not only its concentrating capa-
bility but also its filtering capability has to be considered. A simple criterion on the optical 
front‐end quality is the improvement in the electrical signal‐to‐noise ratio compared to a bare 
photodetector. When shot noise is dominant, the signal‐to‐noise ratio is determined by the 
received optical signal and the background radiant flux:

 
SNR S
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In the case of HOE serving as an optical front‐end, the background radiant flux is given by
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Figure 9.6 Effective area of a photodetector combined with (a) holographic spherical mirror and 
(b) holographic parabolic mirror for different values of the detector photosensitive area radius ρ. The 
left graphs represent receiver optical front‐end having a cut‐off angle of 12°, which corresponds to 
(9.2), and the right graphs represent the results for an optical front‐end with a cut‐off angle of 7° that 
corresponds to (9.3).
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where the spectral background radiance L
bg

 (W cm−2 sr−1 nm−1) is taken to be a constant over the 
spectral range within which the diffraction efficiency η is non‐zero and (AS)

bg,eff
 (cm2 sr) is the 

effective area‐solid angle product of the receiver which accounts for the receiver effective area 
for the ambient light and the effective solid angle within which the ambient light is received.

The electrical signal‐to‐noise ratio becomes
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A figure‐of‐merit can be defined as
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For a bare photodetector with a photosensitive area of 1 cm2, the signal‐to‐noise ratio and 
the figure of merit are
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where Δλ is the spectral bandwidth of the photodetector. For simplicity, detector responsivity 
is taken to be constant over 200 nm spectral interval centered on the signal wavelength and to 
be zero out of this range.

Thus, the improvement in the signal‐to‐noise ratio with respect to a bare photodiode in 
decibel is in fact the figure‐of‐merit gain:
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Figure‐of‐merit gain is presented in Figure 9.7 for different sizes of photodetectors when a 
holographic spherical or parabolic mirror is utilized. The angular response of the systems with 
smaller cut‐off angle is closer to the ideal rectangular response and allows the utilization of a 
smaller size photodetector.

When a 12° cut‐off angle is needed, the spherical mirror slightly outperforms the parabolic 
mirror, while the opposite is true in the case of 7° cut‐off angle. In the former case, the gain in 
the electrical signal‐to‐noise ratio is 13.5 dB at normal incidence and more than 8 dB at the 
maximum system FOV. In the latter case, it is 18.5 dB at normal incidence and more than 
16 dB at the maximum FOV.



218 Short-Range Optical Wireless Theory and Applications

9.5 Wave Propagation through Materials and Metamaterials 
and Relation with Holography

In this section, we digress a bit toward some discussions on metamaterials and their relation 
with holography as described in this chapter. We discuss what metamaterials are and how they 
may be useful in holographic applications.

In Ref. [25], we have demonstrated the limited use of cognitive radios and the idea of sharing 
the radio spectrum through detection and identification of less loaded parts of the frequency 
spectrum in a congested metropolitan area such as New York, Boston, or Los Angeles. Radio 
waves, visible light, infrared, ultraviolet, X‐rays, and all the other parts of the electromagnetic 
spectrum are basically electromagnetic radiation, behaving differently in the materials, due to 
wavelength size. Only about 2 GHz of the lower microwave bands is useful for full wireless 
mobility due to low absorption and ability to reflect off the objects, thus providing a multiple 
path channel between a transmitter and a receiver communicating over the channel.

Applications such as Unmanned Aerial Systems require electronic scanning antenna capa-
bilities, in challenging environmental conditions, over very large bandwidths. In addition to 
that, it is desirable to have as much reduction as possible in size, weight, power, and cost. In 
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Figure 9.7 Figure‐of‐merit gain of a photodetector combined with (a) holographic spherical mirror and 
(b) holographic parabolic mirror for different values of the photodetector radius ρ. The left graphs repre-
sent receiver optical front‐end having a cut‐off angle of 12°, which corresponds to (9.2), and the right 
graphs represent the results for an optical front‐end with a cut‐off angle of 7°, which corresponds to (9.3).
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mobile transceivers of such systems, antennas are the only components with physical limitations 
for miniaturization. Steerable antennas using focused beams are able to offer a lot of spatial 
reuse of the same carrier frequency in order to increase capacity in a mobile cellular network 
that reuses frequencies. Miniaturization of antennas is limited by physical bounds. Efficient 
usage of the form factor, effective enlargement of the aperture by coupling to nearby structures 
and excitation of free space regions, meandering current paths, or engineered (meta)‐materials 
usage—all of these can lead to structures that are as compact as possible.

A material is just a collection of electric and magnetic dipoles. Homogenization allows this 
collection to be continuous. In other words, it is composed of discrete elements, which are 
either charged or non‐charged particles. If an object (e.g., a single electron, atom, molecule, or 
particle) is illuminated by an electromagnetic (EM) wave, the interaction between the particle 
and the EM wave is observed as variations in the traveling EM wave. This interaction is gov-
erned by several variables, most prominently, but not limited to, particle size, wavelength, and 
the relative refractive index of particle to the surrounding medium. This interaction is caused 
by the excitation of the electric and magnetic dipoles within the object, resulting in an oscilla-
tion and radiation of secondary EM waves in what is known as scattering, and/or to transform 
some part of incident energy into other forms of energy in what is known as absorption [26].

The interaction between particles and EM waves can be fully understood through Maxwell’s 
equations, which provide mathematically convenient forms to evaluate various aspects of the 
interaction process. From the electromagnetic point‐of‐view, an atom is just an electric or 
magnetic, polarizable dipole. Maxwell’s equations do not “know” about atoms or molecules; 
all they “know” is magnetic and electric dipoles. We can use any object to create a dipole 
response and use that object to form an engineered material.

Material response varies at different frequencies. This is determined by atomic structure and 
arrangement (10−10 m). One can alter a material’s electromagnetic properties. A possible 
method is to introduce periodic features that are electrically small (sub‐wavelength sized) over 
a given frequency range, that appear “atomic” at those frequencies. The paths of light and other 
electromagnetic waves can be controlled by materials. The lenses in eye glasses or micro-
scopes, for example, are nothing more than pieces of glass or plastic whose surfaces have been 
shaped in a particular way so as to achieve a desired optical function. Materials are used to 
form optical devices that operate across the electromagnetic spectrum, from radio waves to 
visible light. Nature has provided us a rich palette of material properties from which to engi-
neer useful optical devices. Yet, that palette is limited: chemical synthesis, the conventional 
approach to material development, has so far not enabled us to access the entire range of 
material properties that should be theoretically possible. But chemistry is not the only process 
by which we can create materials. As an alternative approach, we can artificially structure a 
material by assembling a collection of objects together. These objects serve to replace the 
atoms and molecules of a conventional material, the result being a composite structure that can 
have electromagnetic properties unlike any naturally occurring or chemically synthesized 
material. Such composites have been termed “metamaterials,” because they have properties 
that extend beyond materials that occur naturally [27].

New materials, namely metamaterials, are engineered as multi‐phase composite materials 
containing inclusions that often have tailored shapes, sizes, mutual arrangements, and orien-
tations. Such materials exhibit responses unparalleled by many types of wave excitations, 
including electromagnetic (transverse waves), acoustic (longitudinal waves), and seismic 
(transverse and longitudinal waves).
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Metamaterials, coined in the 1990s [27], are formed by periodic repetition of some inclu-
sions in a host medium, which may be described as effective media characterized by a set of 
equivalent constitutive parameters. According to some researchers, any material composed of 
periodic, macroscopic structures so as to achieve a desired electromagnetic response can be 
referred to as an engineered‐(meta)material. Others prefer to restrict the term metamaterial to 
materials with electromagnetic properties not found in nature. Almost all agree that the 
engineered‐(meta)materials do not rely on chemical/atomic alterations. Periodic structures and 
self‐similarity are the basis of building volume or 2D holographic components [3, 28]. Similar 
concepts are used to model phase screens used in modeling the atmospheric turbulence [29]. 
These concepts have been recognized in some fields for decades. Engineered‐(meta)materials 
are being designed and used in the microwave frequency regime, with possible extension of 
general concepts into infrared, as Plasmonics [27].

Particles of various densities and properties are present throughout the atmosphere; their 
distribution varies according to altitude, weather conditions, geographical location, and 
seasonal changes [30–34]. Thus, it is expected that when an EM wave, referred to as TM or 
TE modes, traverses between a transmitter and a receiver in the atmosphere, the detected wave 
will suffer from scattering and absorption (see Figure 9.8).

Spherical particle‐wave interaction is commonly known as the Mie theory or the Lorenz 
Mie theory, in recognition of G. Mie and L. Lorenz who independently developed the princi-
ples of electromagnetic plane wave scattering by a dielectric sphere. G. Mie developed the 
theory in an effort to understand the varied colors in absorption and scattering exhibited by 
small colloidal particles of gold suspended in water.

Again, the interaction between particles and EM waves can be fully understood through 
Maxwell’s equations. Although it is usually assumed that the particles are spherical, many 
atmosphere‐borne particles are not spherical, but due to the random orientation of the particle 
in space, particles can be well approximated to be spherical with an average size [30]. Figure 9.9 
illustrates the role of sub‐wavelength sized particles and the properties of natural materials or 
engineered metamaterials.

Figure 9.8 Particle–wave interaction; dashed line, incident wave; solid line, scattered wave.
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In vacuum, where the particle size a = 0, there is no scattering and no absorption; hence, 
given enough power to make up for a finite transmit/receive aperture antenna size, EM waves 
can propagate over very large distances carrying extremely broadband signals. If we reverse 
engineer vacuum, the next best place in terms of propagation distance is within normal crystals 
(e.g., silicon or glass fiber), where we can have vacuum‐like transmissions, with the possibility 
of launching nonlinear EM modes as Soliton, which is a self‐reinforcing (dispersion‐free) 
solitary wave. For the ratio (λ/a) ≤ 100, metamaterials begin to introduce dispersion; thus 
spatial and frequency selectivity and filtering in space and frequency are observed. Photonic 
Crystals that exhibit bandgap nature are the extreme examples, as (λ/a) approaches unity. In 
solid‐state physics, a bandgap, also called an energy gap, is an energy range in a solid where 
no electron states can exist. These materials are known to be least relevant for applications 
where dispersion is not desirable, for example, fiber optic transmissions.

Natural examples of what photonic crystals are similar to, in behavior, are peacock feathers, 
rain drops, and butterfly wings that can produce different colors by changing the incidence or 
view angle with respect to visible light reflection on the object. In imaging, these are referred 
to as tip and tilt features. For the ranges of (λ/a) ≤ 0.01, the geometric optics range starts where, 
by adopting ray‐tracing, propagation modeling can be performed. A parallel for these behav-
iors in atmosphere create the Rayleigh scattering (blue sky as seen in the atmosphere) and Mie 
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scattering as light travels through cloud, fog, dust, or smoke particles. Some explosives’ 
smoke, such as fog‐oil, exhibits similar scattering of lightwaves.

In 1968, theoretical designs by the Russian scientist Dr. Victor Veselago predicted metama-
terials act in the exact opposite manner to natural materials (like negative refractive index) in a 
pioneering paper [35]. It was not until 1999 that Sir John Pendry [36] explained how to arrive 
at negative index materials engineered by inclusions of sub‐wavelength elements in a substrate 
to produce such metamaterials. These engineered materials have unique properties not found in 
nature due to the arrangement and design of the constituents. Metamaterials are causal and dis-
persive and are called left‐handed as they exhibit a negative group phase response resulting in 
wave vector to have an opposite direction compared to the energy propagation direction. These 
materials are transparent for propagation, but anisotropic in nature, so the direction dependence 
they exhibit makes these unsuitable for use in mobile platform antennas, unless an LOS can be 
guaranteed. However, recent advancements in the introduction of controlled‐anisotropy have 
made it possible to produce frequency selective surfaces that provide tunability and thus 
scanning and steering features are possible over multiple narrow frequency ranges at a limited 
slow speed of scanning. The question is, if the anisotropy is controlled, whether these materials 
can then compete in cost with the cost of conventional materials. Again, LOS between trans-
mitter and receiver is necessary, due to the polarized nature of propagation. These concepts 
have also resulted in transformational optics (cloaking) and the concept of perfect lens that is 
capable, in theory, to counter diffraction limit and the losses owing to evanescent fields.

9.6 Conclusions

Today, higher and higher transmission speeds are being pursued for wireless LANs. This 
chapter has dealt with one of the most promising candidates for high‐speed in‐house wireless 
communications, namely, MSDC. As it uses optical medium for data transmission, it pos-
sesses inherent potential for achieving very high capacity. We have described a transmitter 
utilizing a holographic beam splitter for MSDC. The design issues of such a generator of 
intensity weighted spot arrays have been briefly discussed. The results indicate that two values 
for the receiver branch field‐of‐view are worth consideration. We have also discussed novel 
receiver optical front‐end designs and their performance has been analyzed. Taking advantage 
of the unique properties of the holographic optical elements, the conventional optical front‐
end, consisting of concentrator and filter, is replaced by a single holographic curved mirror. 
The use of a HSM improves the signal‐to‐shot noise ratio by several decibels.
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Indoor Positioning Methods 
Using VLC LEDs

10.1 Motivation

Indoor positioning is a research area that is gaining lots of attention recently. Its applications 
cover a wide area where the technology can be incorporated into consumer electronic prod-
ucts. For example, in the case of in‐house navigation, indoor positioning technology can be 
utilized by handheld products to provide location identification, and thus guide users inside 
large museums and shopping malls, as shown in Figure 10.1a.

Another potential application is location detection of products inside large warehouses 
where indoor positioning can automate some of the inventory management processes [2, 3]. 
Indoor positioning techniques, if installed in consumer electronic products, can also be  utilized 
to provide location‐based services (LBS) and advertisements to the users. Precise location 
analytics will also be possible to provide information about consumers’ shopping patterns 
to  the retail industry, as depicted in Figure  10.1b. According to a report by the Federal 
Communications Commission [4], several research results agree that the LBS market size is 
to be tripled in 2015 compared to that in 2012.

But rapid positioning in indoors is difficult to achieve by global positioning system (GPS) 
because radio signals from GPS satellites do not penetrate well through walls of large build-
ings (Figure 10.2). Hence, users having GPS indoors face large positioning errors as well as 
not being able to connect to GPS satellites at all. To circumvent this situation, two possible 
alternatives exist, namely radio frequency (RF)‐based techniques and visible light communi-
cations (VLC)‐based techniques.

At the same time, light emitting diode (LED) is being realized as the promising light source 
in the future. Being a semiconductor light source, LED can be easily modulated for many 
applications other than lighting, such as indoor communication and smart lighting [5–7]. This 
feature enables us to explore the possibility to use it for indoor positioning purpose (Figure 10.3).

10



226 Short-Range Optical Wireless Theory and Applications

Creamery

(a) (b)

Bookstore

Dairy

Deli

Flowers

Checkouts

Newspapers

Bakery

Figure 10.1 Examples of location‐based services: (a) indoor navigation for pedestrians and (b) loca-
tion analytics based on indoor positioning [1].

Figure 10.2 Indoor coverage problem of Global Positioning System (GPS) [1].
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RF‐based techniques include, but are not limited to, the following technologies: wireless 
local area network (WLAN), RF identification (RFID), cellular, ultra‐wide band (UWB), and 
Bluetooth [8–13]. These methods deliver positioning accuracies from tens of centimeters to 
several meters [14]. But this amount of accuracy is not sufficient for the applications described 
above. Apart from the relatively poor accuracy of indoor positioning achievable by RF‐based 
techniques, they also add to the electromagnetic (EM) interference. For these reasons, the 
techniques based on VLC are gaining more attention.

VLC‐based techniques employ fluorescent lamps and LEDs. These techniques have the 
advantage that the sources do not produce EM interference and thus can be used in environ-
ments where RF is prohibited. Most of the VLC‐based techniques use LEDs as the light 
source, since they can be modulated more easily compared to fluorescent lamps and, hence, 
location data can be transmitted in a simpler way. Moreover, LEDs are currently being installed 
in most buildings, especially larger ones, for example, museums and shopping malls, as the 
primary lighting source instead of fluorescent lamps since they are advantageous of having 
much longer life and lower operating cost, though the initial fixed cost is still higher. So, 
indoor positioning techniques based on VLC and LEDs are excellent options.

This chapter focuses on several fundamental research areas of indoor positioning using 
VLC technology based on LEDs. We will look into channel multi‐access which is one of the 
most important issues, as there are usually multiple light sources involved competing for the 
same transmission time. The protocol employed directly determines the system performance 
in terms of complexity and service outage. We discuss the use of basic framed slotted 
ALOHA (BFSA) protocol that enables the transmitters (LED bulbs) to work independently 
without any need of synchronization. The accuracy achieved is also better using VLC tech-
nology than RF‐based techniques as is shown later in this chapter. We will also investigate 
the effects of several realistic factors (e.g., installation of LED bulbs and orientation angle 
of  the receiver) to better simulate system performance when deployed into a real indoor 
environment.

Infrared receiver

Photodiode receiver and infrared transmitter

Figure 10.3 Optical wireless communications using visible light LED for downlink and infrared (IR) 
for uplink [7].
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10.2 Positioning Algorithms and Solutions

Investigation in the research field of indoor positioning techniques shows that indoor posi-
tioning algorithms proposed to date can all be categorized into three types: Triangulation, 
Scene analysis, and Proximity [1, 14, 15].

10.2.1 Triangulation

Triangulation is actually the general name of positioning techniques which use the geometric 
properties of triangles for location estimation. Triangulation has two branches: lateration and 
angulation. Lateration methods estimate the target location by measuring its distances from 
multiple reference points. In all the VLC‐based positioning systems proposed so far, the refer-
ence points are light sources and the optical receiver is colocated with the target. Since it is 
almost impossible to get the distance directly, we measure received signal strength (RSS) 
and time of arrival (TOA), or time difference of arrival (TDOA), which are used to mathe-
matically derive the distance. Angulation, on the other hand, measures angles relative to sev-
eral reference points (angle of arrival, AOA). Then location is estimated by finding the 
intersection of direction lines, which are radii that range from reference points (light sources) 
to the target (receiver).

10.2.1.1 Triangulation—Circular Lateration

Circular lateration methods utilize two kinds of measurements: TOA and RSS.
Considering the fact that light speed in air is constant, the distance from the mobile target 

to reference points will be proportional to the travel time of the light signal. In TOA‐based 
systems, time of arrival measurements with respect to three reference points are needed to 
locate the target, giving the intersection point of three circles for two‐dimensional (2D) posi-
tioning, or three spheres for three‐dimensional (3D) scenario. An excellent example of TOA‐
based systems is the widely applied GPS system. In the GPS system, satellites send out 
navigation messages containing time information in the form of repeating ranging codes and 
Ephemeris (information of orbits for all satellites). When navigation messages from several 
satellites are successfully received, circular lateration (or referred to as and used through this 
chapter, trilateration) is used to calculate the receiver’s current location. TOA information can 
be obtained by using UWB technology and results show that a 2D location can be estimated 
with a root‐mean‐square (RMS) error of 14 cm [12].

However, there are two significant problems with TOA‐based systems. First, all clocks used 
by reference points as well as by the target have to be perfectly synchronized. Any inaccuracy 
in synchronization would be directly transformed into positioning errors. Secondly, there has 
to be a time stamp included inside the transmitted signal, which potentially requires extra cost 
in terms of data rate. To satisfy the demands of various indoor applications, positioning accu-
racy requires ranges from meters to centimeters, which means all clocks in TOA‐based sys-
tems need to be synchronized at least at the level of several nanoseconds. As a result, the 
complexity and cost of such systems cannot be properly addressed. Research on VLC posi-
tioning utilizing TOA measurements has been very limited. An analysis on the accuracy of 
TOA‐based VLC positioning systems is given in Ref. [16] considering only shot noise. 
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Simulation results show the Cramer‐Rao bound which indicates that, depending on system 
settings, around 2–5 cm positioning accuracy may be obtained.

RSS‐based systems measure the received signal strength and calculate the propagation loss 
that emitted signal has experienced. After that, range estimation is made by employing a path 
loss model. Then, circular lateration (trilateration) is performed to estimate the target’s posi-
tion, as shown in Figure 10.4.

Available RSS‐based methods using WLAN technology are capable of providing accuracy 
of 4 m with 90% confidence [11]. VLC‐based systems are promised to provide better posi-
tioning accuracies due to weaker multipath effects compared to radiowave approaches, leading 
to better estimation of the RSS. According to simulations done in Ref. [17], the target can be 
located with an accuracy of around 0.5 mm. In Ref. [18], the authors take the receiver’s rota-
tion as well as moving speed into consideration and show by simulations that an overall posi-
tioning accuracy of 2.5 cm can be achieved, when the receiver is moving in typical speed.

Now let us focus on mathematical expression of 2D circular lateration. 3D expression is 
similar. Assume (X

i
,Y

i
) is the position of the ith reference point (transmitter in most cases) in a 

2D space and (x,y) is the position of target (receiver in most cases). If measurement of the dis-
tance between the ith transmitter and receiver is given as R

i
, then each circle as shown in 

Figure 10.4 is a set of the receiver’s possible locations from a single range measurement, 
which can be expressed by

 ( ) ( )X x Y y Ri i i
2 2 2 (10.1)

where i = 1, 2, …, n and n is the number of reference points. Theoretically, the intersection of 
all circles described by (10.1) should yield a single point, which is the position of the receiver, 
given range measurements are not noisy. However, this cannot be the realistic situation. Noises 
in range measurements lead to a 2D section surrounded by circles given by (10.1). In this case, 
the approximate solution of the receiver’s location is provided by the least squares method, 
which is discussed in Refs [19, 20].

(X1,Y1)
(X2,Y2)

Transmitter
(reference point)

Receiver
(target)

(X3,Y3)

R1

R2

R3

Figure 10.4 Positioning using circular lateration [1].
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Note that

 R R x X y Y x X y Yi i i
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2 2 2
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1
2( ) ( ) ( ) ( )  (10.2)

 X Y X Y x X X y Y Yi i i i
2 2

1
2

1
2

1 12 2( ) ( ) (10.3)

where i = 1, 2, …, n. Then the equations describing the system can be transformed into matrix 
form [20]

 AX B (10.4)
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The least squares solution of the system is then given by

 X A A A B( )T T1  (10.8)

10.2.1.2 Triangulation—Hyperbolic Lateration

Hyperbolic lateration methods usually utilize time‐difference‐of‐arrival (TDOA) measure-
ments. Different from TOA, TDOA‐based systems measure the difference in time at which 
signals from different reference points arrive. These signals are transmitted at exactly the same 
time; therefore, all the transmitters as reference points have to be synchronized precisely. This 
can be easily realized because LED bulbs are in close proximity. On the other side, the receiver 
does not have to be synchronized with transmitters since it is not taking measurements of the 
absolute TOA. Moreover, no time stamp is required to be labeled in the transmitted signal.

Similar to TOA‐based systems, three reference points are needed to perform 2D or 3‐D 
positioning. Since a single TDOA measurement provides a hyperboloid on a 2D plane or a 
hyperbola in a 3‐D space, two TDOA measurements gained with three reference points are 
needed to locate the target by finding the intersection point. A TDOA‐based system using 
UWB technology experimentally demonstrated a positioning accuracy of about 20 cm [10]. 
Instead of taking TDOA measurements directly, we may take other measurements first and 
further compute TDOA information out of them. In Ref. [21], the sinusoidal components of 
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signals transmitted from two LEDs are assumed to generate interference pattern at the receiver 
since they are of the same frequency. Therefore, the peak‐to peak value of received sinusoid 
could be used to derive TDOA measurements. In Ref. [22], phase differences among three 
signals with different frequencies are used to calculate TDOA information. Computer simula-
tions show the system is capable of delivering an overall accuracy of 1.8 mm.

Following the denotation above, in mathematical expression of 2D hyperbolic lateration, 
every hyperbola as shown in Figure 10.5 is a set of the receiver’s possible locations deter-
mined by a single range difference measurement. Every hyperbola can be expressed as

 D R R X x Y y X x Y yij i j i i j j( ) ( )( ) ( )2 2 2 2
 (10.9)

where D
ij
 denotes the difference between the ranges R

i
 and R

j
, with respect to the ith and jth 

reference points and i ≠ j. Note that

 ( )R D Ri i1 1
2 2

 (10.10)

 X Y X Y x X X y Y Y D D Ri i i i i i
2 2

1
2

1
2

1 1 1 1 12 2 2 0( ) ( )  (10.11)

where i = 1, 2, …, n. Then the equations describing the system can be transformed into matrix 
form [20] as

 AX B (10.12)

where
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Transmitter
(reference point)
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Figure 10.5 Positioning using hyperbolic lateration [1].
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The least squares solution of the system is then given by

 X A A A B( )T T1  (10.16)

10.2.1.3 Triangulation—Angulation

In AOA‐based systems, the receiver measures angles of arriving signals with respect to several 
reference points. The target is then located by finding the intersection of direction lines 
(Figure 10.6). Theoretically, only two reference points are needed to perform 2D and three for 
3D positioning. The most important feature of AOA‐based systems is that no synchronization 
is needed between reference points and target. In RF domain, AOA technique is mainly applied 
in UWB systems, and in Ref. [13], the authors propose a joint TOA and AOA estimation 
algorithm yielding 10–35 cm positioning accuracy, depending on the type of pulse employed. 
Interestingly, for optical solutions, we can find a historical trace back to older photogrammetry 
techniques [23] with many similarities. By using imaging receivers, it is relatively easy to 

Transmitter
(reference point)

Receiver
(target)

(X2,Y2)

(X1,Y1)

α2

α1

Figure 10.6 Positioning using angulation [1].
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detect the AOA of the incoming optical signal. Front‐facing cameras on smartphones are inherently 
imaging receivers. They have brought opportunities to realize AOA‐based VLC positioning on 
consumer electronics. However, current lighting infrastructure has to be adjusted to reach good 
performance, as most front‐facing cameras have a very small field‐of‐view (FOV). The posi-
tioning accuracy will also downgrade when the target moves away from reference points due 
to the limited resolution of imaging receiver. One available solution to this problem is the use 
of a fly‐eye receiver [24, 25]. As an imaging receiver consists of many independent imaging 
elements, it provides large FOV while lowering noise on individual channels.

Another problem with AOA methods is the high complexity and cost of imaging receivers, 
though their size is much smaller than antenna arrays used in radiowave approaches. In Ref. [26], 
the authors showed that when using an imaging receiver with resolution of 1296 × 964 pixels, 
the target can be located with 5 cm accuracy. In Ref. [27], researchers took multipath reflec-
tions into consideration and proposed a two‐phase positioning algorithm which utilizes both 
RSS and AOA information. A median accuracy of 13.95 cm can be achieved, according to 
computer simulations.

To solve the least squares solution of AOA‐based system, let α
i
 denote the AOA measurement 

with respect to the ith transmitter, which is,

 
tan i

i

i

y Y

x X  (10.17)

where i = 1, 2, …, n. We can rewrite (10.17) as

 ( )sin ( )cosx X y Yi i i i (10.18)

Then, we should be able to transform the system equations into matrix form [16],

 AX B (10.19)

where
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 (10.20)
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Finally the least squares solution of the system is given by,

 X A A A B( )T T1  (10.23)
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10.2.2 Scene Analysis

Scene analysis refers to a group of positioning algorithms which first collect fingerprints 
associated with every position in a scene, as shown in Figure 10.7. The target’s location is 
then found by matching real‐time measurements to these fingerprints. Factors that can be 
used as fingerprints include, but are not limited to, all measurements we mentioned earlier, 
that is, TOA, TDOA, RSS, and AOA. Because of complexity and other concerns, RSS 
 fingerprint is the most used form in both RF and optical domains. Due to the use of finger-
prints, the time to complete one single positioning of the target is shorter than that in 
triangulation methods, thus saving a lot of computation time and power for mobile devices. 
However, the shortcoming of scene analysis solutions is also apparent. It requires accurate 
system precalibration for a specific environment and thus cannot be deployed instantly 
inside a new scenario.

In Ref. [8], the authors built a fingerprint positioning system composed of RFID tags, 
achieving 1 m accuracy with 90% confidence. Global system for mobile communications 
(GSM) system can also perform indoor positioning given accurate fingerprint collecting 
and matching and may provide median accuracy up to 2.84 m, according to experimental 
results reported in Ref. [9]. A scene analysis method using white LEDs is proposed in 
Ref. [28]. It utilizes the RSS information from four LED lights as fingerprints for different 
locations. Results from experiments show that the system delivers a positioning accuracy 
of 4.38 cm.

10.2.3 Proximity

The working principle of the proximity method is very simple and straightforward. It relies 
upon a dense grid of reference points, each having a well‐known position. When a mobile 
target receives a signal from a single reference point, it is considered to be colocated with it 
(Figure 10.8). When signals from multiple sources are received, positions of such sources will 
be averaged. Therefore, proximity systems using light sources as transmitters theoretically 
provide accuracy no more than the resolution of the grid itself. Notice that when dense grids 

Transmitter
(reference point)

Receiver
(target)

Anchor point

Figure 10.7 Positioning system using scene analysis.
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are used, beam profiles of light sources must be optimized in order to minimize inter‐source 
interference, which leads to extra positioning errors. In Refs [2, 3], the authors proposed 
and experimentally demonstrated a proximity‐based indoor positioning system. Apart from 
positioning provided by the visible light LED, a Zigbee wireless network is used to transmit 
the location information to the main node, as well as to extend the working range.

10.2.4 Comparison of Positioning Techniques

To compare the systems we have mentioned, we adopt the following performance metrics: 
accuracy, spatial dimension, and complexity [15].

Accuracy is usually defined as the mean value of positioning error. Here, the positioning 
error refers to the Euclidean distance between the real position of the target and the estimation. 
The lower the mean value is, the higher accuracy one system can deliver. As the most impor-
tant requirement we have on a positioning system, accuracy should be the main factor we 
consider in judging its performance.

Spatial dimension refers to the dimensions of location information a system can provide. 
Many solutions proposed so far are capable of providing only 2D positioning, in which case 
the target is supposed to be located within a horizontal plane. So if elevation of the target 
changes, accuracy of the system could drop down as a result. Systems featuring 3D posi-
tioning, on the other hand, provide better performance in this situation.

The complexity we define here contains two components. One consists of the system 
requirements on hardware, referring to how many devices are involved and how sophisticated 
the system configuration is. The hardware complexity will mainly determine what would be 
the overall cost to deploy an indoor positioning system. The other one is the computing 
complexity of the positioning algorithm, or in other words, what the delay is before the system 
is able to update the new location of the target. Since in most of the systems data processing 
is on the target side, which are the handsets in real scenarios, the algorithm complexity is also 
important considering the limited battery life of handsets, even though they have very powerful 
computing capabilities at the present time. Comparison of the algorithms according to these 
criteria is presented in Table 10.1.

Transmitter
(reference point)

Receiver
(target)

Figure 10.8 Proximity positioning system.
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Table 10.1 Comparison of solutions mentioned [1, 15]

Reference Positioning 
algorithm

Accuracy Space 
dimension

Complexity 
hardware/
algorithm

Comments

 [2] VLC/proximity Room level 
(experiment)

2D Low/low 4 MHz carrier is 
employed to realize 
better optical detection

 [8] RFID/scene 
analysis

1 m 
(experiment)

2D Low/low Two phases are 
integrated into the 
system

 [9] GSM/scene 
analysis

2.84 m 
(experiment)

3D Moderate/
low

Wide signal‐strength 
fingerprints are 
employed

[10] UWB/TDOA 20 cm 
(experiment)

2D High/
moderate

Use of high speed 
comparators are 
compared to 8‐bit 
analog‐to‐digital 
converter (ADC)

[11] WLAN/RSS 4 m 
(experiment)

2D Moderate/
moderate

Filtering algorithm is 
employed

[12] UWB/TOA 14 cm 
(simulation)

2D High/
moderate

Relative location 
principles are used

[13] UWB/
TOA + AOA

10 cm 
(simulation)

2D High/high Two pulses yield 
different accuracies

[17] VLC/RSS 0.5 mm 
(simulation)

2D/3‐D Moderate/
moderate

3D positioning is 
realized

[18] VLC/RSS 2.5 cm 
(simulation)

2D Moderate/
moderate

Rotation and moving 
speed of the receiver are 
accounted

[22] VLC/TDOA 1.8 mm 
(simulation)

2D High/
moderate

Frequency‐division 
multiple access (FDMA) 
protocol employed

[26] VLC/AOA 4.6 cm 
(experiment)

3D High/
moderate

Different colors are used 
to distinguish LED 
lights

[27] VLC/
RSS + AOA

13.95 cm 
(simulation)

2D/3D High/high High Lambertian order 
sources are assumed 
(m = 30), multipath 
effects and receiver 
orientation is taken into 
consideration

[28] VLC/scene 
analysis (RSS 
based)

4.38 cm 
(experiment)

2D Moderate/
low

Offline pre‐calibration 
needed
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10.3 An Asynchronous Indoor Positioning System  
based on VLC LED

As discussed in the last section, in positioning systems based on time measurements (TOA, 
TDOA), synchronization is a major source of positioning error. In TOA‐based systems, it is 
extremely difficult, if not impossible, to get all transmitters and the receiver to be precisely 
synchronized. This becomes easier in TDOA‐based approaches. The clock used by the receiver 
does not have to be precisely synchronized with the transmitters and we can make use of other 
measurements as mentioned in Refs. [21, 22]. Nevertheless, the signals from all transmitters 
have to be emitted simultaneously. Otherwise, the initial phases of transmitted signals must be 
measured in a very accurate way. Therefore, synchronization has to be performed among 
transmitters, which can lead to potential high system deployment cost and limited applicable 
scenarios. As a result, development of an asynchronous system is of great realistic value.

Furthermore, as implied by the principles of positioning algorithms mentioned earlier, in all 
systems except proximity based ones, multiple transmitters are required to estimate the receiver 
position. This means we have to solve the channel multi‐access problem to avoid interference. 
Even for proximity based systems, the problem has to be handled to minimize the possibility 
of detection failure when multiple transmitted signals are within the receiver FOV if no channel 
multi‐access protocol is employed and transmitters keep on sending out signals all the time.

In GPS systems, channel multi‐access is addressed by using code‐division‐multiple‐access 
(CDMA) technique [29], which allows messages from different satellites to be distinguished 
from one another. Two types of CDMA encodings are used in the GPS system: the coarse/
acquisition (C/A) code accessible by public and the precise (P(Y)) code which is encrypted 
and only US military forces have access to it. In the TDOA‐based system proposed in Ref. 
[22], frequency‐division‐multiple‐access (FDMA) is selected as a solution. Time‐division‐
multiple‐access (TDMA) is another technique used by many systems and requires synchroni-
zation among transmitters, resulting in higher deployment cost and time. Here, a new protocol 
is described to eliminate the need for synchronization. The adoption of BFSA protocol success-
fully enables the LEDs to work asynchronously, thus no physical connections among them are 
required, lowering system complexity and cost.

10.3.1 Basic Framed Slotted ALOHA Protocol

10.3.1.1 ALOHA Protocol

ALOHA (Additive Link On‐line HAwaii system) protocol [30], which is now referred to as 
pure ALOHA, was proposed by Norman Abramson and his colleagues at the University of 
Hawaii to realize connection using low‐cost radio equipment instead of conventional wire 
communications. The protocol was developed for the ALOHA system, also known as 
ALOHAnet, which demonstrated the first public wireless data network in 1971 [31].

The rules of pure ALOHA are quite simple as follows (Figure 10.9):

1. If a transmitter has a message to send, send the message.
2. The transmitter then waits for an acknowledgement (ACK). If no ACK is received within a 

time period, it means the message collided with another transmission or message was lost. 
Wait a random time and then resend the message.
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Pure ALOHA offers poor performance, which is often evaluated by the overall throughput. 
Throughput is defined as the successful transmissions by all nodes expressed as a fraction of 
the maximum possible traffic. If we use G to denote the channel traffic, which is the total 
traffic volume generated by all nodes into the channel versus the maximum possible value, 
and let S represent the throughput, the relation between them is then given by [32]

 S Ge G2
 (10.24)

This relationship can be shown in a more straightforward way as depicted in 
Figure 10.10 [32].

From Figure 10.11, we can see that channel throughput reaches its maximum value of 0.184 
when G = 0.5.

Transmitter 1

τ

Transmitter 2

Transmitter 3

Total collision Partial collision

Shared medium

Figure 10.9 Principle of pure ALOHA.

Packets

Channel traffic, G

Channel throughput, S

Figure 10.10 Definition of ALOHA traffic G and throughput S.
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10.3.1.2 S‐ALOHA Protocol

To improve channel throughput, slotted ALOHA (S‐ALOHA) is proposed [33]. It introduces 
discrete time slots and users are constrained that they can send at the start of a time slot. 
Despite the fact that it introduces the need for synchronization into the ALOHA system for 
better performance compared to the asynchronous version, chances of experiencing collisions 
are indeed reduced. Notice that if collision does happen in the synchronous S‐ALOHA system, 
one transmission will be totally overlapping with others, as shown in Figure 10.12.

Following the same denotation as in previous discussions, the relation between channel 
traffic and throughput is given by

 S Ge G
 (10.25)

From Figure 10.13, we can see that channel throughput reaches its maximum value, which 
is 0.368, when G = 1.

10.3.1.3 BFSA Protocol

BFSA is yet another variant of slotted ALOHA protocol [34]. It defines a frame structure 
containing a fixed number of timing slots. Each transmitter is allowed to occupy only one slot 
within a frame length, consequently collisions among transmitters reduce, compared to pure 
ALOHA. It should also be noted that since the transmitters are not synchronized in the pro-
posed system, the exact start time of transmission in each slot by the transmitters is different, 
which may lead to overlap among their transmissions even if they select adjacent slots. 

0.2

0.18

0.16

0.14

0.12

0.1

0.08

0.06

0.04

0.02

0
0 0.5 1 1.5

Channel traffic (G)

C
ha

nn
el

 th
ro

ug
hp

ut
 (

S
)

2 2.5

X : 0.5
Y : 0.1839

Figure 10.11 Throughput of ALOHA S versus traffic G.
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In simulations, to obtain the lower bound of system performance, detection failure is supposed 
as a result of any overlap, even partial. To demonstrate what the real scenario inside the pro-
posed system is, Figure 10.14 shows the working principle of BFSA in the case of having four 
LED bulbs as transmitters, given no synchronization among them. The figure is drawn 
according to the clock used by LED Bulb 1.
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Figure 10.12 Principle of slotted ALOHA.
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In the case that every transmitter selects a time slot different from the others as shown in 
Figure 10.14a, the transmission is defined as a successful one, without any interference, and 
the receiver can distinguish signals without any problem. If two or more transmitters occupy 
the same time slot, the receiver will not be able to separate signals due to interference and the 
transmission is considered to have failed. In the example we show in Figure 10.14b, conflict 
happens at slot i, since both Bulb 1 and Bulb 2 send out their signals.

The traditional factor used to evaluate the performance of ALOHA‐based protocols is 
throughput. However, it cannot be used in this system for evaluation purposes because the 
receiver has to receive all signals from different LEDs to estimate its position. In other words, 
successful reception of only one signal from one transmitter is not enough for the receiver to 
localize itself. Therefore, the only factor to consider here is the probability of successful trans-
mission from all transmitters to a given receiver.

As mentioned earlier, it is assumed that any overlap among signals will lead to a detection 
failure. Under this assumption, the probability of successful transmission (P

success
) in BFSA 

protocol, given total synchronization, is given by

 
P

N

n

Nnsuccess  (10.26)

where n is the number of transmitters and N is the number of slots in a frame.
When n is bigger than 2, there is no closed mathematical form of P

success
 for asynchronous 

systems. But difference in performance between synchronous and asynchronous scenarios can 

Figure 10.14 BFSA protocol: (a) a successful transmission and (b) a transmission failure because of 
collision.

Frame

Slot 1

Bulb 3Bulb 2

Bulb 1

··· ··· ··· ··· ···

Bulb 4

(a)

Slot i Slot j Slot k Slot p Slot L

Frame

Slot 1 Slot i

(b)

Slot k

Bulb 4Bulb 2

Bulb 1

··· ··· ··· ··· ···

Bulb 3

Slot p Slot L



242 Short-Range Optical Wireless Theory and Applications

be obtained by running computer simulations. Figure 10.15 shows P
success

 versus the number of 
slots per frame, N, for four transmitters. It can be seen that when N is large enough (e.g., 
N 200), the performance difference between synchronous and asynchronous systems is neg-
ligible. Also, an overall success rate of 97% for transmissions can be expected if asynchronous 
setting is employed.

Note that this only gives the performance of the system when signals from four transmitters 
are within the FOV of the receiver. However, even if we design the FOV in a very accurate 
way, there may be situations where signals from more than four transmitters are collected by 
the receiver. We also show here results of simulating the performance of BFSA protocol for 
eight transmitters, that is, n = 8 in Figure 10.16. As we see, an average success rate of 86.8% 
can be reached in the presence of eight transmitters, which is still acceptable.

A drawback of BFSA protocol is that it requires bandwidth for individual transmitters to be 
N times of what was originally needed. However, the data rate this system is working at is not 
very high; so, a relatively large N can be chosen to ensure successful transmissions for most of 
the time. Suppose 128 bits are used to represent the hardware ID for individual LED bulbs, plus 
an 8‐bit beginning flag, an 8‐bit ending flag, and a segment of 16‐bit CRC to form a packet that 
is to be transmitted within a frame. The system will perform positioning 10 times per second 
and use a frame structure containing 400 slots. The required data rate is then given by

 400 128 8 8 16 0 1 640( ) / .bit s kbps (10.27)

This speed is definitely deliverable even with available off‐the‐shelf LEDs. On the other 
hand, with 128 bits, the system will be able to label 2128 = 3.4 × 1038 LEDs, which is far more 
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than actually needed. Therefore, the proposed indoor positioning system is a future‐proof 
solution that works universally at every place where supporting LEDs are installed.

10.3.2 System Design and DC Channel Gain

As shown in Figure 10.17, the system contains a set of LED bulbs on the ceiling and a mobile 
terminal, which can be either consumer electronics as shown or dedicated devices. LED bulbs 
function as transmitters, sending different hardware IDs related to their physical locations. An 
optical receiver inside the mobile terminal extracts the location information to perform 
positioning.

The optical channels concerned here are all line‐of‐sight (LOS) links. The most important 
quantity to characterize such links is the DC (direct current) gain. In LOS links, the channel 
gain can be estimated fairly accurately by considering only the LOS propagation path. The 
channel DC gain is expressed as

 

H
m

d
A T gm

( )
cos ( ) ( ) ( )cos( ),

,
0

1

2
0

0

2 S C

C

 (10.28)

where A is the physical area of the detector, ψ is the angle of incidence with respect to the 
receiver axis, T

S
(ψ) is the gain of optical filter, g(ψ) is the concentrator gain, Ψ

C
 is the concen-

trator FOV semi‐angle, ϕ is the angle of irradiance with respect to the transmitter perpendic-
ular axis, and d is the distance between transmitter and receiver, as shown in Figure 10.18.
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The Lambertian order m is given by m ln / ln(cos )/2 1 2 , where Φ
1/2

 is the half power 
angle of the LED bulb. The received optical power is given by P H Pr t( )0 , where P

t
 denotes 

the transmitted optical power from the LED bulb.

10.3.3 Positioning Algorithm

10.3.3.1 Optical Concentrators

To maximize optical power collected by the receiver, P
r
, optical concentrators can be used. 

Generally, optical concentrators can be divided into two kinds: imaging and non‐imaging. 
Imaging optical concentrators are generally used in directed LOS links. The focal points 

Hardware ID
(location info)

Figure 10.17 System configuration for mobile users.
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Transmitter

Figure 10.18 Channel model in the simulation.
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 generated by imaging concentrators do not change position when light arrives with different 
angles of incidence. However, the FOV of imaging receivers is very limited, preventing them 
from being used in non‐directed scenarios.

There are three major non‐imaging optical concentrators in use for optical communications 
at this time: hemisphere lens, compound parabolic concentrator (CPC), and dielectric total 
internal reflecting concentrator (DTIRC). Hemispherical concentrators are easy to fabricate 
and come with very wide FOV. They also provide concentrator gain equal to nC

2 , where n
C
 is 

the refractive index of the concentrator’s material.
However, a huge drawback of hemispherical concentrators is that they cannot be coupled 

with planar thin‐film bandpass filters as shown in Figure 10.19a [35]. The reason behind this 
is that θ, the angle at which light strikes the filter, changes when angle of incidence ψ shifts. 
This leads to a shift in the filter passband, decreasing the filter transmission T

S
(ψ) for certain 

ψ values. Therefore, it is preferred that bandpass filter is deposited or bonded in a hemispher-
ical shape onto the concentrator, as shown in Figure 10.19b.

The basic concept of CPC was first explained by Welford and Winston in Ref. [36]. CPC‐
based receivers can be designed to have any FOV ranging from 0 to 90°, though usually they 
are designed to have limited FOV. When FOV is smaller than 90°, the concentrator gain is 
expected to exceed nC

2 , which can be provided by hemispherical concentrators. Also, CPCs can 
be coupled very well with planar optical bandpass filters, which can be fabricated very easily 
with current techniques, as shown in Figure 10.20a. To achieve large FOV close to 90°, an 
inverted CPC can be placed in front of the optical filter, as shown in Figure 10.20b and c [37].

A/R
coating

Hemisphere

Hemisphere

Photodetector

Photodetector

Filter

(a)

(b)

Filter

Index match

Index match

θ

ψ

θ

ψ

Figure 10.19 Hemispherical optical concentrators: (a) with planar optical filter and (b) with hemi-
spherical optical filter.
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DTIRC was introduced by Ning et al. in 1987 [38]. DTIRCs are promised to provide 
concentration gain close to the theoretical maximum value. Compared to CPCs, DTIRC‐based 
receivers provide higher concentration gain and smaller size. However, most DTIRCs have 
limited FOVs as pointed in Ref. [39]. Thus, we assume the use of CPC receiver in the 
simulations.

10.3.3.2 Triangulation Using RSS Information

In the system, the RSS information of received signal will be used to estimate the receiver’s dis-
tances from transmitters on the ceiling, after which the receiver will be located by triangulation.

Each of the LED bulbs will simply transmit its own code, modulated in on‐off‐keying 
(OOK) format. An LED bulb will use only one slot within the duration of one frame length, 
while delivering output at a constant power level for illumination purpose. Therefore, the 
receiver will be receiving only one modulated signal at one instance for most of the time. 
The  OOK modulation used in this system has a modulation depth of 12.5% to minimize 
the flickering problem [40]. Since the optical emitted power is linearly proportional to the 
amplitude of the electrical signal, the difference in transmitted power between logical 0s and 
1s at the transmitter side is given as

 P Pdiff OOK const (10.29)

where η
OOK

 is the modulation depth of the OOK modulation and equal to 0.125 in the simulation.
P

const
 is the optical power emitted from LED bulb without modulation. Therefore, the 

difference at the receiver side P
diff_r

 will be given by

 
P H P

m

d
A T g Pm

diff r diff S diff_ ( ) cos ( ) ( ) ( )cos( )0
1

2 2  (10.30)

nC nC nC
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index CPC

(a) (b) (c)

Figure 10.20 CPCs combined with bandpass filters with different FOVs: (a) single dielectric CPC yield-
ing small FOV; (b) CPC coupled with an inverted hollow CPC, achieving FOV of 90°; and (c) CPC cou-
pled with an inverted hollow CPC with straight part, achieving FOV less than 90°. Adapted from Ref. [37].
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Given the receiver’s FOV is large enough so that 0 C always holds, the distance 
 between the transmitter and the receiver, d

est
, can be estimated by measuring P

diff_r
 at the 

receiver [41, 42],

 
d

m A T g P

P

m

est
S diff

diff r

( ) cos ( ) ( ) ( )cos( )

_

1

2
 (10.31)

The optical concentrator gain g(ψ) for a CPC is given as [35]
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( ) sin ( )
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2
0

0
 (10.32)

where n
C
 denotes the refractive index of the concentrator.

Assuming both the receiver axis and the transmitter axis to be perpendicular to the ceiling, 
the following equations hold:

 d d Hxyest est
2 2  (10.33)

 
cos( ) cos( )

H

dest
 (10.34)

where d
est‐xy

 is the estimated horizontal distance between the transmitter and the receiver and 
H is the vertical distance between the ceiling and the receiver. All the LEDs can be character-
ized as first‐order Lambertian light sources; so, m = 1. And, to simplify the calculation, the 
transmission of optical filter and the gain of optical concentrator are combined into one gain:

 T g GS ( ) ( )  (10.35)

where G is a constant related to characteristics of filter and concentrator. Consequently,
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 (10.36)

So long as the positions of LEDs related to different codes are known to the receiver, by 
collecting signals coming from at least three LEDs, the receiver will be able to use triangula-
tion to determine its current position on a 2D plane, as shown in Figure 10.21.

10.3.3.3 Linear Least Squares Estimation

To estimate the unknown position of the receiver by knowing the distances from several refer-
ence points (transmitters’ horizontal coordinates), least squares estimation can be employed. 
The notion “least squares” means that the sum of the “squares” of errors in the results of every 
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known equation is minimized by the provided solution. It applies to estimation and recon-
struction problems where the relation between the measurements and the unknowns is

 AX B (10.37)

where X is what we want to estimate or reconstruct; B is our observation, for example, data 
from sensors; and A represents the characteristics of our observations, for example, ith row of 
A characterizes ith sensor. Here, A  p q and p > q. This is often referred to as overdetermined 
set of equations, meaning there are more equations than unknowns. Least squares estimation 
is then defined by choosing X that minimizes

 r AX B  (10.38)

where r is called the residual or error.
Least squares solutions can be divided into two kinds: linear least squares (LLS) estimators 

and nonlinear least squares estimators. Although nonlinear least squares estimators can 
achieve optimal positioning accuracy, global convergence cannot be guaranteed due to their 
multi‐modal optimization cost functions [43]. On the other hand, LLS is capable of providing 
global solution because it converts nonlinear equations into linear ones, which usually have 
global convergence. In most cases, an extra range measurement is required and that is the 
reason why at least three range measurements are needed for circular lateration. In the simu-
lation, LLS estimation is used since it will provide the most reliable estimation when there are 
a small number of reference points.

A B

C

dA
dB

dC

Figure 10.21 Circular lateration.



Indoor Positioning Methods Using VLC LEDs 249

After the estimated horizontal distance between the receiver and each of the three transmitters 
(denoted as A, B, and C) is obtained, a set of three quadratic equations as follows is formed:

 ( ) ( )x x y y dA A A
2 2 2

 (10.39)

 ( ) ( )x x y y dB B B
2 2 2

 (10.40)

 ( ) ( )x x y y dC C C
2 2 2

 (10.41)

where [x
A
, x

B
, x

C
] and [y

A
, y

B
, y

C
] are the coordinates of LED bulbs in x and y axes, [d

A
, d

B
, d

C
] are 

the horizontal distances from the receiver to LED bulbs, and (x, y) is the receiver’s position to 
be estimated.

LLS solution is calculated as follows. First, we eliminate the nonlinear part by subtracting 
(10.41) from the other two equations, which gives us,

 

2 2

2

2 2 2 2 2 2
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x x x x x
A C C A A C C A C A

B C C

( ) ( )

( ) BB B C C B C By y y y y d d2 2 2 2 22 ( )
 (10.42)

Then, to get one estimation for the receiver’s position (x, y), the following matrix form can 
be used for calculation:

 X [ ]x y T
 (10.43)

 
A

x x y y

x x y y
B A B A
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and
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A C C C A AA
2

 (10.45)

The least squares solution of the system is then given by

 X A A A B( )T T1  (10.46)

Due to linearization involved as introduced below and observation noise, one cannot expect 
an exact solution satisfying (10.37). However, least squares still provide the best linear unbi-
ased estimator (BLUE) because for a noisy linear observation

 B AX V (10.47)

Consider a linear estimator

 X̂ BY (10.48)
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The estimator is called unbiased if X̂ X whenever V = 0; this is equivalent to BA = I, that 
is, B is left inverse of A.

Estimation error of such an unbiased linear estimator is

 X X X B AX V BVˆ ( )  (10.49)

It is a fact that A A A A† ( )T T1  is the smallest left inverse of A, that is, for any B satisfying 
BA = I, we will have

 

2 2

, ,
ij ij

i j i j

B A†
 (10.50)

Therefore we have proved that the solution given by (10.46) is the BLUE.
If more than three reference points are involved, (10.44) and (10.45) will have more rows 

than what is shown above. In the simulation, all the equation groups formed by any three 
quadratic equations are first solved, after which the estimations are processed to obtain the 
final estimated position of the receiver.

10.3.4 Signal‐to‐Noise Ratio Analysis

The system configuration is depicted in Figure 10.22. As shown, there are four LED bulbs 
located on the ceiling. Since the LEDs within one bulb are colocated and modulated by the 
same circuit, they will perform as a single optical transmitter.

LED A

LED B LED D

LED C

Rx

Y

Z

4 m

6 m

6 m

1 m

X

Figure 10.22 System model used in simulation.
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In the proposed system, each of these four LED bulbs will transmit a unique code assigned 
to them (first four bits are 0111, 1011, 1101, 1110 respectively, the remaining 124 bits are 
similar), modulated in OOK format. The receiver is located within the horizontal plane of 1 m 
height, facing up perpendicularly to the ceiling. Parameters used in the simulation are shown 
in Table 10.2.

Before running the simulation, the signal‐to‐noise‐ratio (SNR) is calculated to examine the 
effects of it on the system. The signal component is given by

 S P2 2
diff r_  (10.51)

where γ is the detector responsivity and P
diff_r

 is given by (10.30).
Following Komine and Nakagawa’s research [44], the noise is Gaussian having a total var-

iance N, which is the sum of contribution from shot noise and thermal noise, given by

 N shot thermal
2 2

 (10.52)

The shot noise variance is given by

 shot rec bg
2

22 2q P B qI I B (10.53)

where q is the electronic charge, B is equivalent noise bandwidth, which is equal to the mod-
ulation bandwidth here, I

bg
 is background current, whose traditional value is 5100 μA given 

direct sunlight exposure and 740 μA assuming indirect sunlight exposure [45], and the noise 
bandwidth factor, I

2
 = 0.562 [44]. A p‐i‐n/FET (field‐effect transistor) transimpedance receiver 

is used and the noise contributions from gate leakage current and 1/f noise are negligible [46].
P

rec
 is given by

 
P H P

i
i irec

1

4

0( )  (10.54)

Table 10.2 Parameters in simulation

Parameter Value

Room dimension (L × W × H) 6 m × 6 m × 4 m
Power of LED bulb (P

const
) 16 W each

Positions of LED bulbs (x, y, z) (m) A (2, 2, 4)
B (4, 2, 4)
C (2, 4, 4)
D (4, 4, 4)

Codes used by LED bulbs A (0 1 1 1)
B (1 0 1 1)
C (1 1 0 1)
D (1 1 1 0) (the rest 124 bits are same)

Modulation depth (η
OOK

) 12.5%
Modulation bandwidth (B) 640 kHz
Receiver height 1 m
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where H
i
(0) and P

i
 are the channel DC gain and instantaneous emitted power for the ith LED 

bulb, respectively.
On the other hand, the thermal noise variance is given by

 
thermal

K

o

K2
2

2
2

2 2
3

38 16kT

G
AI B

kT

g
A I B

m
 (10.55)

where the two terms represent feedback‐resistor noise and FET channel noise. Here, k is the 
Boltzmann’s constant, T

K
 is the absolute temperature, G

o
 is the open‐loop voltage gain, η is the 

fixed capacitance of photo detector per unit area, Γ is the FET channel noise factor, g
m
 is the 

FET transconductance, and I
3
 = 0.0868.

In the simulation, the following values are used [47]: T
K
 = 295 K, G

o
 = 10, g

m
 = 30 mS, Γ = 1.5, 

η = 112 pF cm−2. Parameters of the receiver are listed in Table 10.3.
To evaluate the impact of SNR on the system, a distribution map of SNR with respect to 

LED bulb D, which is located at (4 m, 4 m, 4 m), is shown in Figure 10.23, assuming direct 
sunlight exposure, and in Figure 10.24, assuming indirect sunlight exposure.

As can be observed from the figures, the SNR is about 10 dB lower in direct sunlight‐
exposed room environment for the same location, compared to indirect sunlight exposure. 
This is mainly because of the increased contribution from shot noise to the total noise level. 
Besides, it is shown in both figures that the signal transmitted from LED bulb D experiences 
a very low SNR at the room corner (0 m, 0 m, 0 m). This will be translated into relatively large 
error in estimating the distance between the LED bulb D and the receiver when it is located at 
the corner, in other words, the system performance will be downgraded when the user is far 
away from the LED bulbs.

10.3.5 Results and Discussions

The system performance is evaluated when the receiver is at a fixed height of 1 m. 0.05 m is 
set as the resolution for the receiver positions, meaning that the Euclidean distance between 
adjacent positions of the receiver is 0.05 m. Figure 10.25 shows the positioning error distribu-
tion in the presence of direct sunlight exposure and Figure  10.26 depicts the result when 
indirect sunlight exposure is assumed.

As expected, the positioning errors are relatively small for the majority of the room area, but 
become significantly large when the receiver approaches corners. Moreover, the positioning 
errors obtained with indirect sunlight exposure are much smaller compared to direct sunlight 

Table 10.3 Receiver parameters

Parameter Value

Field of view (Ψ
C
) (half angle) 70°

Physical area of photodetector (A) 1.0 cm2

Gain of optical filter (T
S
(ψ)) 1.0

Refractive index of optical concentrator (n
C
) 1.5

O/E conversion efficiency (γ) 0.54 A/W
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exposure situation, which is a noisier environment. To directly compare the difference bet-
ween these two scenarios, the histograms of positioning errors are shown, respectively, in 
Figures 10.27 and 10.28.

To assess the performance of a positioning system more practically, precision is widely 
employed. Precision indicates how the system consistently delivers a certain level of service 
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within a long time‐scale (i.e., over many trials). Generally, the cumulative distribution function 
(CDF) of positioning error is used to evaluate the precision. By taking the performance of 
BFSA protocol into consideration, using a frame structure containing 400 slots per frame for 
simulation, the precision curve (CDF curve of positioning error) of this system is obtained and 
shown in Figure 10.29.

As indicated by the curves, if 95% is assumed as an acceptable service coverage rate, the 
proposed system will be able to deliver an accuracy of 14.3 cm (5.9 cm), within indoor envi-
ronments with direct (indirect) sunlight exposure.

10.3.6 Extended Simulation and Results

An extended simulation was completed to further evaluate the system performance under realistic 
conditions, taking wrong positioning of LED bulbs as well as orientation angle of the receiver 
into consideration. The parameters used in this extended simulation are shown in Table 10.4.

Figures 10.30 and 10.31 show the positioning error distribution assuming wrong positions 
of LED bulbs, in the presence of direct and indirect sunlight exposure, respectively. As we can 
see in these figures, the accuracy of positioning is not severely downgraded due to wrong posi-
tioning of LED bulbs and orientation angle of the receiver. This conclusion is confirmed by 
Figures 10.32 and 10.33, which show the histogram of positioning error under both direct and 
indirect sunlight exposure.

As we can see, the mean of positioning errors, in both situations, increases compared to the 
values shown in Figures 10.27 and 10.28, but not dramatically. Therefore, the performance of 
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this system will remain within the same level, even if the LED bulbs involved are installed at 
slightly incorrect positions.

The precision curves (CDF curve of positioning error) of this system assuming wrong posi-
tions of LED bulbs are shown in Figure 10.34. As indicated by the curves, if 95% is assumed 

Table 10.4 Parameters in extended simulation

Parameter Value

Room dimension (L × W × H) 6 m × 6 m × 4 m
Power of LED bulb (P

const
) 16 W each

Positions of LED bulbs (x, y, z) (m) A (2, 2, 4.005)
B (3.98, 2, 4)
C (2.01, 4.005, 4)
D (4, 4.01, 3.99)

Codes used by LED bulbs A (0 1 1 1)
B (1 0 1 1)
C (1 1 0 1)
D (1 1 1 0) (the remaining 124 bits are the same)

Modulation depth (η
OOK

) 12.5%
Modulation bandwidth (B) 640 kHz
Maximum orientation angle of the receiver 5°
Receiver height 1 m
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as an acceptable service coverage rate, the proposed system will be able to deliver an accuracy 
of 17.25 cm (11.2 cm), within indoor environments with direct (indirect) sunlight exposure.

10.4 Conclusions

In this chapter, we have investigated several fundamental research areas of indoor positioning 
using VLC technology based on LEDs. A survey of different positioning techniques is discussed 
in detail comparing their benefits and problems. The use of BFSA protocol is addressed as a 
solution to the channel multi‐access problem. The feasibility of this protocol is then shown, 
considering realistic modulation bandwidth of a typical LED. After noise analysis, simulation 
results for indoor environments both with direct and indirect sunlight exposure are described. 
Results indicate that the proposed system is able to provide indoor positioning service with a 
precision of 95% within 17.25 cm, assuming direct sunlight exposure, and a precision of 95% 
within 11.2 cm when indirect sunlight exposure is assumed, taking possible wrong positions of 
LED bulbs and orientation angle of the receiver into consideration.
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