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PREFACE

It is almost twenty years since the first DNA tumor virus meeting was held at
Cold Spring Harbor. At this meeting studies on three tumor viruses were discussed:
the papovaviruses, the adenoviruses and the herpesviruses. The present series
Developments in Molecular Virology chose to reverse this sequence by first publishing
books on the herpesviruses, followed by adenoviruses, and only now the papo-
vaviruses.

All the DNA tumor viruses gained their original reputation by serving as model
systems in animal cells for studying gene expression and gene regulation, but SV40
and polyoma have been the jewel in the crown in these studies, as A phage was for the
study of prokaryotes. SV40 was the first DNA tumor virus to be completely sequenced
that enabled the definition of the cis controlling elements in DNA replication and
transcription. I am continuously fascinated by the organization of the SV40 and
polyoma genomes. Although they contain about 5000 bp that encode for only 6 to 7
proteins, the mechanisms which regulated their gene expression are varied and include
almost any other type of gene regulation found today to regulate eukaryotic genes.
Just to mention two: (i) the early promoter is a classical promoter that contains the
TATA, CAAT and enhancer elements, while the late promoter is devoid of these
elements, and (ii) the mRNA can be structurally and functionally monocistronic or
dicistronic. This hints at the versatility in the control of gene expression at the
transcriptional and translational levels.

Sometimes one may wonder why SV40 has been one of the best studied viruses?
Is it a reflection of the scientists who have studied it or because of the special features
of the viral genome? An answer to this question is exemplified in the discovery of the
SV40 early promoter and enhancer. These regions contain repeated sequences that
have triggered scientists to ask the obvious question: ‘“Why are these sequences
repeated’’? The obvious experiments were to delete these sequences, and thus to deter-
mine their effect on gene expression and regulation. This approach has led to the
discovery of the enhancer element and the cis controlling elements that constitute the
promoter.

Although splicing was first discovered in adenoviruses, the SV40 system pro-
vided the first known use of splicing in generating two functional proteins from one
primary transcript.

The oncogenes of SV40 and polyoma are among the best-studied proteins of

this type and their multifunctional domains are now being unravelled. Last but not



xiv
least is the use of the SV40 minichromosome as a model system to study the
nucleoprotein structure and topology of actively transcribed genes. The hypersensitive
region upstream of a promoter was first demonstrated in the SV40 system.

The papovaviruses include, in addition to SV40 and polyoma, the
papillomaviruses which have recently acquired their own reputation. All the above
observations are dealt with in the articles in this volume.

The papovaviruses continue to be in the forefront of studies in molecular
biology and oncogenesis, and it is only appropriate to include them in the present
series.

I would like to thank all the contributors who for a long time have been
intrigued with the papovaviruses, and agreed to submit their recent studies in this
field. I am particularly indebted to Julia Hadar for critically reading the manuscripts.

I would like to dedicate this volume to the memory of Dr. George Khoury, a
friend and scientist.

Yosef Aloni
Weizmann Institute of Science, Rehovot
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REPLICATION OF SIMIAN VIRUS 40 AND POLYOMA VIRUS
CHROMOSOMES

Melvin L. DePamphilis

Department of Cell Biology, Roche Institute of Molecular Biology, Nutley, N.J. 07110, USA

Abstract

Simian virus 40 and polyoma virus chromosomes have long been used as models for the
replication and structure of chromatin in mammalian nuclei. This article highlights recent
developments and provides simple working models for events common to both viral

chromosomes. RNA-primed DNA synthesis by DNA primase-DNA polymerase-o. or -3 is
initiated repeatedly only on the retrograde arm of replication forks where one of many initiation
sites is selected stochastically within a single-stranded DNA region ("initiation zone") that is
defined by chromatin structure rather than DNA sequence. Old histone octamers are distributed
to both arms of a fork and newly replicated DNA is rapidly assembled into nucleosomes with
little regard for sequence specificity or strand preference. RNA primed-DNA synthesis is first
initiated on the early mRNA template strand of the origin of replication(ori) by the same
mechanism used to initiate Okazaki fragments at replication forks. Bidirectional DNA replication
begins at a unique site at one end of the required ori sequence (ori-core) following binding of a
T-antigen/permissive cell-factor initiation complex; binding to ori-core is facilitated by either
promoter or enhancer elements adjacent to the late-gene side of ori-core. These transcriptional
elements can determine cell-type, but not species, specificity for ori activation. Replication
terminates at whatever sequence is 180° from ori, but the termination site strongly affects the
way in which sibling chromosomes are separated. Topoisomerase II appears to be required
specifically for termination of replication although formation of catenated intertwines is not an
obligatory pathway in the separation of sibling chromosomes, suggesting that topoisomerase II
acts behind replication forks rather than in front of them.

Introduction

The replication and structure of simian virus 40 (SV40) and polyoma virus (PyV)
chromosomes have been reviewed in detail (1,6-12), and the reader should refer to these articles
for a comprehensive list of literature citations, and to Kornberg (13) for a general review of DNA
replication. In general, only recent references are cited that will direct the reader to earlier

Aloni, Y (ed), Molecular Aspects of Papovaviruses. © 1987 Martinus Nijhoff Publishers,
Boston. ISBN 0-89838-971-2. All rights reserved.
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papers. SV40 and PyV are small (5.2 kb) circular, double-stranded DNA genomes that replicate
in the nucleus of mammalian cells as chromosomes with a histone composition and nucleosome
structure that are essentially the same as those of their host. With the exception of large
tumor-antigen (T-Ag), which is required for initiation of viral DNA replication, all steps in the
replication and assembly of these viral chromosomes are carried out by cellular components,
exclusively. In fact, events at SV40 and PyV replication forks are remarkably similar to those in
eukaryotic cell chromosomes (1). Even the separation of sibling molecules and termination of
DNA synthesis may be the same since the topological problems involved in unwinding DNA in
front of two converging replication forks in a small, covalently-closed, circular DNA molecule
are the same as in a large linear DNA molecule containing multiple replication bubbles. Neither
situation allows free rotation of one arm of a replication fork about the other.

The most significant differences between viral and cellular DNA replication likely occur in
the mechanism for initiation of new rounds of DNA replication. Cellular chromosomes must
replicate all of their DNA once and only once during cell division, whereas viral chromosomes
replicate many times during a single S-phase. Therefore, T-Ag may be the viral equivalent of
cellular proteins that promote amplification of specific genes under certain conditions (e.g. early
stages in development or under selective pressures). The stringent specificity of interactions
between T-Ag, viral DNA and cellular replication factors is apparent from the fact that SV40
DNA replicates efficiently only in certain monkey and human cells ("permissive cells”, refs. 2,3),
while PyV DNA replicates efficiently in most differentiated mouse cells (4), but not in embryonic
or transformed mouse cell lines or non-mouse cells ("non-permissive cells”, refs. 5,6).
Interestingly, PyV DNA does replicate in mouse preimplantation embryos (14).

DNA Synthesis at Replication Forks
Okazaki fragments (Fig. 1)

During semiconservative DNA replication in SV40, PyV and mammalian chromosomes,
newly synthesized DNA appears coincidentally on both arms of replication forks, yet all known
DNA polymerases extend polynucleotide chains only at their 3-OH termini. This presents a
paradox since the two parental DNA strands are anti-parallel. The solution is the repeated
initiation of short nascent DNA chains ("Okazaki fragments") on the retrograde arms of
replication forks (i.e. that side of the fork where the direction of DNA synthesis must be opposite
to the direction of fork movement). However, this raises a second paradox since purified
mammalian DNA polymerases cannot initiate synthesis de novo, but require the 3'-OH end of an
oligonucleotide primer that is annealed to a DNA template. The solution is a second enzyme,
DNA primase, that synthesizes a short oligoribonucleotide primer (referred to either as an "RNA
primer” or "initiator RNA (iRNA)") at replication forks that is eventually excised to allow ligation
of Okazaki fragments into a continuous DNA chain. Once a steady-state is achieved in SV40 and
PyV replicating DNA, each fork contains an average of 0.25 to 1 Okazaki fragment and 50% of
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the Okazaki fragments contain iRNA covalently attached to their 5'-end (reviewed in 1,8,12).
Approximately 3/4 of these RNA primers are intact (i.e. begin with 5'-(p)pprN), while the
remainder are partially degraded. The structure of Okazaki fragments, their distribution at
replication forks, and their validity as transient intermediates in viral DNA replication are well
documented; Okazaki fragments do not result from damage and repair of nascent DNA. SV40
Okazaki fragments originate predominantly, if not exclusively, from retrograde templates.
Therefore, DNA synthesis on the forward arm is a relatively continuous process. Recent
experiments in which PyV and SV40 replicating DNA was analyzed in parallel by the same
techniques revealed that at least 90% of PyV Okazaki fragments also originate from retrograde
templates (15; unpublished data).

Theoretically, Okazaki fragments must originate from retrograde templates, whereas
reinitiation of DNA synthesis on forward templates is not required and, in fact, may be
prohibited. Once DNA synthesis begins at the origin of replication, synthesis in the same
direction as fork movement could continue until termination of replication occurs. If replication
forks advance faster than DNA synthesis can keep pace, then Okazaki fragments may be initiated
on forward as well as retrograde templates. However, if the enzyme complex responsible for
initiation of Okazaki fragments in eukaryotes behaves like the E. coli primasome and slides along
the DNA template in a 5' to 3' direction (16), it could only operate on the retrograde template
where the direction of sliding is toward the fork. On the forward template, the initiation complex
would collide with DNA polymerase coming in the opposite direction. In fact, DNA
primase-DNA polymerase-a strongly favors initiating DNA synthesis on the 3-end of preformed
RNA or DNA primers over de novo initiation of a new primer (17). Therefore, once DNA
synthesis is initiated on the forward arm, further RNA-primed initiation events on that side of the
fork are not favored. Even if the DNA polymerase falls off, synthesis is more likely to reinitiate
on the 3'-end of the nascent DNA chain.

DNA Primase-DNA Polymerases o and §

Historically, the major DNA polymerase activity in mammalian cells has been identified as
DNA polymerase-c, a multi-protein enzyme with subunits ranging from about 15,000 to
250,000 daltons, depending on the method of purification (21,51-55). However, DNA

polymerase-5, generally found in relatively small amounts, is similar to DNA polymerase-o in its
size and subunit composition, its sensitivity to aphidicolin, N-ethylmalimide, ara-CTP and
ara-ATP, its resistance to ddTTP, its stimulation by ATP on homopolymer priger-templates, and
its processivity. DNA polymerase-$ is distinguished from DNA polymerase-o by its tight
association with a 3'-5' exonuclease, its preference for homopolymer primer-templates over
DNase I activated DNA, its chromatographic properties, and its resistance to inhibition by
p-n-butylphenyl-dGTP (BP-dGTP) and by some monoclonal antibodies directed against

a-polymerase (39,40,57-59).
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Previously published data supporting DNA polymerase-a as the enzyme solely responsible
for DNA synthesis during SV40, polyoma virus and mammalian chromosome replication (1,11)

are also consistent with DNA polymerase-8. First, with the exception of BP-dGTP, DNA
polymerases—o and -8 are remarkably similar in their sensitivities to inhibitors. Second, in
virtually all of the studies attempting to correlate o—~polymerase activity with DNA replication
activity, 8-polymerase activity was not considered. Third, the most direct evidence that DNA

polymerase—a is involved in SV40 DNA replication comes from elimination of a-polymerase
activity in cellular extracts either by treatment with N-ethylmalimide (41) or by passing them over

immobilized monoclonal antibody (SJK-287) directed against a—polymerase (12) and then
demonstrating that only purified o-polymerase will restore activity. However, SJK-287
partially crossreacts with 3-polymerase (57), although a related antibody, SJK 132, does not

(40), and the absence of 8-polymerase in the purified preparations of a—polymerase was not
examined.

Direct support for the involvement of DNA polymerase-5 in DNA replication comes from the
observation that initiation and continuation of DNA replication in SV40 chromosomes, like DNA

synthesis by DNA polymerase-8, is 1000 times more resistant to BU-dGTP than DNA
polymerase-o (25). An alternative explanation is that a complex form of DNA polymerase-o is
involved in replication that may be resistant to BP-dGTP. However, the largest form of

a-polymerase from HeLa cells is still sensitive to BP-dGTP (E. Baril, personal commun.).
Perhaps the enzymes' sensitivity to BP-dGTP is a function of structure of the template as well as

the catalytic subunit. For example, utilization of ANTP substrates by DNA polymerase-a varies
200-fold as a function of the template utilized (62), and SV40 ori-dependent plasmid DNA
replication is 10 times less sensitive to BP-dGTP than SV40 chromatin replication (25).

Unfortunately, the more complex DNA primase-DNA polymerase-a, like simpler forms of this
enzyme, fails to select the same DNA primase initiation sites used in vivo, and synthesizes RNA
primers about half the size of those synthesized in vivo (63). The properties of DNA

primase-DNA polymerase-8 remain to be examined in similar detail.
DNA polymerase-o can be isolated as a multi-protein complex containing DNA primase and
DNase activity, an ApsA binding protein, and primer recognition proteins C,C, (17,27-30).

DNA-dependent ATPase activity, RNase H, and topoisomerase II activities are associated with

a-polymerase at earlier steps in its purification (29-31). Ap,A has been implicated in the
initiation of mammalian nuclear DNA replication (32), but it does not stimulate initiation of DNA
replication in SV40 chromosomes in vitro (25). RNase H is an obvious candidate for excision of
the RNA portion of RNA primers, but it does not excise rN-p-dN covalent linkages (34).
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Topoisomerase II may be involved specifically in the termination of DNA replication (see
"Termination"). The DNA-dependent ATPase activity suggests the presence of a helicase
activity.

The most detailed studies so far have focused on DNA primase-DNA polymerase-a and its

cofactors C; and C, (12). The C,C, complex specifically stimulates (180 to 1800-fold)
a-polymerase to incorporate the first dNTP onto an RNA or DNA primer associated with a DNA
template of at least 50 nucleotides or more, but C,C, has no effect on a-polymerase activity with

shorter DNA templates. C;C, also has no effect on dNTP Km values, recognition of DNA

template signals that arrest a-polymerase, and o-polymerase processivity (9-11 bases). C,C,
specifically reduce the Km of the primer itself. Therefore, C,C, increases the ability of
a-polymerase to find a primer and insert the first nucleotide. The fact that extensive
single-stranded (ss) DNA primer-templates are better substrates for DNA polymerase-o{C,C,]

than DNase I activated DNA is for DNA polymerase-a alone, demonstrates that ssDNA
participates in the reaction, presumably by allowing the enzyme to slide along the template until it

finds a primer. In contrast, ssDNA inhibites a-polymerase, demonstrating that binding is
nonproductive, and that the enzyme must continually dissociate and rebind in order to locate a

primer. C;C, may also be involved in initiation of iRNA synthesis.

Purified DNA primase-DNA polymerase-a initiates DNA synthesis de novo by synthesizing
a short oligoribonucleotide on a bare sSDNA template that serves as a primer for DNA synthesis.
Table 1 compares the properties of this reaction with those of the endogenous "replicase”
associated with SV40 or PyV replicating chromosomes in vivo and in subcellular replication
systems. iRNA synthesis by either system is resistant to o~amanitin and aphidicolin, initiates
primarily with ATP and secondarily with GTP depending on the ratio of ATP/GTP in the reaction
mixture, changes to DNA synthesis at an unspecified sequence, is template-dependent, and
results in oligoribonucleotides of similar, but not identical, size.
One major difference between iRNA synthesis on purified DNA templates and natural

replicating DNA intermediates is that purified DNA primase-DNA polymerase-a initiates
synthesis at pyrimidine-rich sequences that occur about once every 25 bases, while the
endogenous replicase activity initiates synthesis at purine-T and purine-C sites that occur about
once every 7 nucleotides. Otherwise, there is no identifiable sequence preference. In fact, all 16
possible rN-p-dN covalent linkages are represented in vivo at frequencies that suggest a near
random distribution of initiation sites on the DNA template. Replicase and primase-polymerase
initiation sites were shown to be distinctly different by mapping them on the same templates
(28,46). None of the sites selected in the SV40 ori region during viral DNA replication in CV-1
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cells corresponded to any of the sites selected by CV-1 cell DNA primase-DNA polymerase-o. in
vitro. Changing the ratio of ATP/GTP in the reaction mixture favored initiation at sites that used
the ribonucleotide in highest concentration but the enzyme still selected sites from the same family
of template sequences (17,28). Similarly, a more complex form of the enzyme that included

C,C, inherently preferred to initiate with ATP, but still selected pyrimidine-rich sites distinctly

Table 1. Synthesis of RNA-primed DNA chains on natural replicating chromosomes (RC) compared
with synthesis by purifed DNA primase-DNA polymerase-a on ssDNA templates.

RNA Primer PyV(RC) SVA0(RC)2 DNA pol-a DNA pol-a
Characteristics DNA primase3 DNA primase
C1Co*

Primase Inhiblted by:

o—amanitin no no no no
aphidicolin no no no
5'-ppprN (%)
A 80 70 70 70
G 20 30 30 30
Cc 0 0 0 0
U 0 0 0 0
A/G Starts =
ATP/GTP Ratio yes yes
rN-p-dN ‘random’ ‘random’ ‘random’
Complementary
to DNA Template yes yes
DNA Template
Initiation Sies5
retrograde arm 90% 95% --—---—- no preference --------—-----
sequence
primary (80%) 3-PuT --=-——- 3-(Py)nCTTT(Py)n --------
secondary (20%) 3'-PuC --------- 3-(Py)nCCC(Py)n --------
sites/100 bases 7-20 3-8
Size (bases)®
range 5-12 2-12 19 15
peak 10 10 7 3
Length Heterogeneity
at Unique Site yes 1-5bases 1-3 bases

Data were taken from: 1 refs 35-39; 2 refs 15,25,40-49; 3refs 17,28, 50; 4 ref 50. “Bold
deoxyribonucleotide in template encodes first ribonucleotide of primer. 6intact primers containing
5-(p)ppN.

different form those used ir vivo (50). Selection of initiation sites in vitro depends on the
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template DNA sequence, ATP/GTP ratio, template secondary structure (51), and enzyme
complexity.

A second difference is that the complex form of a-polymerase made RNA primers that were
about 70% shorter than those in replicating viral DNA and about 50% shorter than those made by
DNA primase-DNA polymerase-a alone. Although the sizes of RNA primers produced by the
same enzyme varied considerably among different initiation sites, the more complex form of

DNA primase-DNA polymerase-o produced shorter primers than DNA primase-DNA

polymerase-a alone even at the same nucleotide initiation site. This difference between the two
enzymes appears to be due to the C;C, complex. Since C,C, allows o-polymerase to use

preformed primers as short as 2 nucleotides while a-polymerase alone requires primers of 8 to 10
nucleotides for maximal activity (27), C,C, may increase the rate at which RNA synthesis
switches to DNA synthesis.

Since DNA polymerase-o is the most abundant polymerase in the cell, it seems reasonable

that DNA primase-DNA polymerase-o. is the enyzme responsible for initiation of DNA synthesis
at replication forks, However, either the enzyme isolated so far is missing an important factor, or
purified ssDNA is not appropriate as a template for initiation studies unless associated with the
appropriate binding proteins. Alternatively, DNA primase at replication forks may be associated

with a different DNA polymerase such as DNA polymerase-3.

Ch ] Replication F Fi

The structure of chromatin at SV40 DNA replication forks (and apparently cellular and PyV
forks as well ) can be divided into at least four distinct domains based on both nuclease digestion
and electron microscopic analyses (reviewed in 1,8,12). Pre-replicative, mature chromatin in
front of replication forks is equivalent to mature unreplicated chromatin whose histone
composition and nucleosome structure is indistinguishable from the host cell, and nucleosomes
are separated by highly variable regions of internucleosomal DNA. Recent electron microscopic
analysis of DNA from psoralen crosslinked SV40 chromosomes observed an average of 2742
nucleosomes per genome (53), whereas previous EM observations of viral chromosomes
observed 2412 nucleosomes per genome (173). The actual sites of DNA synthesis is free of
nucleosomes and therefore referred to as pre-nucleosomal (PN) DNA. Thus, the enzymes
responsible for DNA synthesis utilize non-nucleosomal DNA templates, although their relative
resistance to single-strand specific endonucleases indicates the presence of bound proteins (151).
Based on nuclease digestion of nascent DNA, PN-DNA consists of an average of 125 bp of
newly replicated DNA on the forward arm and one Okazaki fragment plus an average of 125 bp
of the newly replicated daughter duplex DNA on the retrograde arm. Crosslinking DNA in SV40
replicating chromosomes with trimethyl-psoralen, either in vivo or in vitro, revealed that the
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distance from the branch point in replication forks to the first nucleosome is 225+145 nucleotides
on the forward arm and 285+120 nucleotides on the retrograde arm (53). Thus, newly replicated
DNA is organized into nucleosomes as rapidly as sufficient double-stranded DNA becomes
available, but the initial structure is immature chromatin because it is hypersensitive to
nonspecific endonucleases. Post-replicative, mature chromatin consists of newly assembled
nucleosomes that cannot be distinguished from mature chromatin. The structure, spacing and
phasing with respect to DNA sequence of nucleosomes on replicating viral chromosomes is
indistinguishable from mature viral chromosomes.

"Old" pre-fork histone octamers are distributed in an apparently random fashion to both
arms of the fork, new histone octamers are assembled on both arms, and chromatin maturation
occurs on both arms. Although the fate of "old" histones in SV40 was studied only in the
presence of cycloheximide to block synthesis of new histones, the results are in agreement with
studies on cellular chromatin, some of which were done in the absence of protein synthesis
inhibitors (reviewed in 52,53). Nucleosomes do not occupy the same DNA sites on all
chromosomes, but many different preferred sites that approximate a ‘random’ distribution of
nucleosomes with respect to DNA sequence (nucleosome phasing). Nucleosome phasing on
one arm of a single replication fork is not identical to phasing on the other arm, suggesting that,
at least in virus chromosomes, nucleosome phasing in front of replication forks is not maintained
during replication. Nucleosome assembly during in vitro DNA replication occurs preferentially
at active replication forks, suggesting that single-stranded regions at replication forks effectively
relieve torsional strain that forms during nucleosome assembly (54).

The nuclease hypersensitive region in the SV40 ori-enhancer segment, which appears in only
20% to 25% of viral chromosomes (reviewed in 53), is the only region where some nucleosome
phasing occurs. This phasing does not during replication because it is absent from newly
replicated chromatin (55,56), and chromatin-specific hypersensitive sites are assembled on
histone genes injected into Xenopus oocytes where DNA replication does not occur (57).
However, the extent of chromatin hypersensitivity in the SV40 ori-enhancer region was greater in
chromosomes that underwent replication than in those that did not (58). Therefore, the presence
of immature chromatin in newly replicated chromosomes may facilitate subsequent alteration of
chromatin structure by sequence-specific proteins.

"Initigtion Zone" r Replication For

The data available for SV40 and PyV DNA replication forks can be interpreted on the basis
of a simple model that has been described previously (1,8,12,41,45,46). As replication forks
advance, continuous DNA synthesis maintains the forward arm as double-stranded (ds) DNA
while a sSDNA region is exposed on the retrograde arm that acts as an "initiation zone" for the
synthesis of Okazaki fragments. Assuming that nucleosome disassembly in front of the fork is
the rate limiting step in fork movement, the size of this initiation zone should be 220+73
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nucleotides, the average distance from one nucleosomal core to the next. Both the size and
sequence of initiation zones vary extensively among individual replicating chromosomes because
nucleosomes are arranged in a near-random fashion with respect to DNA sequence.

Since DNA synthesis at replication forks, including synthesis and completion ("gap-filling")
of Okazaki fragments (33), can be inhibited by aphidicolin but not by ddTTP, DNA

polymerase-a (or conceivably DNA polymerase-8) is solely responsible for DNA synthesis at
SV40 replication forks. Therefore, by some stochastic process, DNA primase-DNA

polymerase-o[C,C,] selects one of many possible sites on the template within the initiation zone

to initiate synthesis of a short iRNA on whose 3'-OH end DNA polymerase-o rapidly initiates
DNA synthesis. Initiation events occur 80% of the time at 3'-dPuT and 20% of the time at
3'-dPuC in the template, with the first ribonucleotide complementary to either dT or dC.
Although these sites occur, on average, once every 7 nucleotides, initiation events occur only
once every 135 bases (the average size of mature Okazaki fragments (41)). Therefore, once
synthesis of an iRNA is initiated, elongation of the resulting nascent chain is rapid enough to
prevent additional initiation events downstream. Neither the template sequence encoding the
iRNA, nor the transition point in the template where RNA synthesis changes to DNA synthesis
reveals sequence preference. The transition from RNA to DNA synthesis generally occurs 9-11
bases downstream, but it can vary from 2-12 bases, depending on the template initiation site.
DNA synthesis continues until 10-15 nucleotides remain to be incorporated whereupon one or

more protein "gap-filling factors” are required to allow o-polymerase to complete DNA
synthesis. DNA ligase then seals the 3'-end of the Okazaki fragment to the 5'-end of the long,
nascent DNA strand. Okazaki fragments that have completed their synthesis range in size from
40 bases (those that initiated closest to the growing daughter strand) to 290 bases long (those that
initiated closest to the replication fork). Thus, the structure of a typical RNA-primed Okazaki
fragment is (p)ppA/G(pN);_gpN-p-dN(pN) 49 29¢-

Excision of iRNA occurs concurrently with DNA synthesis and ligation. RNA primers are
excised at the same rate at which Okazaki fragments are ligated to the 5'-ends of long nascent
DNA chains. Removal of the bulk of the primer does not require concomitant DNA synthesis
whereas removal of the RNA-p-DNA junction is facilitated by DNA synthesis. Excision of RNA
primers does not stop at the RNA-DNA junction, but removes a variable number of residues
from the 5'-end of the DNA chain as well (46). Thus, an RNase H activity could remove the
bulk of the primer, but the second step must involve an exonuclease that degrades both RNA and
DNA. The 5'-end of the degraded Okazaki fragment becomes the 5'-end of the long nascent
DNA strand, the fork advances to another nucleosome, a new Okazaki fragment initiation zone is
exposed and the process begins again.

The essence of this model is that the periodic structure of chromatin in front of replication
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forks, rather than unique DNA sequence signals, dictates the repeated initiation of Okazaki
fragments an average of once every 135 bases and limits their size to about 300 bases. The only
requirement for unique cis-acting sequences in DNA replication is ori.

Initiation of Replication - "Requirements"

Initiation of viral DNA replication requires the interaction of virally encoded large tumor
antigen (T-Ag) with the cis-acting sequence from the same virus that functions as the genetic
origin of replication (ori), and one or more factors from appropriate permissive cells. The result
is bidirectional replication from the origin of bidirectional replication (OBR). Based on the initial
observations of Li and Kelly (47), soluble systems have been developed that can initiate
replication in circular double-stranded DNA molecules containing either the SV40
(24,33,49,54,64,65,121,138) or PyV (59) ori. DNA replicates only if it contains a functional
ori in the presence of high concentrations of the corresponding T-Ag and permissive cell extract.
DNA replication is bidirectional from ori, and multiple rounds of replication occur. One of these
systems (33,49,138) initiates bidirectional replication at ori in SV40 chromosomes as well as
purified SV40 ori-containing plasmid DNA. Linear duplex DNA is at least at least 10X less
efficient than circular DNA as substrates in these systems, suggesting that activation of ori,
requires negative superhelical turns. This could explain why initiation occurs preferentially in
circular viral DNA molecules with the highest negative superhelical density (139). Interestingly,
mature SV40 chromosomes are not completely relaxed despite the presence of nucleosomes and
associated topoisomerase I and II activities (172), but contain about 2 additional negative
superhelical turns (126,140).

Origin of Replication (Fig. 3

Analysis of deletions and substitutions in and around the SV40 ori region reveal three
elements: a 64 bp sequence that is absolutely required for replication (ori-core, nucleotides 5209
to 29), and two 43-45 bp auxiliary sequences (aux-1, 5164 to 5208; aux-2, 30 to 72), one on
each side of gri-core that facilitate replication 2-5 fold (reviewed in 12). Single bp deletions have
now defined ori-core as the 64 bp from positions 5211 to 31 (63). Mapping the nucleotide
locations of 5'-ends of RNA-primed nascent DNA chains in SV40 replicating DNA has identified
the OBR (the transition from discontinuous to continuous DNA synthesis on each strand of ori)
at the junction between T-Ag site 1 and gri-core (5210 to 5211; arrows on replication origin in
Fig. 4 mark beginning of continuous DNA synthesis). Ori function is markedly affected by the
number of orj copies, their proximity to one another, their relative oricntationls, and the presence
of intervening sequences (62). When both aux elements are absent, replication is reduced about
20-fold (60). Aux-1 contains the strongest T-Ag binding site, and aux-2 contains the G/C-rich
repeats and part of the early gene promoter. Aux-1 cannot substitute for aux-2 (60). However,
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in the absence of the 21 bp repeats, the 72-bp repeats, which contain the enhancer elements, can
substitute for aux-2 with about 50% effectiveness (60,61,64,75); replication is reduced about
100-fold in the absence of both 72-bp repeats and aux-2 (75). Aux-2 function depends on its

distance and orientation with respect to ori-core, and no replication is detected if aux-2 is placed

on the early-gene side of ori-core (61). Therefore, activation of ori-core is greatly facilitated by
an adjacent transcriptional element on its late gene side. In vitro SV40 DNA replication also
requires ori-core, and is facilitated by aux-1 (about 5192 to 5216) but not by aux-2 (64,65).

The PyV ori consists of a 66 bp ori-core (nucleotides 44 to 5274 in strain A3; numbering

system is in the opposite direction from SV40), and two additional cis-acting sequences [ (5073

to 5126) and B (5147 to 5218)] that map within the borders of gene enhancer elements 2 (5073 to

5130) and 3 (5131 to 5229) (reviewed in 12,66-69). The minimal (‘core’) a and B sequences
(5108 to 5126 and 5172 to 5202, respectively) are 5-10X less active than the complete elements
(J. Hassell, unpublished data). As discussed later, at least one enhancer element is required to
activate PyV ori-core. The PyV ori-core is structurally homologous to the SV40 ori-core: each
contains a 17bp (SV40) or 15 bp A/T rich sequence in which 77% and 79%, respectively, of the
T residues reside in one strand, each contains a palindromic sequence (13 bp, 77% G/C rich, in
SV40; 15 bp, 73% G/C rich in PyV), and each contains a block of 16 (SV40) to 18 (PyV)
residues in which 88% to 100%, respectively, of the purines are in one strand (Fig. 5). The
locations of 'GAGGC' boxes (see "T-antigen") are similar in the two gri-core regions, but not
identical. The PyV OBR has been located in gri-core by mapping rN-p-dN covalent linkages in
PyV replicating DNA from PyV-infected 3T3 cells (15). The transition point between
discontinuous and continuous DNA synthesis on the template encoding late mRNA lies at the
junction between ori-core and a strong DNA binding site for T-Ag; virtually the same nucleotide
location as seen on the template encoding late mRNA in SV40 (Fig. 5). However, the transition
point on the early mRNA template of PyV lies 18-20 bp further into ori-core than it does in
SV40. The striking similarity between the SV40 and PyV OBR suggests that the OBR is
determined by the sequences defining ori-core rather than strong T-Ag DNA binding sites,
transcriptional elements, or mRNA initiation sites.

T-gntigen

Large T-Ag is a multifunctional regulatory protein synthesized by papovaviruses early after
infection of the host cell and found predominantly in the nucleus (reviewed in 12). There are 708
amino acids in SV40 T-Ag and 785 amino acids in PyV T-Ag, consistent with molecular weights
of 81.5 Kd and 89.0 Kd, respectively. However, purified SV40 T-Ag is 88-94 Kd and PyV
T-Ag is 94-100 Kd; the larger numbers apparently result from post-translational modifications
and proteolytic alterations. T-Ag is absolutely required for initiation of viral DNA replication.
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Figure 3. Comparison of SV40 and PyV gri-regions.

In addition to its role in cell transformation, T-Ag also induces replication of cellular DNA,
synthesis of cellular mRNA and ribosomal RNA, and regulates viral mRNA synthesis. Purified
T-Ag binds DNA (see below) and nucleotides (70), hydrolyzes ATP (71), interacts with a 53 Kd
cellular protein (72,73), exhibits DNA helicase activity (74), and binds DNA polymerase-o
(101). Temperature-sensitive mutations in the gene encoding T-Ag (tsA) affecting the initiation
of viral DNA replication also produce defects in most of these in vitro activities.

T-Ag is required to initiate viral DNA replication, but its precise function(s) is not clear. T-Ag
association with p53 does not appear to be required because monoclonal antibodies directed
against p53 do not prevent initiation of SV40 DNA replication (R. Possenti, unpublished data),
although they do prevent G, cells from entering S-phase and SV40 stimulation of cellular DNA
replication (76). T-Ag does not appear to be required at ongoing viral replication forks because
replicating intermediates in cells that were infected with tsA mutants (i.e. thermolabile T-Ag)
complete replication at the restrictive temperature although new rounds of viral DNA replication
are not initiated (77-80). Monoclonal antibodies directed against different SV40 T-Ag epitopes
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non-ori regions (R. Possenti, unpublished data), although one monoclonal anti-T-ag antibody
does inhibit DNA synthesis SV40 replicative intermediates (81). It was suggested that T-Ag
helicase activity may be required at replication forks (74). However, since the association of
T-Ag with replicating SV40 chromosomes is lost during the final stages of replication (82), it
seems unlikely that a functional T-Ag is required for replication once initiation has occurred.
T-Ag has both nonspecific and specific binding affinities for DNA, as reflected in its affinity for
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Figure 6. SV40 T-antigen DNA binding sites. SVA sites 1, 2 and 3 were determined with wild-type
T-Ag (86,87,89,100,134-136) and D2 sites 1, 2 and 3 were determined with an analog of T-Ag
containing about 10K of an Ad2 protein and about 90K of T-Ag (85,86,96,97). Guanines protected by
bound T-Ag against methylation are circled. Guanines whose methylation interferes with T-Ag binding
are indicated by arrowheads; large arrowheads indicate strong sites. The pentanucleotide sequence
5-(G>T){A>G)GGC-3' is boxed with an arrow to indicate 5'-3' polarity. The gri-core, origin of bidirectional
replication (OBR), TATA box, and 27 bp palindrome are also indicated.

dsDNA and ssDNA under various conditions of pH and ionic strength. Only about 10% of the
total T-Ag pool is able to bind viral gri-region DNA specifically, and only about 1% of the T-Ag
pool is associated with SV40 chromosomes in infected cells (83). Alterations of T-Ag that
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reduce its affinity for the ori-region eliminate its ability to replicate DNA (12). Low
concentrations of ATP and other nucleotides that bind to T-Ag inhibit binding of T-Ag to SV40
ori (84). Surprisingly, high ATP concentrations are optimal for initiation of RNA-primed DNA

synthesis by DNA primase-DNA polymerase-o, indicating a conflict of interests that could
control the rate of viral DNA replication. Both SV40 and PyV T-Ag binds to the consensus
pentanucleotide 5'-(G>T)(A>G)GGC-3' located within specific T-Ag DNA binding sites in and
around their respective ori regions (85-88). The degree of T-Ag affinity for these "GAGGC"
sequences depends on their number, proximity, relative orientation and spacing (89-91). PyV
DNA high affinity binding sites A, B and C all lie to the early gene sided of ori; a 10-fold higher
concentration of PyV T-Ag is required to detect viral DNA binding sites within ori-core
(88,92,93,134). The poor binding of purified PyV T-Ag to PyV ori-core, which may reflect the
absence of perfect GAGGC repeats (Fig. 5), represents a striking difference with SV40.
Purified SV40 T-Ag binds most strongly to the early gene side of ori-core (site 1), 5-7 times less
strongly to ori-core (site 2, ref. 94), and marginally to aux-2 and beyond (site 3; Figs. 3,6).
Mutations within sites 1 and 2 alter the affinity of T-Ag for DNA (89,95-97). These sites are
biologically significant because mutations within ori that reduce or prevent replication can be

suppressed by mutations in T-Ag (98), and mutations in site 1 that reduce the ability of T-Ag to
regulate its own synthesis are overcome by mutations in T-Ag (95). Since most of sites 1 and 3
can be deleted with only a marginal effect on replication, initiation of DNA replication must
involve binding of T-Ag to site 2 (ori-core), perhaps facilitated by the strong affinity of T-Ag to
site 1. Thus, one might expect ori-core to be the primary target for the SV40 initiation complex.
However, at least one factor required for initiation of SV40 DNA interacts with sequences
outside T-Ag binding sites 1 and 2, and outside ori-core (see below).

T-Ag has 8-10 phosphorylated sites at seryl and threony! residues localized in two clusters
on opposite ends of the polypeptide chain (99,100). Enzymatic dephosphorylation of purified
T-Ag markedly stimulates its ability to replicate SV40 DNA in vitro, and increases its affinity for
ori-core (Y. Gluzman, personal communication). This is consistent with previous observations
that the DNA-binding properties of the protein were highest when the peptide was relately new
and the phosphate content was low (102), particularly at N-terminal sites (103), and that
phosphorylation increased with time (104,105). T-Ag has also been reported to be glycosylated
(106), adenylated (107), ADP ribosylated (108), and acetylated (109). These modifications,
which appear to affect only a small fraction of the available protein and may differ from one
T-Ag molecule to the next, may serve to modulate T-Ag function and/or direct the protein to
various cellular locations.

Purified T-Ag exists in several oligomeric forms that differ in their enzymatic activities and
DNA binding properties (110-113). However, only the purified monomer is active in replicating
SV40 DNA in vitro (B. Weiner, unpublished data). This form of T-Ag is the most efficient at
binding to SV40 ori, is underphosphorylated, and is devoid of ATPase activity in either the
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presence or absence of SV40 DNA. Therefore, assuming that T-Ag ATPase activity is required
for initiation of viral DNA replication [e.g. helicase activity (74)], T-Ag monomer must form a
complex with ori in the presence of permissive cell factors that reconstitutes the ATPase activity
normally associated only with multimeric forms of T-Ag. In fact, the conformation of T-Ag
bound to replicating SV40 chromosomes differs significantly from unbound T-Ag (83), and a
stable pre-elongation complex between SV40 T-Ag, ori and cellular factors can be isolated and
subsequently elongated in the presence of added nucleotides (24). Whether or not this complex
contains T-Ag specific ATPase activity remains to be determined.

Permissiv Factor, ri-Cor
Even with sensitive methods of detection, SV40 (115) and polyoma (116,117)
ori-dependent, T-Ag dependent DNA replication has not been observed in nonpermissive
fibroblast cells. Both require soluble factors that are present only in permissive cells during
S-phase, and that appear to act in a positive manner, rather than by relieving inhibition by a
nonpermissive cell repressor. There are three basic mechanisms by which permissive cell factors
can control initiation of viral DNA replication: (i) regulate the concentration of T-Ag at the level
of transcription or translation, (ii) modify T-Ag post-translationally to an active or stable form,
and (iii) participate directly by forming a T-ag-initiation factof(s)-_o_xi complex (reviewed in 12).
Although little direct information is yet available, the third hypothesis seems the most likely.
Permissivity for papovavirus DNA replication lies in the stringent specificity of interactions
between T-Ag, ori-core and permissive cell factors. Bennett et al. (118) showed that a plasmid
carrying the SV40 ori-core sequence replicates only in monkey cells expressing SV40 T-Ag from
an integrated SV40 ori~ genome (COS cells), and not in mouse cells expressing SV40 T-Ag
(MOS cells) or in monkey cells expressing PyV T-Ag (COP cells). This host preference was not
affected by the presence or absence of SV40 or PyV enhancer sequences. Similarly, a plasmid
carrying the PyV ori replicated only in mouse cells expressing PyV T-Ag (MOP cells), regardless
of the presence of either the normal PyV enhancer region or the SV40 enhancer-promoter
sequence (72 bp repeats + 21 bp repeats). The SV40 enhancer-promoter region allows PyV
T-ag-dependent, ori-core dependent DNA replication in mouse differentiated (116,117,119,120)
and embryonic (D. Wirak, unpublished data) cells. Therefore, although enhancer elements are
required for activation of PyV ori-core in mouse cells, enhancer elements do not alter
species-specificity although they can alter cell-specificity (see below). Murakami et al. (59,121)
have reported that extracts of either permissive or nonpermissive mammalian cells will support
SV40 ori-dependent DNA replication when SV40 T-Ag and either HeLa or monkey DNA

primase-DNA polymerase-o are present, but not when DNA primase-DNA polymerase-a is taken
from nonpermissive cells. The same is true for PyV ori-dependent replication which requires

PyV T-Ag and DNA primase-DNA polymerase-a from mouse cells. These data, together with
the affinity of T-Ag for DNA polymerase-a (101), suggest that DNA primase-DNA
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polymerase-o, or a factor that binds to this enzyme, is the permissive cell factor with which T-Ag
interacts.

One problem in concluding that enhancer elements cannot change species-specificity is that
the level of T-Ag produced in MOS or COP cells may be insufficient to support SV40 and PyV
ori-dependent replication in a nonpermissive environment. deVilliers et al. (119) observed that
plasmids carrying a PyV genome replicated in monkey or human cells if the SV40 72 bp repeats
were substituted for the normal PyV enhancer region. However, this observation was not
confirmed using either cloned PyV genomes or reconstructed PyV virions (116,117).
Furthermore, substitution of the PyV enhancer for the SV40 enhancer allowed efficient SV40
T-Ag production in mouse cells, but did not result in SV40 DNA replication, suggesting that an
inadequate concentration of viral T-Ag was not responsible for failure of SV40 DNA replication
in nonpermissive cells (122). Using an analogous approach, Y. Gluzmann and coworkers
(unpublished data) constructed a mouse cell line that produces 5-times more SV40 T-Ag than
normally occurs during SV40-infection of monkey cells, but they could not detect replication of
SV40 DNA. It is possible that mouse cells cannot modify SV40 T-Ag to its "active" form, but
this seems unlikely because of the similarities between SV40 and PyV T-Ag (12), and the fact
that low levels of SV40 ori-dependent, T-Ag dependent DNA replication has been observed in
mouse preimplantation embryos (123). This question may be answered when SV40 T-Ag is
raised in nonpermissive cells (e.g. mouse or E. coli) and tested for its activity in cell free systems
that initiate SV40 DNA replication.

[V 7, E| rE
Cell-specific activation and suppression of PyV ori-core by cis-acting enhancer elements
provides a second line of evidence demonstrating a direct interaction between permissive cell

factors and ori (Table 2; Fig. 3). At least three different configurations of the PyV ori (o-B-core,

a-core, and p—core) as well as two alien configurations (a—-MuL V-core, and 72s-core) can initiate
PyV T-Ag dependent DNA replication in mouse fibroblasts, but not necessarily in other mouse

cells. In these constructions, a is enhancer regions 1+2, and B is enhancer region 3 (Fig. 3).
a—B-Core does not replicate in mouse lymphocytes, mast cells, or embryonal carcinoma (EC)
cells unless it is modified. Removing the B-element allows replication in T-lymphocytes and mast
cells but not in EC cells, revealing the ability of the B-element to suppress a-core replication in
some cell types. Replacing the B-element with the Moloney murine leukemia virus enhancer

extends the host range for DNA replication to lymphocytes and mast cells, whereas replacing
with the mouse immunoglobulin enhancer allows replication in lymphocytes, but suppresses the

ability of a-core to replicate in fibroblast or mast cells. Similarly, the SV40 enhancer can also

activate ori-core in fibroblasts, but only in the absence of the PyV a-element. Thus, cell-type
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specific activation of ori-core in fibroblasts, as well as in embryonic cells (see below), is a
function of associated enhancer element. However, some combinations of enhancer elements
can interfere with each other in some cell types, resulting in the absence of ori activity.

In some cases, the PyV enhancer elements can be genetically altered to allow DNA
replication in nonpermissive mouse cells. For example, mutations in PyV selected for growth on
normally nonpermissive EC cells, Friend erythroleukemic cells and neuroblastoma cells are

found in the « or B-elements, depending on the cell line used (5,124,125). All of these mutations
still replicate in mouse 3T3 fibroblasts, but not necessarily in all other nonpermissive mouse cell
lines. Therefore, assuming that one or more PyV permissive cell factors is an enhancer-binding
protein, mouse fibroblasts must express all of them (or all their determinants on a single protein)
while other mouse cells must contain only a subset. A protein has been identified in mouse cells

that binds specifically to the B-element and may distinguish between wild-type and EC-mutant
DNA (127,128; Fig. 3).

Table 2. The ability of various enhancer elements to activate PyV gri-core

_Moyse Cells Ephancer Elements
1+2+3 1+2 3 1+2+10G JgG 1+2+MulV  1+2+4F101 1424728 72s
fibroblasts? + + o+ - - + + N .
T-lymphocytes2 - + + +
B-lymphocytes2 - . + + + )
Mast cells? - + . . i
EC cells3 - - - ; +
1-cell embryos4 + + o+
2-cell embryos? + -+ + +

Symbols: +, replicates; -, little or no replication; 1, 2 and 3, PyV enhancer elements (Fig. 3); 1gG,
mouse immunoglobulin enhancer; MuLV, Moloney murine leukemia virus long terminal repeat; F101,
PyV 3-element mutation selected for PyV growth in EC cells (Fig. 3); 72s, SV40 72 bp repeat enhancer
elements (Fig. 3). Enhancer effects on DNA replication are cis-acting, and therefore are not do to a
requirement for activation of T-Ag synthesis. Results were the same with enhancers in either
orientation.

1Mouse 3T3 and MOP cell line data are from refs. 67,117,120, and129.
2L ymphocyte data are from ref. 117.
3Embryonal carcinoma PCC4-Aza and F9 cell line data are from refs. 117 and 125.

Mouse 1-cell and 2-cell preimplantation embryos were injected with DNA intranuclearly and then
allowed to continue development in vitro (14; D. Wirak, D. Cupo, E. Martinez-Salas, J. Hassell, and M.
DePamphilis, unpublished data).

In the examples cited above, the ability of a cis-acting DNA sequence to activate PyV ori-core
correlated with the ability of the same sequence to enhance gene expression in the same cell type,
strongly suggesting that it is the enhancer activity in these sequences that is required to activate
ori-core. This hypothesis is further strengthened by the fact that mouse 1-cell embryos can both
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replicate DNA plasmids containing only the PyV ori-core and T-Ag (D. Cupo and E.
Martinez-Salas, unpublished data), and fully activate the HSV tk promoter in the absence of an
enhancer element (D. Wirak, unpublished data). Ori-core has never been observed to replicate
alone in any other cell, and the HSV tk promoter requires an enhancer element for activity in
other mouse cells, including 2-cell embryos. Thus, when a cell requires an enhancer to activate
promoters, it requires the same activity to activate the PyV ori-core; those sequences that are
recognized by a particular cell as enhancer elements will activate ori-core, and those sequences
that are not recognized will not activate ori-core.

Permissiv Factor.

A further complexity in understanding regulation of DNA replication is the possibility that the
rules for replicating DNA in embryonic cells may be different that those in differentiated cells.
For example, embryonic cells may not require cis-acting sequences to initiate DNA replication.
All DNAs (including SV40 and PyV) injected into Xenopus eggs replicate under apparent control
of the cell division cycle, but with no apparent requirement for specific DNA sequences
(including T-Ag; ref. 130). In Drosophila, replication bubbles are at least SX more frequent in
embryos than in differentiated cells, suggesting that sequences can function as an ori in embryos
but not recognized as ori in differentiated cells (131). Other results suggest that embryonic cells
may not respond to control signals recognized by differentiated cells. PyV replicates in most
mouse differentiated cell types, but PyV neither replicates its DNA nor transcribes its genes in
mouse embryonal carcinoma (EC) cell lines which are thought to represent pluripotent cells from
5-6 day old mouse embryos (5,6,12). Thus, some experiments indicate that DNA replication in
early embryonic cells has no sequence requirements while other experiments indicate that they
have stringent requirements that differ from those in more developed cells.

In an effort to resolve this paradox, Wirak et al. (14) injected viral and plasmid DNA into the
nucleus of mouse oocytes, 1-cell and 2-cell embryos, and then allowed development to continue
in vitro. They demonstrated that wild-type PyV DNA replicates in mouse embryos, but not in
mouse oocytes, consistent with the biological properties of these cells. Furthermore, injection of
plasmid DNA carrying PyV sequences revealed that DNA replication required a functional PyV
ori and PyV T-Ag. Although SV40 DNA replication has not been detected in mouse fibroblasts,
it replicates about 3% as well as PyV DNA when injected into mouse embryos and requires a
functional SV40 ori and SV40 T-Ag (123). Therefore, mouse embryos, in contrast to amphibian
embryos, require unique cis-acting DNA sequences for replication; all DNAs tested so far that
lacked a functional viral origin failed to replicate in mouse embryos, with or without T-Ag
present (D. Cupo, unpublished data). Thus, it may be possible to identify cellular sequences that
will allow DNA replication in preimplantation mouse embryos. Ori sequences in mammalian
embryos may also be cell-type specific (14). Two configurations of the PyV ori, a-B-core and

B-core, function either in mouse differentiated cells or in mouse embryos, but another
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configuration, a-core, functions only in mouse differentiated cells. The o sequence alone is
inactive. Therefore, one configuration (a-core) of the PyV ori is active only in differentiated

mouse cells while two other configurations (o—B-core and B-core) are active in both embryonic
and differentiated cells.

Since the a and B-elements encompass gene enhancer sequences, the ability of these sequences
to enhance transcription under the same conditions was analyzed using a plasmid vector
containing the E. coli chloramphenicol acetyltransferase gene (CAT) coupled to the HSV
thymidine kinase promoter (137). PyV enhancer sequences 1, 2 and 3 (Fig. 3) were inserted
individually and in combination at a site 600 bp upstream of the promoter. The same results were
obtained regardless of which orientation was examined. Transfection of differentiated mouse
cells (3T3) revealed that maximum enhancer activity required elements 1, 2 and 3 (Table 3). No
significant difference in DNA replication was detected when 3-core, 1+2-core, and 14+2+3-core
plasmids were used to transfect MOP cells (3T3 cells expressing PyV T-Ag from an integrated

Table 3. PyV Sequences that Control Gene Expression and DNA Replication Respond Differently in
Mouse Embyros and Differentiated Cells

Sequences' Differentiated Cells 2-Cell Embryos
Enhancer DNA Enhancer DNA
Activity# Rep& Activity® Rep&

pTKcat or pML-1 1 - 1 -

1 1 1

2 1 2

3 3 + 15 +

1+2 13 + 1 -

1+3 40 1

243 60 8

1+2+3 80 + 1 +

'Sequences are in positive orientation relative to promoter (negative orientation gave similar results).
#Ratio of CAT activity from pTK+PyV sequence to CAT activity from pTK alone.
&Replication of pML-1 DNA containing PyV orj-core adjacent to the indicated PyV sequence.

ori” PyV genome), even though a 27-fold variation was observed in their ability to enhance CAT
expression. When the same plasmids were injected into one of the nuclei in 2-cell embryos,
element-3 was the only component with significant enhancer activity; element-1+2 was inactive.
Since element-3 was required for DNA replication in embryos and element-1+2 was inactive,
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these data supported the hypothesis that cell-specific activation of PyV ori-core depended on
cell-specific recognition of a gene enhancer.

One result is not consistent with the hypothesis that enhancer activity activated ori-core.
Element-1+2+3 fails to stimulate CAT expression in embryos, although the same plasmid
stimulates CAT expression 80-fold in 3T3 cells (Table 3). Since 1+3 is also inactive as an
enhancer while 2+3 is at least 50% as active as 3 alone, element-1+2 (primarily the element-1
component) appears to act as the target for a repressor protein present in embryos, but not in
differentiated mouse cells. Since either orientation of this sequence inactivates transcription at a
distance (at least 600 bp) from the promoter, it acts as an embryo-specific negative enhancer
element (i.e. a "silencer"). However, the repressor does not interfere with the ability of
element-1+2+3 to activate ori-core. Therefore, either the silencer does not interfere with
enhancer activity (e.g. the silencer acts directly on promoters), or element-3 enhancer activity is
different than its ori-core activation activity. Presumably, this embryonic repressor either does
not act on the PyV promoter used to produce T-Ag, or, more likely, that low levels of T-Ag are
sufficient for PyV replication.

Two other pieces of data also indicate that enhancer elements are not acting on ori-core in the

same way they act on promoters. First, the minimal a-element (Fig. 3) is 3X more effective in
activating ori-core than activating the PyV promoter (67). Second, activation of ori-core by the

B-element exhibits an optimal distance effect of not closer than 20 bp and not further away than
200 bp (W. Muller and J. Hassell, unpublished data). Thus, it is possible that enhancer elements
can activate origins of replication by some variation of their interaction with promoters.

The difference in requirements for DNA replication in mammalian and amphibian embryos
probably reflects the difference in the amount of maternally inherited proteins and mRNA.
Fertilization of Xenopus eggs results in a large increase in the rate of protein synthesis, with no
requirement RNA synthesis due to the availability of previously nontranslatable oocyte mRNAs.
This allows Xenopus to undergo its first 12 cleavage events in the absence of zygotic gene
expression (132), whereas fertilized mouse eggs can undergo only one or two cleavage events
(133). Therefore, amphibian eggs may contain such a high concentration replication factors that
the difference in Km between ori and non-ori DNA substrates is not observed with injected
plasmid DNA. Alternatively, the rapid initial rate of cell division in amphibian (35 min/cleavage)
and Drosophila (10 min/cleavage) embryos and may necessitate a different approach to regulation
of DNA replication than taken by mammalian embryos (20-24 hrs/cleavage).

The fact that mouse embryos are permissive for PyV DNA replication and marginally
permissive for SV40 DNA replication while EC cell lines are nonpermissive for both reveals that
the relationship between EC cell lines and mouse embryos needs further clarification.
Preliminary experiments suggest that replication and transcription of DNA from PyV EC host
range mutants in mouse embryos are significantly better than with wild-type PyV (D. Wirak,
unpublished data). Therefore, PyV permissive cell factors may be of two kinds, embryo-specific
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and differentiated cell-specific. Since the maximum level of enhancement by PyV elements 1, 2
and 3 was 5X greater in differentiated mouse cells than in mouse embryos (Table 3), mouse
embryos appear to express differentiated cell factors in low abundance and embryo-specific
factors in high abundance. EC and other embryonic cell lines may originate from pluripotent
cells derived at later stages in development (6), and may be missing differentiated cell factors
entirely. Direct comparisons of the requirements for DNA replication and gene expression in real
mouse embryos with various EC and embryo-derived cell lines should clarify the lineages of
stable cell lines and their usefulness in investigating early embryonic development.

Initiation of Replication - "Mechanism"

DNA Binding Site for an Initiation Factor(s) in SV40 I; Pr r
The DNA binding site for factors required to initiate SV40 DNA replication has been

identified by its ability to interfere with replication of pML-1 plasmids containing the SV40 ori
region (pSV40) when the competitor DNA, in the form of a double-stranded circular plasmid,
was added to the in vitro system (138). The competitor DNA presumably inhibits replication by
adsorbing one or more required factors. Thus, the DNA binding site for the factor(s) present in
lowest concentration were identified, since the availability of this factor would be the rate limiting
step in replication. The data summarized in figure 7 identifies nucleotide 108 on the late gene
side of ori to nucleotide 5236 on the early gene side as the binding site for one or more factors
required to replicate SV40 DNA. The region most stringently required was nucleotide 72 to
0/5243; some of the flanking sequences (open boxes) facilitated binding.

This DNA sequence is assumed to bind an initiation factor because it is unique to the SV40
ori sequence. It was not present in any plasmid DNA, the remainder of SV40 DNA, or in PyV
DNA. Interference did not result from simply binding T-Ag because plasmids with binding sites
1 and 2 alone (XS15, XS16), and plasmids that bound SV40 T-Ag nonfunctionally (pXhol,
PPyV) had little ability to interfere with DNA replication, and addition of T-Ag did not overcome
the competition. Thus, T-Ag appears to be in excess. Since plasmids containing the PyV ori
instead of the SV40 ori as well as plasmids that lacked either viral ori neither replicated nor
interfered with SV40 ori replication, this initiation factor binding site is specific for the SV40 ori.
Therefore, this initiation factor binding site is the target for either a unique subfraction of T-Ag,
or a permissive cell factor required to initiate SV40 (but not PyV) DNA replication. Such a factor
may form a specific complex with SV40 T-Ag. The initiation factor binding site includes only
part of ori-core and all of the aux-2 sequence, suggesting that the function of aux-2 is to facilitate

binding of the initiation complex to ori-core. Interestingly, aux-2 facilitates replication in vivo

but not in some in vitro systems (64,65)
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Initiation sites for RNA-primed DNA synthesis been identified on one strand of the SV40
(45,46) and PyV (15) ori-sequences. These sites are indistinguishable from those found outside
ori in terms of their frequency, sequence composition, confinement to retrograde sides of forks,
and average lengths of RNA primers, suggesting that the first DNA chain at ori is, in essence,
synthesis of the first Okazaki fragment (46). Therefore, the initiation sites in ori appear to be

utilized by DNA primase in conjunction with DNA polymerase-c, although the failure of

antibodies raised against o~polymerase cross-react with 8-polymerase means that DNA
polymerase-8 may be the replicative enzyme (see "DNA Primase-DNA Polymerases-o and -§").
Murakami et al. (121) removed DNA primase-DNA polymerase-o. from HeLa cell lysates by

treating the extracts with a monoclonal antibody directed against human DNA polymerase-a, and
then discovered that SV40 ori-dependent DNA replication was not observed unless HeLa or

CV-1 DNA primase-DNA polymerase-a was added back to the reaction. Addition of other DNA
polymerases, including the same enzyme from nonpermissive cells, failed to restore activity.

These results demonstrate that DNA primase-DNA polymerase-a is required to replicate the DNA
plasmids added to this system, and the specificity for a permissive cell enzyme strongly suggests
that DNA primase-DNA polymerase-o is required to initiate DNA synthesis at ori as well as to
synthesize DNA at replication forks.

Aphidicolin, a specific inhibitor of DNA polymerases o and §, provided a novel method for
distinguishing between initiation of replication at ori and continuation of DNA replication beyond
ori (49). In the presence of sufficient aphidicolin to inhibit total DNA synthesis by 50%,
initiation of DNA replication in SV40 chromosomes (or plasmid DNA containing SV40 ori)
continued in vitro while DNA synthesis in the bulk of SV40 replicative intermediate (RI) DNA
that had initiated replication in vivo was rapidly inhibited. This resulted in accumulation of early
RI in which most nascent DNA was localized within a 600 to 700 bp region centered at ori.
Accumulation of early RI was observed only under conditions that permitted initiation of SV40
ori-dependent, T-ag-dependent DNA replication, and only when aphidicolin was added to the in
vitro system. Increasing aphidicolin concentration revealed that DNA synthesis in the ori region
was not completely resistant to aphidicolin but simply less sensitive than DNA synthesis at forks
further removed. Since DNA synthesized in the presence of aphidicolin was concentrated in the
300 bp on the early gene side of ori, the initial direction of DNA synthesis is the same as that of
early mRNA synthesis (Fig.8). These data are consistent with the observation that aphidicolin
does not prevent reinitiation of SV40 DNA replication when tsA mutant-infected CV-1 cells are
shifted from the restrictive to the permissive temperature, resulting in RI with newly synthesized
DNA localized in the ori region (141). Therefore, in vitro or in vivo, DNA synthesis in the SV4(
ori region is less sensitive to aphidicolin than DNA synthesis throughout the remainder of the
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genome.
The effects of aphidicolin on SV40 DNA replication are similar to its effects on DNA

primase-DNA polymerase-a, suggesting that this enzyme initiates DNA synthesis at ori.
Insensitivity to aphidicolin appears to be a general property of eukaryotic DNA primases
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Figure 7. Identification of a DNA binding site for a factor(s) specifically required for initiation of SV40
DNA replication (138). pML-1 (pBR322 minus the poison sequence) is the parent plasmid. pSV40
represents several different plasmids containing the complete SV40 ori. Deletions in pSV40 plasmids
are indicated with the nucleotide locations of their end points. All deletions of gri-core completely
inactivate the plasmids ability to replicate. pXho1 contains tandem Xho1 linkers that generate a strong
binding site for T-Ag. pPyV represents several different plasmids containing the PyV ori. Locations are
indicated for one 72 bp repeat (enhancer), six G3.4CGoPus repeats overlapping three 21 bp repeats
{promoter), TATA box, and early mRNA initiation sites. The origin of bidirectional replication is indicated

by arrows on each side of gri pointing in the direction of synthesis.
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(142-144). Aphidicolin reduces the frequency of initiation by purified CV-1 DNA primase-DNA
polymerase-o on a single-stranded DNA template by 30%, but once initiation occurs,

incorporation of the first 30 residues is completely resistant to aphidicolin (49). At this point, the
probability of extending nascent DNA chains decreases rapidly. Since the 20-25 residues

incorporated by CV-1 DNA primase-DNA polymerase-a per initiation event (17) corresponds
closely to the number of nucleotides whose synthesis is completely resistant to aphidicolin, DNA
primase alone may synthesize a pppN(N)5 7 (dN),_3, moeity before DNA polymerase-a takes

oVver.

Figure 8. Direction of DNA synthesis in the SV40 ori region. DNA replication in SV40 wt800
chromosomes was initiated in vitro in the presence of radiolabeled [a-32P]dNTPs and aphidicolin to
allow accumulation of newly replicated SV40 RI DNA (49). These molecules were purified and then
digested with various restriction endonucleases to determine the genomic distribution of nascent DNA.
The data were averaged together over 50 bp segments.
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All of the available data are consistent with the model proposed by Hay and DePamphilis
(45) for initiation of SV40 DNA replication (Fig. 9A). A preinitiation complex binds to the
initiation factor binding site, opens the ori region to create a replication bubble, and thus allows

DNA primase-DNA polymerase-a to select, by some stochastic process, one of several possible
template initiation sites within this first initiation zone. Since the initiation sites identified within
ori are all located on the strand encoding early mRNA (Fig. 9B), the first DNA chain synthesized
should extend from ori towards the early genes. In fact, we found that the first fully synthesized
DNA sequences included ori and the region about 300 bases on its early gene side (Fig. 8).
Since bidirectional DNA replication originates at the junction of T-Ag binding site 1 and ori-core
(Figs. 4,5), initiation of the first DNA chain must occur somewhere upstream of this point. It is
interesting to note that each of the GC-rich repeats promotes initiation of an RNA-primed DNA
chain (Fig. 9B). It is this nascent RNA-primed DNA chain that becomes the continuously
synthesized forward arm of replication forks advancing in the same direction as early mRNA
synthesis. DNA synthesis proceeds an average of 250 + 150 bp (Fig. 8, diagram 1 ) before a
second initiation zone is created on the retrograde arm of the fork to allow DNA synthesis to
begin in the direction of late mRNA synthesis (Fig. 8, diagram 2). This is consistent with the
hypothesis that the average center-to-center distance between nucleosomal cores in front of
replication forks (220 + 72 bp) determines the average size of the initiation zone which, in turn,
determines the sizes of Okazaki fragments (1,8,12,41).

Because the initiation factor binding site includes the early gene promoter, TATA box and
start sites for early mRNA synthesis (Fig. 3), it is tempting to suggest that initiation may be
activated by transcription through ori. However, DNA replication in chromosomes or plasmid
DNA was completely resistant to a-amanitin, a specific inhibitor of RNA polymerases II and III.
Since SV40 genes are normally transcribed by RNA polymerase II, activation of ori by RNA
synthesis is unlikely. Never the less, binding of transcriptional initiation factors that specifically
recognize the GC-rich repeats (e.g. Spl), may activate ori by facilitating binding of DNA
replication initiation factors to ori-core. For example, the initiation factor binding site overlaps
T-Ag binding site 2 (Fig. 9B), suggesting that the permissive cell factor that binds to the initiation
factor site may facilitate binding of T-Ag to site 2 which in turn uses its helicase activity to
separate the two ori strands, but only if negative superhelical strain is present to promote DNA
melting. If DNA primase-DNA polymerase-o is associated with the T-ag-initiation complex, this
could position the enzyme to initiate RNA primed-DNA synthesis somewhere upstream on the
E-mRNA template.

r Initiati V R
The characteristics of RNA-primed DNA synthesis initiation sites (15), the location of the
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Figure 9A. Model for initiation of SV40 DNA replication - Sequence of events.

Figure 9B. Model for initiation of SV40 DNA replication - Close-up of ori region.
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OBR with respect to ori-core (15), and the initial direction of DNA replication in the early gene
direction (146) are all essentially the same as in SV40. Therefore, assuming that the mechanism
for initiation of PyV DNA replication is analogous to that for SV40, enhancer elements play the
same role in PyV that the early gene promoter (and to a lesser extent the SV40 enhancer) does in
SV40. Specifically, these transcriptional elements may facilitate binding of T-Ag to ori-core,
either directly through interaction with the T-ag-initiation complex, or indirectly by making the ori
sequence more accessible to in initiation factors. Note that the three major DNA binding sites for
PyV T-Ag (A, B and C) lie to the early gene side of ori-core (Fig. 3), revealing that binding of
PyV T-Ag to PyV ori-core is significantly weaker than binding of SV40 T-Ag to its ori-core.
This could account for the strong requirement for transcriptional elements as part of the PyV ori
compared with their relatively weak requirement as part of the SV40 ori. Furthermore, since
both early and late gene promoters and mRNA start sites lie outside PyV ori, each directing
mRNA synthesis away from ori-core, it is unlikely that PyV ori-core is activated by RNA

synthesis. Thus, it is possible that the protein binding specifically to the -element (127,128;
Fig. 3) facilitates binding of the T-Ag-initiation complex to gri-core. In differentiated mouse
cells, ori-core is activated by proteins that bind to either or both a- and B-elements, whereas, in

embryonic mouse cells, only the B-element is recognized. However, the protein recognizing f in
embryonic cells may not be identical to the one used in differentiated cells. B-Enhancer activity in
embryos was 5-fold less than o—B-enhancer activity in 3T3 (Table 3), and PyV host-range
mutants that replicate on EC cell lines have altered B-elements (5,6). The role enhancer elements
play in activating ori-core can be distinguished from their role in activating promoters by the fact

that the putative embryo-specific silencer sequence inactivates transcription by not DNA
replication.

Termination of DNA Replication

Replicating Intermediates

Of the 11 forms of viral DNA identified in a lytic infection (8), only 5 appear as major
intermediates or products of replication during the peak period of viral DNA synthesis (Fig. 10A),
Other forms of viral DNA such as circles with a tail ("rolling-circle intermediates"), linear
monomers, and large circular and linear concatemers containing 2 to 10 tandemly arranged,
head-to-tail molecules accumulate only under suboptimal conditions for replication or late in the
infection cycle (8,12). The bulk of nascent DNA is synthesized semiconservatively and rapidly
appears in circular replicating intermediates (RI) consisting of covalently-closed parental DNA
strands and two replication forks traveling in opposite directions (8,12). Although replication
forks in the total RI population terminate replication at a position about 180° from ori
(155,156,160-162), the two forks in a single RI molecule do not migrate synchronously
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(145,146). However, only 1/3 of the RI molecules contain two forks the same distance from ori;
the average pair of replication forks are out of synchrony by 12% of the distance traveled. This
degree of asymmetry is similar at all stages of replication, suggesting that forks move at different
rates instead of, or in addition to, leaving ori at different times. Therefore, forks close to ori
appear to initiate concurrently and move out at similar rates (147), but as a result of nonuniform
rates of travel, when the average replication fork traverses 50% of the genome, its sibling has
traversed only 44% of the genome, leaving the two forks separated by an average of 315 bp
(145). The extent of asymmetry in PyV fork movement appears to be twice as great as in SV40
(about 400 bp in PyV(RI) compared with 190 bp in SV40(RI) (146), but the degree of fork
asymmetry was still the same in early RI as in late RI (148). Therefore, the two replication forks
in a single RI frequently do not arrive in the termination region at the same time.

Elongation of nascent DNA chains in SV40(RI) proceeds bidirectionally until replication is
85-95% completed. At this point, late replicating DNA intermediates (RI*, Fig. 10A) accumulate
to a level 2-3 times greater than observed for an equivalent sample of RI at earlier stages in
replication, indicating that separation of sibling molecules is a slow step in replication
(48,82,148-150,152). Earlier reports that SV40(RI*) accumulate up to §-fold over RI appear to
have overestimated the extent of accumulation because of technical complications (8,12). In
addition, if parental DNA is topologically relaxed (e.g. a single "nick") or one of the replication
forks broken, the distribution of RI during various fractionation procedures can be dramatically
altered. In fact, a previous report that some RI accumulated at about 80% completion (149) most
likely resulted from RI in which ssDNA at one replication fork was broken (48,154). Finally,
the fraction of RI* depends on the physiological state of the infected cells, the multiplicity of
infection, and the DNA sequence in the termination region (137,156). Electrophoretic
fractionation of PyV(RI) reveals a distribution of molecules remarkably similar to that seen with
SV40(RI) (148,157-159), although the authors did not interpret the data as an accumulation of
PyV(RI*).

Replication forks in SV40(RI*) have been arrested at specific sites in the termination region
(145). The two major arrest sites are separated by about 470 bp of unreplicated DNA centered at
nucleotide 2743. This is about 52% of the genome from the Bgl 1 site in ori-core and
encompasses the normal termination region for SV40 DNA replication (155,156,160-162).
Therefore, most replication forks pause when replication is about 91% complete, consistent with
the accumulation of RI*. Replication forks have also been shown to accumulate at specific sites
flanking the termination region of PyV DNA (163). These and other studies (164,165) also
reveal that replication forks pause at many sites throughout the SV40 and PyV genomes,
although accumulation of forks is most evident in the termination region. The locations of about
80% of the most prominent in vivo SV40 replication arrest sites correspond to sites that also

arrest DNA polymerase-a on the same DNA template in vitro (165). However, this correlation is
more likely a consequence of the termination process rather than a cause of it (see below).
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Figure 10A. Major DNA intermediates and products of SV40 and PyV replication.

Figure 10B. Two alternative pathways for termination of DNA replication.
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Termination Regi

Separation of sibling molecules does not require a unique termination site on the genome
because the normal termination site can be moved to other locations relative to ori or removed
altogether without preventing replication; termination continues to occur approximately 180°
from ori (reviewed in 156). Therefore, separation of sibling molecules appears to occur at
whatever sequence the two oncoming replication forks happen to meet. Because all replication
forks do not arrive simultaneously at the point 180° from ori, the actual sites where termination
occurs represent a distribution about the mean that reflects variation from one RI molecule to the
next. This would explain why replication fork arrest sites are distributed about the mean
termination site by £450 bp (145), and the gap in the nascent DNA strand of SV40(II*) DNA
was distributed over a 730 bp region (166). These data define a "termination region" in which
separation of sibling DNA molecules occurs that is sequence independent. However, although a
unique sequence is not required for separation of sibling molecules, the sequence in the
termination region does strongly affect the pathway used for separation of sibling molecules.

In addition to RI and RI*, Form II* and catenated dimers have also been demonstrated to act
as transient intermediates during viral DNA replication in virus-infected cells and subcellular
DNA replication systems. SV40(II*) DNA consists of circular monomers with a short gap (=50
nucleotides) in their nascent DNA strand in the termination region (8,12). Its structure, rapid
synthesis, and disappearance of concomitant with the appearance of Form I DNA are properties
consistent with a transient intermediate in viral DNA replication. Furthermore, SV40(II*)
accumulates when formation of SV40(I) DNA is prevented by omitting a cellular protein required
for completion of Okazaki fragments (48,162). Thus, separation can occur prior to the
completion of the nascent DNA strand the termination region. Catenated dimers can also be
rapidly labeled during the period of maximum DNA synthesis and disappear at a rate consistent
with a transient intermediate in replication (152). Furthermore, most catenated dimers formed
during a lytic SV40 infection result from DNA replication rather than recombination (8,12).

Sundin and Varshavsky (167) observed that when SV40-infected monkey cells are subjected
to a hypertonic shock, all of the newly replicated DNA accumulated as catenated dimers,
suggesting that formation of catenated dimers was an obligatory intermediate in the termination
process. However, further examination of this phenomenon revealed two additional
observations that significantly modify this interpretation (137,156). Hypertonic shock results in
the reversible accumulation of both RI* and catenated dimers, suggesting that this treatment
inhibits DNA unwinding specifically in the termination region and thus promotes the formation of
catenated dimers as well as prevents their resolution. This inhibition appeared to be specific for
the termination region of SV40 rather than a general inhibition of all replication forks because RI
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continues replication while RI* accumulates. This point was proven by demonstrating that the
hypertonic shock phenomenon depended on the DNA sequence at the termination region
(156,168). The termination site was changed by cloning SV40 sequences into pML-1 or by
deleting or adding sequences to SV40 DNA. These molecules, which did not produce T-Ag,
replicated almost as efficiently as wild-type DNA when transfected into COS-1 or CMT-3 cells.
However, while SV40 DNA still formed catenated dimers after hypertonic shock, molecules that
terminated at other DNA sequences did not. Neither DNA size nor DNA sequences outside the
termination region made any difference in the experiment. Therefore, some DNA sequences
promote formation of catenated dimers in the termination region, and other sequences do not.
The alternative possibility that some sequences promote resolution of catenated dimers would
require that catenated intertwines are localized at the termination region, but this does not appear
to be the case (55). These data demonstrate that catenated dimers are not an obligatory
intermediate in termination, because conditions that prevent resolution of catenated dimers formed
at the SV40 termination region do not trap catenated dimers when termination occurs at other
DNA sequences.

These data are most easily explained on the basis of two alternative pathways for termination
of replication. In isotonic medium where the rate of SV40 DNA replication is optimal, DNA
replication and DNA unwinding continue concurrently until the two sibling molecules separate
and become Form II* molecules (Fig. 10B). Alternatively, the final steps in DNA replication can
continue in the absence of DNA unwinding, resulting in the production of catenated dimers with
one intertwine of the two duplex molecules for each turn of the parental DNA helix that was not
removed. Since SV40 catenated dimers have been shown to contain as many as 20 to 25
intertwines (167), this pathway can begin when 200 to 250 bp of unreplicated DNA remain at the
termination region.

Topoisomerase 11
Hypertonic medium has two effects on termination of replication. First, it inhibits

unwinding of DNA (resulting in accumulation of RI*) and thus promotes formation of catenated
intertwines. Second, it inhibits decatenation, resulting in accumulation of newly formed
catenated dimers. Therefore, a likely target of hypertonic shock is topoisomerase II, the only
enzyme known to be able to both relieve topological strain in superhelical DNA, and to unknot
intertwined duplex DNA (168). A requirement for topoisomerase II in the termination process is
strongly demonstrated by the fact that yeast topoisomerase II mutants (but not topoisomerase I
mutants) accumulate catenated plasmid DNA (169) and interlocked nuclei (170) at the restrictive
temperature. Furthermore, removal of topoisomerase II from cellular extracts capable of
supporting SV40 DNA replication causes newly replicated DNA to accumulate as catenated
dimers (114). Topoisomerase II is associated with PyV replicating chromosomes (172). If
topoisomerase II acts behind replication forks to remove torsional strain by passing the
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two daughter molecules through one another (the enzyme's decatenation activity), then
unwinding of the parental unreplicated duplex can continue to completion without forming any
catenated intertwines (171), whereas if topoisomerase II acts only in front of
replication forks, then formation of catenated intertwines is an obligatory step in termination.
Topoisomerase II interacts efficiently with most, but not all, DNA sequences (153).
Therefore, the SV40 termination region appears to represent a poor substrate for this enzyme so
that inhibition by hypertonic medium accentuates the problem and thus promotes formation of
catenated dimers. When a yeast centromere (cen-3) was placed 180° from SV40 ori, it promoted
formation of catenated dimers even more effectively than SV40 when subjected to hypertonic
shock, but cen-3 did not produce catenated dimers when placed 80° from gri (S. Fields-Berry

and M. DePamphilis, manuscript in preparation). This sequence contains 86 bp that are 95%
A/T. The SV40 termination region contains 213 bp that are 71% A/T , interrupted by a 25 bp
G/C-rich sequence. Since cen-3 catenated dimers contained 7-8 intertwines, and SV40 catenated
dimers contained 20-24 intertwines, it appears that A/T-rich sequences are difficult to unwinding,
possibly because it is a poor substrate for topoisomerase II.

Terminati DNA hesi,

In summary, there is no compelling evidence that formation of catenated dimers is an
obligatory intermediate in termination of replication. In fact, under normal physiological
conditions and at most termination regions it would appear that the major product of separation is
Form II*. The gap is then filled in and the molecule sealed to produce Form I DNA. This final
gap filling step, like the completion of Okazaki fragments (41), requires gap-filling proteins
recovered in the cytosol fraction (48,162). The superhelical turns in Form I DNA result
primarily from organization of DNA into nucleosomes, and since nascent DNA on both arms of
replication forks is assembled rapidly into nucleosomes (8,12), superhelical turns can be
expressed as soon as Form II* DNA is sealed.
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POLYOMAVIRUS SEQUENCES AFFECTING THE INITIATION OF TRANSCRIPTION AND
DNA REPLICATION
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R. H. ADAMS
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Austin, Texas 78712

ABSTRACT

The location of the polyomavirus early mRNA 5' termini is
determined primarily by the ATA homology, cap sites and nearby
upstream sequences. Regulation of mRNA levels occurs by large T-
antigen acting at sites distal to the point of transcription initi-
ation. As yet, there is little evidence for proximal upstream
activator sequences affecting early transcription.

The polyomavirus origin contains at least four domains, a T-A
rich region which borders the enhancer, a G'C rich palindrome with
multiple large T-antigen binding motifs, the sites at which
bidirectional replication is initiated, and a region to which large
T-antigen and cellular proteins may bind. The relationship of each
of these to the other, and to the process by which DNA replication
is initiated remains unclear.

The polyomavirus enhancer contains at least three elements
which act in a positive or negative manner upon transcription and
DNA replication in various cell types. The limits of these elements
as well as some of the proteins binding to them are being defined.

INTRODUCTION

Polyomavirus regulates its transcription and DNA replication in
a precise, coordinated manner. Soon after infection of permissive
cells, transcription of the viral early genes leads to the synthesis
of large, middle and small T-antigens. Large T-antigen, a
multifunctional protein, acts upon the viral DNA in concert with
cellular proteins to initiate DNA replication. The role of the
other two viral early proteins during vegetative growth of the virus
is unclear.

As viral genomes and early proteins accumulate within the cell,
expression of the viral DNA shifts to favor the late genes. By the
end of the infectious cycle, approximately 50-fold more late
transcripts are made than early transcripts (1); this balance is
dependent upon large T-antigen acting as a repressor of early
transcription (1-3), and as an activator of the early and late

Aloni, Y (ed), Molecular Aspects of Papovaviruses. © 1987 Martinus Nijhoff Publishers,
Boston. ISBN 0-89838-971-2. All rights reserved.
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promoters (R. Adams and W. R. Folk, unpublished). Synthesis of the
late proteins leads to encapsidation of the viral DNA and
ultimately, to cell death and release of progeny viruses.

The life cycles of polyomavirus and SV-40 are very similar, as
are the proteins they encode (4-6). Remarkably, however, their
regulatory sequences differ appreciably. It is too early to tell
how these differences are reflected in function, but the analysis of
each virus is providing new information about the role of individual
sequence elements in regulating transcription and DNA replication.

The carefully orchestrated steps of the viral life cycle occur
within a complex cell milieu which provides most of the proteins
required for trancription and DNA replication, as well as the
nucleotide precursors. In large part, polyomavirus and SV-40
provide DNA templates and one or two regulatory proteins. These are
sufficient to abrogate the normal cellular processes and to induce
the cell to synthesize a large amount of viral DNA and the proteins
which encapsidate it. Studying how these viruses subvert the cell
is providing numerous insights into how the animal cell regulates
its own biosynthetic processes, apart from those of the virus.

EXPERIMENTAL RESULTS AND DISCUSSION

The Polyomavirus Early Promoter

After infection of permissive cells, at early times or at late
times in the absence of a functional large T-antigen, two principal
mRNAs are transcribed from the polyomavirus early region with 5'
termini 25-35 nucleotides (nt) downstream from the ATA homology, at
nt 134-140 (Strain A-3 numbering system of Friedmann et al. ; 4).

10 20 30 40 50

LATE &= TTTTTTTTAG TAT&AAGCAG AGGCCGGGGG CCCCTGGCCT CCGCTTdCTC

60 AIIGTAGAGGC 90 100

TGGAGAAAAA GAAGAGAGGC TTCCAGAGGC AACTTGTCAA AACAGGACTG

——— —_—
110 120 130 — 150
GCGCCTTGGA___ GGCGCTGTGG_GGCCACCCAA ATTGATATAA TTAAGCCCCA
—_— _—
160 mRNA 180 190

ACCGCCTCTT CCCGCCTCAT TTCAGCCTCA CCACCATCATG =3 EARLY
— — - — S—

Fig. 1. Nucleotide Sequence of the Polyomavirus Origin and Early
Promoter Region. Strain A-2 contains an 11 bp insertion at nt 70
(6). Large T-antigen binding sites are underlined. Origin
palindrome is bracketed. Location of 5' termini of early mRNAs
and initiation codon used for translation of early proteins are
indicated. ATA and CAAT homologies are overlined.
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The polyomavirus early promoter ATA homology and cap sites are
physically separate from the origin of DNA replication, unlike those
of SV-40 (7,8). We were able to isolate viable viruses lacking
these transcriptional elements. Initial characterization of several
such mutants indicated that their early transcription was not
greatly impaired(9)lDeletion of nt 85-187 (including the ATA homology
and the cap site; Fig. 1) resulted in the formation of heterogeneous
5' termini extending throughout the early promoter-origin region,
from nt 5260 to within the coding sequences at nt 188 (7). The
amount of early mRNA initiated was not markedly affected by loss of
these sequences. In other laboratories, indirect measurements of
transcription which relied upon viral transformation or synthesis of
large T-antigen gave similar results (10-12).

Using cell-free extracts from human cells, analysis of the
transcription of DNAs with deletions throughout the early promoter
region indicated that deletion of the ATA homology reduced the
number of mRNAs initiated in vitro, but only slightly increased the
heterogeneity of mRNA 5' termini. Only when the downstream cap
region was also deleted were mRNAs with new §5' termini prominent
(13). This contrasted with the expression of several viable
deletion mutants in mouse fibroblasts where it appeared that the
integrity of the ATA homology and nearby upstream sequences
determined the homogeneity of 5' termini (14). The reason for this
difference might lie in the sequence specificity of murine and human
transcription factors interacting with the ATA homology region
(15,16).

There is little evidence suggesting that other proximal
sequences upstream of the ATA homology are required for function of
the polyomavirus early promoter. A CAACT sequence occurs at nt 80-
85, approximately 80-90 bp upstream of the major wild-type mRNA 5'
termini (Fig. 1), and the polyomavirus strain A-2 contains a second
similar motif, a CAAT sequence, on the opposite strand within the 11
bp insertion in this region. One or both of these elements might
serve as binding sites for transcriptional activators. These
sequences impinge upon the origin of DNA replication (9,12,17,18)
hence it has not been possible to fully evaluate their importance
with viable deletion mutants. Indirect measurements of expression
(transformation or T-antigen expression in Hela cells) failed to
detect a significant effect of deleting these sequences in DNA
constructs (10-12). However, insertion of 134 bp of foreign DNA
between these sequences and the ATA homology induced marked hetero-
geneity of in vivo early mRNA §' termini in a viable insertion
mutant (19) implying that an upstream activator may exist. We are



44

currently determining whether transcription factors which recognize
homologs to the CAACT sequence (20,21) will footprint this region.

To further explore whether proximal upstream activator
sequences are required for polyomavirus transcription, we are using
a general strategy that should detect a variety of sequences capable
of activating RNA polymerase II promoters. It is based conceptually
upon the "enhancer trap" experiments of Weber et. al. (22) except
that the sequences trapped should be promoter-proximal activators.
An SV-40 construct lacking the 21 bp repeats (and in some cases, one
of the 72 bp repeats) was generated by joining fragments from two
SV-40 deletion mutants S$S312 and X113 (23). Without a proximal
activator such as the 21 bp repeats, SV-40 transcription is greatly
reduced (23-25), resulting in the virus forming very small plaques
at delayed times. Although the 21 bp repeats also affect DNA
enhancer element is present (27,28).

Transient expression assays have implicated several groups of
sequences on the late side of the origin of replication as being
possible promoter elements (11,29). However, their significance in
vivo is at present unclear. Up to the present, we have failed to
detect any polyomavirus proximal activators between nt 5150-nt 80
using the promoter activator trap procedure (J. Lednicky and W. R.
Folk, unpublished). We are currently screening other parts of the
polyomavirus regulatory region for proximal activator sequences.

Large T-antigen plays a major role in modulating the expression
of the early promoter. An approximately 50-fold shift in the
transcription of the early and late promoters occurs during the
viral life cycle within cells containing a functional large T-
antigen. Some of this is due to repression of transcription;
however, how such repression occurs is not totally clear. Large T-
antigen binds to multiple sites throughout the early promoter-origin
region (30-33). Deletion of the binding sites closest to the ATA
homology had only a small effect upon the capacity of T-antigen to
repress transcription (1,12). Thus, if repression is exerted by T-
antigen interacting with the viral DNA, the upstream binding sites
must also play an important role.

Two models for how T-antigen might repress transcription by
binding to the upstream sites seem plausible. First, T-antigen
might block activation of the early promoter by impairing translo-
cation of protein(s) from the enhancer to the ATA homology/cap site
region, or by preventing a DNA conformational change induced by the
enhancer. Alternatively, T-antigen might sterically block an
upstream site required for a positive-acting transcription factor.
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Determining which of these, or any other mechanism(s), operate is
difficult with viable deletion mutants, for the sequences implicated
in this repression extend through the origin of DNA replication.
With transient expression assays, the extent of repression by T-
antigen observed is usually only several-fold, and does not approach

Folk, unpublished).

The polyomavirus origin of DNA replication
Sequences that are essential for the initiation of DNA

replication have been roughly mapped to an 60 bp region immediately
to the early side of the Pvull 1/4 junction (nt 1-60, Fig. 1)
(9,11,12,17,34). Sequences to the late side of this region, which
include the enhancer, also contribute to replication (11,34-36,37;
W. J. Tang, S. L. Berger, S. J. Triezenberg and W. R. Folk, Mol.
Cell. Biol., in press, 1987).

Essential sequences near the Pvull 1/4 junction include a
string of eight T/A bp. Deletion of part of these inactivates the
origin (34). This sequence may serve as a recognition site for a
protein, or its physical structure may be important to origin
function. Another prominent landmark in the origin region is a 40
bp imperfect palindrome which is highly conserved in genomes of all
members of the polyomavirus genus. Polyomavirus large T-antigen
binds to repeated (Pu)aGGC motifs within this sequence (30-33,38).
Point mutants in these sequences between nt 25-40 inactivate viral
replication (39,40). In vitro, T-antigen binding to several of
these mutated origins is reduced several fold (A. Cowie, R. Kamen,
S. Triezenberg and W. Folk, unpublished).

Between nt 40-70 is a third region of importance for DNA repli-
cation (9,12,17). Although the few single point mutants throughout
this region which have been tested display normal, or near-normal
origin function, a mutant with a cluster of five G-+A changes between
nt 54-68 is replication defective (M. Sullivan, W. J. Tang and W.
Folk, unpublished). The transition between continuous and
discontinuous strand synthesis occurs within this region (E.
Hendrickson, C. Fritze, W. Folk and M. DePamphilis, unpublished).

The origin sequences between nt 1-70 define a functional unit
whose orientation with respect to adjoining sequences is relatively
flexible. This region can be inverted without destroying viability
of the virus (M. Sullivan and W. Folk, unpublished), indicating that
sequences outside the origin which are required for DNA replication
must not act upon the origin in a polar fashion.
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The polyomavirus enhancer
The polyomavirus enhancer sequences are located on the late side
of the origin (Fig. 2).

Bell 5070 5090

TGATC AGCTTCAGAA GATGGCGGAG GGCCTCCAAC ACAGTAATTT TCCTC
mRNA § 9 < < € 5120 Adeno

CCGAC TCTTAAAATA GAAAATGTCA AGTCAGTTAA GCAGGAAGTG ACTAA
5170 IgG 5190

CTGAC CGCAGCTGGC CGTGCGACA CCTCTTTTAA TTAGTTGCTA GGCAA
5200 SV-40 5240

CTGCC CTCCAGAGGG CAGTGTGGTT TTGCAAGAGG AAGCAAAAAG [CCTCT

aane

1gG/BPV BPV 5290 PvuIl

CCACC CAGGCCTAGA ATGTTTCCAC CCAATCATTA CTATGACAAC AGCTG => ORIGIN
GCCT

Fig. 2. Nucleotide sequence of the polyomavirus enhancer and late
promoter region. Locations of sequences with homologies to the
enhancers of Adenovirus 5ElA, immunoglobulin heavy chain, SV-40 and
BPV enhancers are bracketed. DNAse I hypersensitive sites are
underlined, and region specifying major late mRNA 5' termini is
overlined. Large T-antigen binding sites are indicated by arrows.

It is structurally unique, yet it contains functionally redundant
elements (11,35,41-43). For convenience, the Bcl-Pvull and Pvull-4
fragments have been used to delimit the two major functional
regions. Within each of these fragments are located sequences with
homology to other viral and cellular enhancers. Most notable among
these are homologies to the Adenovirus 5 E1A enhancer (nt 5132- nt
5143) to the IgG enhancer (nt 5165-nt 5187), to the SV-40 enhancer
(nt 5213-nt 5221) and to the BPV enhancer (nt 5245-nt 5252; nt 5266-
nt 5273) (44-48).

Some laboratory strains of polyomavirus contain repeated copies
of sequences including the adenovirus enhancer homology (49,50).
Mutants of polyomavirus selected to grow on non-fibroblastic cells
frequently duplicate this region as well, or may transpose it and
delete sequences in the Pvull-4 fragment (51-54). Mutants selected
for growth on F9 embryonal carcinoma cells have, as a common
denominator, a single A-G change at nt 5258 (55,56). These
rearrangements must reflect the jockeying for position among
positive- and negative-acting sequence elements which determine
enhancer activity in different cell types.
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Several extensive deletion analyses of the polyomavirus
enhancer indicate that the essential elements within the Bcl-Pvull
fragment which in fibroblasts act in concert with the origin of DNA
replication lie between nt 5132-nt 5155 (42,57). This region is
hypersensitive to DNAse 1 in polyomavirus chromatin (58,59). It is
the binding site for one or more cellular protein(s) (J. Piette and
M. Yaniv, personal communication) We have been unable to detect
protection of these sequences against DNAse I in chromatin, which
suggests that only a small fraction of the polyomavirus chromosomes
contain associated proteins (M. Martin and W. R. Folk, unpublished).

Less precise limits have been placed upon the essential
elements for DNA repliggtion and transcription in fibroblasts within
the PvulII-4 fragment, although most analyses indicate that the
sequences between nt 5176-nt 5229 (which contain homologies to the
IgG and SV-40 enhancers) are of singular importance (29,42,57).
Several cellular proteins binding to sequences within this region
have been detected (60-62). These sequences may interfere with
virus growth in non-fibroblastic cells, as deletions in this region
assist virus infection of mouse trophoblasts and lymphoid cells
(52,63).

A third functional domain within the polyomavirus enhancer must
include the A+-G substitution at nt 5258 which permits DNA repli-
cation and transcription in undifferentiated F9 cells (56). This
nucleotide change makes the surrounding sequences more homologous to
the SV-40 core enhancer element, and to the TGGCA protein (64)
binding sequence. However, it is presently unclear if this sequence
homology is of functional significance.

Our approach to analyzing the multitudinous elements and
functions of the polyomavirus enhancer has been to generate and
analyze mutants with G'C-+A'T substitutions in this region, so as to
define critical nucleotides important for function and relate the
effects of those changes to alterations in protein binding and/or
DNA structure. Using bisulfite mutagenesis (65,66), we isolated
over 70 mutants with single or multiple base changes in the enhancer
region (67). Analysis of the transcription and replication of a
small number of these mutants, and of viable revertants derived from
them, has allowed us to draw the following conclusions (W. J. Tang,
S. L. Berger, S. Triezenberg and W. R. Folk, Mol. Cell. Biol, in
press): 1) The sequence homologous to the Adenovirus E1lA enhancer
is critical for the function of the enhancer element(s) in the Bcl-
PvuIl fragment. Viral replication and transcription in fibroblasts
are depressed when nt 5134 and nt 5140 are altered; 2) within the
PvulI-4 fragment, the SV-40-homologous element is important for
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replication and transcription, as when nt 5215 and nt 5218 are
altered, enhancer function is reduced. Either or both nt 5192 and
nt 5227 in the IgG enhancer homology are important for its function;
3) When both the Bcl-PvuIll and PvulI-4 enhancer domains are
inactivated by point mutations, enhancer function can be restored by
a nucleotide change at 5258. We believe that a positive-acting
element is created by this change (which is the same as that
observed in polyomavirus variants adapted to F-9 cells); however, we
have not excluded that this mutation inactivates a repressor-
binding site (68). Our analysis of these mutants is incomplete,
and additional mutants need to be characterized before we can fully
delineate the important nucleotides required for enhancer function
in fibroblasts.

Resolving how the enhancer activates both transcription and DNA
replication will require the development of in vitro transcription
and replication systems which depend upon enhancer sequences. Then,
we will be able to test whether proteins binding to the enhancer
stimulate the formation of preinitation complexes assembling at the
origin and promoters (W. J. Tang, S. L. Berger, S. Triezenberg and
W. R. Folk, Mol. Cell. Biol., in press).

The enhancer region contains, in addition to these positive-
and negative-acting elements, the sequences responsible for the
initiation of late mRNA synthesis (69,70). The essential elements
of the late promoter remain to be defined, and the question of how
the virus modulates expression of the late genes remains to be
answered.
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THE SV40 EARLY PROMOTER
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ABSTRACT

The SV40 early promoter consists of the TATA-box, which directs the
transcriptional machinery/RNA polymerase to the specific startsites of
transcriptional initiation, and the 21-bp repeat region and enhancer,
both of which are indispensable for efficient early transcription.
Specific sequence motifs in the different promoter elements interact with
specific trans-acting transcription factors to form a large nucleoprotein
complex at the promoter. It is the coordinate functioning of the various
promoter elements and their cognate protein factors which is required to
promote transcription.

INTRODUCTION

The simian virus 40 (SV40) early promoter controls the expression of
the early transcription unit of SV40 both in the lytic cycle of viral
infection and in virus-transformed cells. To date the SV40 early promoter
is one of the best characterized control regions for initiation of trans-
cription by RNA polymerase class B (II), and has proven to be an extre-
mely useful model system to study the molecular mechanisms controlling
the expression of protein-coding genes at the transcriptional level in
higher eukaryotes.

In vivo (1-4 and refs. therein) and in vitro (2, 5, 6 and refs.
therein) studies have shown that the SV40 early promoter region consists
of two overlapping promoters, controlling initiation of transcription at
the early-early (EE) and late-early (LE) start sites (see Figure 1).
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Early in viral infection transcription of the early genes (large and
small T antigens) initiates chiefly at the early-early start sites (EES,
Figure 1), whereas late in infection early transcription starts further
upstream at the late-early start sites (LES, Figure 1; see 2, 7-10 and
refs. therein). The EE promoter (EEP) comprises (i) the TATA box se-
quence, which ensures accurate and efficient initiation of transcription
from EES, (ii) an upstream element, here referred to as the 21-bp repeat
region, and (iii) the enhancer. Both the upstream element and the
enhancer are indispensable for efficient early transcription. The LE
promoter (LEP) shares both the 21-bp repeat region and the enhancer

element with the EEP.
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Fig. 1. General organization and sequence of the SV40 early promoter
region and of its mutant derivatives in the 21-bp repeat region. The top
diagram represents the organization of the SV40 early promoter region
from Hpall (346) to HindIII (5171) in recombinant pSEGO (10)). Some SV40
DNA restriction sites, the 72-bp sequence, 21-bp repeat region and the
TATA box are indicated. Unless otherwise stated, all recombinants
described in this review contain one copy of the 72 bp-sequence only. The
second line shows the sequence of pSEGO (non-coding early strand) between
coordinates 5224 and 117. The SV40 wild-type sequences changed during the
creation of the BamHI (coordinate 101) and Sall (coordinate 32) sites
(10) are depicted in parentheses below the main sequence. The position of
the DSB (downstream bands, Ref. 2), early-early startsites EES1 and EES2
(arrows, see Ref. 4) and Tate-early startsites LES (LES1, LES2 and LES3,
dashed arrows) are indicated. The six GC-motifs 5'-CCGCCC-3' are under-
lined and identified by the roman numerals I-VI. The two directly
repeated 21-bp sequences (I and I1) and the 22-bp sequence are delimited
by vertical arrows pointing downwards. The segments of the two DNA
strands which are protected by a nuclear extract against DNase I
digestion (see Figures 3 and 4, and text) are indicated by thick bars
below the sequence, with arrows pointing to DNase I hypersensitive sites.
The sequence mutated in the pSEG mutant series (Table I) is indicated
below the pSEGO sequence. A1l nucleotide numbers follows the BBB system
(9). This figure was taken from Ref. 10.
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Although little is known about the sequences within and around the
TATA box element and the cap site that are required for efficient early
transcription, the upstream sequence and the enhancer element have been
extensively characterized. A systematic analysis of these promoter
elements revealed that six GC-motifs I-VI (Figure 1) are involved in the
function of the 21-bp repeat region in vivo (10-12 and refs. therein) and
that within the enhancer element there are at least two domains, A and B
(Figures 5 and 6; see ref. 13) indispensable for efficient early trans-
cription. The transcriptional activity of each enhancer domain is due to
the presence of several specific sequence motifs which also occur in
various assortments in other viral and cellular enhancers.

In vitro transcription studies have shown that different trans-
acting factors bind specifically to these cis-acting regulatory sequences
of the SV40 early promoter. The TATA box factor bhinds to the TATA box to
form a stable complex; this is a prerequisite for specific initiation of
transcription {14-15; Tamura et al., in preparation). The cellular trans-
cription factor Spl attaches specifically to the six GC-motifs I-VI of
the 21-bp repeat region and stimulates transcription from the EES and LES
(10, 16-18 and refs. therein). Different trans-acting factors bind to the
multiple sequence motifs within the enhancer and stimulate transcription
from both the SV40 early and heterologous promoter elements (19-24 and
refs therein). DNase I footprinting and dimethylsulfate methylation pro-
tection experiments have shown that binding in vitro of the Spl factor
(10, 16-18) and enhancer factor(s) (23, 24) to the 21-bp repeat and the
enhancer regions, respectively, is severely impaired by mutations known
to be detrimental to the in vivo function of these promoter elements. In
addition, a stereospecific alignment of the various promoter elements is
required for efficient stimulation of transcription, which strongly
suggests that protein-protein interactions are involved in the activation
of transcription initiation from this RNA polymerase class B promoter
(4).

The TATA box region

The SV40 early promoter contains, as part of an AT-rich sequence at
a distance of 20-25 nucleotides upstream of the major EES1, the TATA box
element of the early transcription unit (5'-TATTTAT-3', SV40 position
21-15, Figures 1 and 2), which directs the transcriptional machinery to
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initiate at the EES1 (1, 2, 25, 26). Initially, from studies using dele-
tion mutants, it has been concluded that this TATA sequence is dispen-

sable and not required for efficient early transcription (1, 27-29).
However, a double point mutation in the SV40 TATA box has been shown to
decrease the overall transcription from the EES by approximately 2.5-fold
(2). In this case initiation of transcription from EES1 is decreased by
more than 95%, but there is compensatory increase in initiation of
transcription from the LES and sites located downstream from the EES1

(DSB, in ref. 2; see Figure 2). The existence of an additional functional
TATA box-1ike sequence, present in the cluster of T residues located
immediately upstream from the wmajor TATA-box (T box in Figures 1 and 2),
is suggested by the disappearance of the minor start sites EES2 (Figures
1 and 2 and ref. 4) when the series of T residues from position 22 to 26
(T box) is mutated (M.Pauly et al., in preparation), whereas they are not
affected by a mutation in the major TATA box sequence {see ref. 2 and
Figure 2). Furthermore, efficient transcription initiation at EES1 and

Fig. 2. Effect of mutations within the
TATA-box and T-box, respectively, on
transcription from the SV40 early
promoter in vivo. Recombinant plasmids
were transtected into HelLa cells and
after transient expression analysed for
their transcriptional activity by
quantitative S1 nuclease mapping as
described (2, 10). In the construction
CW10 (TATA-box mutant) the two T
residues at position 17 and 18 have
been mutated to G and C residues,
respectively, (2) as indicated. Lanes 3
and 4 show the transcriptional activity
of CW10 with respect to the wild type
promoter present in CW12 (2). A+G
sequence ladder is shown. In the
recombinant pSEG7 the cluster of T
residues (position 22-26, T-box) has
been mutated to a series of G residues
(M. Pauly et al., in preparation), as
indicated, and analysed for its effect
on transcription (lane 8). The
transcriptional activity of the
corresponding wild type recombinant
pSEGO (10) is shown in lane 7. DSB,
EES]1 and EES2, LES1-3, "TATA"-box and
"T"-box are as in Fig. 1. For GLOB and
FL1 see (2) and (10). This figure was
modified from Ref. 2.
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EES? requires a stereospecific alignment of the upstream sequence element
{the 21-bp repeat region, see below) and the TATA box region (4).

In conclusion, the TATA box sequence(s) of the SV40 early transcrip-
tion unit play(s) the same role as the TATA box elements of other class B
promoter regions, in that it selects the precise site of transcriptional
initiation and contributes to the overall efficiency of transcription
from the early promoter. However, the SV40 early promoter appears to be
different from most class B promoters in that it contains several TATA
box substitute elements which can compensate to a large extent for a
mutation in the main TATA box.

The 21-bp repeat region.

The initial observation that progressive deletions extending
upstream from the EES dramatically reduce T-antigen expression of the
SVA0 early transcription unit (1) identified the GC-rich region upstream
to the TATA sequence as an essential element of the SV40 early promoter.
This region comprises two tandemly repeated 21-bp sequences and a related
22-bp sequence, with each of these three sequences containing two GC-rich
motifs, 5'-CCGCCC-3'. The 21-bp repeat region can stimulate transcription
when present in the reverse orientation (10-12), indicating that it con-
stitutes a bidirectional promoter element for both the EE and LE pro-
moters. An analysis by means of deletion and multiple random point
mutations in the 21-bp repeat region demonstrated that the GC-rich motifs
were the important sequence elements in this region (11, 12). To further
analyze the contribution of each GC-motif in EE and LE promoter function
in vivo and in vitro a systematic site~directed mutagenesis of all GC-
motifs, either individually or in combination, has been performed (10;
Figure 1). The transcriptional activity of the various recombinants was
determined by measuring the amount of RNA synthesized after transient

expression in Hela cells. This study reveals that GC-motif I (pSEGL,
Figure 1 and Table 1) represents a key component of the EEP. Although
less crucial, GC-motifs II and III (pSEG2, pSEG3; Figure 1 and Table 1)
also play an important role in efficient initiation from the EES, whereas
individual mutations in GC-motifs IV, V and VI (pSEG4-pSEGS,,Figure 1 and
Table 1) appear to be less detrimental to transcription. This result is
also seen using recombinants where the two GC-motifs of a given 21-bp
repeated sequence are mutated simultaneously, since EE transcription is
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almost abolished in pSEG12, whereas it is decreased to a lower extent in
pSEG34 and even more so in pSEGS6 (Figure 1 and Table 1). Nevertheless,
the distal GC-motifs IV, V and VI are also important elements of the EEP,
since their simultaneous mutation (pSEG456, Figure 1 and Table 1) results
in a 10-fold decrease of initiation from the EES. The reason why GC-motif
I plays such a crucial role for promoter activity is unknown, but may be
related to the fact that it resides immediately adjacent to the TATA box,
if one assumes for instance that the transcription factor(s) (see below)
attached to the 21-bp repeat region interact{s) with that bound to the
TATA box and that this interaction is mediated in some way by the factor
bound at GC-motif I. It is noteworthy that GC-motifs I and II (pSEGI,
pSEG2; Figure 1 and Table 1) are not required-for efficient RNA initia-
tion from the LEP, whereas GC-motifs II1I-VI (pSEG3- pSEG6, Figure 1 and
Table 1) appear to be weak elements of this promoter (10, 12).

Table 1. Effect of mutations within the GC-motifs on RNA initiated at
the early-early (EES) and late-early (LES) startsites.

RELATIVE TRANSCRIPTION
RECOMBINANTS | MUTATED 6C-RICH
MOTIF EES LES
PSEG 0 100 100
1 1 4,8 [1,9-7,31 90 {81-100]
2 11 20 [13-27) 156(140-1771
3 111 15 [11-20] 80 [64-97]
4 v 42 [33-541 93 {88-101]
5 v 33 [21-43) 91 [87-94]
6 v 56 (43-62) 88 [72-108]
12 1+11 1.2 {0.5-1,8] 78 [53-93]
34 1+ 1V 10 [(6-14] 59 [53-72]
56 VI 27 [20-30] 51 [41-65)
456 IV +V 4Vl 10 [8-14] 39 [35-46)

The relative amount of RNA initiated at early-early (EES) and late-early
(LES) sites was estimated by scanning autoradiograms from five different
quantitative S1 nuclease mapping experiments and correction for trans-
cription from the reference rabbit g-globin gene, taking pSEGO values as
100% {10). For each recombinant, the average value and the two extreme
values (in brackets) are given. This table was taken from Ref. 10.

The effect of the various GC-motif mutations on in vivo transcrip-
tion can be reproduced to a large extent in vitro in a whole cell or
nuclear extract (6, 10) with the overall pattern of transcription being
more specific in the nuclear extract (10). Furthermore, mutations affec-
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ting transcription in vivo and in vitro interfere with binding of a spe-

cific cellular transcription factor Spl, which is required for efficient
transcription from the SV40 early promoter in vitro (10, 16-18, 30). To
examine the interaction between the GC-motifs and their cognate trans-
acting factor(s), footprinting experiments have been performed using both
nuclear extracts of Hela cells (10) and nearly homogeneous Spl prepara-
tions {18). As shown in Figure 3 (panel A, compare -Extract with
+Extract), the early-coding strand of pSEGO is protected from DNase I
digestion in the nuclear extract throughout all six GC- motifs, with
GC-motif I being less efficiently protected than the other five. A simi-
lar protection is seen on the late-coding strand (Figure 4, panel A). On
both early- and late-coding strands (e.g. Figure 4, panel B, nucleotide
position 44, compare lanes 1 and 2 of pSEGO), the protection over GC-
motif I is increased as more extract is used in the footprinting reac-
tions. The footprint of pSEGO is also characterized by the presence of
hypersensitive sites at several discrete positions flanking the 21-bp
region and downstream of the TATA box (see arrows at sites 108, 35, 2 and
5234 on the early strand in Fig. 3A, and sites 33 and 110 on the late
strand in Fig. 4A, see also Figure 1).

Individual point mutations in the various GC-motifs I-VI 1ift off
the in vitro footprint principally over that particular motif, both on
the early- and late-coding strand (Figures 3A and 4A, respectively),
suggesting very little cooperativity in protein-binding among the various
GC-motifs. Both DNase I footprinting and DMS methylation protection expe-
riments using purified Spl transcription factor suggest that each of the
six tandemly repeated GC-motifs of the 21-bp repeat region can interact
individually and non-cooperatively with a protomer of Spl factor in vitro
(18). GC-motif IV is not completely protected from DNase I digestion,
particularly on the late coding strand (nucleotide 76, pSEGO in Figures
4A and B), perhaps because of steric hindrance to protein binding in this
region, since of all six GC-motifs I-VI, the distance between GC-motif IV
and GC-motif V is the smallest, being only 3-bp (Figure 1). When the
effect of point mutations in the neighbouring GC-motifs III and V on
factor-binding to GC-motif IV was investigated (Figure 4B), the mutations
in GC-motif V increased protection of GC-motif IV (pSEG5 in Figure 4B,
see also pSEG56 in Figure 4A), a result confirmed by using purified Spl
transcription factor (18). Efficient binding of Spl factor to GC-motif IV
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in vitro, therefore, appears to occur only when binding to GC-motif V is
prevented or in the presence of a high concentration of Spl factor (I.
Davidson, unpublished observation).

Fig. 3. Effect of mutations within the GC-motifs on the binding of pro-
teins to the early strand of the 21-bp repeat in nuclear extracts. The
early strand of the templates were end-labeled by digestion of the pSEG
series with HindIII, phosphorylation with polynucleotide kinase, and sub-
sequent digestion with EcoRI (Fig. 1). These fragments were then

purified on 6% polyacrylamide gels and electroeluted. A1l footprinting
reactions were performed at 30°C using 6 pl of total nuclear extract in a
12 p1 reaction volume, as described (10, 23), using DNase I at an
approximate final concentration of 5 pg/ml. The reactions were stopped
with SDS, phenol/CHCl3 extraction, and the samples analysed on 8%
polyacrylamide salt gradient gels.

Panel A. DNase I footprints on pSEGO and pSEG mutants. DNA fragments

(as indicated at the top of the lanes were digested after incubation in
the absence (-Extract) or presence (+Extract) of a nuclear extract
prepared as previously described (21). Samples without extract had the
same ionic strength buffer as those with extract (the -Extract pSEG56
which was overdigested in this experiment, normally gave a pattern
similar to that of the other fragments). Arrows indicate the position of
sites made hypersensitive to DNase I in the presence of extract. The
position of the early-early startsites (EES) and the sequence (early-
coding strand) of the 21-bp repeat region are indicated. Square brackets
indicate the position of the six GC-motifs.

Panel B. The effect of mutations present in pSEG12 and pSEG456 on the
ability of the 21-bp region to compete for the DNase I footprint.
Competition footprinting reactions were carried out as described (23).
The nuclear extract was pre-incubated with 25 ng of linearized pBR322
DNA, and either no competitor fragment (C) or 100 or 200 ng of purified
BamHI to Sall fragment (see Figure 1) from the pSEG recombinant indicated
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at the top of the figure. Following addition of the end-labeled template
(the early-coding strand of pSEGO labeled at the HindIII site), standard
footprinting reactions were performed.

Panel C. Effect of mutations on the hypersensitivity to DNase I of
positions flanking the 3'-side of the 21-bp repeat region. Shown here is
a lighter exposure of the region around position 35 in panel A, +Extract,
to more clearly demonstrate the effect of GC-motif mutations on DNase I
cleavage at this site.

In panels A, B and C, A+G lane is a sequencing track of pSEGO template
{early-coding strand). This figure was taken from Ref. 10.

Fig. 4. The effect of mutations within

the GC-motifs on the binding of proteins

to the late strand of the 21-bp region

in nuclear extracts. The pSEG templates

(as indicated at the top of the lanes)

were end-labeled at the EcoRI site (Fig.

1), digested with HindIII, and purified

as decribed in legend to Fig. 3.

Panel A. DNase I footprint on pSEGO

and pSEG mutants. A1l footprinting

reactions were carried out at 30°C, in

the presence (+Extract) or absence

(-Extract) of nuclear extract (4 pl),

and the samples analyzed as described in

legend to Fig. 3A. The arrows indicate

the position of sites which become DNase

I hypersensitive upon incubation with

the nuclear extract. An A+G Maxam and

Gilbert sequencing track of the pSEGO

fragment (late-coding strand) is shown.

Panel B. Footprinting reactions

were carried out as in panel A, with the

pSEG templates as indicated, using

either 4 u1 (lane 1 in each of the four series) or 6 pl (lane 2 in each
series) of nuclear extract. An A+G sequencing track of each pSEG template
(1ate-coding strand) is shown, and nucleotide positions particularly
susceptible to DNase I are indicated in parentheses. This figure was
taken from Ref. 10..

In vitro competition experiments such as the one shown in Figure 3B
(the functional GC-motifs I-III and III-VI present in pSEG456 and pSEG12,
respectively, as well as the wild-type 21-bp repeat region of pSEGO can
efficiently compete for binding of Spl factor to all GC-motifs I=-VI)
support the notion that the proteins which bind to the six tandemly
repeated GC-motifs I-VI are identical. Taken together with the observa-
tion that each GC-motif appears to behave as an individual binding site,
these results suggest that as many as six molecules of Spl can bind
simultaneously to the six GC-motifs I-VI of the 21-bp repeat region.
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The SV40 enhancer
An additional cis-acting element, the enhancer, is located further

upstream from the 21-bp repeat region, and stimulates transcription from
the early promoter by approximately three orders of magnitude (13). It

was initially identified using deletion mutants (1, 27), and became very
popular as the "72-bp repeat", since it occurs in various SV40 isolates

as a 72-bp tandemly repeated sequence. These "far located" cis-acting
promoter elements have been termed enhancers, since they dramatically
stimulate transcription from homologous or heterologous RNA polymerase
class B promoters, in an orientation-independent manner and over long
distances (31, 32). However the activity of the SV40 enhancer appears to
decrease rapidly when it is moved away from the elements of the SV40 early
promoter (33) or from some heterologous promoter elements such as the
conalbumin or adenovirus-2 major late promoters (31, 33-35). Although
enhancers were first identified in SV40, many other viral and several
cellular enhancers have since been described (for reviews see 36-41).

In contrast to the SV40 enhancer which is active in a variety of different
cell lines, some viral enhancers exhibit a pronounced host cell preference
(42-44), and stricter cell lineage specificity is associated with cellular
enhancers, most notably immunoglobulin gene enhancers (45-49 and refs.
therein).

The sequence requirement within the SV40 enhancer element has been
determined at the nucleotide level by a systematic study of a series of
deletion and point mutations (13). Various recombinants have been con-
structed employing in vitro site-directed mutagenesis (50} and assayed for
their transcriptional activity in vivo after transient expression in Hela
cells and quantitative Sl nuclease analysis (13). This study demonstrates
that, in addition to the 72-bp sequence, sequences located further
upstream are essential for enhancer activity, and delineates the DNA
sequences required for the enhancer function in Hela cells to a region of
approximately 100-bp (position 185-275 for an enhancer containing one copy
of the 72-bp sequence, Figures 1, 5 and 9). Two domains A and B, which by
themselves activate transcription only at a very low level, have been
identified within this region (Figures 5 and 6, see ref. 13). The exis-
tence of a third domain C (position 298-347) located upstream from the
KpmI site, whose activity is barely apparent when domains A and B are
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Fig. 5. Comparison of the location of regions of DNase I protection and
hypersensitivity observed in vitro with the results of the in vivo
activity of enhancer point mutants. The early (upper) and 1ate [Tower)
coding strand of the SV40 72-bp and 5'-flanking sequence of pA0 (13) are
shown (together with some relevant restriction sites) at the top of the
figure (the wild type sequence at positions 101 to 103 has been mutated
to generate the BamHI site in pAO, as described (13, 50). The regions of
DNase I protection identified in Figure 7, and confirmed by competition
experiments (not shown) and point mutation analysis (Fig. 8), are shown
by a solid line. The broken lines flanking region E2 indicate those
residues which based on "competition" footprinting studies (not shown)
are not clearly protected, but based on point mutation footprinting
(Figure 8) appear to be included in this region. Nucleotides that have
sensitivity to DNase I that is increased strongly (large arrows) and
moderately (small arrows) are indicated. The locations of the SV40
GT-motifs I and II (solid lines, I and II), the Sph-motifs I and II
(double 1ines, I and II) and P-motif (single 1ine, P) are indicated (see
text and ref. 13). Below the enhancer sequence is shown the profile of
the in vivo effect of point mutations on transcriptional efficiency of
the enhancer as measured by quantitative Sl nuclease mapping after
transient expression in Hela cells (13) (expressed relative to pAO), and
below the profile are shown the nucleotide sequences present in each
mutated template of the pA series (pAl to pA34). The location of Xbal,
Sall and Xhol restriction sites introduced by site-directed mutagenesis
(mutants pA231, pA213 and pA204, see Ref. 13) and used for the
experiments shown in Figure 6, are indicated at the bottom of the figure.
This figure was taken from (23).
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intact (Figure 6, pA211 and pA260), is suggested because of the ability
of this DNA segment to rescue the activity of a truncated enhancer devoid
of most of the sequences of enhancer domain B (13). That this segment
contains some potential enhancer activity is further supported by the
observations of Weber et al. (51) and Swimmer and Shenk (52), who repor-
ted that duplication of sequences from position 298 to position 376 or
357, respectively, generates a functional enhancer element.

Both domains A and B have genuine enhancer properties, since muta-
tions in either domain are equally detrimental to enhancer activity when
the enhancer is either in close apposition to the 21-bp repeat region or
moved 600-bp away from the remaining part of the early promoter (13).
Since isolated domains A and B exhibit very little enhancer activity on
their own (pA223, pA224, pA233, pA234 in Figure 6), the 400-fold stimu-
lation of transcription (13) brought about by their juxtaposition must
involve some efficient synergistic mechanism. Surprisingly, this synergy
does not appear to depend critically on the relative orientation of
either domain. Domain A or B can function bidirectionally (see pA302,
pA203, pA310 and pA305, pA303, pA202, pA3ll, respectively, in Figure 6),
like the entire enhancer (pA301, pA306, pA201, pA308, in Figure 6), and
even the distance between the two domains can be varied to some extent
without severely affecting enhancer function (13). Thus, the two enhancer
domains appear to behave as individual units, even though they functio-
nally cooperate to generate enhancer activity. However, maximal enhancer
activity, which is achieved when the enhancer is in close apposition to
the remaining part of the SV40 early promoter (33), requires a stereo-
specific alignment between some element(s) of domain A and the 21-bp
repeat region (see below and ref. 4).

Enhancer activity can be generated by the association of domains A
and B (pA211, pA212, pA260, pA261, in Figure 6), by duplication of either
domains A or B (pA235, pA225 and pA237, pA227, respectively, in Figure
6), or even by replacing SV40 domain A by the polyoma virus enhancer
domain A (pA411, pA40l, in Figure 6). Generation of enhancer activity by
duplication of a non-functional enhancer domain has also been reported by
others for both the SV40 and polyoma virus enhancers (51-55). Once the
basic SV40 enhancer activity has been achieved by associating domains A
and B, increasing the number of 72-bp sequences within the enhancer or
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Fig. 6. Effect of rearrangement of enhancer domains A and B. The SV40
enhancer region of pAO0 from EcoRI (position 346) to BamHI (position 101)
is depicted at the top of the figure. Enhancer domains A and B emcompass
sequences from BamHI to XhoI (position 101-226, open box) and from XHol
to Xbal (position 226-278, filled box), respectively (see Fig. 5). The
arrows indicate the relative orientation of the two domains within the
wild type and rearranged enhancer. The various recombinants were
constructed using synthetic linkers and adaptors, taking advantage of
restriction sites engineered in the SV40 enhancer region : Xhol site
(position 226, pA204); Xbal site (position 278, pA211); combination of
both sites (pA212) (Fig. 5). Two classes of recombinants with or without
the sequences further upstream from the Xbal site up to the EcoRI site
(position 278-346) were constructed (with Eco-Xba and without Eco-Xba
region, respectively) (for a more detailed description of the various
constructions, see Ref. 13). Transcription initiated at the EES of each
recombinant was determined by quantitative Sl nuclease analysis and
expressed relative to pAO, taken as 100% (13). In view of the requirement
for stereospecific alignment between the 21 bp repeat region and the
enhancer (4, and see below), the relative enhancer activities of the
various constructions must be considered as minimal values. This figure
was taken from (13).
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polymerization of the entire enhancer {position 179-272) results in a
further linear increase of enhancer activity (13). This observation sug-
gested that the underlying mechanism is different from that responsible
for the "burst" of enhancer activity generated by juxtaposing domains A
and B.

A systematic point mutation scanning analysis (Figure 5) reveals
mutiple sequence motifs required for enhancer function. One of these,
defined by the scanning mutants pA21-pA30 (position 219-190, Figure 5) in
enhancer domain A, contains a tandem repetition of the sequence
5'-AAG(C/T)ATGCA-3' at positions 207-199 and 216-208 (Figure 5), termed
the Sph- motifs I and II, since the 3' repeated sequence harbors the Sphl
site. A second region important for enhancer function, which is defined
by mutants pA3-pAl8 (domain B, position 273-226, Figure 5) consists of
sequences located both within and upstream from the 72-bp sequence. The
repeated sequence 5'-G(C/G)TGTGG-3', which belongs to a longer repeated
sequence 5'-G{C/G)TGTGGAA(A/T)GT-3"' (called hereafter the GT-motifs I and
II, Figure 5), represents an essential motif of this enhancer domain (see
mutants pA3-pA6, pAl0 and pAl2). GT-motif I is followed by a repetition
of the motif 5'-TCCCCAG-3' (TC-motif), whose equivalent bases are 9
nucleotides apart, but only mutations within the more upstream (positions
239 - 233, Figure 5) of these two motifs, appear to efficiently decrease
transcriptional activity (pAl5). Interestingly, the mutation present in
pAl generates an additional TC-motif, which is apparently accompanied by
an increase in transcription. The scanning mutant pA29 and pA30 (Figure
5) identify an additional sequence important for enhancer function,
which, because of its homology to part of the polyoma virus enhancer, has
been termed the P-motif (13).

GT-motif I partially overlaps with the so-called 'core sequence'
GTGG(A/TY(A/T){A/T)G which, based on sequence homology between various
enhancer elements and on the result of a random point mutagenesis, has
previously been identified as an important sequence of the SV40 enhancer
(56). Both GT-motifs I and II are clearly required for transcriptional
activity of enhancer domain B (13). The fact that the sequence
5'-GGTGTGG-3" present in the two GT-motifs (Figure 5) is also repeated at
a distance of 20-23 nucleotides in other enhancers [bovine papillomavirus
(57, 58), Adenovirus E1A (59), immunoglobulin k-light chain (60)] further
supports this conclusion. While the distance between the centers of the
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two GT-motifs (23-bp) corresponds to approximately two DNA helical turns,
there appears to be no stringent distance requirement between them, since
an insertion of 5-bp between them does not abolish the transcriptional
activity of domain B (13). Furthermore, deleting GT-motif II can be
compensated for by juxtaposing the potential enhancer domain C to GT-
motif I (13). Thus domain B may be composed of two subdomains Bl and B2,
both of which are required to generate an active domain B, but which can
function, at least to some extent, independently of one another.

It has been suggested that two clusters of alternating purine and
pyrimidine residues (positions 265-258 and 205-198, Figure 5) are impor=-
tant sequence features for SV40 enhancer function, because they have the
potential to form Z-DNA structures (for refs. see 61, 62). The scanning
mutation analysis (13) indicates that these alternating purine-pyrimidine
motifs do in fact belong to important sequence elements of the SV40
enhancer (see mutants pA5, pA6, pA7, pA25, pA26 and pA27, Figure 5).
However, it has also been shown that transition mutations in either
motif, as well as a combination of transition mutations in both motifs
are as detrimental to enhancer function as the corresponding transversion
mutations (13). Furthermore, when the sequence at positions 205-198 is
mutated to either alternating GC or GT residues (13}, the enhancer
activity is also decreased. These results suggest that the contribution
to enhancer activity of the two motifs containing the alternating purine-
pyrimidine residues cannot be ascribed simply to their potential to form
Z-DNA structures.

In conclusion, it appears that the SV40 enhancer is made up of
multiple sequence motifs which are contained in two distinct enhancer
domains A and B. Individual point mutations in important sequence motifs
reduce the transcriptional activity of the enhancer by at most 8-fold
(pAl2, Figure 5), which still represents a 50-fold enhancement of trans-
cription relative to an enhancerless promoter (13). To completely abolish
enhancer activity requires multiple mutations situated at key positions
within the enhancer (13). This supports the idea that the SV40 enhancer
represents a large DNA segment composed of multiple important sequence
motifs, the association of which is indispensable for the generation of
full enhancer activity.

Results of in vitro (19-22, 63) and in vivo (64, 65) studies have
indicated that specific trans-acting factors are involved in enhancer
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Fig. 7. DNase I footprinting over the SV40 promoter region in nuclear
extracts. The HindIII-EcoRI promoter template was derived from the wild-
type recombinant pAO which contained only one 72-bp sequence (13, and
Figs. 1, 5 and 9). The results obtained with the L- and E-coding strands
are shown in panels A and B, respectively. DNase I footprinting was
carried out as described in (23), with the amount (in microliters) of
HeLa cell nuclear extract indicated above each panel. A+G sequence
ladders of the labeled template were run in parallel. The positions (in
parentheses) of the enhancer sequence, the 21-bp repeat region with its
six GC-rich motifs (I to VI), the TATA box, the early-early start sites
(EES), and some key restriction enzyme sites are indicated. To the left
of each autoradiogram is indicated the regions that have increased (e) or
decreased (o) sensitivity to DNase I after incubation in the nuclear
extract. This figure was taken from Ref. 23.

function. In vitro DNase I footprinting experiments strongly suggest that
these trans-acting factors are exerting their function by binding to the
various enhancer motifs identified by the point mutation scanning analy-
sis (23). A typical in vitro DNase I footprinting experiment on either
the Tate- or early-coding strand is shown in Figure 7, where the SV40
early promoter region (position 5171-346) has been incubated with increa-
sing amounts of nuclear extract (1-6 p1) and subsequently treated with
DNase 1. As summarized in Figure 5, regions of increased DNase I sensi-
tivity (L3, L5, L7 and EO, E3, E6) reside in positions at which point
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mutations have little effect in vivo on the transcriptional activity of
the enhancer. On the other hand, several sequences become protected : L1,
L2, L4, L6 and E1, E2, E4, E5 (Figure 7) on the late- and early-coding
strand, respectively. The amount of extract required to protect regions
L4 and E2 was higher than that necessary to protect the other regions of
the enhancer and to generate the hypersensitive sites (23). As illus-
trated in Figure 5, the protected sequences correspond to ennancer motifs
which have been identified in vivo as being important for enhancer acti-
vity (13). In addition, in vitro competition experiments performed by

Fig. 8. DNase I footprinting over SV40 promoter regions containing
point-mutated enhancers. Footprinting reactions were performed as
described in (23) and Legend to Fig. 7, using 6 pl of nuclear extract per
reaction. The first lane in each panel is the pA0 template, and sub-
sequent lanes are the mutated pA templates, as indicated at the top of
each lane (see Fig. § for the nucleotide changes present in these
mutants). pAl2c contains the mutation in the same position as pAl2 except
that the sequence was changed to ACC (see Ref. 13). The position of each
mutation is shown to the right of each panel as a small solid circle, and
the Tocation of the regions of DNase I protection and hypersensitivity
are indicated as in Fig. 7. In control experiments all mutant DNAs were
digested with DNase I in the absence of nuclear extract to check that
their pattern of digestion is similar to that seen for pAd (see Fig. 7
and Ref. 23). Only mutant pA24 showed an additional cut site at the
position of the mutation on the late strand of its naked DNA, which
results in a band which is also present in the presence of extract (see
lane pA24 in panel A). The early strand of the pA26 template was over=
digested in this particular experiment, but the deprotection in E4 caused
by this mutation was identical in other experiments where the extent of
DNase I digestion was lower. This figure was taken from Ref. 23.
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Wildeman et al. (23) suggest, that the DNase I footprint of the enhancer
is due to proteins which recognize specific sequences. This idea is
further supported by the observation that mutations which are detrimental
to enhancer function in vivo interfere with protein binding to the cor-
responding enhancer motif in vitro. Enhancer sequences carrying point
mutations at key positions within the enhancer were subjected to DNase I
footprinting analysis (23; Figure 8). Point mutations present in pA4 and
pAl2c 1ift off the in vitro footprint only over GT-motifs I and II,
respectively. Mutations present in either pA22 or pA26 result in general
deprotection of E4 and L6 (corresponding to the Sph-motifs I and II), but
did not affect protection of the other regions. Although pA32 has very
little effect on enhancer activity in vivo, there was deprotection of the
residues at that position on both early- and late-coding strand (E5 and
part of L6), corresponding to the P-motif (Figure 5). In marked contrast,
the point mutations pA8, pA20 and pA24, which have little or no effect on
enhancer function in vivo (13), result only in marginal alterations of
the pattern of protection and hypersensitivity. None of the enhancer
mutations affects the protection observed over the 21-bp repeat region
(L8 and E7), nor the hypersensitive sites L7 and £6 which are generated
by the 21-bp repeat region (23).

These results support the notion that the enhancer consists of two
independent domains A and B, since none of the mutations located in
domain A affect the footprint on domain B and vice versa. Similar argu-
ment can be put forward to divide domain B into two almost independent
subdomains Bl and B2, corresponding to the motifs TC-II and GT-I, and
GT-11, respectively (23). The fact that both the pA22 and pA26 mutations
1ift off the footprint in a very similar fashion suggests that there is
either a single protein bound to the two Sph-motifs I and II or a highly
cooperative binding of two proteins (see also ref. 24). It appears,
therefore, that there are a minimum of four protein molecules bound to
the enhancer : one protein each for GT-motif I, GT-motif II, the Sph-
motifs, and the P-motif. Consistent with the ability of enhancer domains
A and B to generate enhancer acitivity in vivo irrespective of their
orientation (Figure 6) and, to some extent, of their spacing (13), is the
observation that the binding of protein factors to the sequence motifs in
domain A and B, is not affected when either domain A or B have been
inverted or moved apart (23). This, taken together with the fact that
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none of the mutations in domain A affects the footprint on domain B and
vice versa, makes it very likely that domains A and B independently bind
proteins in vitro.

It has been reported that late in viral infection a subpopulation of
SV40 minichromosomes exhibits a nucleosomal gap over the enhancer region
(66-59 and refs. therein). This gap is generated over enhancer sequences
even when they are separated from the remaining part of the SV40 early
promoter (68). The results of the in vitro footprinting analyses
described above raise the possibility that it is the binding of specific
protein factors to the enhancer motifs which prevents the formation of a
nucleosome. Genomic footprinting of wild-type and mutated SV40 enhancer
sequences in vivo, using techniques such as those of Church and Gilbert
{70), should provide further insight into this problem.

The SV40 enhancer is active in HelLa and lymphoid B-cells, unlike the
IgH enhancer, which is preferentially active in B-cells (45, 46, 71-72),
suggesting that both Hela and B-cells might contain similar protein
factors which recognize the various SV40 enhancer motifs. This notion is
further supported by the finding that the IgH enhancer can efficiently
compete with the SV40 enhancer in vitro in HeLa (20) or lymphoid cell
extracts (63) and in vivo in B-celis (65). However, experiments performed
by Davidson et al. (24) indicate that it is not the same set of sequence
motifs and proteins which are responsible for the activity of the SV40
enhancer in the two cell types. As summarized in Figure 9, BJA-B lymphoid
B cell nuclear extracts contain protein factors which, similarly to Hela
cell extracts (see also Figure 5), protect both domains A and B of the
SV40 enhancer against DNase I digestion; these protections coincide with
regions of specific DNA-protein interactions as demonstrated by DMS
methylation protection experiments (Figure 9). However, there exist
marked differences in the pattern of protection obtained with BJA-B and
HelLa cell extracts (Figure 9, and ref. 24), suggesting that some of the
enhancer motifs are cell-specifically recognized. This is particularly
evident for the proteins which bind to enhancer domain A. Using methy-
lation protection experiments, the late strand G residues G205 and G214
which reside at identical positions within Sph-motifs I and II, respecti-
vely, were protected in Hela cell extracts, while G210 was hypermethy-
lated (Figure 9). This result is in accord with the finding that the
Sph-motifs I and II constitute the important sequence motifs of enhancer
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Fig. 9. Schematic representation of the results of DNase I footprinting
and DMS methylation protection experiments over the SV40 enhancer in Hela
and lymphoid cell nuclear extracts. The SV40 early promoter region con-
taining a single copy of the 72-bp sequence from plasmid pAO (13) is
shown at the top of the figure together with some relevant restriction
sites. The early and late mRNA coding strands of the 72-bp and
5'-flanking sequences are presented. The regions of protection from DNase
I digestion in HeLa and lymphoid cell nuclear extracts are shown by the
solid black lines above and below the sequence of each strand
respectively. For the broken 1ines flanking regions E2 and E4, see legend
to Fig. 5 and Ref. 23. The sites which were rendered hypersensitive to
DNase I digestion by each extract are indicated by the large (strong) and
small (weaker) arrows (dotted arrow, see Ref. 24). The location of the G
residues which were protected from methylation by DMS in the HelLa (open
triangles) and BJA-B (open circles) cell extracts are shown along with
the hypermethylated G residues (filled triangles and circles for Hela and
BJA-B extracts, respectively). It should be noted that, using the Hela
cell extract, efficient protection of G189 within the P motif of pAO, was
observed only when methylation was performed at 0°C (24). The nomeclature
of each region is that used in Fig. 5 and Refs. 23 and 24. The locations
of the enhancer sequence motifs which are essential for in vivo activity
in Hela cells (13) (GT-I, GT-II, TC-II, Sph-I, Sph-II and P) are shown
along with those of the other enhancer motifs (TC-I and octamer) and of
domains A and B. Motifs GT-I, GT-II, Sph-I, Sph-II and P are boxed with
solid Tines and the octameric motif with broken+lines. The locations, and
DNA sequence (late strand) of the mutations present in pA20-28 mutants of
PAO (13) are shown between the early and late mRNA coding strands. Only
those DNase I and DMS "footprints" which were consistently observed in
several experiments using different preparations of Hela or BJA-B cell
extracts are indicated. This figure was taken from Ref. 24.
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domain A (13, 23). Interestingly, the repetition of the two Sph-motifs
generates the sequence 5'-ATGCAAAG-3', which is homologous to the "octa-
meric" motif found in the IgH enhancer (13, 73 and refs. therein), the
upstream elements of the promoters of the immunoglobulin genes (74-76)
and the distal elements of the Xenopus Ul and U2 RNA gene promoters where
they have been shown to exhibit enhancer properties (77, 78). This SV40
octameric motif appears to be the binding site of specific protein
factor(s) present in the BJA-B cells, since the G residues G209 and G210
on the early- or late-coding strand, respectively, are protected in the
BJA-B cell extract, whereas in the HelLa cell extract they are either not
protected (G209) or hypermethylated (G210) (see Figure 9). Other G resi-
dues (G189, G204, G220) show the same pattern of protection or hyper-
methylation, respectively, in extracts of both cell types. Further evi-
dence that it is the octameric motif rather than the Sph-motifs I and II
which is important for enhancer activity in B-cells, stems from the
observation that in B-cells only point mutations located within the octa-
meric motif (pA23, pA24, pA25; Figures 5 and 9) reduce the activity of
the enhancer in vivo, whereas mutations which affect exclusively the
Sph-motifs (pA22, pA26, pA27; Figures 5 and 9) had little effect (24). In
addition, exclusively those point mutations which reside in the octameric
motifs 1ift off the in vitro DNase I footprint observed over this parti-
cular motifs in BJA-B cells. Thus, the differential pattern of protein
binding observed in vitro with HeLa and BJA-B cell nuclear extracts accu-
rately reflects the activity of the SV40 enhancer in vivo in Hela and B
cells, suggesting that the proteins interacting with the octameric motif
act as transcriptional factors. Differences in the sequence motifs recog-
nized by the HeLa and B-cell proteins are also evident in the region
corresponding to domain B of the SV40 enhancer (Figure 9 and ref. 24);
for example, the DNAse I region of protection denoted LEO and LL1 (Figure
9) in BJA-B cell extracts extends further upstream than the corresponding
region (E1 and L1) in HelLa cell extracts (Figures 5 and 9). The DMS
methylation protection pattern is also different for the two cell
extracts in this region (Figure 9 and ref. 24).

In summary, it appears that the multiple, sometimes overlapping,
sequence motifs which constitute the SV40 enhancer can cell-specifically
interact with trans-acting protein factors to create different specific
nucleoprotein complexes which are presumably involved in the cell-speci-
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fic generation of enhancer activity. Note that in addition the SV40
enhancer can be specifically "repressed" (79) which further increases the
combinatorial possibilities of regulating its activity.

A stereospecific alignment of the various promoter elements is required
for efficient initiation of transcription.

The mutational dissection in vivo and in vitro of the SV40 early

promoter discussed above indicates that at least three different proteins
{or sets of proteins) interact with the three different promoter elements
to allow RNA polymerase B to initiate transcription. To investigate the
possible cooperativity between the nucleoprotein complexes corresponding
to these elements, the distances between the various promoter sequences
have been altered by inserting short DNA sequences that generate odd and
even multiples of half a helical DNA turn. Marked differences in the in
vivo effects of these two types of insertions on transcriptional initia-
tion have been observed (4), suggesting that protein-protein interactions
between the trans-acting factors bound to the different promoter elements
are involved in activation of transcription. Introduction of 10-bp or
21-bp, both near- integral multiples of the 10.5-bp per turn of B-DNA in
vitro (80), between the 21-bp repeat region and the enhancer causes a 50%
decrease in RNA initiated from all EES and LES (pSE10 and pSE21 mutants;
Figures 10 and 11), whereas alterations of the distance between these two
promoter elements by odd multiples of half a DNA turn result in dramatic
80-90% decreases in transcription initiated from all start sites (pSE5,
pSE15 and pSE25 mutants; Figures 10 and 11). In marked contrast to the
differential variations observed with insertions between the 21-bp repeat
region and the TATA box (see below), the level of all RNA species ini-
tiating downstream from the enhancer (EES1, EES2, LES 2+3; see Figure 10)
varies in a similar manner (pSE series in Figure 11). In addition, there
is no rapid overall decrease of RNA synthesis as the length of the "even
inserts" is increased and no decrease at all with increasing "odd
inserts". These results indicate that efficient transcription from both
the EES and and LES requires stereospecific alignments between some ele-
ments of the enhancer and of the 21-bp repeat region (4).

It has been demonstrated (10, 12) that insertion of DNA segments of
increasing length between the 21-bp repeat and the TATA box regions leads
to a rapid and drastic decrease in RNA initiating at the major early-
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Fig. 10. General organization and sequences of the SV40 early promoter
region and of the pS, pSE and pSR mutant series. The top diagram shows

the organization of the SV40 early promoter region in recombinant pSO

(Ref. 4). Some key natural or engineered (BamHI, Sall) restriction sites
are depicted as in Fig. 1. The triangle indicates the location of the TATA-
box. The sequence of pSO (non-coding early strand) between coordinates 5227
and 117 is shown. The TATA sequence is boxed. The position of the early-
early startsites (EES1 and EES2, arrows) and late-early startsites (LES1,
LES2 and LES3, dashed arrows), the directly repeated 21-bp sequences (I and
11), the 22-bp sequence and the six GC motifs 5'-CCGCCC-3' are indicated as
in Fig. 1. The sequences inserted {underlined) in the pSE and pS mutant
series are represented on the left- and right-hand sides below the pSO
sequence, respectively. The pSE mutant series is derived from pSEGO (10),
which contains a single 72-bp sequence, whereas the pS mutant series is
derived from pSO which contains a complete 72-bp repeat (4). The bottom
diagram shows the organization of the SV40 early promoter in recombinant
PSRO in which the 21 bp repeat region is in reverse orientation. pSRO
contains a complete 72 bp repeat. The sequences deleted or inserted {under-
Tined) in the pSR mutant series are shown below the pSRO sequence. The
relative amount.of RNA initiated at EES1, EES2 and LES2+3 after transfection
of the various recombinants into Hela cells was estimated by scanning auto-
radiograms from at least three different quantitative S1 nuclease mapping
experiments using different plasmid preparations. After correction for
transcription from the reference p-globin gene (4) the results are expressed
relative to pSO (for the pS and pSR series) or pSEGO (for the pSE series),
taken as 100%. This figure was taken from Ref. 4.
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early start sites EES1. However, Takahashi et al. (4) showed (pS series
in Figures 10 and 11) that 10- and 21-bp are consistently less detri-
mental to transcription than 4- and 15-bp inserts, respectively. Trans-
cription initiating at the minor start sites EES2 (Figure 10) varied in
exactly the opposite way (pS series, Figures 10 and 11), presumably
because it is the T box {(Figures 1 and 2) located immediately upstream
from the major TATA box which acts as a substitute TATA sequence to
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Fig. 11. Diagramatic comparison of the results obtained with the various
insertion mutants. The length of the insertions (or deletion, pSR
series) between the 21-bp repeat region and the TATA box region or the
enhancer is indicated on the abscissa and the relative efficiency of
transcription is given on the ordinate. The left-hand panels represent
the results of the pS mutant series for transcription starting at EESI,
EES2 and LES2+3, whereas the right-hand and center panels show the
results for the pSE (insertions between the TATA box and inverted 21 bp
repeat region) and pSR (insertion between the TATA box and inverted 21 bp
repeat region mutant series, respectively. The values which are taken
from Fig. 10 are expressed relative to EES1, EES2 and LES2+3 of pSO (for
the pS and pSR series), pSEGO (for the pSE series). This figure was taken
from Ref. 4.
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direct initiation of transcription at EES2 (see above). Even in the
reverse orientation, the 21-bp repeat region has to be correctly aligned
with respect to the TATA-box element to preferentially activate trans-
cription from the EES1, and similarly will preferentially stimulate
initiation from the EES2 when aligned with the T-rich substitute TATA box
(4; pSR series in Figures 10 and 11). Moving the 21-bp repeat region away
from the TATA box region by »>20-bp results in a dramatic decrease of
transcription from both EES1 and EES2, whereas initiation from the LES is
concomitantly increased, indicating that the location of the 21-bp repeat
region is now optimal for initiation from LES (Figure 11). Using longer
DNA inserts leads to the appearance of new start sites located within
30-50-bp downstream from the 21-bp repeat region (4, 10), suggesting that
the region at which transcription initiation occurs is primarily deter-
mined by the location of the 21-bp repeat region, and that the TATA box
element selects the precise site of initiation.

From these experiments, it has been concluded that the variations in
the transcriptional activity of the early promoter observed by inserting
either odd or even multiples of half a helical DNA turn between the
various promoter elements can be most easily explained by assuming that
protein-protein interactions between the nucleoprotein complexes corres-
ponding to the various promoter elements are involved in activation of
transcriptional initiation (4).

CONCLUSIONS

The SV40 early promoter constitutes the prototype of a eukaryotic
promoter : (i) The TATA box establishes directionality of transcription
by deciding where the RNA polymerase starts and what direction it goes.
(i1) The more upstream promoter elements and enhancer sequences determine
the rate of transcriptional initiation. The question arises how do TATA
box, upstream sequence elements and enhancers "talk to each other" to
promote transcription ?

Several lines of evidence indicate that the various sequence ele-
ments of the promoter bind specific transcription factors to form a large
nucleoprotein complex and that the multiple protein-protein interactions
between its components generate an active transcriptional initiation
complex at the promoter. From results obtained both in vivo and in vitro
the following model has been proposed (4; see Figure 12, for a cartoon).
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The TATA box factor binds to the TATA box to form a stable complex; this
is a prerequisite for specific initiation of transcription (14, 15,
Tamura et al., in preparation). The transcription machinery (presumably
RNA polymerase B) interacts primarily with at least the first (GC-motif
I) of the Spl factor molecules bound to 21-bp repeat region, which are
all located on the same side of the DNA helix. The TATA box factor, when
correctly positioned by a properly aligned TATA box, interacts with the
RNA polymerase and directs it to initiate at the corresponding startsite
(EESL in the wild-type situation). Misalignment caused by inserting half
a DNA turn between the TATA box and 21-bp repeat regions leads to the
preferential use of the T box (substitute TATA box) which is located
further upstream on the opposite side of the helix and controls initia-
tion at the EES2.

In this model Spl factor molecules which are bound to GC-motifs II
and III and are important for efficient initiation of transcription, may
interact either directly with the transcription machinery or alternati-
vely interact with one another and mediate their effect via the Spl
factor bound to GC-motif I. Whether the Spl factor molecule bound to
GC-motif I and the TATA box factor interact directly with each other as
well as with RNA polymerase, for instance to stabilize their respective
interactions with their cognate binding sites, remains to be investi-
gated. However, stable binding of Spl factor to the 21-bp repeat region
in vitro does not require the presence of a TATA box (81). Increasing the
distance between the 21-bp repeat region and the TATA box (or its
substitute), may either prevent the transcription machinery from inter-
acting efficiently with the bound TATA box factor (even when properly
aligned) or prevent the TATA box factor from binding efficiently to the
TATA box, resulting in the observed rapid decrease in initiation from the
EES1 and EES2 (4). Weak substitute TATA box elements may then direct the
transcription machinery to preferentially initiate at the various LES
(4). With longer inserts, similar weak multiple substitute TATA box
elements (35) may direct the transcription machinery to initiate at
multiple sites in the 30-50-bp region located immediately downstream from
the 21-bp repeat region (10). Alternatively, RNA polymerase bound to the
21-bp repeat region may initiate at multiple sites without the assistance
of the TATA box factor. Such a model readily accounts for the observation
that there is no marked overall decrease in RNA initiated from the SV40
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early promoter region in the insertion mutants of the pS series (Figure
10, see ref. 4).

A4
LES

i rli'- il E/ES‘

B
OL. ees2

GT-motits Sph-motifs GC-motifs

21BP Repeat Region
4——ENHANCER —» —m8M»

4——— 72BP ———— 421BPr«21BP»22BPp

‘TATA box
"T"box

Fig. 12. A cartoon of the possible interactions (arrows) between the
various transcription factors bound to their cognate sequence motif in
the SV40 early promoter and their interaction with RNA polymerase. The
different promoter elements, early-early (EES1 and EES2) and late-early
(LES) startsites, TATA-box and T-box, the 21-bp repeat region (containing
the GC-motifs I-VI) and the enhancer (Sph-motifs I and II, GT-motifs I
and II) are indicated as in figures 1, 5, 9 and 10, together with a
symbolic illustration of their cognate protein factors (e.g. TATA-box
factor, Spl factor).

The in vivo studies of Takahashi et al. (4) indicate that equivalent
protein-protein contacts can be established between the transcription
machinery and the factors bound to the GC-motifs, irrespective of the
orientation of the 21-bp repeat region. Since there is no apparent symme-
try in the sequence, several explanation have been proposed to account
for this paradox (4): (1) symmetry may be present in the GC-motif, even
though it is not readily apparent; (2) factor Spl could be an assym-
metrical molecule with equivalent protein interaction sites at either
end; (3) the protein with which Spl factor interacts (for instance, RNA
polymerase which has multiple subunits) may possess symmetrical protein
interaction sites; (4) Spl factor may be composed of two functional
domains linked by a flexible stem : one DNA-binding domain which would
specifically recognize the GC-motifs, and one protein-interacting domain
which would interact with some component of the transcription machinery.
The two-domain hypothesis appears to be particularly attractive, since
such separate domains for DNA binding and activation of transcription by
protein interaction with RNA polymerase are known to exist in repressor
proteins of E.coli A phages (82-84).
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Efficient initiation of transcription from the entire SV40 early
promoter also requires a stereospecific alignment between some element(s)
contained in domain A of the enhancer and the 21-bp repeat region (4).
Enhancer specific transcription factor(s) are known to bind in vitro to
domain A (20, 21, 23, 24). Thus, it is likely that it is these proteins
which have to be stereospecific aligned with Spl factor molecules bound
to the 21-bp repeat region for the enhancer to efficiently stimulate
transcription. Since the important sequence elements of enhancer domain A
(Sph-motifs I and II, Figure 5) are separated by approximately one heli-
cal turn from one another and by a multiple of 10 bases from the GC-
motifs of the 21-bp repeat region, protein(s) bound to the Sph-motifs and
the GC-motifs may be situated on the same side of the DNA helix, and may
specifically interact with each other and/or independently with elements
of the transcription machinery (for example RNA polymerase B). In this
respect, it is interesting to note that the Spl factor binds to the 21-bp
repeat region in vitro in the absence of the enhancer sequence (16, 17,
81), whereas enhancer-specific proteins seem to be less stably bound in
vitro to the enhancer in the absence of the 21-bp repeat region (Wilde-
man, unpublished observation).

It appears, therefore, that the assembly of proteins bound to the
various elements of the SV40 early promoter could constitute a broad
protein interaction region located mainly on one side of the DNA helix,
where it could act as a specific recognition region for RNA polymerase B.
The function of the transcriptional factors bound to the 21-bp repeat and
the TATA box region would be to anchor stably RNA polymerase to enable it
to initiate at the start sites, and perhaps also to have a role in its
activation. The protein(s) bound to enhancer domain A would participate
in activation of transcription initiation, either directly by interacting
with RNA polymerase, or indirectly through contacts with the protein(s)
bound to the 21-bp repeat region. A1l these interactions may contribute
to increase the transcription machinery concentration at a given promoter
region which has to compete successfully with the rest of the very large
genomic DNA for efficient initiation of transcription to occur. That the
enhancer, and not only the 21-bp repeat region, can activate transcrip-
tion irrespective of its orientation, can be explained by the hypothesis
that proteins bound to it are composed of two distinct functional domains
linked by a flexible stem (see above). A DNA looping mechanism (33, 85)
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may account for the persistence of the enhancer activity (33, 35) as it
is moved away from the other promoter elements.

In conclusion, our results clearly support the view that multiple
protein-protein interactions have a key role in the generation, at a
promoter site, of an active transcriptional initiation complex, which is
a very large specific nucleoprotein structure composed of multiple
sequence elements recognized by different cooperating factors. It is
Tikely that this concept can be generalized to other class B promoters,
as the same DNA turn dependence has been observed when the SV40 enhancer
activates transcription from the adenovirus-2 major late promoter (our
unpublished results).
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THE POLYOMA ENHANCER
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ABSTRACT

We have analyzed the interaction of mouse 3T6 cellular proteins
with the polyoma enhancer in vivo and in vitro. Four interacting
domains are disclosed corresponding to functional domains defined in
vivo. The interaction with the B enhancer domain was analyzed in more
detail. Strong base-specific contacts were detected with the early
proximal half of the GC-rich palindrome on the late coding strand. A 25
bp region including this sequence is sufficient to provide binding
specificity : this region coincides with the core of the B element. The
implication of these findings for polyoma enhancer function are
discussed.

INTRODUCTION

Although the presence of an enhancer element in polyoma virus was
revealed at about the same time as in simian virus 40 (Sv40) (1, 2),
most of the efforts were directed towards the understanding of the
structure and function of the SV40 enhancer. Nevertheless, in addition
to properties typical of enhancer elements, the polyoma enhancer
possess some particular features, making it a very attractive and
powerfull model for the study of the regulation of gene activity, DNA
replication, and even differentiation in mammalian cells (3, 4).

The organization of the polyoma non-coding regulatory region is
depicted in Fig. 1. Although the overall genome organization and the
coding sequences of polyoma and SV40 viruses are similar (5), this is
not the case for the control region : in polyoma the early promoter is
further removed from the DNA replication origin, and it lacks the 21 bp
GC-rich repeats found in SV40. The enhancer region itself does not
display a repeat of 72 bp, nor is there any extensive homology with the
SV40 enhancer. The main functional difference, possibly a direct

Aloni, Y (ed), Molecular Aspects of Papovaviruses. © 1987 Martinus Nijhoff Publishers,
Boston. ISBN 0-89838-971-2. All rights reserved.
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consequence of this different organization, is the absolute requirement
in polyoma for the presence of the enhancer sequence in cis to allow
replication of viral DNA (1, 6, 7). This is particularly clear, since
replacement of the polyoma enhancer by an Immunoglobulin (Ig) heavy
chain gene enhancer leads to tissue-specific replication of the virus
in lymphocytes, cells where the Ig enhancer is normally active (7).

Another interesting particularity of the polyoma virus is the
existence of a large number of host range mutants. Polyoma virus grows
normally in mouse fibroblasts but it does not replicate in mouse
embryonal carcinoma (EC) cells 1ike F9 or PCC4 cells (8). In
appropriate conditions, host range mutants can be selected that are
adapted for growth on this type of cells (9) : they all carry point
mutations or rearrangements in the enhancer region (10, 4), probably
allowing appropriate interactions with factors present in EC cells in
such a way that both transcription and replication of the viral DNA can
occur. Similarly many differentiated cell lines of the mouse like
erythroleukemia cells, neuroblasterian cells or trophoblasts are
partially refractive to virus growth. Variants that are selected for
fast growth on these cells contain rearrangements (deletions and
duplications) in the enhancer region (4).

A characteristic of the polyoma enhancer, shared with other
enhancers, 1is the organization in functional domains : some domains
conserve partial activity, combination of different domains or even
duplication or polymerization of a single domain restores full activity
(see figure 2). Herbomel et al. showed that the polyoma enhancer
sequences first defined by de Villiers and Schaffner (2) can be
subdivided into two active redundant enhancers, A and B, corresponding
to the Bc1I-Pvull and Pvull-Pvull fragments (11). A minimal core was
defined for each of these enhancers. Sequences outside these cores were
considered as auxillary sequences, the presence of which is required
for full enhancer activity. These results and parallel experiments by
the groups of Kamen and Hassel permit the division of the entire
polyoma enhancer into four domains, A to D, in accordance with the
suggestion of Veldman et al. (12). Domain A corresponding to the core
of enhancer A contains a sequence homologous to the adenovirus (Ad)
enhancer (14). It corresponds to the core or part of segment 2 defined
by Hassel et al. (13). Domain B corresponds roughly to the core of
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Fig. 1. : the regulatory region of polyoma virus. The numbering of
nucleotides is according to Tyndall et al. (1). The restriction sites
for BclI, Pvull, Apal and Bgl1I are indicated by small vertical arrows ;
major late cape sites (39) and early cap sites (40) are indicated by
boxes with arrows, palindromes or direct repeats by small horizontal
arrows ; the two DNase I hypersensitive sites mapped in the chromatin
(16) by large vertical arrows termed HS1 and HS2. Also indicated are
the origin region (ori) and the TATA box sequence of the early
promoter. (a) the 244 bp polyoma BclI-Pvull enhancer region is
subdivided into the A (Bc1I-PvulI) and B (PvulI-4) enhancer elements
with the enhancer core sequences identified by Herbomel et al. (11)
represented by black bars. (b) The homologies between the polyoma
enhancer and the enhancers of adenovirus (14), Ig heavy chain gene
enhancer (41), BPV (42) and SV40 (15) are represented by black bars.
(c) Binding sites of large T antigen as deduced from footprinting
experiments are shown (43, 44). From Piette et al. (26), with
permission.
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Functional domains of the polyoma virus enhancer

Fig. 2 : Organization of the polyoma enhancer in functional domains.
The BclI-Pvull enhancer fragment is represented with symbols as in
Fig.l. The functional domains as determined in the indicated references
(respectively 11, 13 and 12) are represented by boxes. The DNase I
protected domains detected in this work are indicated by lines with the
names of the postulated factors in the lower part of the figure. See
text for further details.
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enhancer B (11). It is part of segment 3, roughly the g-core of Hassel
et al. (13). It includes the Weiher and Gruss consensus sequence found
in the SV40 enhancer among others (15) and a GC-rich palindrome. Domain
C is adjacent to the core of B and contains a sequence homologous to
the immunoglobulin heavy chain enhancer. Domain D is on the late side
of the adenovirus homology (domain A) and is required for the full
enhancer activity of the BclI-Pvull fragment. The nucleotide cores of
either one of the two enhancers : domain A (a) or B (g) are sufficient
to complement the DNA replication origin core to allow replication of
the viral DNA (6, 13). Also typical for enhancer elements is the
presence of DNase I hypersensitive sites in the polyoma minichromosomes:

precise mapping revealed two major sites, one near the A domain and
the Ad homology, the other near the B domain and the SV40 homology
(ref 16 and Fig. 1). Finally, differential activity of the polyoma
enhancers is noted in EC cells : in PCC3 cells for example, the B
element is as active as in 3T6 fibroblasts, while the A element is
clearly less active (11). This could be brought in parallel to the
recent observation, that only the B enhancer and not the A enhancer
allows replication of the viral DNA in microinjected mouse embryos
(17).

We hope to show that in fact the different domains represent sites
of action of cellular proteins with the viral enhancer. In one case at
least, the interaction site can be reduced to a "core" corresponding to
the functional core defined in vivo. The formation of DNase I
hypersensitive sites is caused by the binding of proteins, possibly
causing structural alterations in the DNA double helix.

RESULTS

We have used two approaches to characterize DNA-protein
interactions with the polyoma enhancer. In the first, in vivo approach,
contact sites were mapped in intact cells or nuclei by use of DNasel
digestion or dimethylsulfate alkylation followed by the genomic
sequencing technique according to Church and Gilbert (18). In the
second, in vitro approach, a combination of gel retardation assays (19,
20) and enzymatic or chemical footprinting techniques was used (21,
22).
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Localization of protein-DNA contacts in vivo
A major problem in the in vivo approach is the non-homogeneity of
the viral minichromosome population (5). As clearly shown for SV40,

only a limited fraction of the minichromosomes displays the typical
nucleosomal gap (maximal 20 %), possesses torsional stress or is
associated with nascent transcriptional complexes (23, 24, 25). Thus,
it is possible that only part of the minichromosomes will be
interacting with "enhancer" binding proteins, this interaction will not
necessarily be the same for all the molecules. The global in vivo
picture of DNA-protein interactions may thus be the result of a
superposition of different configurations. Aware of these problems, we
choose to study the interaction with the polyoma minichromosomes 24
hours after viral infection. Most of the viral DNA molecules are then
engaged in the late phase of the viral cycle and some are actively
replicating. This allows us to obtain large quantities of material. In
this phase, the potential cellular factors are still expected to
interact with the enhancer region since the latter is necessary for
replication and for the continued synthesis of early RNA ; DNase I
hypersensitivity and the presence of a nucleosomal gap are still
observed at this stage of infection (23, 16).

A DNase I footprinting experiment is displayed in Fig. 3. Four
large domains of protection separated by small non protected regions
can be discerned ; because they largely coincide with the domains
defined by functional tests we call them in a similar way D, A, C and
B. A detail of a methylation protection experiment is also given :
closer interaction with specific base pairs can be detected in this
way. The B domain is represented, emphasizing interactions with the
early part of the GC-rich palindrome as will be confirmed by the in
vitro analysis. To summarize, four interacting domains are detected on
the polyoma enhancer, roughly corresponding to the functional domains ;
the protections are only partial indicating that only part of the
minichromosomes are interacting with specific enhancer—binding
proteins. It is also not sure if the enhancer region is protected in
an all or none fashion, although the precise juxtaposition of the
different domains suggests that this could be the case. Nor is it known
if the interactions disclosed here reflects the active state of the
minichromosomes (thus positive factors) or the repressed state of
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Fig. 3 : In vivo footprinting of
the polyoma enhancer. In the
DNase I protection experiments,
3T6 nuclei were prepared 24
hours after infection with the
virus, as described in Cereghini
and Yaniv (45). They were
treated with DNase I in 130 mM
{(lanes ¢ and e) or 300 mM NaC1l
(Tanes d and f), DNA was
subsequently isolated, and the
genomic sequencing technique of
Church and Gilbert was further
followed (18). Lane (c)
represents the footprint of the
early, lane (e) of the late
coding strand. Lanes (d) and (f)
are taken as control
respectively for the early and
late coding strand. In the
methylation protection
experiments, 3T6 cells were
treated with DMS 24 h after
infection, the DNA was then
extracted and the same procedure
was followed as for the DNase I
experiments. The protection
pattern for the early strand
(a) and late strand (g) are shown. Naked DNA is taken as control for
the early coding strand in (b) and for the late strand in (h). Typical
features of the sequence are represented next to the lanes with
symbols as in Fig. 1. DNase I protections are indicated by brackets,
methylation protections by o and enhancement by>.

minichromosomes (thus negative factors). It is clear that an in vitro
approach is necessary to extend these findings and to confirm that the
factors are really of cellular origin.

Characterization of cellular proteins that interact with the polyoma
enhancer in vitro

If the hypothesis that cellular factors are interacting with the
polyoma enhancer, and are in this way initiating the viral cycle, is
correct, then protein extracts prepared from uninfected host cells like
mouse 3T6 fibroblasts should contain such factors. We have found it
useful to follow different methods to obtain a complete picture of the
protein-DNA interactions involved : mainly DNase I footprinting and gel
retardation (or bandshift) assays. Mouse 3T6 cells were collected
before confluence, nuclei prepared and proteins extracted at different
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Fig. 4 : In vitro footprinting
of the polyoma enhancer. A. 20
pug of a 0.4 M nuclear extract
was incubated with a few ng of
3' labelled DNA, in the presence
of 150 ng pdIdC carrier for 10
minutes at 20°C. The mixture was
then treated with two DNase I
concentrations in lanes (e) and
(f) for 1 minute. After phenol
extraction the DNA was loaded on
a 6% sequencing gel. In lanes
(c) and (d) no protein was added
as control. B and C.
Respectively 2.5 (lanes ¢), §
(d), 10 (e), 20 (f) or 30 ug (g)
of a dialyzed 0.4M nuclear
extract was incubated with a few
ng of 3' labelled DNA, in the
presence of 150 ng pdIdC carrier
during 10 minutes at 20°C. The
mixture was treated with DNase I
for 1 minute. After
deproteinization with protease K
and phenol extraction. the DNA
was loaded on a 6 or 8 %
sequencing gel. In lanes {(a)
and (b), no protein was added
as control. In B, the early
coding strand of the Bc1I-Apal fragment containing the entire enhancer
is shown. In C the late coding strand of the Bc1I-Pvull fragment
containing enhancer domains A and D is shown. Symbols are as in figure

jonic strengths (26). For example, a 0.4 M nuclear extract means an
extract containing proteins eluted at 0.4 M NaCl from the nuclei.

The first method we will describe is direct DNase I footprinting
(21). Critical in these experiments is the use of high protein
concentrations, low salt conditions and use of an appropriate carrier
DNA, here poly(dI-dC).poly(dI-dC). In Fig. 4A a footprint of the
enhancer region with a 0.4 M salt nuclear extract is shown. At least
three, almost contiguous partially protected regions are seen : the
first one overlaps partially the adenovirus (Ad) homology, the second
one covers the Ig homology, the third one the GC-rich palindrome and
the SV40 homology. Strong hypersensitive sites are bordering the late
side of this region, weaker hypersensitive sites the early side. A
weaker protected region is seen in the late part of the PvulI-Bcll



92

Fig. 5 : Band shifting
experiments with the
polyoma enhancer. A.
Fragments used in the band
shifting experiments. The
region extending from the
BclI site at position 5022
to the Apal site at
position 5291 containing
the A and B enhancers is
indicated : the enhancer
core sequences are
represented by a black
bar. B. Band shifting
pattern obtained with the
B enhancer. The 140 bp B
enhancer fragment together
with an excess of non
radioactive carrier DNA
(sonicated salmon sperm)
were incubated with a 0.4
M nuclear extract of 376
cell and loaded on a 7.5 %
polyacrylamide gel.
Indicated are the origin
of the gel, the DNA
fragments complexed by
proteins (labelled a-a' to d-d') and the free DNA band. The four
bands including d-d' were frequently observed as doublets. C. Band
shifting experiments with different DNA polyoma fragments given in
panel a. 1 and 2 : fragment 280 ; 3 and 4 : fragment 140 ; 5 and 6 :
fragment 110, Tanes 7 and 8 : 210 bp fragment of prokaryotic origin.
The fragments were incubated without (-) or with (+) a 0.4 M nuclear
extract of 376 cells. D. Competition experiments. A nuclear extract of
3T6 was incubated with the B enhancer in the absence {lane 1) or in
the presence of linearized pPBl1 (a plasmid containing the B enhancer)
(lanes 2-4) or linearized IGE (a plasmid containing the mouse heavy
chain gene enhancer). A 7 to 40 molar excess of competitor was used as
indicated in the figure. From Piette et al. (46), with permission.

fragment. This protection is clearly visible in figure 4B and 4C when a
dialyzed extract was used for the footprinting. It should be noted that
the protection of the Ig homology, palindrome and SV40 homology are
Tost upon dialysis of the extract. These results are schematized in
Fig. 8. A close correlation with the functional domains mapped in vivo,
or with the protected domains mapped by in vivo footprinting is
observed : domain A is strongly protected, B, C and D more weakly.
Moreover, the two hypersensitive regions mapped here coincide with
those mapped in vivo by the indirect end-labelling technique (16). In
the D, A, and B-C domains, the protections we observe are due to
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Fig 6. : Footprint of the
DNA-PEBI complex The
complex was allowed to form
as described in Piette et
al. (26) (see also Fig. 5).
In the DNase I footprint
experiments (A) it was
treated with DNase I for 1
minute at 20°C, and the
digestion was slowed down
by the addition of 10 ug of
salmon sperm DNA. This was
immediately loaded on a
preparative gel and the
free DNA band (lane c) was
separated from the retarded
band (d), eluted and loaded
on a 8 % sequencing gel. In
the DMS interference
experiments (B), the DNA
was methylated before
complex formation ( 47) and
further processed as above.
(A) lanes (a) and (b) : GA
and TC sequence reaction
products ; lane (c) : free DNA ; Tane (d) : complexed DNA. Both early
and late strands are shown. (B} Tanes (a) and (c) : free DNA ; lanes
(b) and (d) : complexed DNA of respectively the early and late coding
strands of the PvulIl-4 fragment containing enhancer domain C and B.

different factors, since the protecting activity of D and A elutes
already at 0.3 M while the B-C activity elutes around 0.4 M NaCl from
the nuclei. The availability of point mutations which inactivate the A
domain (kindly provided by G. Magnusson) allowed us to test the
correlation between binding and enhancer activitity in vivo. We
observed clearly less protection of the mutated A domain when the DNase
I footprinting reaction was done in exactly the same conditions as for
the wild type. Thus at least one domain involved in interaction with a
cellular protein is functionally participating in the process of
enhancement.

We wished to obtain a more detailed analysis of the different
interactions disclosed here. For this purpose we turned to gel
retardation assays (19, 20). This method is based on the slower
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Fig. 7 : Deletion analysis of the Pvull-4 fragment. The Pvull-4
fragment was digested with Bal3l nuclease from respectively the late
proximal extremity (AE series) or the early proximal extremity (S
series). The obtained fragments were tested for their capacity to form
a complex with a 0.5 M nuclear extract by gel retardation assays (26).
The PvulIl-4 fragment is represented with the typical features
symbolized as in Fig. 1. Above, the new extremity of the AE series
fragments is shown with the pattern of the cognate fragment in the
retardation assay. Below, the AS series is shown. A1l the tests were
run on the same 7.5 % polyacrylamide gel ; origin and lower retarded
band are indicated by an arrow.

migration in polyacrylamide gels of protein-DNA complexes with respect
to free DNA. Two essential conditions have to be met, the interaction
must be stable and specific. The latter requirement has to be
carefully checked. In Fig. 5 such an analysis is presented: the
specificity is confirmed by (i) lack of interaction with a fragment of
plasmid DNA of prokaryotic origin (Fig. 5c), (ii) competition with the
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homologous Py fragment present on a plasmid (Fig. 5d). The interaction
js mapped within the Pvull-4 fragment (Fig. 5c). Surprisingly no
interaction is detected with the Bc1I-Pvull fragment, in contrast to
what was observed in the preceding direct DNase I footprinting
experiments (Fig. 5c). A reproducible pattern of retarded bands that
are regularly spaced on the gel 1is obtained (Fig. 5b): the
significance of this is not yet clear.

A finer mapping of the interaction between proteins and DNA can be
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Bcll t hg Pw
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r r r

. S50 T T Feeseeny
CGACATCCTCTTTTAATTAGTTGCTAGGCAACTGCCCTCCAGAGY W

GCYGTAGGAGMAATYMYCMEGATEEGTTGACGGGA%TCTCCC@ ACACCAAMACGTTCTCCTTCGTTTTTC CGGATCTTAC

SV40
S49 S48

5200 . - . . 5250
1T GCAAGAGGAAGCAAAAAGCCTCTCCACCCAGGCCTAGAATGTTTCCACCCARTCATTACTA

Fig. 8 : In vitro protein-DNA contacts with the polyoma enhancer. The
sequence of the Bc1I-Pvull fragment containing the whole enhancer
region is shown. Palindromes or repeats are represented by horizontal
arrows. Homologies to the Adenovirus and SV40 enhancers are boxed.
DNase I protection are indicated by horizontal lines, hypersensitive
sites by vertical arrows, methylation interference by o, ethylation
interference by y and methylation enhancement by v. The end point of
the relevant deletions is represented byr . See text for further
details.

obtained by combined use of the retardation assay and DNase I
footprinting. After treatment of the protein-DNA complex by DNase I,
the complex is separated from free DNA in a preparative gel and the
DNase I pattern obtained from both are compared on a sequencing gel.
The footprint of the factor will thus be visible on the retarded DNA.
Such an experiment is shown in Fig. 6A. Both B and C domains are
protected in a similar way as in the preceding footprinting
experiments. Thus, either only one factor is recognizing the two
domains, or two factors are closely associated. Destruction of the
interaction by protease K treatment indicates that the factors are at
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least in part proteins. The same rationale can be followed now for
methylation or ethylation interference experiments to obtain a picture
of the close contacts between DNA and protein. In the methylation
experiments the DNA probe is first treated with dimethylsulfate (DMS)
to methylate the 3' position of guanine (G) in the major groove or the
7' position of adenine (A) in the minor groove of the DNA helix. The
complex is then allowed to form and separated from free DNA on gel.
Methylated bases that interfere with the binding will not be present in
the retarded DNA (see Fig 6B). In ethylation experiments with
ethylnitrosourea (ENU) ionic interactions with the phosphates of the
DNA backbone are revealed (22). The results of such experiments are
schematized in Fig. 8. It is striking that the interaction fis
exclusively observed with the purine stretch of the early part of the
GC-rich palindrome on the late coding strand. No strong interference or
protection is observed with the other strand that includes the other
half palindrome. The importance of this core sequence for the formation
of the DNA-protein complex is confirmed by deletion analysis.

A series of deletions were constructed by Bal3l digestion : the
fragments obtained were then tested for their capacity to bind the
nuclear factor(s). When no more binding was observed the deleted DNA
was replaced by plasmid DNA to check if the requirement for the deleted
DNA was specific. The relevant deletions are represented in Fig. 7. We
concluded that AEl and AE17 remove specific sequences from the late
side that contribute to complex formation. Deletion S49 removes such
sequences from the early side. The sequences missing in AEl andA E17
can be fully or partially replaced by non-specific plasmid DNA as
judged by the yield of specific complex. On the contrary replacement of
the sequences deleted in /549 by plasmid sequences did not restore
complex formation. We conclude that the essential sequences are
contained in the 25 bp stretch between the end points of AE17 and AS48:

the same region where the strong protein-DNA contacts were mapped.
This sequence corresponds nearly exactly to the B-domain core required
for DNA replication as mapped in vivo by Hassel et al. (13). We propose
that only one factor, that we call PEBl (polyoma enhancer-binding
protein 1) is interacting with both B and C domains. Indeed, there is
no shift in the migration of the complex when C is removed, or is
replaced by plasmid DNA. Thus, the factor would recognize and interact
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strongly with the B core domain, and subsequently make weaker contacts
(detectable by DNase I footprinting) with the C domain : these contacts
are still specific, since no protection of the plasmid DNA replacing
the C domain is seen in DNasel footprinting experiments. When run on a
glycerol gradient, the binding activity migrates as a discrete 3.5 S
peak, indicating that the factor could be in the molecular weight range
of 50 Kd.

DISCUSSION
A first important point that can be deduced from our results is
that the enhancer of polyoma virus is interacting with cellular
proteins already present in uninfected cells. Such proteins may thus
have a role in normal cells, as is the case with Spl transcription
factor which interacts with SV40 or herpes promoters and with the
regulatory region of several cellular genes (27). The accumulation of
such regulatory protein binding sites in viral enhancers may contribute
to make the virus a very powerful competitor for the cellular
transcription and replication machinery. Both our in vivo and in vitro
results indicate that a large portion of the enhancer region might be
covered by proteins in an almost continuous fashion (nt 5000 to nt
5200). This region is recognized by at least three distinct activities:
PEAL and PEB1 binding to respectively domain A and B-C defined in

vivo, a third factor PED1 binding to domain D. PEBl is probably a
single factor recognizing the B domain core, and interacting weakly
with the C domain. This strongly suggests that the domains defined in
vivo by functional tests correspond to distinct protein binding
domains, and that these proteins play a crucial role in enhancer
function. This is confirmed for the PEAl factor, since this factor
showed a drop in its binding affinity for an enhancer negative point
mutation. The binding of specific factors is also the cause of
hypersensitive sites to DNase I at loci similar to those detected in
vivo. These sites are localized at the border of protected regions. In
the case of PEB1 there is evidence that this site coincide with a local
alteration in the DNA structure ; indeed the proximity of this site to
the extremity of the DNA fragment resulted in a marked increase in
migration mobility of the complex in polyacrylamide gels, a phenomenon
that could be caused by DNA bending (28, 29). As already suggested
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before, DNasel hypersensitive sites may thus be caused by the presence
of specific DNA binding factors and structural alterations in the DNA
(30, 31). One of the DNA-protein interactions was characterized more
precisely, i.e. that of PEBLl with the Pvull-4 fragment. It follows from
this analysis that the essential contacts are contained in a 25 bp
stretch that was defined as the B-core element by Hassel et al. (13) :
the minimal sequence able to complement the DNA replication origin core
to allow viral DNA replication. Remarkably, strong contacts are
restricted to a purine-stretch on the late coding strand. The DNasel
protection extends further to the late side, covering about 50 bp of
DNA. The C domain can nevertheless be removed with only a small drop in
binding affinity. There is a striking similarity of this type of
interaction, with that of TFIIIA and the 5 S RNA gene, although we do
not observe significant sequence homology (32, 33). TFIIIA-5S gene 1ike
interactions may thus be involved in enhancer function. It is
intriguing in that respect, that several eukaryotic regulatory proteins
sequenced up to now show a so called finger-like domain organization
similar to that of TFIIIA (34), what could indicate a quite general use
of such interactions for gene regulation in eukaryotes.

Are there any other proteins interacting with the polyoma
enhancer ? A factor different from those we described here was
described by Fujimura (35). It binds to a small palindrome between nt
5158 and nt 5172. We have detected a similar activity after
fractionation of a 3T6 nuclear extract on a heparine-agarose column. It
is probably obscured in our current assays by the stronger activity of
PEB1. The two binding sites are overlapping, and a finer regulation of
enhancer activity could be achieved in this way : the balance between
the two factors could vary, for example in different tissues or during
the cell cycle. The real importance of the homologies to the Ad and
SV40 enhancers needs also to be elucidated. Both sites are located at
the extremity of binding domains in DNase I hypersensitive regions. May
be, other factors are recognizing these sequences only after binding of
PEAl, or PEBl. Such factors may perform some crucial steps in enhancer
function as suggested by the presence of similar sequences in other
enhancers and the detrimental effect on enhancer activity of point
mutations in these sequences in the SV40 72 bp repeat (15).

The exact role of the factors described in this work in enhancer
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function is unknown. In fact, their existence is compatible with the
possible mechanisms proposed for the enhancer function. The presence of
a large nucleo-protein complex could be responsible for nucleosome
exclusion and the creation of a proper RNA polymerasell (or associated
factor) entry site. This nucleo-protein complex could also provide a
strong nuclear matrix attachment site where transcription and
replication processes would take place, or trigger DNA topoisomerase
action to change the Tinking number of the minichromosomes. The binding
of these factors by itself could induce a torsional stress in the DNA
creating transcription and replication competent minichromosomes. A1l
these alternatives are of course, not mutually exclusive. Real
understanding of the mechanisms of enhancement should await the set-up
of a proper in vitro system and the purification of the enhancer
binding factors. Preliminary in vitro results were obtained with the
SvV40 (36, 37, 38) or Ig enhancer (37) with an in vitro trancription
assay, however the components of this system are far from being pure.
The particularity of polyoma virus that requires an enhancer also for
the replication of its DNA may offer a more promising alternative. In
any case, a complete understanding of the enhancer mechanism may well
require among others the use of specific antibodies to enhancer factors
to investigate the localization and function of these factors in the
intact cell.
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IN VITRO POLYADENYLATION OF SV40 EARLY PRE-mRNA
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ABSTRACT

Using a pre-mRNA containing the SV40 early introns and
poly(A) addition site, we have investigated several require-
ments for accurate and efficient mRNA 3' end cleavage and
polyadenylation in a HelLa cell nuclear extract. 3' end
formation and splicing occur under the same conditions
in vitro, but do not appear to be coupled in any way. The
ATP analog 3'dATP (cordycepin triphosphate) inhibited both
cleavage and polyadenylation even in the presence of ATP,
perhaps reflecting an interaction between cleaving and poly-
adenylating activities. A 5' cap structure appears not to be
required for mRNA 3' end processing in vitro, because neither
the presence nor absence of a 5' cap on the pre-mRNA nor the
addition of cap analogs to reaction mixtures had any effect
on the efficiency of 3' end processing. Micrococcal nuclease
pretreatment of the nuclear extract inhibited cleavage and
polyadenylation. However, restoration of activity was
achieved by addition of purified E. coli RNA, suggesting
that the inhibition caused by such a nuclease treatment was
due to a general requirement for mass of RNA, rather than to
the destruction of a particular nucleic acid-containing

component, such as a snRNP.

INTRODUCTION

The development of cell-free systems that accurately and
efficiently process pre-mRNA by splicing and 3' end cleavage
and polyadenylation has enabled investigators to begin

detailed analyses aimed at determining the biochemical char-

Aloni, Y (ed), Molecular Aspects of Papovaviruses. © 1987 Martinus Nijhoff Publishers,
Boston. ISBN 0-89838-971-2. All rights reserved.
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acteristics and precise mechanisms of these reactions (1-6).
Previous studies have indicated that eucaryotic mRNA 3' end
formation involves an endonucleolytic cleavage of a longer
precursor RNA followed by polymerization of approximately
200 adenylate residues to the newly formed 3' end, and that
these two reactions might normally be coupled (7-11). The
highly conserved nucleotide sequence, 5'-AAUAAA-3', found
approximately 10 to 30 nucleotides upstream of the poly(A)
addition site (12), plays an essential role in both the
cleavage and polyadenylation reactions (13-19). Other less
conserved sequences found downstream of the poly(A) addition
site also appear to be required for accurate and efficient
3' end processing in vivo (20-26).

In vitro RNA processing data suggests that a cap struc-
ture at the 5' end of the pre-mRNA molecule may be required
for efficient splicing (27, 28). The efficiency of splicing
was found to be reduced when uncapped pre-mRNAs were used
and when cap analogs, which might compete for faétors that
recognize the 5' cap structure, were added to reaction mix-
tures. Recent in vivo data argues against a 5' cap structure
being required for efficient mRNA 3' end processing, however.
When a hybrid gene comprising a RNA polymerase III promoter
attached to the protein-coding sequences of a RNA polymerase
II gene was transiently expressed in a human cell line,
accurate and efficient 3' end formation of the chimeric tran-
script was observed (29). This implies that a 5' cap struc-
ture is not required for mRNA 3' end formation, because all
RNA polymerase III transcripts thus far examined lack such
structures.

Recently, the involvement of small nuclear ribonucleo-
proteins (snRNPs) in eukaryotic mRNA processing has been
demonstrated for mRNA splicing (U1, U2, U4/U6 and possibly
U5; ref. 30-34) and for 3' end formation of a histone tran-
script (U7; Ref. 35). Whether snRNPs play a role in 3' end
cleavage and polyadenylation remains an open question,
although several lines of evidence suggest their involvement.
Polyclonal antisera against Ul RNP and La nuclear antigen
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(an antigen associated with RNA polymerase III transcripts)
have been shown to inhibit the cleavage and polyadenylation
reactions in vitro (4, 10). 1In addition, RNase Tl fragments
of pre RNAs containing an AAUAAA consensus sequence were
immunoprecipitated from HeLa cell nuclear extracts with anti-
Sm sera, which precipitates snRNPs containing U RNAs, and
with anti-trimethylguanosine cap sera, which precipitates
snRNPs containing the cap structure found at the 5' ends of
most URNAs (36). Although these results are consistent with
an involvement of snRNPs in mRNA 3' end processing, they do
not prove it. Neither these studies nor others (33) have
been able to provide evidence for the involvement of a par-
ticular snRNP in cleavage and/or polyadenylation.

To investigate further the requirements for mRNA 3' end
cleavage and polyadenylation, we have studied 3' end process-
ing of a pre-RNA containing the SV40 early introns and
poly(A) addition site in a HeLa cell nuclear extract. Here
we present data demonstrating that accurate and efficient
cleavage and polyadenylation of this pre-RNA can occur in
this extract under the same conditions in which splicing
occurs. In addition, we present evidence that the 3' end
cleavage and polyadenylation activities are linked and that
these reactions do not require a 5' cap structure on the
pre-mRNA.

One way the requirement for an RNA component in mRNA
splicing was established was by inactivation of splicing in
a HelLa cell nuclear extract by micrococcal nuclease pretreat-
ment and subsequent restoration of activity by addition of
an snRNP-containing fraction (30, 31). Here we describe
the results of similar experiments, which demonstrate that
micrococcal nuclease pretreatment inhibits 3' end cleavage
and polyadenylation, as well as splicing, in a HeLa cell
nuclear extract. However, accurate 3' end processing was
completely restored by addition of E. coli RNA, whereas
splicing was not. Conversely, splicing was restored by addi-
tion of an snRNP-containing fraction, but 3' end cleavage

was not.
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RESULTS

Both splicing and polyadenylation of SV40 early region
transcripts have been previously studied and display many of
the features found to be typical of mRNA processing (37-39).
Hence, we have used in these studies a precursor RNA gener-
ated by run-off transcription from the recombinant plasmid
pYSVHA3-A, which contains both the introns and poly(A) site
of the SV40 early region (Fig. 1lA). When capped pYSVHA3-A
pre mRNA was incubated in the presence of a HeLa cell nuclear
extract plus ATP, creatine phosphate and Mg2+, accurate
splicing and 3' end processing were detected. Sl nuclease
analysis of the RNA 3' ends indicates that at optimal condi-
tions approximately 20% of the RNA recovered after process-
ing was cleaved at the correct poly(A) site utilized in vivo
(Fig. 1B). Oligo d(T) selection followed by S1 nuclease
analysis showed that greater than 80% of the uncleaved pre-
mRNA was polyadenylated at its 3' end and that all the RNA
cleaved at the correct poly(A) site was polyadenylated (data
now shown). When a pre-mRNA that did not contain the poly(A)
site sequences, generated by cleaving the pYSVHd3-A template
upstream of these sequences, was processed in the nuclear
extract, no polyadenylation was detected (Fig. 1B). This is
consistent with our previous results which showed that end-
polyadenylation is dependent on the AAUAAA signal sequence
(3, 15). sSplicing was routinely monitored by the presence
of the large T antigen intron lariat, (Fig. 1B) which can be
easily detected because it is not polyadenylated and thus
migrates as a sharp band during agarose gel electrophoresis
(40). Other splicing products and intermediates were detected
by S1 nuclease analysis (data not shown). We note that both
splicing and 3' end processing occurred optimally under the
same conditions. Furthermore, splicing efficiency was not
detectably affected by the occurrence of 3' end processing on
the same pre mRNA.

As noted by us and others (41), the SV40 early pre mRNA
is 3' end processed considerably less efficiently than several

other pre-mRNA's tested to date (e.g., adenovirus L3; Ref. 10}.
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Figure 1. Processing of
PYSVHA3-A pre RNA.

A, Schematic diagram of
PYSVHA3-A pre RNA and of Sl
nuclease analysis of pro-
cessed RNA. The DNA tem-
plate, pYSVHd3-A, was con-
structed by inserting a frag-
ment containing the SV40
early poly(A) addition site
into plasmid pYSVHAB (40),
downstream of the SV40 Hind
IIIB fragment. Pre~RNA
synthesis from this tem-
plate was directed by a
synthetic E. coli promoter
(48). A 1300 nt capped
PYSVHA3-A pre RNA synthe-
sized by run-off transcrip-
tion contrains the follow-
ing sequences: 5'7mGppApU
/ 5171 to 4001 nt (SV40)

/ 20 nt (PstI and Sall
sites) / 2644 to 2533 nt
(Sv40) / 6 nt (Eco RI site)
-3'. Sl nuclease analysis
was used to analyze the 3'
ends of the RNA after pro-
cessing; protected fragments
are 130 nt for pre RNA and
71 nt for pre RNA accurate-
ly processed at the poly(a)
site. B, Splicing and 3'
end processing of pYSVHA3-A
pre RNA. S1 nuclease analy-
sis of the RNA 3' ends:
lane 1, pYSVH3-A pre-RNA;
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lane 2, pre RNA processed in nuclear extract (NE). Size analysis
of processed pre-RNAs: lane 3, pYSVHA3-A pre RNA; lane 4, pre-RNA
processed in NE; lane 5, pre RNA processed in S100 lysate; lane 6,
RNA size markers: 1200 nt, 650 nt, 415 nt and 250 nt; lane 7, pre—
RNA generated from pYSVHA3-A that was cleaved at the Sall site,
upstream of the poly(A) site sequences; lane 8, pre RNA from lane
7 processed in NE. The arrow points to the position of the SV40
large T antigen intron lariat.

Methods: Precursor RNA was synthesized in a 50 ul reaction con-
taining 2 pmol E. coli RNA polymerase (gift from S. Beychok) and
0.8 pmol template in a buffer comprised of 20 mM Tris-HCl1l (pH 7.9),,
0.4 M NaCl, 10 mM MgCly, 0.1 mM EDTA, 2.5 mM DTT, 1 _mM 7mGpppA,
100 uyM ATP, 500 uM CTP, UTP and GTP, and 40 uCi oa-°4pP UTP. After
an hour at 30 °C transcription was terminated by adding rifampi-
cin at 500 ug/ml and 10 min later DNase I at 20 ug/ml and incu-
bated for an additional 10 min at 30 °C. RNA was extracted twice
with phenol:chloroform (1:1), twice with chloroform and then pre-
cipitated twice with ethanol. Transcriptions performed using

this protocol yielded 7-10 pmol of precursor RNA. The nuclear ex-
tract was prepared from HeLa cells essentially by the method of
Dignam et al. (49) except the dialysis buffer contained 0.042 M
(NH4) 5S04 instead of 0.1 M KCl and PMSF was not used in any of the
buffers. S100 lysate was also prepared by the method of Dignam
et al. except after centrifugation at 100,000g the supernatant was
ammonium sulfate precipitated by adding 0.35 gm (NH4) 5S04 for each
ml of S100 supernatant and 1 pl of 1 M NaOH for each gm of

(NH4) 504 . The precipitate was centrifuged at 20,0009, resuspended
in 0.1 volumes buffer D, and dialyzed against 2 x 100 volumes of
Dignam's buffer D without PMSF. A standard 25 ul processing
reaction, unless otherwise indicated, contained 0.1 pmol (45 ng)
precursor RNA, 10 ul nuclear extract, 8 mM HEPES (pH 7.9), 8%
(v/v) glycerol, 17 mM (NHy),S0,, 2 mM MgClp, 0.08 mM EDTA, 0.2 mM
DTT, 4 mM creatine phosphate, gOO UM ATP and 2.5% polyvinyl alco-
hol. After 2.5 hours at 30 °C reactions were stopped by addition
of 40 ug of proteinase K in 225 ul of 20 mM Tris pH 7.9, 0.1 M
NaCl 10 mM EDTA and 1% SDS, followed by a 30 min incubation at 30
°C. 1/5 of the RNA extracted from a processing reaction was used
for size analysis and 1/5 for S1 nuclease analysis. Size analysis
of the RNA was performed by glyoxalation and 1.2% agarose gel
electrophoresis (50). S1 nuclease analysis of the 3' ends of the
processed RNA was carried out by the method of Berk and Sharp (51)
A 524 bp Sall to StyI DNA fragment, which contains the poly(a)
addition site fragment and 400 bp of downstream vector sequences,
was 3' end labeled by filling recessed 3' ends with 32p-labeled
dNTPs and Klenow fragment of E. coli DNA polymerase I (New England
BioLabs), and then strand separated (52). Hybridization was car-
ried out for 12 hours at 37 °C in 50% formamide and S1 nuclease
digestion was performed using 600 units/ml S1 nuclease (Sigma)

for 30 min at 37 °C. Products were analyzed on 8% sequencing gels
(53).
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This may be due at least in part to the relative instability

of the SV40 early pre-mRNA. In addition, we have observed dif-
ferent ionic requirements for 3' end processing of this pre-
cursor than have been observed for others (41). For these
reasons, we have been unable to detect reproducibly the down-
stream cleavage product that is predicted if the cleavage
reaction is endonucleolytic. However, we believe that endo-
nucleolytic cleavage is involved in processing SV40 early pre-
mRNA, as it is in others, and we will assume this is to be the
case throughout this chapter.

From recent in witro RNA processing data it has been
suggested that the cap structure at the 5' end of the pre~mRNA
molecule may be required for efficient splicing (27, 28) and 3'
end formation (42). To address this question, we analyzed
capped and uncapped pYSVHd3-A pre mRNA after processing in a
nuclear extract. In addition, we tested the effects of cap
analogs, which could compete for factors that recognize the 5'
cap structure, on these reactions. Agarose gel electrophoresis
of the processed RNA (Fig. 2A) shows that the uncapped RNA
was significantly degraded, most likely by a 5' to 3' exonuclease
present in the extract (4). Nonetheless, Sl analysis of the
RNA shows that both uncapped and capped transcripts were effi-
ciently cleaved at the poly(A) site, and that high levels of
the cap analogs 7mGpppA or GpppA had no detectable effect on
3' end formation (Fig. 2B). From these results we conclude
that a 5' cap structure is not required for 3' end formation.

The ATP analog cordycepin triphosphate (3'dATP) has been
shown to inhibit polyadenylation in vivo and in vitro, most
likely by being incorporated into the growing poly(A) tract,
resulting in premature chain termination (43, 44). 1In order to
test the effects of 3'dATP on cleavage and polyadenylation, we
added it to processing reactions in the presence of ATP and
creatine phosphate. Under these conditions polyadenylation
was inhibited, as demonstrated by agarose gel electrophoresis
of glyoxolated RNA purified from reactions incubated in the
presence and absence of 3'dATP (Fig. 3A). Sl analysis of these
RNA samples demonstrated that the cleavage reaction was inhibited
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Figure 2. The effect of the 5' end cap structure on cleavage and
polyadenylation. A, Size analysis: Lane 1, capped precursor RNA;
lane 2, uncapped precursor RNA; lane 3, RNA size markers. Lanes
4-6, capped pre-RNA processed in the presence of: Lane 4, no ana-
logs; lane5, 100 uM 7mGpppA; lane 6, 100 uM GpppA. Lanes 7-9, un-
capped pre RNA processed in the presence of: Lane 7, no analogs;
lane 8, 100 uM 7mGpppA; lane 9, 100 uM GpppA. The arrow points to
the position of the large T antigen mRNA intron. B,Sl1 analysis
of RNA from A. Uncapped RNA was prepared by the method in figure
1, except no cap structure was added to the reaction.
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Figure 3. 1Inhibition of cleavage and polyadenylation by cordyce-
pin triphosphate (3'dATP). A and B, ATP dependence of cleavage and
polyadenylation in the presence of ATP. A, Polyadenylation ob-
scures the presence of some splicing intermediates and products
due to the heterogeneity in length of poly(A) tracts added to
their 3' ends. Bands corresponding to these products become appa-
rent when polyadenylation is inhibited. Size analysis: Lane 1,
standard processing reaction; lane 2, pre RNA processed in the ab-
sence of ATP; lane 3, processed in presence of 10 uM 3' J4ATP and
500 pM ATP; lane 4, in the presence of 80 uM 3'dATP and 500 uM
ATP. B,Sl analysis of the RNA from A. C and D, The effect of

AMP (CHy) PP in the presence of ATP on cleavage and polyadenylation
as compared with 3'dATP, and the effect of 3'dATP in the absence
of ATP. No creatine phosphate was added to these reactions. C,
Size analysis: Lane 1, standard processing reaction; lane 2, 500
UM 3'dATP and no ATP; lane 3, 100 uM 3'dATP and 500 uM ATP; lane
4, 100 uM AMP(CH,)PP and 500 uM ATP. D,Sl1 analysis of the RNA from
C and precursor RNA in lane 5.
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as well (Fig. 3B). When 3'dATP was substituted for ATP, rather
than added in addition to ATP, low levels of cleavage were
detected (Fig. 3D). In contrast, when another ATP analog,
AMP(CHZ)PP, was added to processing reactions in the presence
of ATP and creatine phosphate, no effect on cleavage or poly-
adenylation was observed (Fig. 3C and 3D).

The utility of micrococcal nuclease in RNA processing
studies stems from its strict dependence on Ca2+ for activity.
Incubation of an extract with micrococcal nuclease and Ca2+ is
followed by addition of the chelating agent EGTA, which com-
pletely inactivates the nuclease. The nuclease treated extract
can then be used to process precursor RNA. We have used this
approach to determine whether a nuclease-sensitive component is
required for mRNA cleavage and polyadenylation. A 30 minute
micrococcal nuclease treatment of the nuclear extract was suffi-
cient to degrade most of the abundant small RNAs, while treat-
ment in the presence of EGTA had no detectable effect on these
RNAs (Fig. 4). When pretreated extract was used to process
PYSVHA3-A pre-mRNA, both polyadenylation (Fig. 5A) and 3' end
cleavage (Fig. 5B and 5C) were inhibited. In addition, splicing
of this transcript was completely abolished, as demonstrated
by the absence of the large T-antigen mRNA intron (Fig. 5A) and
by 81 analysis of the 3' splice site (data not shown).

To determine whether inactivation of the nuclear extract
was caused by the degradation of a specific RNA-containing
component, several fractions were added back to a nuclease-
treated extract and RNA processing assays were performed. A
cytoplasmic lysate from HeLa cells (S100) does not have detect-
able splicing activity (Fig. 5A; Ref. 1, 2) nor does it poly-
adenylate or cleave the pre-mRNA at its 3' end, even though
it is contaminated with nuclear components such as snRNPs
(data not shown). Addition of the S100 lysate to the nuclease-
treated nuclear extract restored splicing and end polyadenyla-
tion (Fig. 5a), but did not restore cleavage activity, even
when more than five times the amount of S100 required to restore
splicing was added to the reaction (Fig. 5B). Purified E. coli
RNA added to the micrococcal nuclease pretreated extract also
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Figure 4. Micrococcal nuclease digestion of snRNAs. 7 M urea,
10% acrylamide gel electrophoresis of: lane 1, RNA extracted from
50 ul of a HeLa cell S100 lysate; lane 2, RNA extracted from 50
pl of a HelLa cell nuclear extract that was pretreated with micro-
coccal nuclease (MN) in the presence of EGTA; lane 3, the same as
lane 2 except no EGTA was present in the incubation.

Methods: MN digestion was performed by mixing 5 pl of 5 mM CaCl,
and 10pl of 15 unit/ul MN (Boehringer Mannheim) with 50 pl of
HeLa cell nuclear extract and incubating at 30 °C for 30 min.

The nuclease treatment was stopped by adding 2.5 pl of 20 mM
EGTA. RNA was extracted by addition of 100 pug of proteinase K

in 300 pl of 20 mM Tris pH 7.9, 0.1 M NaCl, 10 mM EDTA and 1%
SDS, followed by a 30 min incubation at 30 °C. RNA was extracted
with phenol:chloroform (1:1) and then ethanol precipitated. RNA
was analyzed 6n a 7 M urea, 10% acrylamide:bis (27:1), 45 mM

Tris borate pH 8.3, 1.25 mM EDTA gel.
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Figure 5. Micrococcal
nuclease sensitivity of
the cleavage and polyade-
nylation reaction. Size
analysis: Lane 1, pre-
cursor RNA; lane 2, RNA
size markers; lane 3, pre
RNA processed in nuclear
extract (NE) that was
micrococcal nuclease (MN)
treated in the presence
of EGTA; lane 4, RNA pro-
cessed in MN pretreated
extract; lane 5, same as
lane 3 except 2.5 ul of
5100 lysate was added to
the NE after MN pretreat-
ment; lane 6, same as
lane 4 except 7.5 uyl S100
lysate was added after MN
pretreatment; lane 7,
same as lane 3 except 1
ug of E. coli RNA was
added after MN pretreat-
ment; lane 8, same as
lane 7 except lug of E.
coli RNA was added. The
arrow points to the posi-
tion of the large T anti-
gen mRNA intron. B, S1
analysis: Lane 1, pre RNA
processed in 7.5 ul NE nuclease pretreated in the presence of
EGTA; lane 2, pre RNA processed in 7.5 ul pretreated NE; lane 3,
same as lane 2 except 2.5 ul S100 lysate was added to the extract
after MN pretreatment; lane 4, same as lane 3 except 7.5 ul 5100
lysate was added; lane 5, precursor RNA. C,S1 analysis: Lane 1,
pre RNA processed in NE pretreated with MN in the presence of
EDTA; lane 2, pre-RNA processed in pretreated NE; lane 3, same as
lane 2 except 0.5 pug E. coli RNA was added after pretreatment;
lane 4, same as lane 2 except 1 ug E. coli RNA was added after MN
pretreatment; lane 5, precursor RNA.

Methods: MN pretreatment was performed by mixing 1 ul of 5 mM

CaClp and 2 ul of 15 unit/ul MN (Boehringer Mannheim) with 10 or
7.5 pl NE and incubating at 30 °C for 30 min. The nuclease treat-

ment was stopped by adding 2 ul of 5 mM EGTA. E, coli RNA was puri-

fied by the method of Salser et al. (54).
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restored end polyadenylation, but had no effect on the lost
splicing activity (Fig. 5A). Somewhat surprisingly, S1 analysis
demonstrated that RNA processed in pretreated extract plus

E. coli RNA was efficiently cleaved at the correct site (Fig.
5C). This finding suggests that the inhibition of cleavage

and polyadenylation caused by micrococcal nuclease pretreatment
was due to a general requirement for mass of RNA rather than

to destruction of a required component.

DISCUSSION

The results presented here show that efficient 3' end
cleavage, polyadenylation and splicing of an SV40 early pre~
mRNA can occur under the same conditions in a HeLa cell nuclear
extract. 3' end processing and splicing do not appear to be
coupled in any way, since 3' end processing can be inhibited
(with 3'dATP) without affecting the efficiency of splicing, and
splicing can be inhibited (by the degradation of snRNPs) without
affecting the efficiency of 3' end processing. Additional
evidence, not presented here, also supports this conclusion.
Different extract preparations have had different intrinsic
abilities to splice or process 3' ends. For example, an extract
preparation that had a high 3' end processing efficiency did
not necessarily have a high splicing efficiency, and vice versa.
In addition, a pre-RNA that could not be cleaved or polyadenyl-
ated, made by run-off transcription of pYSVHdA3-A cleaved upstream
of the sequences required for poly(A) addition, had the same
splicing efficiency as a pre-RNA which was cleaved and poly-
adenylated (unpublished data). Taken together these results
imply that 3'end processing and splicing are not interdependent
in an in vitro processing reaction.

We have demonstrated that the ATP analog cordycepin tri-
phosphate (3'dATP) inhibits both cleavage and polyadenylation
in the presence of ATP, whereas AMP(CHz)PP does not. Inhibition
of polyadenylation is most likely due to incorporation of
3'dATP into the growing poly(A) tract. Inhibition of cleavage,
however, may be interpreted in several ways. One is that
cleavage and polyadenylation are obligatorily coupled such that
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if polyadenylation is inhibited, cleavage is concomitantly
inhibited. This is probably not the case because Moore and
Sharp have demonstrated that the cleavage and polyadenylation
reactions can be uncoupled by substituting AMP(CHZ)PP for ATP,
which inhibits polyadenylation but not 3' end cleavage (10).
Another interpretation is that the cleavage reaction requires
ATP as an allosteric activator. 3'dATP, in competition with
ATP, does not mediate this activation, whereas AMP(CHz)PP does.
An interesting possibility is that this hypothetical allosteric
activation may be mediated through the poly(A) polymerase.

A 5' cap is apparently not required for mRNA 3' end pro-
cessing in vitro, because the presence of a 5' cap on the pre-
RNA had no effect on the efficiency of 3' end processing, other
than to stabilize the pre-RNA. This lack of a 5' cap require-
ment in vitro is consistent with results obtained in vivo. A
transcript transcribed by RNA polymerase III, which should not
contain a 5' cap, was found to be accurately and efficiently
cleaved and polyadenylated in vivo (29). Recently, Hart et al.
(42) reported the results of in vitro experiments in which they
found the presence of a 5' cap enhances 3' end processing and
that addition of 7mGpppG cap analog to reactions greatly reduced
3' end processing. This discrepency with the results presented
here may arise from difficulties in the interpretation of the
data resulting from the prime extension assay used by Hart et
al.. This assay detects only correctly cleaved and polyadenyl-
ated pre mRNA; the uncleaved precursor that remained at the end
of the reaction was not detected. Therefore, a direct measure-
ment of the efficiency of cleavage/polyadenylation could not
be made. Furthermore, the efficiency of the reaction was low,
making the assay very sensitive to small fluctuations in the
stability of the pre-mRNA.

Micrococcal nuclease (MN) pretreatment of the nuclear
extract inhibited splicing, 3' cleavage and polyadenylation.
However, restoration of cleavage and polyadenylation (but not
splicing) was achieved by addition of purified E. coli RNA,
suggesting that inhibition caused by MN pretreatment was due
to a general requirement for mass of RNA, rather than to the
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destruction of required components(s). This idea is consist-
ent with our previous results, which showed that end-polyadenyla-
tion in a Hela whole-cell extract was much less efficient when
the concentration of added RNA was reduced (3). Similarly,
the efficiency of DNA-directed transcription systems is strik-
ingly dependent on the DNA template concentration (45). This
is thought to reflect a nonspecific and inhibitory binding of
proteins (probably histones) to the DNA template such that
transcription only occurs above a certain threshold DNA con-
centration. We speculate that the MN pretreatment inhibits
cleavage and polyadenylation by degrading endogenous nucleic
acids, which can function as sinks for nonspecific binding
proteins. Additional nucleic acid binding proteins, perhaps
including snRNP proteins (46), may also be released by MN
degradation. When a small amount of precursor RNA is added

to the pretreated extract these proteins may bind to the RNA,
probably nonspecifically, thereby preventing access to process-
ing enzymes and inhibiting cleavage and polyadenylation.
Splicing is apparently not inhibited in this way, possibly due
to the rapid and stable interaction of the abundant snRNPs,

Ul and U2, with the pre RNA (30, 31).

In the last few years evidence has accumulated which
suggests that a snRNP may be involved in mRNA 3' end processing
(4, 10, 36, 47). It was therefore somewhat surprising to find
that the efficiency and accuracy of 3' end processing was not
reduced in a nuclear extract in which all of the detectable
snRNAs were at least partially degraded. Several explanations
for this result can be made: 1) a snRNP could have retained
activity even if its RNA moiety had been partially degraded.

A possible precedent for this idea exists in pre-mRNA splicing,
when a snRNP (perhaps U5) was shown to retain the ablity to
bind to a 3' splice site after its RNA component had been
partially degraded by MN (32). It is not clear, however,
whether this "crippled" snRNP was still functional. 2) An
unidentified snRNP that was resistant to MN may be required.

3) A small quantity of one of the abundant snRNPs remained
undigested after MN treatment, and this amount was sufficient
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for efficient mRNA 3' end formation. 4) A snRNP is not
required in the formation of polyadenylated mRNA 3' ends.
Resolution of this issue will require identification and
characterization of the required factors.

Another unresolved question is whether separate enzymes
catalyze the cleavage and polyadenylation reactions. One
clue may come from observations that both reactions require
and intact AAUAAA consensus sequence in the pre mRNA. Thus
polyadenylation that occurs in the absence of cleavage, at
artificially created RNA 3' ends within 20-400 nt downstream
of the authentic cleavage site (3, 4), or at the exact point
of in vivo polyadenylation (18), requires an AAUAAA signal
sequence. Conversely, 3' end cleavage that occurs when poly-
adenylation is blocked also requires this sequence (18).
While several interpretations of these findings are possible,
one is that the poly(A) polymerizing and cleaving activities
are present in one enzyme, or enzyme complex, and thereby
recognize and interact with the pre-mRNA simultapeously. The
findings presented here that cordycepin triphosphate, long
known to be an inhibitor of poly(A) polymerases, can in addition
block cleavage of an SV40 early pre-mRNA, is also suggestive

of a close association between these activities.
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REGULATION OF VIRAL TRANSCRIPTION UNITS BY SvV40 T-ANTIGEN

J. BRADY, M. LOEKEN, M.A. THOMPSON, J. DUVALL and G. KHOURY

Laboratory of Molecular Virology, National Cancer Institute, National
Institutes of Health, Bethesda, Maryland 20892

SUMMARY

We have investigated the ability of SV40 T-antigen to trans-activate
the SV40 late and the Adenovirus E2 promoters. Transcriptional control
signals required for T-antigen trans-activation of the SV40 late promoter
include T-antigen binding site II and the SV40 72-bp repeats. In vivo
competition with recombinant plasmids containing the entire SV40 late
regulatory region and promoter sequences (mp 5171-272) results in quan-
titative removal of 1imiting trans~acting factors required for late
gene expression in C0S-1 cells. Insertion of increasing lengths of
DNA sequences between the T-antigen binding sites and the 72-bp repeats
dramatically reduces the competition efficiency, suggesting a physical
interaction between proteins binding to the separate regulatory domains.
Transfection experiments have been performed in ts2 COS cells, which
express the ts 1609 SV40 T-antigen. Transfection at the non-permissive
temperature (40°C) resulted in a 5~ to 10~fold reduction in SV40 late
promoter activity compared to the permissive temperature (33°C), sug-
gesting that trans-activation of the SV40 late promoter requires
continued expression of T-antigen.

SV40 T-antigen trans-activates the Ad E2 promoter as effectively
as does the Ad E1A protein. While 79 bp of upstream sequences are
required for basal, E1A or T-antigen stimulated E2 promoter function,
our experiments indicate that cellular factors which mediate stimula~
tion by T-antigen and E1A are different. The sequences between ~75
and -30 contain two imperfect 14 bp repeats separated by 16 bp. Using
chemically synthesized DNA fragments containing the inverted repeat, we
demonstrate that E1A efficiently induces transcriptional activity

Aloni, Y (ed), Molecular Aspects of Papovaviruses. © 1987 Martinus Nijhoff Publishers,
Boston. ISBN 0-89838-971-2. All rights reserved.
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when these sequences are inserted in either orientation upstream of a
heterologous promoter. Similar results were obtained using SV40 T-
antigen. This suggests that target sequences for hoth E1A and T-antigen
trans-activation of the E2 promoter are located hetween -85 and -29 and
function in an orientation-independent fashion.

INTRODUCTION

Simian Virus 40 (SV40) and the other small DNA viruses have served
as model systems for the identification of cis-dependent control sequen-
ces as well as the mechanisms by which trans-acting regulatory proteins
modulate expression of eukaryotic transcriptional units. We have been
particularly interested in SV40 late transcription control because,
unlike the SV40 early regulatory unit, the SV40 late transcription unit
functions inefficiently until late in the Tytic cycle of the virus in
monkey kidney cells (1). In nonpermissive cells, virus infection leads
to a significant level of early gene expression, but transcription from
the late promoter is weak or absent. These observations are of particu-
lar interest since the SV40 late transcription unit Tacks some of the
more common transcriptional control sequences of a typical polymerase
II transcription unit. For instance, there is no well-defined TATA
sequence upstream of the major late transcriptional initiation site.

In addition, even though the SV40 early enhancer (72-bp repeat) works
with either the early promoter or heterologous promoters in a manner
which is relatively independent of orientation and position (2,3,4),
this sequence is unable to induce late transcription immediately after
introduction of the gene into permissive or nonpermissive cells. In
view of these unusual transcriptional properties, we have been
interested in identifying mechanisms by which the late transcription
unit is activated or positively regulated.

Like the SV40 late promoter, the Adenovirus E2 promoter is
distinguished from other eukaryotic promoters by the absence of a
classical TATA sequence (5). The E2 promoter is not transcribed ef-
ficiently in the absence of specific viral proteins. Several studies
have shown that the Ad E2 promoter is positively regulated by the
product of the 135 Ad E1A mRNA (6,7,8). The SV40 early gene product,
T-antigen, and the pseudorabies virus immediate—early gene also trans-
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Figure 1. The genomic map and control region of SV40. The diagram

presents the control region for expression of the SV40 early genes
(1arge and small T-antigens) and late genes (VP1, 2 and 3). The origin

for viral DNA replication (or) is flanked by the early transcriptional
control sequences, including the Goldberg-Hogness box (AT), the three
21-bp repeats (each containing two copies of a GC-rich hexanucleotide),
and the tandem 72-bp enhancer element. The early transcripts are
initiated predominantly at position E early in infection and shift to
position L after DNA replication. The late viral transcripts have
heterogeneous 57 ends, indicated by dots. (Reprinted, with permission,
from Hamer and Khoury, ref. 26).

activates the E2 promoter (9,10,11). There is no evidence for direct
binding of E1A, SV40 T-antigen or the immediate early proteins to the
E2 promoter, suggesting that activation is mediated in part by activa-
tion of cellular factors which bind to the E2 promoter or enhancer-1ike
region (12). It is not known whether the trans-acting proteins from
adenovirus, SV40 or pseudorabies virus interact with the same trans-

cription factor.

RESULTS

SV40 Late Gene Expression After Transfection of CV-1 and C0S-1
Cells with SV40 DNA. The efficiency of SV40 late gene expression
(Fig. 1) was determined after transfection of CV-1 and C0S-1 cells
with purified form I SV40 DNA (13). To exclude template amplification,
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Figure 2. SV40 late gene expression in CV-1 (lane 1) and C0S-1 (lane
2) cells after transfection with SV40 DNA. Parallel cultures of CV-1
and C0S-1 cells (10~cm plate) (=60-70% confluent) were transfected
with SV40 DNA (2 ug) by the calcium phosphate precipitation method.
After transfection, cells were maintained in Dulbecco’s minimal
essential medium with fetal calf serum (10%) and cytosine arabinoside
(25 ug/m1). A) At 30 hr after transfection, whole-cell protein extracts
were prepared, and 40 ;1 was analyzed by immunoblot analysis. The
arrow indicates the position of migration of control SV40 VP-1 protein.
B) At 30 hr post-transfection, total cellular RNA was isolated by hot
acid phenol extraction. Twenty ug of RNA was analyzed by Northern
blot analysis using a probe specific for the late region of SV40.

cytosine arabinoside {25 ug/ml1) was added to the culture media.

After transfection of CV-1 and C0S-1 cells, whole~cell extracts were
prepared and analyzed by immunoblot analysis with anti-SV40 VP-1
antisera. The level of SV40 late gene expression 30 hr after DNA
transfection was dramatically enhanced in C0S~1 cells (Fig. 2A,

lane 2) compared to control CV-1 cells (Fig. 2A, lane 1). We estimate
that VP-1 synthesis was increased by at least 20~ to 50-fold in C0S-1
cells. No SV40 DNA replication could be detected in the presence of
cytosine arabinoside, indicating that enhanced late gene expression

is not due to template amplification.
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In addition to analysis of the late gene product, VP-1, we
analyzed the level of SV40 late mRNA synthesized in CV-1 and C0S-1
cells after transfection with SV40 DNA in the presence of cytosine
arabinoside. Northern blot hybridization analysis showed that the
level of SV40 late mRNA synthesis is dramatically increased in C0S-1
cells (Fig. 2B, lane 4). Therefore, we conclude that SV40 T-antigen
regulates late gene expression at the transcriptional level.

Studies in our laboratory using deletion and point mutants have
defined two important domains for the SV40 T-antigen induced late
gene expression (13, 14). One of the regions important for trans-
activation includes T-antigen binding sites I and/or II. Deletion of
T-antigen binding site 1 and one~half of site II as in mutant pSVsL18,
results in a late trans-activation induction level which is decreased
to approximately 5-10% of that observed with the wild-~type template.
Similarly, deletion of 4 or 6 bp in T-antigen binding site II
dramatically reduces the efficiency of SV40 late gene expression. The
other regulatory sequence required for efficient late gene activation
is located in the SV40 72-bp repeats. Using a set of clustered point
mutants which significantly affect early enhancer function (15) and
are located in a single retained copy of the 72-bp repeats, we have
found a parallel decrease in late gene expression, i.e., the sequences
within the 72-bp repeats that serve as the SV40 early enhancer core
element are apparently also important for late gene induction by T-
antigen in the absence of DNA replication. In contrast to the effect
of mutations within the SV40 T-antigen binding sites and the 72-bp
repeats, mutations approximately 25-bp upstream of the major late
transcriptional initiation site which increase or decrease homology
to the conserved eukaryotic TATA sequence, did not affect the T-antigen
mediated trans~activation of the late transcription unit (16).

Binding of Trans~Acting Factors is Dependent on Spacing Between
T-Antigen Binding Sites I and II and the 72-bp Enhancer Element. We
next wanted to determine if the transcriptional control sequences
represent binding sites for trans-acting factors. To address this
point and to determine how the two upstream control elements interact
to facilitate T-antigen induced trans-activation, we have used a
template competition analysis (14, 16). In the presence of a fixed
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amount of template and increasing levels of cloned competitor DNA
fragments, which included promoter regions found to be important in

cis for trans-activation of the SV40 late promoter and thus are capable
of binding 1imiting trans-acting factors in the C0S-1 cell, a decrease
in SV40 late gene expression was observed. Efficient competition for
trans-acting factors occurs only when the regions representing the

SV40 T-antigen binding sites and the 72-bp repeats are linked on the
same competitor molecule. These findings suggest that efficient binding
of the trans-acting factors requires interaction between one or more
protein(s) and the two transcriptional domains.

To test this hypothesis, we have analyzed the effect of increasing
the distance between the two transcriptional domains on competition
efficiency. A series of mutants were recently generated by Innis and
Scott (17) by the insertion of DNA sequences at the SV40 Ncol site
(mp 37). VUsing standard recombinant DNA techniques, we transferred a
Bg1I1/Sphl DNA fragment (mp 0-128) from each mutant to a plasmid con-
taining SV40 sequences from the HindIII site (mp 5171) to the Pvull
site (mp 272), thus reconstituting the spacer mutants in plasmids
containing the entire control region (Fig. 3). Competition with
plasmid pJI-1, which contained no insertion of DNA sequences between
the two transcriptional domains, resulted in a quantitative decrease
in SV40 late gene expression (lanes 2 and 3). Insertion of 4 bp of
DNA at the Ncol site had a minimal effect on the competition efficiency,
reducing it approximately 20% (lanes 4 and 5). In contrast, pJI-42
(1anes 6 and 7), pJI-90 (lanes 8 and 9), or pdI-260 (lanes 10 and 11)
were ineffective competitors, producing 1ittle or no decrease in the
level of late gene expression. These results suggest that efficient
binding of the trans-acting transcription factors requires a precise
physical relationship between both sets of DNA sequences and the
putative transcriptional factors with which they interact.

Continued Expression of SV40 T~Antigen is Required for Activation
of the Late Transcription Unit. The experiments presented above do not
determine whether the continued expression of SY40 T-antigen is required
for stimulation of SV40 late gene expression. For example, it is
conceivable that SV40 T-antigen either modifies existing transcription
factors or induces the synthesis of a particular transcription factor
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Figure 3. In vivo competition for C0S-1 trans-acting factor with
plasmids containing insertions between T-antigen binding sites I and
II and the 72-bp repeats. C0S-1 cells were transfected with template

SV40 DNA (0.1 ng) and competition plasmids (1.0 ug). Transfected
cultures were maintained and late gene expression was assayed as

described in Fig. 2. Lanes: 1. 0.1 pg of SV40 DNA template; 2 and 3,
0.1 yg of SV40 template DNA and 1.0 ng of pJI-1 competition plasmid;
4 and 5, 0.1 ug of SV40 template DNA and 1.0 ug of pJI-4 competition
plasmid; 6 and 7, 0.1 ug of SV40 template DNA and 1.0 ug of pJI-42
competition plasmid; 8 and 9, 0.1 ng of SV40 template DNA and 1.0 ug
of pJI-90 competition plasmid; 10 and 11, 0.1 ug of SV40 template DNA
and 1.0 pg of competition plasmid pJI-260.

required for late gene expression. Subsequently, T-antigen might not
be required if the activation were through an indirect mechanism.
Alternatively, if T-antigen is involved directly in SV40 late gene
activation, the continuous expression of an active T-antigen would be
required. To test these alternatives, we have utilized a transformed
CV-1 cell line which contains a temperature sensitive SV40 T-antigen
(ts 1609) (18).

Temperature-sensitive C0S-1 cells were maintained at the permissive
temperature of 33°C prior to transfection. A plasmid containing the
SV40 late promoter (mp 5171-346) upstream of the coding sequences for
the bacterial enzyme chloramphenicol acetyltransferase (CAT) was trans-

fected by the calcium phosphate precipitation technique. Following a
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Figure 4. CAT assay of trans-activation of the SV40 late promoter in
ts COS cells. The SV40 late construct, pSVLH-CAT contains the HindIII-
Hpall (5171-346) SV40 sequence inserted in the late direction in front
of the chloramphenicol acetyltransferase gene coding sequence. ts COS
cells (35 mm plate) were transfected by the calcium phosphate precipi-
tation method. Total DNA transfected was maintained constant at 10 ug
by addition of the carrier plasmid p3Md1CAT. Cells were maintained at
33°C for 12 hr and then washed. The medium was replaced with medium
containing cytosine arabinoside (25 ng/m1), and plates were transferred
to the indicated temperature. Cells were harvested 48 hr after trans-
fection. Cell extracts and assays for chloramphenicol acetyltrans-
ferase activity were performed as described previously (11).

14 hr incubation at 33°C, the cell monolayer was washed and incuba-
tion continued for 34 hr at either 33°C, 37°C or 40°C. As a metabolic
control, RNA synthesis from a T-antigen independent promoter was assayed
following transfection of duplicate monolayers with the plasmid pRSV~
CAT which contains the Rous sarcoma virus LTR upstream of the CAT

coding sequences. The results of a typical transfection assay are

shown in Fig. 4. The level of SV40 late gene expression decreased
dramatically as the ts C0S~1 cell Tine was shifted to the non-permissive
temperature. At the permissive temperature of 33°C, a 10.3% conversion
of the 14C~ch10ramphen1co] to the acetylated derivative was observed.

In contrast, only 1.3% 14C~chloramphenicol conversion was observed at
40°C. Expression from the control pRSV~-CAT plasmid was not significantly
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Figure 5. SV40 T-antigen and Ad E1A stimulate transcription from the
E2 promotor in CV-1 cells. A) CV-1 cells were transfected with 5 ;g
of pEC113 alone (o) or with 10 ug of pE1IA (©) or 5 ug of pRSV-T (e).
At 48 hr, extracts were prepared, and CAT enzyme activity was determined.

B) CAT mRNA levels ?roduced in response to T-antigen or E1A. Samples
(20 nug) of whole cell RNA were probed in S1 nuclease protection analysis

for CAT mRNA as described in Materials and Methods. Lanes: 1, molecular
weight markers; 2, mock transfection; 3, transfection with 15 ng of
pEC113 alone; 4, transfection with 15 ug of pEC113 plus 10 ug of pElA;
5, transfection with 15 ug pEC113 plus 5 pg of pRSV-T; 6, probe alone
digested with S1 nuclease; 7, intact probe. The positions of the intact
probe and the DNA fragment protected by CAT mRNA are shown.
altered by the change in incubation temperature. These results
indicate that the continued expression of SV40 T-antigen is required
for stimulation of SV40 late gene expression. Thus, either T-antigen
serves as a transcription factor and is directly involved in the SV40
late gene activation, or it continually induces or modifies a labile
transcription factor.

SV40 T-Antigen Trans~Activates the E2 Promoter. In a separate
set of experiments, we have analyzed the ability of SV40 T-antigen to
stimulate transcription from the Adenovirus E2 promoter. We first
compared the activity of the Ad E2 promoter (pEC113) in the presence or
absence of trans-acting viral proteins (11). The pEC113 plasmid (19),
in which CAT gene expression is under the control of the E2 promoter

containing 285 bp upstream and 40 bp downstream (-285 to +40 bp) of the
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mRNA cap site, was transfected into CV-1 cells alone or with plasmids
encoding SV40 T-antigen (pRSV-T) or Ad E1A (pElA). Extracts examined
at 48 hr after transfection with pEC113 alone contained a low, but
detectable, level of CAT enzyme activity during a 60 min reaction (Fig.
5A). In contrast, cotransfection of pEC113 with plasmids encoding
either SV40 T-antigen or E1A resulted in a 14~ to 17~fold enhancement
of CAT enzyme levels. An even greater enhancement of basal CAT levels
was observed when optimum concentrations of T-antigen or E1A were
present (data not shown). Similar effects of T~antigen and E1A on
pEC113 CAT activity were observed in Hela cells (data not shown).

To establish that the increase in E2 CAT activity was due to
elevated levels of CAT mRNA, we examined steady-state E2 CAT mRNA by
quantitative Sl nuclease analysis (Fig. 5B). The probe used in the
S1 analysis was synthesized from a single~stranded M13 recombinant
plasmid. The size of the undigested probe was 458 nucleotides,
whereas the size of a fragment protected from S1 nuclease digestion
by CAT mRNA would be 256 nucleotides. The probe did not include the
37 bases homologous to the E2 sequence between the E2 mRNA cap site
and the start of the CAT~coding sequence. Thus, this analysis measures
the level of total CAT mRNA, but not the 5 end. CAT mRNA was not
detected in mock-transfected cultures or in cultures transfected with
pEC113 alone (Fig. 5B, lane 2 or 3, respectively). An Sl-protected
DNA fragment of 256 bases was detected in cultures transfected with
pEC113 plus either pE1A (Fig. 5B, lane 4) or pRSV-T (Fig. 5B, lane 5).
The probe alone treated with S1 nuclease is shown in Fig. 5B, lane 6.
These results demonstrated that SV40 T-antigen and Adenovirus E1A
stimulate transcription from the E2 promoter in CV-1 cells.

Additive Effect of T~Antigen and E1A Suggests Different Mechanisms
of Stimulation of the E2 Promoter. When 10 yg of pEC113 and optimum
amounts of pRSV-T (5 ug) and pEIA (10 ug) were transfected together,
the CAT enzyme levels observed were approximately the sum of those
obtained at saturating concentrations of either trans-acting protein

alone (Fig. 6). Based on earlier titration studies, at these plasmid
concentrations the Timiting factor for trans-activation by either
T-antigen or E1A is 1ikely to be a cellular transcription factor. The
fact that T-antigen and E1A stimulate the E2 promoter in an additive
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Figure 6., Effect of SV40 T-antigen and Ad E1A together on the E2
promoter in CV-1 cells. A limiting amount of pEC113 (10 ,g) was trans-
fected alone; with 5 yg of pRSV-T; 10 g of pElA; or 5 g of pRSV-T
plus 10 ug of pElA. In all cases, the final amount of DNA was brought
to 35 yg with pML2 DNA. Extracts were prepared 48 hr post-transfection
and analyzed for CAT enzyme activity during a 60 min reaction.

manner suggests that the trans-acting proteins interact with different
cellular transcription factors to activate the E2 promoter. If the
cellular factors which mediated the effects of T-antigen and E1A were
identical, cotransfection of E1A and T-antigen would not have increased
the E2 promoter activity above that observed with saturating amounts
of either T-antigen or E1A independently.

The additive effect of T-antigen and E1A on E2 transcription is
not likely to be due to elevated concentrations of T-antigen or E1A
as a result of stimulation by one viral protein on the production of
the other. When plasmids were cotransfected the levels of T-antigen
and E1A mRNA, as determined by Northern blot analysis, were within
2-fold of the levels obtained upon transfection of either plasmid
alone. In addition, mRNA levels obtained following cotransfection
were not as high as mRNA levels obtained upon transfection of higher
concentrations of T-antigen or E1A alone, which did not further
elevate E2 transcription,
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Analysis of E2 Trans-Activation Using Synthetic Oligomers. We
have found that sequences downstream of -79 in the E2 promoter are

required for efficient trans-activation by T-antigen (11) which is in
agreement with sequences required for efficient basal or F1A trans-
activated promoter function (20,21). Within this minimal promoter
region is an almost perfect 14 bp inverted repeat between -75 to -60
and -43 to -30. In addition, a transcriptional regulatory sequence
(-82 to -66) has heen identified hy linker-scanning mutational analysis.
Unlike many eukaryotic RNA polymerase Il transcription units, no
canonical "TATA"-hox is present. A “"pseudo-'TATA'"-hox, which
appears to be important for the major transcription start site is
contained between -28 to -21 (21). We were interested in determining
if T-antigen and E1A responsive regulatory sequences were located
exclusively in the upstream regulatory sequences or whether the
activation also required downstream promoter sequences. We constructed
a chemically synthesized E2 promoter (-85 to -29) and inserted it in
either orientation into a vector containing a heterologous polymerase
11 promoter upstream of the assayable CAT gene.

When CAT activity from the plasmid containing E2 promoter sequences
-85 to -29, in either the sense or antisense orientation, and 3
heterologous promoter was compared to that from a plasmid containing
-97 to +40 of the E2 promoter (pEC-97), the fold trans-activation by
T-antigen and E1A was similar (Tahle 1). This suggests that both T-
antigen and F1A trans-activation of the E2 promoter is primarily
dependent upon sequences between -85 to -29, but not specifically the
E2 downstream promoter element. Furthermore, the E2 regulatory
sequences between -85 to ~29 function in an orientation-independent

manner.
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Table 1: E2 Trans-Activation Using Synthetic 0ligomers.

Promoter Sequences CAT Activity (%)
Upstream Downst ream Rasal +EIA  +5V40 T
E2 (pEC-97) Homo1logous 9 73 85
(-97 to -29) (-29 to +40)
E2 (-85 to -29) (S)! Heterologous 7 64 54
F2 (-29 to -89) (AS)2 Heterologous 1 18 17

1. Sense orientation.
2. Antisense orientation.

DISCUSSION

We have shown that at least two upstream control regions are
required for efficient trans-activation of the SV40 Tate promoter by
T-antigen (13,14,16). The first sequence consists of T-antigen binding
sites I and II; the second sequence is located in the SV40 72-bp tandem
repeats. Deletion of either transcriptional control sequence from the
template decreases late gene expression by an order of magnitude. The
in vivo competition assays support these data and contribute additional
information towards an understanding of the potential interaction of
the upstream sequences with putative regulatory molecules. The ability
to compete for transcriptional factors suggests the direct interaction
of the factors with the control sequences. FEfficient binding of the
limiting transcriptional factor requires the presence of the two trans-
criptional control sequences in cis and at a critical distance from one
another. These results suggest that binding of the limiting transcrip-
tion factor(s) requires a cooperative interaction between the protein(s)
and DNA sequences located within these domains.,

The mechanism by which the upstream transcriptional control
sequences activate SV40 Tate transcription is still unclear. An obvious
possibility is the direct interaction of T-antigen with T-antigen
binding sites I and II. While this explanation is consistent with our
previous studies, which showed a correlation between the ability of
mutant SV40 T-antigens to bind the origin and the efficiency of late
gene activation (13), a direct role for T-antigen in the induction of
VP-1 expression has yet to be rigorously demonstrated. The second
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region of the SV40 template, which is required for trans-activation of
the late transcription unit, is the 72-bp tandem repeats. This regula-
tory element serves as a transcriptional enhancer for SV40 early gene
expression (2,3,4). We have previously demonstrated that base substitu-
tion mutants that quantitatively affect enhancer function in the early
orientation similarly affect the level of T-antigen-mediated late gene
expression (14). Thus, it seems likely that DNA sequences that control
early gene enhancement also are important for late gene activation.

Specific in vivo competition for the SV40 early enhancer function
apparently involves only the 72-bp tandem repeats (16). This result
suggests that the enhancer binding factors required for early gene
expression are able to bind independently to the 72-bp element. Our
in vivo competition studies demonstrate that the putative DNA binding
proteins responsible for late gene expression do not efficiently
associate with DNA fragments containing either the 21- and 72-bp
repeats or the 72-bp repeat element alone. These results raise the
possibility that different proteins may interact with the SV40 72-bp
repeat region in the induction of early gene expression and T-antigen-
mediated late gene expression. Further experiments will be required
to demonstrate this point conclusively.

Results obtained upon transfection of an SV40 late promoter CAT
plasmid into the ts Cos cell demonstrated that expression of the SV40
late promoter was significantly reduced at the nonpermissive temperature.
This observation is consistent with a model for the trans-activation
of the SV40 late promoter which involves either direct interaction of
T-antigen with the template or induction/modification of a cellular
transcription factor.

Our present studies are directed toward the development of in
vitro transcription systems in which the trans~activation of the late
promoter can be studied. Preliminary results suggest that activation
of the SV40 late promoter may be possible in vitro using COS-1 cell
extracts (M.A. Thompson, unpublished results). Such systems will help
to characterize, at the molecular level, the interaction of T-antigen
and other transcriptional regulatory proteins with the template DNA.

We have shown that SV40 T-antigen stimulates CAT enzyme production
under the control of the E2 promoter and that CAT enzyme levels are
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correlated with steady~state CAT mRNA levels (11). Our studies

suggest that the mechanism of promoter activation by SV40 T-antigen

and Ad E1A is different, and that a specific promoter might be activated
by more than one mechanism. This conclusion is drawn from two obser-
vations. First, the effect of saturating levels of T-antigen and E1A

on the E2 promoter are additive in CV-1 cells. Second, E1A, but not
T-antigen, can activate the E2 promoter in C0S-1 cells (11).

We have demonstrated that in CV-1 cells the synthesis of CAT
enzyme from 10 ug of pEC113 reached a plateau with either 5 ug of
pRSV-T or 10 ug of pElA. This was not due to a Timitation in the
ability to produce T-antigen or E1A. We found that T-antigen and
EIA mRNA levels, as determined by Northern blot analysis, continued
to increase when 2.5 to 20 pg of T-antigen- or ElA~encoding plasmids
was transfected into CV-1 cells (data not shown). It seems more likely
that the plateau in E2 expression results from the titration of a
limiting cellular transcription factor. If SV40 T-antigen and Ad E1A
activation of the E2 promoter were mediated by the same transcription
factor, cotransfection of pE1A and pRSV-T should not increase the
level of E2 expression over that observed in the presence of either
T-antigen or E1A alone. In contrast, if different cellular factors
are required for trans-activation by T-antigen and E1A, cotransfection
of pE1A plus pRSV-T might lead to E2 expression, which is the sum of
the two independent reactions. Clearly, our results are consistent
with the latter possibility, suggesting the presence of distinct
cellular factors which mediate the indirect effects of T-antigen and
E1IA. Along these lines, it has been shown that it is possible to
activate a transfected human g~globin gene by more than one mechanism.
Activation may be accomplished by introduction of the SV40 enhancer
and transfection into HelLa cells or by transfection of the g~globin
plasmid without an enhancer into 293 cells (22). It is reasonable to
assume that the factors which trans-activate the transfected g~globin
gene in 293 cells are different from those which regulate g-globin
expression in reticulocytes.

The 5° deletion analysis of the E2 promoter indicates that similar
distal transcriptional control sequences are required for E1A and T~
antigen trans-activation as well as basal E2 promoter activity. It is
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possible, however, that T-antigen and E1A require separate sequences
downstream from -79 bp. Sequences hetween -79 and -70 bp may represent
the minimal promoter 1imit. Our transcription studies using a
chemically synthesized Ad E2 promoter sequence from -85 to -29, suggest
that E1A and T-antigen trans-activation is independent of the downstream
promoter sequences between -29 and +40. Further analysis is required
to determine if E1A and T-antigen recognize distinct target sequences
within the -85 to -29 region.

It is not clear whether direct binding of T-antigen or E1A to
the E2 promoter is involved in promoter activation. There is Tittle
apparent similarity between promoters which are activated hy T-antigen,
which include SV40 late (13,14,16,23,24), Ad E2 (11), Ad E3 (25), Rous
sarcoma virus long terminal repeat (25), and Ad major late promoters
(J. Manley, personal communication). Thus, for some promoters, it is
1ikely that indirect mechanisms are involved. In support of this
concept, in vitro assays of T-antigen hinding to the E2 promoter have
been negative (M. Brown and D. Livingston, personal communication).
In the case of E1A, which does not hind directly to Ad DNA (12), tittle
sequence similarity is observed in the promoters which it activates.
It seems likely, therefore, that E1A may also activate specific promo-
ters by an indirect mechanism. The evidence presented here suggests
that the transcription factors which mediate T-antigen and E1A trans-
activation of the E2 promoter are different.
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REGULATION OF GENE EXPRESSION 7ROM THE POLYOMA LATE PROMOTER.
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ABSTRACT

An experimental system has been developed in which foreign coding
sequences for easily assayed genes or selectable markers are placed
under the control of the polyoma Tate promoter. The use of this
system has allowed the elucidation of the cis-acting elements that
control expression from this promoter and the demonstration of
transactivation of this promoter by the viral early proteins. In
addition to these forms of transcriptional control, the results also
suggest that late transcription, both in polyoma transformed cells and
early in the course of a lytic infection, may also be regulated at a
posttranscriptional level.

INTRODUCTION

The polyoma virus (Py) genome, consisting of approximately 5.3
kilobases {kb) of double-stranded DNA, is divided into two
transcriptional units that, during productive infection of pemissive
mouse cells, appear to be temporally regulated. Transcription of the
early strand, which produces the mRNAs coding for the three viral
early proteins, the large T (LT), middle T (M) and small T (ST)
antigens via alternative splicing patterns and utilization of
overlapping reading frames, proceeds rapidly after the introduction of
the viral genome into the infected cells (1). While the function of
the MT and ST remains obscure, the LT, being the viral replication
protein, is essential for productive infection (2). LT binds to
defined regions located near the origin (ori) of viral DNA replication
(3, 4, 5). This binding is involved in the initiation of viral DNA

Aloni, Y (ed), Molecular Aspects of Papovaviruses. © 1987 Martinus Nijhoff Publishers,
Boston. ISBN 0-89838-971-2. All rights reserved.
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synthesis in cells possessing the additional necessary "pemissivity
factors" as well as in autoregulation of early region transcription
(6, 7).

It is only after the onset of DNA replication that mRNA's derived
from the opposite late strand are clearly detectable in the
cytoplasm. These mRNA's, again produced by differential splicing
patterns and utilization of overlapping reading frames, code for the
three viral structural proteins VP1, VP2, and VP3 {1). An unusual
feature of late transcription is the inefficient use of termination
and polyadenylation signals (8). This leads to the formation of giant
multimeric transcripts and the splicing out of a genome length intron
to produce mature mRNAs that possess a reiterated leader sequence 57
bp in length (9). Although this leader possesses a 40S ribosomal
subunit binding site (10) and a 10 bp sequence with complementarity to
the 3' end of 185 rRNA (11), recent evidence indicates that while a
leader sequence is necessary, these functions of the leader, per se,
are not essential for viability of the virus. Rather, the leader
appears to serve an essential spacer function and other non-viral
sequences can substitute for the ribosomal binding site and 10 bp
sequence in serving this function (12),

Situated between the early and late transcriptional units is a
non-coding segment of approximately 460 bp in length that contains the
ori (13, 14), the LT binding sites (15), and a region of 244 bp that
contains the viral enhancer sequences (16). The necessity of these
enhancer sequences in cis for early region transcription was readily
established via deletion analysis (17). The independent requirement
of these sequences for late transcription however was a question that
could not be easily approached owing to the apparent necessity of DNA
replication and/or LT for late coding sequences to be detected as mRNA,

Although 1t is known that enhancer sequences can operate
bidi rectionally (18), the early and late promoters appear to represent
two different classes of RNA polymerase II promoters. The early
control region possesses both the canonical TATA and CAACT boxes and
transcripts initiate from a limited number of sites (19). In
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contrast, the late promoter lacks both of these upstream control
elements, and the initiation of late transcription is extremely
heterogeneous (9, 20). Thus, it is conceivable that these promoters
might have different additional upstream control elements. Supplying
LT in trans through the use of helper virus or introducing the genomes
into mouse cells consitutively producing LT is not able to circumvent
this problem since the enhancer sequences are also required for DNA
replication, independent of the enhancer requirement in cis for early
region expression (21).

If viral DNA replication is in some manner inhibited, either
through the use of mutants defective in the ori or in the LT coding
sequences, or through the infection or transfection of cells such as
rat or hamster cells that lack the necessary permissitivity factors,
then the virus can undergo an alternative interaction with the cell
resulting from the integration of the viral genome into the host cell
genome (22). As a result of the expression of the integrated early
region, in particular the MT coding sequences (23), the cell obtains a
transformed phenotype. In transformed cells, the enhancer sequences
are required in cis for efficient early region expression and the same
5' control sequences, mRNA initiation sites, splicing signals, as well
as 3' polyadenylation signals that operate during the lytic cycle are
also used for transcripts initiating from integrated templates (22).

In a situation that may be analogous to that found early in the
lytic cycle, gene expression from integrated templates also appears to
be 1imited to the early region. Late transcripts are not easily
detected in the population of steady-state mRNA extracted from
transformed cells in which the viral DNA exists only in the integrated
state, even when it can be demonstrated that the late coding sequences
remain intact. In a minor population of transformed rat cells, the
integrated sequences can excise by a process of in situ replication
and homologous recombination. This process requires a functional ori
LT and is facilitated by regions of homology generated by the head to
tail tandem insertions of viral DNA typically found in transformed
cells (22, 24), 1In such a situation where extrachromosomal copies of
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viral DNA exist in the cell, late mRNAs can be readily detected (25),
thus ruling out the possibility that the transformed cells lack any
possible cellular factors required for late region expression. Again,
however, in this situation late expression is dependent on viral DNA
replication and early gene expression.

While the reason for the lack of expression of late m-RNAs in Py
transformed cells is still not clear, our laboratory has taken
advantage of the observation that transfection of cells with plasmids
that contain foreign coding sequences 1inked to the Py late promoter
results in the efficient expression of these sequences (25). The use
of these "indicator" genes has enabled us to determine the cis-acting
elements and trans-acting factors that requlate expression from the Py
late promoter, as well as the sequences within the Py control region
that interact with these trans-acting factors. As a second approach
to examining the control of late gene expression, we have molecularly
cloned the viral insertion present in a novel cell line that produces
appreciable steady-state levels of late mRNA, Restriction enzyme
analysis reveals extensive rearrangements and leads to testable models
concerning the possible role of posttranscriptional processing events
in late gene expression,

MATERIALS AND METHODS

Details of the procedures used for cell culture, DNA transfection,
selection in G418 containing medium, RNA extraction and Northern blot
analysis, mapping of 5' temini by S1 nuclease analysis, plasmid
isolation and construction, and assay for chloramphenicol acetyl
transferase activity (CAT) are described in other publications from
this laboratory (25, 26, 27, 28). For the genomic cloning of the Py
insertion present in the SS1A cell 1line (29), DNA was digested with
EcoRl and size fractionated on an agarose gel. The 16-21 kb region
containing the right end of the Py insertion was electroeluted and
ligated to dephosphorylated EcoRl arms of the EMBL4 Jambda phage
cloning vector {30) and packaged. Plaques were screened using a 2.4
kb Hhal fragment that spans the late region of Py,
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Fig. 1. Northern analysis of early and late mRNAs present in a tsA Py

transformed cell 1ine H6A at pemissive (33.C) and nonpe rmissive

(39.C} temperatures for LT function and in a cured revertant cell line

SSTA. Llanes contain 5,0 ug of po]oyA+ RNA from H6A at 39.C and SS1A

35 37.C and 2.0 ug from H6A at 33.C. Blots were hybridized to a
P-labeled 1.8 kb Py PstI-3 early region fragment (left) or a 2.4

kb Py Hhal late region fragment (right).

RESULTS
Late transcription is not detectable in Py transformed cell lines in
the absence of LT function.

As stated above, the Py genome will integrate into a proportion of
infected nonpermissive rat cells, and subsequent expression of the

early region results in the cells obtaining a transformed phenotype.
Three early mRNA's with the same size as found early in a lytic
infection are easily detectable in transformed cells by Northern
analysis. This is illustrated in Figure 1 using po]yA+ RNA
extracted from the cell 1ine H6A grown at 395. This cell line was
obtained by infection of rat fibroblasts with the tsA strain of Py
(29). Consequently, at 39° the LT produced by these cells is
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non-functional and excision of integrated Py sequences does not

occur. Figure 1 also shows that at 39° late transcripts are virtually
non-detectable. At 33° the LT is functional and the ensuing excision
and replication of the integrated Py sequences results in the presence
of extrachromosomal viral DNA copies, that presumably can now function
as templates for late transcription. As expected at 33, late
transcripts are abundant in the population of H6A pol yA+ mRNA,

Figure 1 also illustrates that a novel cell 1ine, designated SS1A,
that was isolated as a cured revertant of the H6A cell line (29),
produces truncated versions of the three species of early mRNA's and
therefore a LT lacking the carboxy terminal portion and no longer
capable of supporting viral DNA replication. Unexpectedly, it was
observed that this cell 1ine also produces detectable levels of late
mRNAs (31). Southern blotting indicated extensive rearrangement of
portions of the integrated sequences. This suggested that one
approach to examining the control of late expression would be to
determine more precisely the nature of these rearrangements via
molecular cloning of the insert, and a restriction map of a portion of
the viral insertion cloned into the EMBL4 phage vector is described
below,

Replacement of late coding sequences with foreign genes results in
detectable steady-state levels of mRNA,

A new alternative approach to the question of late gene regulation
was suggested by the behavior of rat cells transfected with plasmid
pPyNeo (Fig. 2), that contained a complete tsA Py early region and
linked to the Py late promoter at the Bc1l site at nucleotide (n)
5022, the coding sequences for the Tn5 bacterial transposon gene for
neomycin-resistance (neo) with a herpes simplex virus (HSY) thymidine
kinase (tk) gene polyadenylation signal 3' to the neo sequences. When
placed under the control of an active eukaryotic promoter and
transferred into cells in culture, these sequences are able to confer
resistance to the drug G418 (32). Agar colonies of cells
morphologically transformed were isolated at 39°C and expanded into
cell lines. Given the lack of detectable authentic late transcription
in the absence of a functional LT observed in Py transformed cells, it
was somewhat of a surprise to observe that 5 of 6 cell lines derived
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Fig. 2. Schematic representation of plasmids used to study gene
expression from the Py late promoter. Plasmids pBE102 and pBEPYCAT
were used for subsequent deletion analysis of the sequences required
for late promoter function and transactivation by the Py early
proteins.

from the pPyNeo transfection had high plating efficiencies in medium
containing G418 (25). Northern analysis using pol yA+ mNA isolated
from one of these cell lines indicated that steady-state levels of neo
specific mRNA approximated the levels of early mRNA present in the
same cell line (Fig. 3, left panel). The size of the major neo
transcript was 1.2 kb and if one assumed that the message was
unspliced, this placed the approximate 5' initiation sites of the
transcript at the junction of the neo and Py sequences. S1 analysis
confirmed that the transcripts were initiating from within the Py late
promoter region (Fig. 4). Moreover, longer autoradiographic exposures
of the same gel indicate that the same initiation sites utilized
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Fig. 3. Northern analysis of neo-specific mRNAs in rat cell lines
derived from agar colonies following transfection with pPyNeo (1eft
panel) or pPyNeoAL-9 (right panel). Lanes consgin 5ug of polyA

nRNA from cells grown at 39.C hybridized to a °“P-labeled Py 1.8 kb
Pgtl-3 early region fragment (left panel, lane 1) or to a

32p_1abeled 1.1 kb Bg1II-Sall fragment containing neo coding

sequences (left panel, lane 2 and right panel). L7 is a cell line
selected directly in G418-containing medium. Cell lines A16, A17, A18
gz;eggen'ved from agar colonies that were subsequently found to be

during a lytic infection of mouse 3T6 cells or during transcription of
extrachromosomal templates in rat cells are also used by cells
transformed by the chimeric Neo plasmids.

Since the pPyNeo plasmid contained an HSV tk polyadenylation
signal, the possibility existed that the ability to detect neo
transcripts in transformed cells and the inability to detect authentic
Tate transcripts was due to inefficient utilization of the Py 3'
processing signals rather than an inactive late promoter. Further
support for this hypothesis comes from the above mentioned findings
that these signals are inefficiently utilized during a lytic
infection. Additional neo-containing constructs that were tested
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Fig. 4. S1 mapping of the 5' temmini of neo-specific mRNAs and Py
late mNAs in transformed rat and 1ytically infected mouse cells, The
probe is the 360 nucleotide L strand of the Py Bc1I-BglI fragment end-
labeled at the Bc1I site. Lanes show the size of protected fragments
found using 20ug of go]yA RNA from the tsA Py transformed rat cell
Tine H6A grown at 33 and 39° or from two G418R cell 1ines E7 and L7
grown at 39° or with lug of poly A* RNA from 3T6 cells extracted 48
hours after infection with tsA Py virus at 33°. Reprinted with
permission from reference 25.
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ruled out this possibility, however. Rat cells were transfected with
a plasmid pPyNeoAL-9 which is similar to pPyNeo with the exception
that in this case, the Py late polyadenylation signal was linked 3' to
the neo sequences (Fig. 2). Pol yA+ RNA was extracted from cell

lines derived from agar colonies that were subsequently found to be
G418-resistant (G418R). Northern analysis indicated the presence of
a 1.6 kb neo transcript in all of the cell lines tested, which was the
size expected if the late polyadenylation signal were being used (Fig.
3, right panel). Thus, even in the absence of direct selection for
G418-resistance, the late polyadenylation signal was being effectively
utilized.

These results therefore indicate that both the 5' and 3'
processing signals for late transcription are operative when
integrated into the host cell genome and therefore strongly imply that
the absence of detectable late transcripts in Py transformed cells is
due to posttranscriptional processing events.

One possibility that we have recently investigated is that the
splicing of the primary late transcript to form the mature spliced
mNA for VP1 is an inefficient process. neo sequences were attached
at the unique viral ScoRV site at n 4106 site just downstream of the
splice acceptor site for the VP1 message at n 4127 (10), The
efficiency of G.418R colony formation following transfection of rat
cells was then compared to a plasmid in which the neo sequences were
attached to the Bcll site at n 5022, Both plasmids contained a Py
early polyadenylation signal 3' to the neo sequences. In the case of
the former plasmid, a splicing event between the late splice donor
site at n 5023 and the acceptor site at n 4127 would be required to
form a functional neo mRNA whereas with the Tatter plasmid, a
functional mRNA is generated from an unspliced transcript. Both
plasmids had similar transfection efficiencies on both rat F2408 and
mouse NIH3T3 fibroblasts, and Northern analysis indicated the presence
of a transcript consistent with the size expected if the usual donor
to acceptor splice had occurred (data not shown). These results rule
out a splicing defect as being the cause for the absence of late
transcription in transformed cells. In addition, they suggest that an
attenuation mechanism prematurely teminating transcription within the
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stretch of coding sequences between the Bc1l site and EcoRV sites is
also not operative.

Another possibility that is presently being explored is that late
transcripts are produced in transformed cells but are then rapidly
degraded. If true, this would imply that the late RNAs transcribed
from integrated DNA molecules are different from those produced in
lytic infection and contain destablizing structures or lack sequences
conferring stability to the RNAs, To investigate this possibility, we
have studied the arrangement of integrated Py DNA sequences in the
cell line SS1A, which, as described above, is the only Py transfomed
cell line in which we could detect the presence of stable late
m-RNAs, A 19/0kb EcoRI fragment that contained the late coding
sequences was molecularly cloned into the EMBL4 phage vector and
analyzed by restriction mapping (Fig. 5).

Such an analysis failed to reveal any gross rearrangement of late
promoter or enhancer sequences within the region immediately adjacent
to the late coding sequences, However, this analysis did reveal that
the region upstream of these sequences had undergone extensive
rearrangements involving amplification of an approximately 560 bp
stretch of DNA that contains the late promoter, enhancer and ori. In
addition, an excision event has removed most of the early coding
sequences that were originally present in the parental H6A cell line,
with the exception of a truncated early coding region lacking the
carboxy temminus of LT that is immediately adjacent to the flanking
cellular sequences. Also removed along with these early coding
sequences were the regions that contain the polyadenylation signals.

To verify that the ability to detect stable late transcripts was
indeed due to these rearrangements and not to a peculiarity of the
cell 1ine, the 19.0 kb EcoRI insert was subcloned into a plasmid
vector and cotransfected onto rat F2408 fibroblasts with a plasmid
conferring G418-resistance. G418R colonies were picked, mRNA was
extracted and analyzed by Northern analysis for the presence of late
mRNAs. As expected, colonies containing the 19,0 kb SS1A EcoRI
fragment produced late mRNAs in appreciable quantities.

The analysis of the structure of this insert reveals that it is
now possible that a primary late transcript could initiate at the far
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right end of the insertion or within any of the amplified late
promoter regions and proceed through the remaining amplified origin,
enhancer and late promoter sequences until it reaches the sole
remaining copy of the late coding region and late polyadenylation
signal. Since this transcript could contain up to nine copies of the
Tate leader sequence as well as the leader splice donor and acceptor

e ~560 bp —3

magio B Py Py Hoe

\

EARLY
LATE

Fig. 5. Restriction enzyme mapping of the Py insertion present in the
SS1A cell 1ine! The 19.0 kb EcoRI fragment containing the right hand
portion of the complete Py insertion and flanking cellular rat
sequences (heavy black 1ine) was molecularly cloned using the EMBL4
phage vector. Shown are the locations of the Bam HI (B), Bg1l (Bg),
and Aval (Av) restriction enzyme sites. Open box represents the area
of ~ 560 bp from ~ n 4810 to n 90 that is amplified within the
insertion. Within this 560 bp region is contained the Py origin of
replication {ori), the enhancer region Tocated within the region
spanning the Bc1I (Bcl) to the second Pvull site (Pv), the Py late
promoter, the sequence that forms the reiterated leader (blackened
area) bordered by splice donor (D) and splice acceptor (A) sites and a
Hae II (Hae) restriction enzyme site. Triangles below the map
jndicate the deleted areas of Py genome with numbers representing the
map units deleted. The line immediately below the map represents the
hypothetical primary late transcript that due to the deletions could
extend from the first copy of the late promoter to the sole remaining
copy of the late polyadenylation and mRNA cleavage signals. This
primary transcript could then be spliced to generate a reiterated
Teader sequence (black box) linked to the late coding sequences.
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sites, the possibility exists that mature spliced late mRNAs could be
generated that contain a reiterated leader sequence identical to that
observed during a Tytic infection. Nommally in transfommed cells
containing an intact early region, the presence of the late
polyadenylation addition and nRNA cleavage signals that overlap the
early polyadenylation signal would preclude the possibility of
generating such a transcript.

We are currently in the process of determining whether such a
transcript containing a reiterated late leader sequence does indeed
exist in the SS1A cells and whether there is an actual increase in the
rate of late transcription compared to the parental H6A cell line. It
is possible that the ability to detect late transcription in the SSTA
cell line is not so much due to an increase in the transcription rate,
but rather is due to stabilization of late mRNAs by the presence of
the reiterated leader sequence. An alternative explanation is that
the increased number of enhancer sequences present due to the
amplification event facilitates an increased rate of late
transcription (33).

Cis acting factors affecting expression from the late promoter.

Regardless of the reason why authentic late transcripts are not
found in transformed cells, our finding that the Py late promoter

efficiently directs the expression of foreign coding sequences
provided an experimental system with which to study through deletion
analysis the regulatory elements of this promoter. In order to
demonstrate that these elements also acted on the late promoter
independent of their effect on early transcription, it was first
necessary to demonstrate that a plasmid devoid of early coding
sequences could still direct the expression of the neo gene when it
was attached to the late promoter. A plasmid was constructed that
again contained the neo gene and Tinked 3! Py early polyadenylation
signal attached to the Py late promoter at the Bcll site at n 5022,
Upstream Py sequences extended through the ori and ended at n 153,
before the start of the early coding sequences. When transfected into
rat F2408 fibroblasts, this plasmid was found to have the same
relative efficiency of transformation to G418-resistance at 39°C as
the control plasmid containing the tsA early region (26). Thus,
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expression from the late promoter did not require the presence of any
of the three viral early proteins, and the effects of deletions in the
non-coding regulatory region on late promoter function could be
directly assessed,

To accomplish this goal, we used plasmids that contained the
deletions within the Py control region that are shown schematically in
Fig. 6. A1l plasmids contained neo sequences and a 3' Py early
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Fig. 6. Deletion-mapping of cis-acting elements affecting Py early
and late promoter function. DeTeted regions are indicated by the open
spaces. Relative efficiencies of colony formation in G418-containing
medium or in soft agar are based on comparison to the frequency
observed with the wild-type pBE102 plasmid shown in Fig. 2 in
transfection experiments using rat F2408 fibroblasts as recipient
cells. Pertinent features of the Py control region are referenced in
the text and in references 26 and 27. Arrows pointing left indicate
the direction and location of the 5' termini of early (43) and
late-early (44) transcripts. Arrows above the line pointing right
indicate the direction and location of 5' temini of late lytic
transcripts. Arrows below the line pointing right indicate additional
5' termini of transcripts in the late direction observed after
transfection with chimeric plasmids (25);
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polyadenylation signal linked to the late promoter at the Bcll site
and, in addition, contained a truncated early coding region ending at
the Py EcoRI site at n 1560 {Fig. 2). Since these plasmids can encode
a complete MT and ST, but only a truncated LT, we could also assess
the effects of these deletions on early gene expression independent of
their effects on replicating ability by scoring for the number
colonies formed in soft agar.

The results of a number of independent experiments are summarized
in Fig. 6. The finding of major interest is that the levels of both
early and late transcription are regulated by the same set of
regulatory sequences. A deletion on n 5246-127 that spans the ori had
no effect on either early or late gene expression, as did a deletion
of the Pvull-4 fragment that contains the so-called B enhancer
sequences (34). Present within this fragment are the omega sequences
present in all mutants viable in neuroblastoma or embryonal carcinoma
cells (35), the SV-40 core enhancer sequences (36), and various
regions with homology to the mouse Ig heavy chain (IgH), bovine
papilloma virus, Rous sarcoma virus, and Adenovirus 5 E1A enhancers
(37). Bal 31 nuclease generated deletions around the Pvull site at n
5130 that spanned n 5099 to 5141 also had no effect on both early and
late transcription. This A enhancer region (34) contains the Ad 5 E1A
core enhancer sequences (38), the P-motif sequences found in the SV40
enhancer (33), as well as regions with homology to the Moloney murine
sarcoma virus long teminal repeat and IgH enhancer (37). Extension
of this deletion to n 5099 had the effect of diminishing activity in
both directions, and S1 analysis of 5' initiation sites indicated that
for late region expression, this decrease was due to removal of
regulatory rather than structural elements of the Tate promoter (26).
A deletion spanning n 5055-5182 had the effect of even further
decreasing and again to similar extents, both early and late
expression.

A surprising observation was made that when a second ori deletion
of n 5246-127, which by itself in these assay systems had no effect on
gene expression in either direction, was placed on this n 5055-5182
deletion mutant background, the effect was that of essentially
abolishing transcription in both directions. We attempted to define
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whether a particular set of sequences was involved by substituting
three other ori deletions into this pBE22 enhancer region mutant.
Again, these ori deletions by themselves had no measurable effect on
the ability to form colonies in G418, However, all three deletions
had the effect of potentiating the repressive effect of the pBE22
deletion on late gene expression. No particular set of sequences
could be Tocalized that was responsible; rather it appeared that the
larger the size of the deletion of the noncoding sequences in this
area, the greater the effect. It therefore appears that the
non-coding regulatory region for Tate transcription extends upstream
beyond the borders of the Py enhancer region defined by the Bc1l site
at n 5021 and Pvull site at n 5267, and 1ike the enhancer sequences,
these upstream regulatory sequences may also consist of multiple
complementing elements.
Transactivation of the Py late promoter by the viral early proteins.

Although the results presented above indicated that a functional
early region was not necessary for late transcription, this did not
preclude the possibility that the viral early proteins could affect
expression from the late promoter. To approach this question, we have
used a transient assay system in which the bacterial chloramphenicol
acetyl transferase (cat) gene was linked to the late promoter at the
Bc1l site by attaching HindIII linkers to a Py BclI-EcoRI fragment and
inserting this fragment into HindIII digested pSVOCAT vector DNA
(39). The prototype plasmid pBEPYCAT therefore contains a truncated
early coding region capable of encoding functional ST and MT, cat
linked to the late promoter with 3' processing and polyadenylation
signals from the SV40 early region (Fig. 2). The plasmid also lacks
the carboxy terminal portion of LT. The truncated LT is incapable of
supporting viral DNA replication.

To rule out effects due to template amplification that could occur
when the above described plasmid was cotransfected with a plasmid

encoding a complete functional LT, an additional plasmid was
constructed using the Bc1I-EcoRI fragment from plasmid p48.19 that was
generously provided by G. Veldmann and R. Kamen. This fragment
contains a Xhol linker inserted between n-35 and n 37 within the ori
core sequences that essentially destroys the ability of the plasmid to
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replicate. Additional plasmids were constructed that contained
various deletions in the noncoding regulatory region that removed
either LT binding sites or enhancer sequences. All target plasmids
were replication-defective due either to the presence of the Xhol
linker insertion or to removal of the ori sequences. A final
non-replicating target plasmid that totally lacked any early coding
sequences was also constructed using the origin spanning Bc1I-BstXI
fragment (n 5021-n 173) from p48.19,

These target plasmids were transfected onto mouse NIH 373 or rat
F2408 cells or cotransfected with a plasmid that encodes only for LT.
Two different cotransfecting plasmids were utilized. One contained
the LT sequences present in a Py ori-deleted vector while the other
plasmid had LT sequences inserted into the 91023 vector (40) under the
control of the SV40 early promoter (28). Thus, both cotransfected
plasmids were also incapable of replication. Protein extracts were
prepared 60 hr post transfection and assayed for CAT activity. The
results of this analysis are summarized in Fig. 7. While for reasons
of simplicity only the results obtained in mouse NIH3T3 cells are
presented here, suffice it to say that transfection into rat cells
gave essentially concordant results (27), the only significant
di fference being that in these cells all cat-containing plasmids
exhibited a significantly higher base line activity (5-10 fold higher
than in mouse cells). The degree of stimulation by LT was therefore
somewhat lower, even if the final levels of expression were higher
than in mouse cells.

In mouse cells target plasmids that contained the Py enhancer
sequences and the truncated early coding region directed a low but
measurable level of cat expression. When the p48.19 BECAT plasmid,
which contains the complete non-coding regulatory region, was
cotransfected with LT-coding plasmids, CAT activity was increased
20-70 fold. Northern analysis indicated that this increase in CAT
activity was reflected in a similar increase in the level of cat mRNA
(28). Deletion of minor LT binding site 3, the site most proximal to
the late promoter, had no effect on LT-mediated stimulation of CAT
activity, and a deletion of major LT binding sites A and B and minor
sites 1 and 2 also had 1ittle effect. A deletion of all three major
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Fig. 7. Deletion mapping of the sequences within the Py control
region required for transactivation of the late promoter by the viral
early proteins. Deleted sequences are indicated by the open spaces.
Numbers to the right of the plasmid name indicate nomalized values
based on data presented in reference 28 and unpublished data; The
numbers indicate the relative level of CAT activity observed after
transfection of NIH3T3 cells with the plasmid alone or after
cotransfection with the replication-defective plasmids pBLTwt12 which
encodes only the LT or p48.19 which encodes all three of the early
proteins (27).

LT binding sites as well as most of minor site 1 in plasmid pB27BECAT
had the effect of reducing the degree of LT mediated stimulation to
only two to four fold over baseline levels. Also, a large deletion in
the enhancer region in plasmid pBE22XCAT eliminated the LT effect.
These results therefore suggested two sets of target sequences for LT
transactivation. First, there appeared to be a requirement for at
least one major LT binding site. While our results would suggest that
binding site C is the most important, we have yet to rule out the
possibility that either A or B can substitute. Secondly, there also
appeared to be a requirement for enhancer sequences.
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An alternative explanation for these results however was raised by
the results obtained when the target plasmid pL1 lacking the truncated
early coding sequences was utilized. This plasmid had all the LT
binding sites as well as the complete Py enhancer. Baseline
activities with this plasmid were typically five to ten fold higher
than the baseline activity of the p48,19BECAT plasmid containing the
truncated early region. However, cotransfection of pL1 with LT
typically resulted in only a two to three-fold stimulation of CAT
activity. Moreover, the final values obtained were always lower than
that observed when p48.19BECAT was cotransfected with a LT encoding
plasmid. This result therefore pointed to a possible involvement of
the ST and or MT in potentiating the LT effect on late promoter
activity. It also raised the possibility that the reason for the
diminished response of the pB27BECAT plasmid lacking the LT binding
sites was not due to the absence of these sites, but rather to the
deletion of the amino teminal sequences of the ST and MT, Likewise,
the reduced response of the enhancer-deleted pBE22XCAT plasmid could
be due to a reduction in the level of early region expression caused
by the lack of cis acting elements.

To address these questions the pB27BECAT plasmid lacking LT
binding sites and the pBE22XCAT plasmid with the enhancer region
deletion, as well as the pL1 plasmid, which contains both of these
sets of sequences but lacks the truncated early coding region, were
all cotransfected with an ori-defective non-replicating plasmid that
encoded all three of the viral early proteins. The results indicated
that cotransfection with the complete early region was not able to
cause any further stimulation of pB27BECAT above that observed with LT
only and had no effect on pBE22XCAT activity (Fig. 7). This,
therefore, confirmed that both LT binding sites and enhancer sequences
were both required for a maximal response to LT.

Cotransfection with the complete early region did however have a
marked effect on the level of CAT activity directed by the pL1
plasmid, with the final values now being two to four fold higher than
that observed with cotransfection with LT only and higher than that
obtained with similarly cotransfected p48.19BECAT (Fig. 7 and
reference 28). This result therefore argues for a role of either the
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ST and/or MT in transactivation of the Py late promoter by LT, Since
we also observe a slight stimulation when pL1 is cotransfected with a
plasmid coding only for MT and since others have reported
transactivation of a variety of heterologous promoters by MT (A,
Pannuti, G. La Mantia and L. Lania, manuscript submitted), we
currently favor the hypothesis of an involvement of MT in this
phenomenon. Experiments are currently in progress that are designed
to clarify this point and to determine whether MT and LT have additive
or cooperative and synergistic effects on late gene expression.

DISCUSSION

Our finding that the Py late promoter can efficiently direct the
expression of linked foreign coding sequences has enabled us to
develop an experimental system that has pemitted the study of the cis
and trans-acting elements that control gene expression from this
promoter. Our results indicate that the regulation of late gene
expression occurs at both transcriptional and posttranscriptional
levels. Analysis of deletion mutants revealed that the early and late
promoters share a common set of requlatory elements that have been
previously defined by others as enhancer sequences, as well as another
set of sequences around the viral ori that affect late expression.
Since this region contains the TATA and CAACT boxes for the early
promoter as well as early mRNA initiation sites, it is difficult to
determine whether this region also contains additional common
requlatory elements that act bidirectionally.

An important finding is that the late promoter can function
independent of the presence of the viral early proteins and also in
the absence of extrachromosomal DNA replication. In fact, in
transient CAT assays, we observe that a plasmid completely deleted of
early coding sequences typically exhibits a five to tenfold higher
level of activity directed by the late promoter than a plasmid that
contains a truncated early region. In addition, the level of late CAT
activity is approximately the same as that seen with a plasmid having
the same polyoma sequences {n 5021-168) in the opposite orientation,
thus placing the cat sequences under the control of the Py early
promoter {unpublished results). These observations are difficult to
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reconcile with the well documented absence of significant amounts of
stable late transcripts early in the viral infectious cycle, as well
as with the absence of late transcripts in cells containing
exclusively integrated Py genomes.

One possibility suggested by the difference in baseline CAT
activities between the p48,19BECAT and pL1 plasmids is that the early
coding sequences in some manner acts in a cis fashion as a negative
regulatory element to repress late transcription, perhaps by placing
the DNA in a conformation that either allows the binding of a
repressor molecule or inhibits the binding of a late promoter specific
transcription factor. Subsequent production of LT and binding of this
protein to the LT binding sites could then alter this conformation and
reverse this process. This hypothesis is difficult to reconcile with
the fact that neo transcripts initiating from within the late promoter
are readily detected when constructs that also contain tsA or
truncated early coding regions are utilized. One would have to
postulate that when integrated, the DNA also undergoes a
conformational change that would either allow the putative late
transcription factor to bind or preclude the possibility of repressor
binding. Therefore, this would also imply that the lack of authentic
late expression in transformed cells and the inability to detect late
transcripts early in a Tytic infection are the result of two different
molecular mechanisms. Whereas in lytic infections the control could
be at the Tevel of mRNA initiation, in transformed cells the control
would be at a posttranscriptional level.

A second possibility is that in the initial phases of the
infection the early promoter outcompetes the late promoter for
necessary transcription factors. Deletion of the early coding
sequences in the late promoter-cat constructs or production of LT and
the resulting autoregulation of early transcription during the course
of a viral infection would no longer permit this transcriptional unit
to compete effectively, and transcription from the late promoter could
now proceed at an increased rate. However, we have previously
reported that a TK™ cell line that contained a single partial
insertion of plasmid having the HSV tk coding sequences under the
control of the Py late promoter as well as the tsA early region was
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able to grow both in selective HAT medium as well as in semi-solid
medium at 39°C (27). It therefore appears that at least when the
plasmid is integrated, both the early and late promoters can be active
on the same molecule. Thus, it seems unlikely that this model of
promoter competition could fully account for the lack of late
transcription in transformed cells,

A third possibility is that both early and late promoters are at
least to some degree transcriptionally active early in infection as
well as in transformed cells, but late precursor mRNAs are either
inefficiently or improperly processed and are then rapidly degraded.
Later in the course of infection, the increase in the number of late
transcripts due to template amplification, autoregulation of the early
transcriptional unit and transactivation of the late promoter by LT
overcomes this fact that processing is inefficient, or, alternatively,
there is also a change in the processing or type of late precursor
mRNA molecule that is produced at this time.

Recent data from another laboratory suggests that late in the
course of infection, there is a depletion of cellular factors required
for temination of transcription and polyadenylation and mRNA cleavage
(41), with the result that large multimeric transcripts consisting of
the sense strand for Tate mRNA and antisense strand for early mRNA are
produced. These multimeric transcripts are then spliced to generate
the late mRNAs that contain the reiterated leader sequence. Nommally
in transformed cells the structure of the integrated Py sequences and
the fact that the Tate polyadenylation signal functions efficiently in
an integrated state, prevents the formation of such multimeric
transcripts. In addition, in transformed cells there would most
likely be a selection against the formation of an anti-sense early
mRNA (42), However, as mentioned above, the structure of the
integrated sequences present in the SS1A cell 1ine isolated as a cured
revertant raised the possibility that formation of such a reiterated
leader structure may be important in stabilizing late mRNA. Thus, an
additional factor regulating the level of late transcripts in infected
cells may be a change in the stability of the mRNA that would act in
concert with the template amplification due to DNA replication and the
changes in promoter utilization due to LT mediated transactivation and
autoregulation.
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This concept of late nmRNAs being inherently unstable is supported
by our findings that both 5' and 3' late region control sequences are
functional when they are used to direct the expression of integrated
neo sequences. Thus, it is possible that the same molecular mechanism
is responsible for the inability to detect authentic late transcripts
both in transformed cells and during the early phase of a viral
infection. This model would predict that late transcripts are
jnitiated in transformed cells, and also that either portions of the
late coding sequences would be able to confer instability to a
normally stable transcript or the neo sequences would be able to
confer stability to an unstable transcript. Experiments testing these
predictions are currently in progress.

While our results with the late promoter-neo constructs argues for
posttranscriptional events being involved in the control of late
transcription, the results of cotransfection experiments of late
promoter-cat constructs with plasmids encoding Py early sequences
indicates that the late promoter is also regulated at a
transcriptional level by the viral early proteins. Since the LT
binding sites are necessary for the maximal transactivation effect to
be observed and since these target sequences are located upstream of
the late mRNA initfation sites, it is unlikely that the major effect
of the early proteins is to increase the transport, stability, or
translation of late mRNAs. In contrast to the usual twenty to sixty
fold stimulation by the viral early proteins observed with targets
having LT binding sites, a consistent two to four fold stimulation by
LT was still observed with a target plasmid that lTacked these hinding
sites (28). It is therefore possible that there is a secondary effect
of LT that is indeed operating at a posttranscriptional level.
However, since the enhancer region is also necessary for trans-
activation, we favor the hypothesis that the major effect is due to
the binding of LT to the viral regulatory region which in some manner
facilitates the formation of a complex of transcriptional factors that
interact with the enhancer region. The binding of LT is necessary but
not sufficient for maximal transactivation and our data suggests that
the MT and/or ST may also be involved in the formation of this
complex. Investigations into which of these proteins is involved and
the possible mechanism of interaction are currently being pursued.



160

ACKNOWLEDGMENTS

We thank R. Kamen, G. Veldman, A. Cowie, L. Dailey, and P. Amati
for gift of plasmids; V. Levytska and E. Deutsch for excellent
technical assistance; and D. Nazario for assistance in the preparation
of the manuscript. This investigation was supported by PHS grants
CA16239, CA42568, and CA41367 from the National Cancer Institute.

REFERENCES

1. Tooze, J. DNA tumor virus: Molecular Biology of Tumor Viruses,
part 2, Cold Spring Harbor Laboratory, Cold Spring Harbor N.Y.,
1980,

2. Franke, B. and Eckhart, W. Virology 55:127-135, 1973,

3. Gaudray, P., Tyndall, C., Kamen, R. and Cuzin, F. Nucleic Acids
Res. 9:5697-5710, 1981.

4, Dilworth, S.M., Cowie, A., Kamen, R. and Griffin, B.E. Proc.
Natl. Acad. Sci. U.S.A. 81:1941-1945, 1984,

5. Pomerantz, B.J., Mueller, C.R. and Hassell, J.A., J. Virol
47:600-610, 1983.

6. Fenton, R.G. and Basilico, C. Virology 121:384-392, 1982,

7. Fammerie, W.G. and Folk, W.R. Proc. NatT. Acad. Sci. U.S.A.
81:6919-6923, 1984,

8. Acheson, N.H. Proc. Natl. Acad. Sci. U.S.A. 75:4754-4758, 1978,

9. Treisman, R. Nucleic Acids Res. 8:4867-4888, 1980.

10, Soeda, E., Arrand, A., Smolar, N., Walsh, J. and Griffin, B.,
1980. Nature 283:445-453,

11. Legon, S. J. Mol! Biol. 134:219-240, 1979.

12, Adami, G.R. and CammichaeT, G.G. J. Virol, 58:417-425, 1986,

13. Luthman, H., Nilsson, M.G. and Magnusson, G.  J. Mol) Biol!
161:533-550, 1982.

14, Katinka, M. and Yaniv, M, J. Virol. 47:244-248, 1983,

15. Cowie, A. and Kamen, R, J. Virol., 52:750-760, 1984,

16. de Villiers, J. and Schaffner, W. Nucleic Acids Res. 9:6251-6264,
1981,

17. Tyndall, C., La Mantia, G., Thacker, C.M., Favaloro, J. and Kamen,
R. Nucleic Acids Res. 9:6231-6250, 1981.

18. Banerji, J., Rusconi, S. and Schaffner, W. Cell 31:299-308, 1981,

19, Jat, P., Novak, U., Cowie, A., Tyndall, C. and Kamen, R, Mol.
Cell. Biol 2:737-751, 1982,

20. Cowie, A., Tyndall, C, and Kamen, R. Nucleic Acids Res.
9:6305-6322, 1981.

21. de Villiers, J., Schaffner, W., Tyndall, C., Lupton, S. and Kamen,
R. Nature 312:242-246, 1984,

22, Basilico, C.  Pharmmac. Ther. 26:235-272, 1985,

23. Treisman, R., Novak, V., Favaloro, J. and Kamen, R. Nature
292:595-600, 1981,

24, PeTlegrini, S., Dailey, L. and Basilico, C. Cell 3:943-949, 1984,

25, Kern, F.G, and Basilico, C. Mol. Cell. Biol. 5:797-807, 1985,

26, Kern, F.G., Dailey, L. and Basilico, C. Mol Tell! Biol.
5:2070-2079, 1985,

27. Kern, F.G., Pellegrini, S. and Basilico, C. In: Cancer Cells,
vol. 4, DNA Tumor Viruses: Control of Gene Expression and
Replication. Cold Spring Harbor Laboratory, Cold Spring Harbor,
N.Y., in press.



28,
29.
30.
3.

32,
33,

34,
35,

36.
37,

38,
39.

40,

a,

42,
43,

44,

161

Kern, F.G., Pellegrini, S., Cowie, A. and Basilico, C. J. Virol.,
in press.

Colantuoni, V., Dailey, L. and Basilico, C. Proc. Natl. Acad.
Sci. U.S.A. 77:3850-3854,

Frischauf, AM., Lehrach, H., Poutska, A. and Murray, N. J. Mol.
Biol. 170:824-842,

Basilico, C., Fenton, R.G. and Della Valle, G. In: Expression of
Di fferentiated Functions in Cancer Cells (Ed, R.F. Revoltella),
Raven Press, New York, 1982, pp. 323-335,

Colberre-Garapin, F., Horodniceanu, F., Kourilsky, P. and Garapin,
A.C. J. Mol. Biol. 150:1-14, 1981,

Zenke, M., Grundstrom, T., Matthes, H., Winzerith, M., Schatz, C.,
Wildeman, A. and Chambon, P. EMBO J. 5:387-397, 1986.

Herbomel, P., Bourachot, B. and Yaniv, M. Cell 39:653-662, 1984.
Maione, R., Passananti, C., De Simone, V., Delli-Bovi, P.,
Augusti-Tocco, G. and Amati, P. EMBO J. 4:3215-3221, 1985.
Weiher, H., Konig, M. and Gruss, P. Science 219:626-631, 1983.
Veldman, G.M., Lupton, S. and Kamen, R. Mol. Cell. Biol.
5:649-658, 1985,

Rearing, P. and Shenk, T. Cell 33:695-703, 1983.

Gorman, C.M,, Moffat, L.F. and Howard, B.H. Mol. Cell. Biol.
2:1044-1051, 1982,

Wong, G.G., Witch, J.S., Temple, P.A., Wilkins, K.M., Leary, A.C.,
Luxenberg, D.P., Jones, S.S., Brown. E.L., Kay, R.M., Orr, E.C.,
Shoemaker, C., Golde, D.W., Kaufman, R.J., Hewick, R.M., Wang,
E.A. and Clark, S.C. Science 228:810-815, 1985,

Lanoix, J., Tseng, R.W. and Acheson, N.H. J. Virol. 58:733-742,
1986,

Izant, J.G. and Weintraub, H. Cell 36:1007-1015, 1984,

Kamen, R., Jat, P., Treisman, R. and Favaloro, J. J. Mol. Biol.
159:189-224, 1982,

Fenton, R.G. and Basilico, C. Proc. Natl. Acad. Sci. U.S.A.
79:7142-7146, 1982.



3

CHARACTERIZATION OF AN IMMUNOLOGICALLY DISTINCT POPULATION
OF SIMIAN VIRUS 40 LARGE TUMOR ANTIGEN
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ABSTRACT

We have previously described experiments suggesting
that an immunologically distinct form of simian virus 40
(SV40) large tumor (T) antigen is involved in binding
specifically to viral DNA. A unique monoclonal antibody,
PAb 100, was shown to immunoprecipitate 10% of T antigen
from infected cells, but greater than 60% of the T antigen
DNA binding activity using an in vitro immunobinding assay.
Moreover, in contrast to other T-antigen monoclonal anti-
bodies, PAb 100 failed to recognize a mutant T antigen, C6,
that cannot bind specifically to viral DNA. Experiments
were performed to further understand the nature of the
PAb 100 determinant on T antigen. We compared PAb 100 to
another monoclonal antibody, PAb 416, which recognizes the
vast majority of the immunoreactive T antigen in extracts
of infected or transformed cells. Experiments were carried
out to examine whether PAb 100 has a relatively weaker
affinity for T antigen which may be stabilized either by
binding of the protein to viral DNA or by the formation of
T-antigen oligomers. It was found that different oligomeric
forms of T antigen were recognized to similar extents by
both PAb 100 and PAb 416 antibodies. Additionally, the
relative quantities of T antigen, bound or not bound to DNA,
that were immunoprecipitated by PAb 100 and PAb 416, were
found not to differ significantly for either antibody under
the conditions tested. These experiments suggest that the
PAb 100 determinant is not necessarily stabilized by either
oligomerization or by DNA binding. To further characterize

Aloni, Y (ed), Molecular Aspects of Papovaviruses. © 1987 Martinus Nijhoff Publishers,
Boston. ISBN 0-89838-971-2. All rights reserved.
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the PAb 100 epitope various treatments of T antigen were
compared for their effects upon recognition by both mono-
clonal antibodies. Concentrations of sodium dodecyl

sulfate that did not significantly affect the binding of

PAb 416 to T antigen completely abolished the recognition of
T antigen by PAb 100. However heating cell extracts to 30°C
diminished recognition of T antigen by PAb 416 but not by
PAb 100. Thus the PAb 100 class of T antigen, while
denaturation sensitive, is more heat stable than the
majority of T antigen, and therefore represents a unique

subpopulation of this protein.

INTRODUCTION

Large T antigen, a product of the SV40 A gene, is a
multifunctional protein with distinct roles in viral growth
and transformation (for review, see 1). T antigen is
required for the initiation and maintenance of transform-
ation in nonpermissive cells (2-6), facilitating the growth
of human adenovirus in monkey kidney cells (7-9), and the
efficient synthesis of late capsid proteins (10). T
antigen is also required for the initiation of each round
of viral DNA replication (11-13), and the regulation of
early transcription (14-16), processes which are directly
linked to the protein's ability to bind to discrete sites
at the viral origin of replication (ori) (17-20).
Additional biochemical and genetic analyses have revealed
that T antigen has an intrinsic ATPase activity (21,22) and
that it binds to (23, 24) and stabilizes (25,26) the host-
encoded 53K transformation-related protein. An active goal
has been to establish how the various functions of this
protein are determined at the level of domains within the
protein, and in the context of the subpopulation of T-
antigen molecules. It has been shown that T antigen exists
as discrete oligomeric forms distinguished on the basis of
distinct sedimentation properties (23,24,27-31). These
forms most likely consist of monomers, dimers, tetramers,
and higher multimetric forms. The possibility that these
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forms may represent functional classes is reinforced by
observed differences among them of degree of phosphorylation
(28,32), extent of association with the p53 protein (29),
and levels of ori-specific DNA binding (30,31).

The introduction and development of methods for
producing monoclonal antibodies against specific proteins
has facilitated the study of proteins and their role in
regulation and development (33). The isolation of
monoclonal antibodies specific for the SV40 tumor
antigens has led to the identification of subclasses of T
antigen based on conformational information (34-36). Mono-
clonal antibodies against the host p53 protein and sub-
classes of T antigen have been used successfully to probe
the maturation of the T antigen-p53 complex (37). Antigenic
determinants usually lie on the outside of a protein and
may comprise either continuous stretches of amino acids or
non-contiguous regions which are brought into close
proximity by the three-dimensional folding of the molecule
(for review see 38). Determinants which are dependent upon
the native conformation of the protein are necessarily
sensitive to denaturation while antibodies directed
against small continuous segments of the whole protein are
generally insensitive to denaturation. Two monoclonal
antibodies directed against sequences encoded between 0.33
and 0.28 map units on the SV40 genome have been found to
inhibit the ATPase activity of T antigen, suggesting that
amino acids coded by these sequences may be directly
involved in ATP hydrolysis (21). In contrast, antibodies
have been synthesized against overlapping synthetic
peptides which correspond to a region of the molecule
containing the putative DNA binding domain. When T antigen
was immunoprecipitated with these antibodies in the presence
of SV40 DNA fragments it was found that the protein
retained the ability to bind the SV40 ori region specific-
ally (39). This suggests that the ori binding domain may
be formed from non-contiguous segments of the molecule and

is dependent on the three-dimensional structure of the
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molecule.

We have previously reported the identification of an
immunologically distinct subclass of T antigen which
displayed a high ori binding activity. This subclass was
bound specifically by PAb 100, a monoclonal antibody which
failed to recognize a replication-defective mutant large T
antigen, (Cé6) (40,41). We have also reported that the lack
of recognition by PAb 100 antibody is tightly correlated to
a single internal mutation in the T antigen molecule which
renders the C6 non-functional for ori binding (42,43). 1In
this paper we report the further characterization of the
PAb 100 determinant on large T antigen in terms of
denaturation and thermal stability, as well as the ability
of PAb 100 to immunoprecipitate different forms of T
antigen. In this set of experiments we have used as a
control a monoclonal antibody,PAb 416,which precipitates
most of the immunoreactive T antigen in the cell (36). Our
results suggest that the types of T antigen determinants
recognized by these monoclonal antibodies are intrinsically
different and that the PAb 100-specific site may correlate
with a T antigen conformation which is involved in origin

binding.

MATERIALS AND METHODS

Cells and antibodies.

Cos 7 (44) and C6 (41) cells were grown as monolayers
in Dulbecco's modified medium (DME) supplemented with 10%
fetal calf serum (FCS). PAb 416 cells which were originally
described by Harlow et al (36) were obtained from Ed Harlow.
PAb 100 hybridoma cells which were isolated and described
by Gurney et al (35) were purchased from American Type
Tissue Culture. Both cell lines were grown in DME plus 20%
FCS.

Preparation of nuclear extracts.

Extraction of Cos 7 and Cé6 cells was carried out
essentially as described previously (40). Cell monolayers

were washed three times with phosphate-buffered saline,
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then the nuclei were isolated by the addition of 4 ml/100mm
culture plate of Nuclear Retention Buffer (NR) (10 mM NaCl,
20 mM 2[N-morpholino]ethanesulfonic acid [MES], and 1 mM

2

MgClz[pH 6.0]). After incubation for 10 min the cells were
scraped and homogenized in a Dounce homogenizer with
15 strokes of an A pestle. The cell extract was centrifuged
for 5 min. at 2000 rpm and the pellet resuspended in 0.6 ml
HIP buffer (0.15 M NaCl, 20 mM HEPES, pH 8.5, 1 mM MgClz,
0.5% Nonidet-P40) per 100 mm® dish. After 10 min
incubation, the extract was centrifuged for 10 min at 3000
rpm. In some experiments, extraction of nuclei was carried
out using 0.45 M NaCl in HIP buffer. If this was the case,
the extract was diluted 3-fold with HIP buffer lacking NaCl
prior to immunoprecipitation. Phenylmethysulfonyl flouride
(PMSF) and l-1l-tosylamide-2-phenylethychloromethyl ketone
(TPCK) were added to a concentration of 0.25 mg/ml to all
buffers prior to use.
Immunoprecipitation of T antigen by monoclonal antibodies.
Cos 7 and C6 cells were labelled with [32P]—ortho—
phosphate (200 nCi/ml) or '[3°s]-methionine (100-200 pLi/ml)

in phosphate-free or methionine-free media respectively for

2 hr prior to extraction using the procedure described
above. After centrifugation of the nuclear extracts for

45 min at 38,000 rpm, 100 pl aliquots of the supernatants
(approximately 106 cells) were preabsorbed for 1 hr with

FCS (10 pl), followed by addition of 50 pml formaldehyde-
fixed Staphylococcus A bacteria (Staph A). The preabsorbed
supernatant extracts were centrifuged (1 min at 8000 rpm),
and the supernatant incubated with PAb 100 or PAb 416
hybridoma supernatant at an amount predetermined to be
saturating (200 pl PAb 100/100 pl extract, 100 nl

PAb 416/100 pl extract) for 1 hour at 0°C. Immune complexes
were precipitated by the addition of 50 ul Staph A bacteria
and incubated 30 min on ice. If the extract was immuno-
precipitated with PAb 100, the Staph A was preincubated

with rabbit anti-mouse antisera for 1 hr (PAb 100 is a class

IgG1 antibody (35)) followed by extensive washing with NET
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buffer (0.15 M NaCl, 0.01 M Tris, 0.01 M EDTA, 0.05% NP40O,
[pH 7.5]) before complexing with the antibody-antigen
complex. Bound complexes were collected by centrifugation
of 3000 rpm and washed 3 times in NET buffer. T antigen
was released from the complex in electrophoresis sample
buffer (45), and analyzed by SDS-polyacrylamide gel
electrophoresis (46) on a 12.5% separating gel.

RESULTS

T antigen exists as multiple oligomeric forms defined
by sedimentation values in a linear sucrose gradient. It
was reported that the slowly sedimenting form of T antigen
(5-78) is composed of newly synthesized molecules (24,28)
which are underphosphorylated compared to the total T
antigen population (24,49), and possess DNA binding
activity (30-32). Since PAb 100 recognizes a putative
functional subclass of T antigen which has a high DNA
binding activity, it would be of interest to test whether
this recognition is limited to a distinct protomeric form
of the protein. [32P]-labelled Cos 7 extracts were
centrifuged through a 5-20% sucrose gradient, individual
samples collected, and immunoprecipitated with either PAb
100 or PAb 416 hybridoma supernatant. Fig. 1A shows the
sedimenting forms of T antigen recognized by PAb 100
(upper panel) and by PAb 416 (lower panel). Fractions
13-15 correspond to the 5-7S form and fractions 6-9
correspond to the 16S form. Both monoclonal antibodies
immunoprecipitated both forms of T antigen. Although the
168 form is less apparent in the PAb 100 immunoprecipitates,
it is proportionately similar in quantity to the
16S form recognized by PAb 416. Thus the PAb 100
determinant is most likely not altered by the complexing
of T antigen with itself or with other cellular proteins.
In addition, the presentation of multiple copies of the
PAb 100 determinants (as would.be predicted with oligomers of
T antigen) does not increase the stability of the T
antigen-PAb 100 complex.
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Fig. 1; Detection of various sedimenting forms of T antigen
by PAb 100 and PAb 416.

Cos 7 were labeled with |

in Materials and Methods. Extracts of approximately 4 x 10

32P] and extracted as described

6
cells were sedimented through 5-20% sucrose gradients (30),
eighteen fractions collected, and one half of each fraction
immunoprecipitated with either PAb 100 (A) or PAb 416 (B).
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Fig. 2. Immunoprecipitation of T antigen in the presence of
SV40 DNA fragments.

[32P]-labeled extracts of Cos 7 cells were immunoprecipitated
with either PAb 416 (lanes A,D,G,J), PAb 100 (lanes B,E,H,L),
or DME+10% FCS (lanes C,F,I,M) in the presence of O (lanes A-C),
50 (lanes D-F), 100 (G-I), or 500 (J-M) nanograms of BstN-1
digested pSVR1l DNA under conditions previously established
as optimal for ori-binding by T antigen (40). Polypeptides
were separated on a 12.5% agarose gel and visualized by

autoradiography.
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PAb 100 recognizes approximately 10% of the cellular
population of T antigen, yet it recognizes greater than 60%
of the DNA binding activity (40). One explanation for this
observation is that PAb 100 binds to T antigen with a much
reduced affinity which is greatly increased once the T antigen
has bound specifically to the ori region. To test this
possibility [32P]—labelled extracts of Cos 7 cells were
incubated with various amounts of SV40 fragments digested
with restriction enzyme BstNI (Fig. 2) under conditions
previously shown to be optimal for in vitro binding, (Fig. 2).
Over a 100-fold concentration range of exogenously added
fragments, no substantial increase in the relative proportion
of T antigen recognized by PAb 100 or PAb 416 was observed.
Therefore, the stability of the PAb 100 T antigen complex did
not appear to be influenced by specific binding to SV40 DNA.

In an effort to discern whether the PAb 100 determinant
is denaturation stable we exposed T antigen-containing
extracts from C6 or Cos 7 cells to 0.1% SDS for 1 hour,
diluted the extract 10-fold, and after 30 min immunoprecipitated
the extracts with either PAb 416 or PAb 100. Under conditions
where the PAb 416 determinant remains stable (Fig. 3 lanes a'
and b') the PAb 100-specific determinant is completely lost
(compare Fig. 3 c¢' and d'). This result supports the
contention that the PAb 100 determinant is effected by
conformational changes in the molecule in comparison to the
PAb 416 determinant which may be dictated strictly by the
primary amino acid sequence. We have also observed that
similar. treatment of T antigen-containing extracts with 0.1%
SDS abolished virus-specific DNA binding (not shown). 1In
addition, our results show that less mutant C6 protein is
recognized by PAb 416 after denaturation (Fig. 3 a and b).
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Fig 3. Analysis of the effects of ionic detergent on two T—
antigen determinants.

Extracts of 10° [3?P]-labeled C6 (a-f) or Cos 7 (a'-£')
cells were incubated for 1 hour at 0°C without further
treatment (lanes a,c,e,b',d',f') or after addition of 10%
sodium dodecyl sulfate (SDS) to a final concentration of 0.1%
for 1 hr immediately followed by dilution of 0.01% SDS with
Hip buffer (lanes b,d,f,a',c',e'). Samples were incubated with
either PAb 416 (lanes a-b,a'-b'), PAb 100 (lanes c-d, c'-d')
or DME+1% FCS (lanes e-f, e'-f') and immunoprecipitates were
collected after incubation with rabbit anti-mouse-conjugated
to protein A-Sepharose. Polypeptides were analyzed by
SDS-polyacrylamide gel electrophoresis. The gels were dried
and autoradiographed on Kodak SB-5 film.
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T antigen has previously been shown to be a heat-labile
protein (50). Its DNA binding property has been shown to be
thermolabile as well (17,51). However, after limited exposure
to increased temperature (30°C for up to 30 minutes) the
in vitro binding of purified T antigen to the SV40 ori was
shown to increase (52). This result suggested that if PAb
100 recognizes a DNA binding subclass of T antigen, an
increase in the amount of PAb 100-recognizable T antigen might
be obtained under similar conditions of elevated temperature.

We incubated [32P]-labelled extracts of Cos 7 cells at 30°C

for varying times between 0 and 30 minutes. Immunoprecipitation
of samples with either PAb 100 or PAb 416 was carried out at

4°C and proteins analyzed by gel electrophoresis (Fig. 4A).

Over the indicated time period there was a distinct decrease

in the amount of PAb 416-recognizable T antigen, while the
absolute amount of T antigen recognized by PAb 100 remained
relatively constant. Consequently, the ratio T /T

PAb 100
dramatically increased between 0 and 30 minutes (compare

PAb 416

lanes a and g, to £ and 1) suggesting a differential
sensitivity of the two determinants to heat. However, because
the experiments was performed with [32P]—labelled proteins
it is possible that the absolute amount of T antigen
recognized by either monoclonal antibody was constant and
that certain phosphorylated moities present on the PAb 416-
specific population but absent from the PAb 100-specific
population of T antigen were heat sensitive. Therefore an
equivalent experiment using [3551—methionine—labelled
protein was carried out. Results from this experiment were
similar to those obtained with [32P]—labelled T antigen
(Fig. 4B). 2An increasing reduction in the amount of PAb 416-
recognizable T antigen was obtained when extracts were
heated to 30°C. 1In contrast, the amount of T antigen
recognized by PAb 100 increased substantially over the same time
period. This shows that the PAb 100 and PAb 416 determinants
on the T Ag molecule differ in their response to conditions
of elevated temperature.

The heat stability of the PAb 100 determinant could be
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Figure 4A. Immunoprecipitation of [32P]—1abeled large T
antigen after heating at 30°C.

[32P]—1abe1ed HIP extracts of Cos 7 cells were incubated
at 30°C for increasing time intervals (minutes designated at
top of gel) followed by immunoprecipitation with either PAb 100
(a=f) or PAb 416 (g-1). Immunoprecipitates were collected
and polypeptides analyzed by SDS polyacrylamide gel
electrophoresis. mk refer to molecular weight standards
designated by numbers on left; C=control immunoprecipitation
with DME+10% FCS; T=large T antigen; p53=cellular

transformation-related protein.
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Figure 4B. Immunoprecipitation of [355]—methionine labeled
large T antigen after incubation at 30°C.

[355]—methionine labeled Cos 7 extracts were incubated
for increasing time intervals at 30°C (minutes at 30°C
designated at top), then immunoprecipitated with either
PAb 100 (lanes a-f) or PAb 416 (lanes g-1). Analysis of the
proteins was determined by separation on a 12.5% polyacrylamide

gel.
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a result of an association of T antigen with other cellular
proteins. T antigen is known to form tight complexes with
and to stabilize the transformation-related protein, p53
(25,26) . The possibility that this interaction is somehow
responsible for the relative stability of the PAb 100
determinant to elevated temperature appears unlikely since
the proportion of p53 immunoprecipitated with PAb 100 was always
lower than that observed with other monoclonal antibodies
(unpublished data). However, it is possible that other
cellular proteins are involved in the stabilization of this
determinant. To determine whether this was the case, T
antigen was purified by immunoaffinity binding to a PAb 419~
Sepharose column (47,48) and then heated at 30°C for
different times followed by immunoprecipitation at 4°C with
either PAb 416 or PAb 100 (Fig. 5). The immunoaffinity
purified material contained three protein species as detected
by [BSS]-methionine labelling (Fig. 5A) or by silver staining
(not shown). These species were the large T antigen (seen

as a doublet), the cellular p53 protein, and the small t
antigen. As shown previously, PAb 416 and PAb 100 failed to
immunoprecipitate the small tumor antigen suggesting that
sequences required for recognition are contained in residues
beyond amino acid 82 (35,36). Immunoprecipitating this
relatively purified preparation of T antigen with PAb 100,
after heating the extract did not affect the amount of T
antigen recognized by this antibody (Fig. 5B). Surprisingly,
the amount of T antigen recognized by PAb 416 actually
increased slightly with heating. The results of this
experiment suggested both that the heat stability of the

PAb 100-determinant is not dependent on additional cellular
proteins and that the lability of the PAb 416 determinant at
30°C in crude nuclear extracts results from factors which are
purified away from T antigen by affinity chromatography.
Furthermore, upon extended heating of immunocaffinity purified
material small t antigen was immunoprecipitated by
monoclonal antibody PAb 416. This observation may suggest
either that sequences within the PAb 416 determinant are
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Figure 5. Immunoprecipitation of affinity-purified T antigen
by PAb 416 and PAb 100 after exposure to elevated temperatures
for varying times.

A. [35
labeled extracts of Cos 7 cells by immunoadsorption with PAb

S)-methionine-labelled T antigen was purified from

419-conjugated protein A Sepharose as previously described.
Aliquots from fraction 3 (shown in B) were heated for time
periods designated above gel then immunoprecipitated with
either PAb 416 (lanes 2,5,8), PAb 100 (lanes 3,6,9), or

DME+10% FCS (lanes 4,7,10). Lane l=mw standards indicated by
size on left; T=Large T antigen. B. Elution profile of SV40
tumor antigens and the p53 cellular protein from 419-conjugated
protein A-Sepharose column. Numbers at top refer to column
fractions. Samples were immunoprecipitated with either PAb 416
(lanes 4,6,8) or DME+10% FCS (lane 2). Lanes 3,5,7 represent

direct aliquots from each fraction.
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found in the small t antigen but are available for PAb 416
binding only when the molecule is heated at 30°C or that small
t antigen can associate with large T antigen under these

conditions.

DISCUSSION

Our experiments indicate that two determinants on large T
antigen which are recognized by specific monoclonal antibodies
are fundamentally different. The PAb 100-specific determinant
is easily denatured with low concentrations of ionic detergent
suggesting that it is dependent on the native conformation of
the protein. This determinant may therefore be assembled from
residues far apart in the amino acid sequence that are brought
together on the T antigen surface by the folding of the protein
in its native conformation. This idea is reinforced by results
of Deppert et al (53) in which PAb 100 was found to exhibit
differential preferences for T antigen-related polypeptides
coded by the Adenovirus 2-SV40 hybrid viruses, Ad2+ND1l, ND2,
and ND4, suggesting a role for conformation in binding by this
antibody. In contrast, PAb 416, which has been previously
shown to deplete the majority of the immunoreactive T antigen
from extracts of SV40 transformed cells (36), recognizes a
determinant which is resistant to detergent denaturation. The
structure of this determinant, in relation to the topography
of the T antigen molecule, may be determined by a short continuous
amino acid sequence (but not necessarily involving contiguous
residues in the segment). It was originally thought that
sequences downstream from amino acid 82 (ie. unique to large T
antigen) formed the PAb 416 determinant because PAb 416 did
not immunoprecipitate small t Ag but did immunoprecipitate a
T antigen variant produced by the mutant virus SVGT14BG that
includes amino acid residues 1 through 272 (36). Surprisingly,
PAb 416 also did not recognize the 107K Ad2+D2 protein which
contains amino acid residues between 82 and 708 but lacks
sequences common to small t antigen (36). Thus it is possible
that amino acids upstream from residue 82 contribute to the

binding of PAb 416 to T antigen. This idea is reinforced by
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our observation that small t antigen can be immunoprecipitated
by PAb 416 when heated at 30°C (Fig. 5A), suggesting that
sequences in the region common to both large T and small t
antigens may be normally exposed in the former but masked in
the latter. Our results support the previous observation of
others (54,55) that the NH,
different in the two molecules.

The PAb 100 and PAb 416 determinants were found to be

differentially sensitive to incubation at 30°C over varying

-terminal regions are conformationally

lengths of time. This difference was not observed if the
experiments were carried out using affinity purified T antigen.
The PAb 100-determinant was found to be heat stable regardless
of the sources of protein while PAb 416 recognized less T
antigen heated to 30°C in crude extracts in its purified form.
The relative heat stability of the PAb 100 determinant is
consistent with previous observations that the DNA binding
activity of T antigen is stimulated at 30°C (52). Other heat
stable determinants that have been described previously for T
antigen form a class referred to as U antigens (56-58). That
the SV40-related 28K antigen coded for by Ad2+-ND1 is heat
stable suggests that U antigen(s) reside(s) in the C-terminal
20% of the molecule. However, it seems unlikely that this

is the determinant recognized by PAb 100, since it has been
shown previously that the 28K hybrid protein is not
recognized by PAb 100 (53). It is possible that common
sequences which confer the thermostable phonotype are present
in both the U and PAb 100 determinants or alternatively, that
additional determinants in the molecule, at a distance from
the COOH-terminus, are also heat stable.

PAb 100 was shown to interact with both the light (5-7S)
and the heavy form (16-18S) of T antigen suggesting that the
PAb 100 determinant was not formed by a T antigen oligomeric
structure. However, caution must be used when interpreting
these results since this gradient does not readily resolve
the 58 (putative monomers) and 7S (putative dimers) forms
and therefore it remains possible that PAb 100 requires a

protein-protein interaction in order to bind T Ag (smallest
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recognition unit would therefore be a dimer). What is clear
is that recognition of large T antigen by PAb 100 is not
limited to the more rapidly sedimenting forms and the pattern
of immunoprecipitation across a gradient is similar to that
found when PAb 416 is used as the antibody. This result is
somewhat contradictory to two observations made previously.
First, it has been shown that the ori binding activity of

T antigen resides in the 5-7S form and more specifically in
the 78 form (30). Second, PAb 100-specific T antigen is
more highly phosphorylated than the majority of T antigen.
It has been shown that newly synthesized T antigen, which is
much more active in DNA binding, is underphosphorylated in
comparison to the total T population (32). One possible
explanation could be that under the conditions used for
extraction and immunoprecipitation (pH 8.5) the T Ag which
is recognized by PAb 100 is easily modified by phosphorylation.
However, if immunoprecipitation is carried out at a lower

pH (pH 6.8 is the optimal pH for in vitro (binding) then this
modification does not occur. We have previously examined
the quantity of T antigen precipitated by PAb 100 under
conditions where 60% of the DNA binding activity was
precipitated by this monoclonal. At the lower pH, while

we did not observe an increase in the total amount of PAb
100-specific T antigen, the number of other non-specifically
bound proteins was greatly increased (data not shown).
Whether these proteins somehow facilitate the binding of the
PAb 100-recognizable T antigen to DNA will be determined in
future experiments using affinity purified T antigen in a
DNA solution binding assay with PAb 100 as antibody or
alternatively by testing PAb 100 immunopurified T antigen
directly for ori-specific binding.

The PAb 100-subclass of T antigen remains intriguing
because of its possible functional significance although the
precise nature of the subclass remains elusive. PAb 100
does not recognize the C6-2 mutant T antigen that cannot bind
to the SV40 origin of replication and which is also
non-functional in viral replication (41,42). This lesion
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replaces a Thr for an Asn and thus could potentially
introduce a new phosphorylation site into a region
previously shown to be unphosphorylated. If this region is
important in establishing a three-dimensional conformation
which can be recognized by PAb 100 then an additional
phosphorylation site in this region could dramatically alter
the existing determinant. Studies of the structure and
function of T antigen purified using PAb 100 affinity columns
may help to establish more completely the nature of the

PAb 100 determinant and the subclass of T antigen recognized
by this antibody.
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ABSTRACT

The 61 amino acid agnoprotein of simian virus 40 (SV40) is
encoded between nucleotides 335 and 523 within the leader region of
late RNAs. A variety of evidence has suggested that agnoprotein
may function in the viral assembly process or the control of late
gene expression. We review evidence which suggests that the
agnoprotein facilitates the perinuclear/nuclear localization of the

major virion structural protein, VPI.

INTRODUCTION

The agnoprotein of SV40 is a 61 amino acid protein encoded
between SV40 nucleotides 335 and 523 within the leader region of
some late SV40 mRNAs (See Figure 1). Its existence was first
postulated after DNA sequence analysis revealed an open reading
frame for which no protein had been detected (1; see Fig. 1).
Subsequently, Jay et al. (2) detected the agnoprotein in lytically
infected African green monkey kidney (AGMK). Using polyacryamide
gel electrophoresis of 14G_1abeled proteins, a band migrating at
the appropriate relative molecular weight (7,900 M;) was detected
in wild type SV40 infected cells but not in uninfected cells.
Definitive proof that this was the agnoprotein was provided by
deletion mutants of the late leader which showed either no
agnoprotein or altered peptides migrating at molecular weights
predictable from the sizes of the deletions (2).

Aloni, Y (ed), Molecular Aspects of Papovaviruses. © 1987 Martinus Nijhoff Publishers,
Boston. ISBN 0-89838-971-2. All rights reserved.
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d1805

deletion CG insertion

begins Agnoprotein in2379

(331) translational (after 346)

start codon d1861 d1861

Major and pml493 deletion deletion
5' end A-to-T mutation begins ends
1325) (335) (344) (355)
TTTCAGGCC ATG GTG CTG CGC!'CGG CTG TCA CGC CAG GCC

met val leu arg arg leu ser arg gln ala

Major 19S RNA splice donor
(373)

TCC GTT AAG GTT CGT AGG TCA TGG ACT GAA AGT AAA AAA
ser val lys val arg arg ser trp thr glu ser lys 1lys

Putative site of
transcription termination (after 421)

ACA GCT CAA CGC CTT TTT GTG TTT GTT TTA GAG CTT TTG
thr ala gln arg leu phe val phe val leu glu leu leu

CTG CAA TTT TGT GAA GGG GAA GAT ACT GTT GAC GGG AAA
leu gln phe cys glu gly glu asp thr val asp gly lys

d1805 deletion
ends (517)

CGC AAA AAA CCA GAA AGG TTA ACT GAA AAA CCA GAl AGT
arg lys lys pro glu arg leu thr glu lys pro glu ser

Agnoprotein Major 168 Major 19S
translation RNA splice RNA splice
terminater (523) donor (526) acceptor (558)

TAA CTGGTAAGTTTAGTCTTTTTGTCTTTTATTTCAGGT

FIGURE 1. SV40 agnogene and late leader sequences. The
DNA nucleotide sequences of the SV40 late RNA leader
region and agnogene are shown in capital letters. The
sites of control elements and mutations discussed in the
text are indicated above the nucleotide sequences.
Nucleotide numbers (numbering system in ref. 45) are in
parentheses, Below the nucleotide sequences are the
amino acid sequences of the agnoprotein. The underlined
serines are discussed in the text.
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The agnoprotein is highly basic, containing approximately 257%
arginine plus lysine residues (See Fig. 1), and has the ability to
bind double-stranded and single-stranded DNA in vitro (2). The
mature agnoprotein contains no methionine residues; apparently the
initial methionine is cleaved shortly after translation. Time
course studies of labeled proteins from infected cells show that
the agnoprotein has a half-life of no more than 2-3 hours (2;3) and
is produced at high rates in monkey cells at relatively late times
in the viral lytic cycle (2,4,5).

Using anti-agnoprotein serum for immunofluorescence and
subcellular fractionation studies, Nomura, Khoury and Jay (6)
showed that the intracellular location of the agnoprotein is
predominately in the cytoplasmic and perinuclear regions of
infected cells., In addition, these workers reported that a small
fraction of agnoprotein made in infected cells could be detected in
the nucleus. An intranuclear location has also been reported by
Jackson and Chalkley (4). Their studies of formaldehyde-fixed
protein-DNA complexes indicate that agnoprotein may be associated
with virion capsid proteins and replicating DNA. However,
agnoprotein has not been detected in mature virions (2,4).

Several groups have attempted to define the function of the
agnoprotein by characterizing viral mutants with deletions and
insertions in the agnogene (5,7-22). Mutants which produce no
agnoprotein form smaller plaques and grow to lower final yields
compared to wild type (WT). This suggests that the agnoprotein
provides a "non-essential" function which enhances viral growth in
tissue culture cells. However, these mutants vary in their degrees
of defectiveness in ways that cannot easily be explained by simple
abolition of agnoprotein function. For instance, Nomura, Jay and
Khoury (18) showed that in2379, a mutant constructed with a 2-base
pair insertion at nucleotide 346, creating a frameshift in the
agnoprotein coding sequences (See Fig. 1), grows more poorly than a
mutant in which the entire agnogene is deleted. When propagated in
AGMK cells, the insertion mutant tends to generate second-site
mutations, many of which are deletions that remove the agnoprotein

translational start codon. Seemingly, then, these findings suggest
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that either the agnoprotein is multifunctional or other functions,
in addition to the agnoprotein loss, are disrupted when late leader
sequences are altered. This latter possibility is quite reasonable
when one considers the many regulatory elements within or near the
agnogene, including late promoter elements (23-28), sites affecting
5'-end start sites for late mRNAs (10,19,29), late mRNA splice
donor and acceptor sequences (30), and possible attenuation signals
(3,5,31-37) (See Fig. 1).

The best characterized agnogene deletion mutant is d1805, a
spontaneously occurring mutant which deletes SV40 nucleotides 331
to 517, essentially the entire agnogene (See Fig. 1). Despite
small plaque size and reduced yield of d1805, examination of
various aspects of its gene expression and growth show essentially
wild type behavior. For example, the time of initiation and rates
of synthesis of viral DNA, early and late RNAs and viral proteins
are very similar to WI (7,17; our unpublished observations; J.
Resnick and T. Shenk, personal communication). Additionally,
virions formed in d1805-infected cells are as stable as WI virus
particles (17). However, analyses of intermediate structures in
the process of virion assembly revealed that virions seemed to
assemble more slowly in infections with d1805 and a similar mutant,
d1810, compared to WI SV40 (17). These data suggest that the
agnoprotein mutants may have defects in a post-translational aspect
of viral development, possibly assembly. This idea was supported
by the isolation of spontaneously occurring large plaque revertants
of d1805 which were characterized by Barkan and Mertz (Barkan,
Ph.D. thesis, Univ. of Wisconsin, 1983)., These viruses were found
to have second site point mutations that map within the carboxyl
terminal region of VPl, the major capsid protein. Conversely,
Margolskee and Nathans (38) isolated viruses with point mutations
in VP1 which form small plaques and yield reduced virus titers.
Spontaneously occurring revertants of these VPl mutants produce WI-
sized plaques and yield WI titers. All such revertants have
acquired second-site point mutations in the agnogene. The effect
of these agnogene mutations is to change one of the three serine

codons at the amino terminal end of the agnoprotein (underlined in
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amino acid sequences in Fig. 1) to a hydrophobic amino acid. Taken
together, these data suggest that VPl and agnoprotein interact to
enhance virus assembly and production.

Several studies have suggested that agnoprotein may function
in late transcriptional control. Studies of mixed infections using
WI SV40 and d1861, an agnogene mutant deleting 12 base pairs near
the amino terminal end of the agnoprotein (See Fig. 1), suggest a
possible role for the agnogene and/or the agnoprotein in late
transcriptional regulation (39). Infections using each strain
alone resulted in similar steady-state levels of late RNA. Yet, in
mixed infections, levels of late RNA were reduced in WI and were
nearly undetectable in the mutant. A model proposed consistent
with this data is that a trans-acting factor, possibly the
agnoprotein, acts on sequences within the agnogene to increase
levels of late RNA,

From results of studies assessing transcription products
produced in isolated nuclei, Aloni and coworkers (3,5,31-37) also
hypothesized a potential role for the agnoprotein in 1late
transcription regulation, although their data suggested that the
agnoprotein may be a negative, rather than a positive, effector of
late transcription. They observed the production of a small RNA
mapping to the late leader region. This RNA seemed to accumulate
during times of maximal agnoprotein synthesis (5) and was not
detected in nuclei infected with the mutant which has a 2-base pair
insertion at nucleotide 346 rendering it unable to make authentic
agnoprotein (31) (This mutation is the same one constructed into
in2379 shown in Fig. 1 and discussed above). Aloni and co-worker
noted that the sequences in the late leader of SV40 share
structural similarities with some bacterial operons (31), and,
consequently, proposed that a mechanism analogous to bacterial
attenuation, which is possibly mediated through the agnoprotein, is
operative in SV40 late gene regulation. According to this model,
late leader RNA sequences can assume two conformations, each having
extensive secondary structure. In the absence of the agnoprotein,
the secondary structure which predominates allows translation of

agnoprotein. As agnoprotein concentration increases, however,
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agnoprotein binds to late leader RNA sequences in cytoplasmic 16S
RNA and thereby causes the other secondary structure to
predominate. When the RNA is in this alternate conformation, the
start codon for agnoprotein is sequestered in a stem-loop
structure, such that it is unavailable for translation. Such a
strategy would then allow preferential translation of VP1, which is
encoded in the distal portion of the 16S RNA molecule, The model
also proposes that agnoprotein concomitantly enters the nucleus and
binds to the late leader sequences of nascent RNA, thereby favoring
the formation of a secondary structure which activates a
transcriptional termination signal. This leads to premature
termination of 16S RNA and formation of the small RNA mentioned
above.

Clearly the data discussed thus far indicates a role for
agnoprotein in the lytic cycle. However, this role is shrouded in
the complexities of the cis-acting elements within, and
surrounding, the late leader (agnogene) region and the possible
trans-acting nature of the agnoprotein. In order to study
agnoprotein function more directly, we separated the putative
trans-activities of the protein from the cis-acting elements within
and near the agnogene sequences in the virus. We achieved this by
constructing cell lines (40) which constitutively express the
agnoprotein (and no other viral protein) and then assessed the
effects of these cell lines on WI and agnoprotein-minus mutants of
SV40 (40,41). We review this data below.

EXAMINATION OF THE FUNCTION OF THE AGNOPROTEIN

Monkey cell lines which constitutively express the agnoprotein.

We undertook to discriminate the trans activities of the
agnoprotein from cis-acting elements which overlap the agnogene by
constructing CV-1 cell lines (CV-1 is an established AGMK line and
a permissive host for SV40) in which the agnogene is stably
integrated and constitutively expressed. This was accomplished by
stable transfection of CV-1 cells with a plasmid expressing the
agnogene under the control of the Rouse sarcoma virus long terminal

repeat (RSV-LTR; 40). This plasmid was constructed by inserting
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Figure 2, Subcellular localization of agnoprotein in a
WT SV40 infection. Indirect immunofluorescence using
anti-agnoprotein serum (a gift from G. Jay) of WT SV40
infected CV-1P cells at 48 hpi shows the predominantly
cytoplasmic and perinuclear localization of agnoprotein.

Mean Plaque Size

Cell line WT_SV40 Agnoprotein-minus
mutants

Cvl-pP normal pinpoint

Ag 18 normal normal

Ag 8 pinpoint none detected*

Table 1. Effect of agnoprotein-expressing cell lines on
plaque sizes of WT SV40 and agnoprotein-minus mutants,
Mean plaque sizes measured on day 13 after infection. WT
SV40 and agnoprotein-minus mutants d1805 and pml493 were
grown on cell lines indicated. The same results were
obtained using either of the two agnoprotein-minus
mutants. Normal plaque size is 2.5 - 3 mm on day 13.
*Although no plaques were observed by day 13 on
agnoprotein-minus mutant infected Ag 8 cells, plaques did
form at later times (40).




192

SV40 nucleotides 270 to 555 into the unique Hind III site of pRSV-
0, creating pRSV-agno (40). Following standard cotransfection with
a plasmid able to impart neomycin (G-418) resistance to eucaryotic
cells (pRSVneo; 42,43), we demonstrated that the agnogene was
expressed in several G-418 resistant cell lines (40). In six cell
lines, typified by cell line Ag 18, relatively low levels of
agnoprotein were expressed, while one line, Ag 8, produced at least
ten times more agnoprotein compared to Ag 18 (40). It should be
noted, however, that the level of agnoprotein produced in Ag 8
cells, the "high" agnoprotein producing cell line, is significantly
lower than the level attained at late times in a productive WT
infection. This is not surprising considering that the stable
transfectant would have very many fewer gene copies compared to a
lytically infected cell at late times in infection. Indirect
immunofluorescence assays of Ag 8 and Ag 18 cells using anti-
agnoprotein antisera demonstrated that the agnoprotein produced in
the cell lines localizes to the cytoplasmic and perinuclear regions
of the cell, its site of localization in WT infected cells (6).
Figure 2 is a representative micrograph showing this agnoprotein
distribution in WT virus infected CV-1 cells.

Wild type and agnoprotein-minus mutant growth in agnoprotein-—

producing cell lines.

- The agnoprotein-expressing cell lines were first tested for
their ability to complement the small plaque phenotype of
agnoprotein-minus mutants. Two types of mutants were tested; one,
d1805 (the gift of J. Mertz; described in the Introduction),
deletes nucleotides 331 to 517 which includes almost all of
agnogene (See Fig. 1). The other mutant, pml493, constructed by J.
Resnick and T. Shenk, has an A-to-T base substitution at nucleotide
335, which changes the start codon for the agnoprotein from an ATG
to a TTG (See Fig. 1) (personal communication). Thus, all putative
cis-acting sequences within the agnogene are eliminated in d1805,
but remain nearly intact in pml493. These mutants were
specifically selected to enable us to determine the effects, if
any, of the agnoprotein from the cell lines on agnogene sequences

in the virus. For example, if agnoprotein does execute a function
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by interacting with sequences within the agnogene, then we would
expect to see an effect on pml463, where these intragenic sequences
are intact, but not in d1805, in which the sequences are deleted.
A brief summary of our previously published (40) results are shown
in Table 1. We found that the low agnoprotein-expressing cell
lines, such as Ag 18, complemented the small plaque phenotype of
both agnoprotein-minus mutants. Plaques of the mutants grown on
these cells were approximately the size of WI SV40 plaques formed
on normal control cells. Unexpectedly, WT virus formed somewhat
larger plaques on Ag 18 cells than on control cells, 0ddly,
however, plaques of both mutant and WI SV40 grown on the high
agnoprotein expressing cell line, Ag 8, were smaller than those
formed on control cells. Overall these results suggest: 1) that
varying the intracellular concentration of agnoprotein present from
the beginning of the infectious cycle creates very different
effects on the outcome of the infection; 2) that the effect of the
agnoprotein is the same regardless of whether or not the infecting
virus contains the putative cis-active element(s) within the late
leader/agnogene region.

Agnoprotein facilitates perinuclear/nuclear localization of VPI1,

To determine the molecular basis for these plaquing phenomena,
we performed time course studies of viral DNA, RNA and late protein
synthesis in WI SV40 and agnoprotein-minus mutant infections of CV-
1, Ag 8 and AG 18 cells. No striking differences in time of
initiation of synthesis or steady state levels were observed under
any of these conditions. We then examined post-translational
events, specifically the fate of the viral structural proteins,
VP1, VP2 and VP3, using indirect immunofluorescence time course
studies (41). One antiserum used was directed against VPl, the
major capsid protein, and the other was against the minor
structural proteins, VP2 and VP3, which share amino acid sequences
and, thus, antigenic determinants (Both antisera were gifts from H.
Kasamatsu). In data to be presented elsewhere (41), we determined
that in WT infected CV-1 cells, VPl partitioned predominantly to
the cytoplasm until about 40 hours post-infection (hpi), after

which it quite rapidly accumulated first in the perinuclear region
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and then in the nucleus. In contrast, VPl in agnoprotein-minus
mutant infected CV-1 cells tended to accumulate initially in the
cytoplasm and later in the perinuclear regions until very late
times in infection (e.g., 60 hpi), after which it slowly
accumulated in the nucleus. These data strongly suggest that the
agnoprotein-minus mutants have a difficulty in the efficient
localization of VPl to the nucleus. This is supported by the
observation of temporal correlation between time of perinuclear/
nuclear localization of VPl and time of maximal agnoprotein
synthesis (approximately 40 hpi).

Examination of VPl nuclear localization in infections of
agnoprotein producing cell lines with agnoprotein-minus mutants
also indicates a role of agnoprotein in the efficient nuclear
localization of VP1. In infections of the agnoprotein expressing
cell lines with either of the agnoprotein-minus mutants or with WT
SV40, VP1 was detected largely in the nucleus at 30 hpi, the
earliest time that it could be detected in these assays (41) and
continued to be detected only in the nucleus throughout the
infectious cycle. This early nuclear entry of VPl was more
pronounced in Ag 8 cells than in Ag 18 cells, probably reflecting
the relatively higher concentrations of agnoprotein in the former.
Overall it seems likely that the early nuclear localization in the
agnoprotein producing cell lines is due to the constitutive
expression of agnoprotein and thus its presence at earlier times in
the lytic cycle than it would be in a WT infection of normal CV-1
cells,

In analogous studies using the anti-VP2, VP3 serum, it was
observed that VP2 and VP3 localized to the nucleus at the earliest
times they could be detected in both WI and agnoprotein-minus
mutant infected CV-1 cells (41). Seemingly, then, agnoprotein is
not involved with the nuclear localization of these minor capsid
components, Very similar results and conclusions regarding the
role of the agnoprotein in nuclear localization of VP1 have been

obtained by J. Resnick and T. Shenk (personal communication).
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DISCUSSION

The sequences within the leader region of SV40 late genes
encodes not only the agnoprotein, but also several regulatory
elements for late gene expression. Studies of this region of the
genome are often complicated by the presence of these overlapping
domains, since it is difficult to discern whether observed effects
are attributable to the agnoprotein, to cis-acting signals within
or near the agnogene, or to both. A review of past literature
reveals that the only reasonably certain facts known about
agnoprotein function is that it enhances plaque size and increases
final virus yields. Other data has suggested that the agnoprotein
may be involved in the mediation of late gene expression through
interaction with sequences within the late leader/agnogene region
(3,5,31-37,39). Although these data strongly indicate that
elements which modulate late gene expression are located within the
late leader/agnogene sequences, it is only speculative that the
agnoprotein may interact with these sequences to affect gene
expression in trans. On the contrary, the facts that agnoprotein
localizes almost exclusively outside of the nucleus (6) and that
agnoprotein-minus mutants produce near WI levels of late mRNA and
proteins (17, Carswell and Alwine, unpublished observation; Resnick
and Shenk, personal communication) suggest that regulation of late
gene expression is not its primary activity. Our results further
suggest that agnoprotein does not mediate its function through
interaction with the leader region/agnogene sequences. This is
concluded because the agnoprotein from the agnoprotein~expressing
cell lines demonstrated no differential effects between the mutant
which had deleted the entire agnogene region (d1805) and the
agnoprotein-minus point mutant (pml493), comparing late RNA levels,
plaque size and nuclear localization of VP1 (40,41). If the
agnoprotein acted on its own sequences to alter these parameters,
only growth of the point mutant could have been affected.

The bulk of evidence favors the view that agnoprotein, through
possible interaction with VP1l, mediates an event which occurs after
the translation of structural proteins. This is shown in studies

indicating that viral assembly is defective in agnoprotein-minus
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mutants (17); in genetic analyses which show that VPl point mutants
generate spontaneous pseudorevertants with second site mutations in
the agnogene (38); and that agnogene pseudorevertants have second
site VPl mutations (A. Barkan, Ph.D. Thesis, Univ. of Wisconsin,
1983). Our findings (41), and those of Resnick and Shenk (personal
communication), showing that VPl localization to the nuclear region
is delayed in agnoprotein-minus mutants and that viruses with this
defect are complemented by growth in agnoprotein-expressing cell
lines strongly suggest a role for the agnoprotein in a post-
translational event, namely the perinuclear/nuclear targeting of
VP1.

SV40 may use a strategy of agnoprotein-facilitated nuclear
entry of VPl to prevent prematurely early accumulation of capsids
in the nucleus. Until the time that agnoprotein synthesis becomes
maximal, or possibly until agnoprotein has had sufficient time to
exert its effect(s), VPl remains predominantly cytoplasmic. Only
when the virus-infected cell becomes engaged primarily in virion
assembly does most VPl enter the nucleus., It is easy to envision
that, without this safeguard, virion assembly would occur early in
the late phase of the growth cycle. Under these conditions, viral
DNA could be packaged before it had been effectively replicated and
before optimal levels of structural proteins had been synthesized.
Overall, the expected effect of premature nuclear entry of VPl
would be to reduce virus yields. It is also possible that nuclear
accumulation of high levels of VP1l, which in vitro is known to form
insoluble aggregates (44), impairs nuclear functions. Thus, the
virus can achieve optimal macromolecular synthesis and, in turn,
higher virus titers by delaying nuclear entry of VPl until the time
that the cell is committed to viral assembly. The curious
inhibitory effect that the high agnoprotein expressing cell line,
Ag 8, has on plaquing of WI' and mutant SV40 may, in fact, be
attributable to the abnormally early perinuclear/nuclear
localization of high levels of VPl, thus prematurely packaging
viral DNA and/or inhibiting viral macromolecular synthesis.

Although the agnoprotein may have additional functions in the

lytic cycle, present knowledge strongly suggests that an important
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role for it is in facilitating the perinuclear/nuclear localization
of VP1 in order to initiate virion assembly at the appropriate time

in the lytic cycle.
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SV40 CHROMATIN STRUCTURE
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ABSTRACT

Some features of the 80S nucleoprotein extracted from the nuclei of
SV40-infected cells have been explored. A region of the SV40 genome
including the origin of replication and about 400 base pairs of adjacent
sequence 1is contained in an altered chromatin structure, rendering it
hypersensitive to endonuclease digestion and accessible to exonuclease
digestion once an endonucleolytic cut has been introduced. DNA sequences
within this region are responsible for the nuclease-sensitive configuration.
At least two genetic elements, each of which can generate a hypersensitive
site, have been mapped to the region between nucleotide positions 37 and 287.
Insertion of segments of DNA at position 37/38 does not disrupt the
hypersensitive site but moves it away from the origin of replication.
Insertion of 90 base pairs or more causes the origin to 1lie outside the
hypersensitive site and the resulting genome replicates inefficiently. This
result suggests that efficient functioning of the viral replication origin
may depend on location within a hypersensitive site in the chromatin. The
same may be true for viral promoters although the genetic evidence is
incomplete.

INTRODUCTION

It is now well established that most eukaryotic DNA occurs in
combination with histones and other nuclear proteins in a quasi-repeat
structure termed a nucleosome. In addition, short DNA segments, 200 to 400
base pairs (bp) in length -- often near the 5'-ends of transcription units --
appear to be nucleosome-free and to take on an altered chromatin
configuration detected by their hypersensitivity to DNase I and other
endonucleases. This phenomenon was initially discovered in SV40 chromatin

Aloni, Y (ed), Molecular Aspects of Papovaviruses. © 1987 Martinus Nijhoff Publishers,
Boston. ISBN 0-89838-971-2. All rights reserved.
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(1-3) and has since been extended to a wide variety of organisms and genes
(4-6). Identification of structural and genetic factors responsible for the
nuclease-hypersensitive feature of chromatin is essential to a complete
understanding of gene function in eukaryotes.

Papovavirus-infected cells provide unique experimental advantages in
the study of chromatin structure. Replication and expression of viral genes
occur while the viral genome is separate from cellular chromosomes, allowing
the investigator to extract viral chromatin as a physically distinct entity
for direct biochemical and immunological analysis. Viral DNA replication,
up to a level of 100,000 copies per cell, provides an amplified source of
chromatin molecules containing precisely-defined DNA sequence. This article
will be concerned with studies carried out in my laboratory on the chromatin
structure which forms over SV40 DNA sequences. Papovaviruses can serve as
vectors for the introduction and amplification of segments of cellular DNA so
that, in principle, the same analysis can be applied to any short segment of
a eukaryotic genome.

EXPERIMENTAL
Isolation of SV40 minichromosomes from the nuclei of infected cells.

When nuclei from SV40-infected cells are gently extracted with buffer,
two nucleoprotein species containing SV40 DNA are released, sedimenting at

approximately 80S and 200S (Fig. 1). The 80S nucleoprotein has a structure
which is typical of cellular chromatin -- a nucleosome ladder is observed
after staphylococcal nuclease digestion (7) and structures with the
dimensions of nucleosomes can be visualized in the electron microscope
(8,9). The 200S species corresponds to provirions or intracellular virus
particles. (Sedimentation coefficients have been reported between 50 and
80S for SV40 chromatin and up to 250S for provirions. The values depend on
the treatment prior to centrifugation and on the sedimentation standards
used for comparison.)

Extraction of cells or nuclei with buffer containing Triton X-100 and
EDTA (the preferred extraction procedure until about 1979) yields
substantial amounts of heterogeneously sedimenting nucleoprotein containing
high molecular weight DNA and the SV40 DNA in the 80S peak shows signs of
nucleolytic damage (Fig. 1D). Several laboratories (10-13) have developed
milder extraction procedures to avoid breakdown of the provirion complexes.
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Fig. 1. Sedimentation of nucleoproteins extracted from nuclei of
SV40-infected cells. BSC-1 cells were infected with @ﬁ}d type SV40
(strain 776), labeled 24 to 42 hr post-infection with ~“P-phosphate,
and nuclear extracts were prepared by the isotonic method of
Fernandez-Munoz et al. (11) (A,B) or by treatment with Triton X-100
and EDTA (referred to as Triton-EDTA extraction, ref. 1) (C,D).
Extracts were fractionated by centrifugation into a 15 to 30% sucrose
gradient in isotonic buffer. An aliquot from each fraction was
subjected to electrophoresis on 1.4% agarose and stained with ethidium
bromide. Sedimentation standards ([d) include ribosomal subunits,
monosomes and polysomes prepared from uninfected BSC-1 cells. I and IT
indicate supercoiled-circular and relaxed-circular DNA. (Panel A was
reprinted with permission from ref. 14).

Use of one of these procedures is illustrated in Fig. 1A and B. Nucleolytic
damage to both cellular and viral DNA s avoided -- presumably because
endogenous nuclease known to be present in nuclear extracts is inactive in
jsotonic salt concentration. Using this procedure 42 hr after infection,
each 15 cm culture dish of infected BSC-1 cells yields about 3 ug of SV40 DNA
in the 80S peak of viral chromatin.
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Detection of the nuclease-hypersensitive site in 80S nucleoprotein.

Weintraub and Groudine (15) initially described the wuse of
endonucleases to probe for differences in structure from one region of
chromatin to another. We decided to use a similar approach to ask whether
differences in chromatin structure could be detected on the SV40 genome (1).
We extracted SV40 chromatin from the nuclei of infected cells and carried out
a brief incubation with DNase I or with an endonuclease activity which is
released from BSC-1 cells during Triton-EDTA extraction. We isolated full-
length Tinear viral DNA by preparative gel electrophoresis and redigested it
with restriction enzymes to map the sites of the initial cut introduced by
endonuclease digestion. (Figs. 2 and 3).

These nucleases showed a strong preference for cleavage of the
minichromosome in the region between nucleotides 5200 and 400 (SV numbering
system, ref. 16). Thirty to 50% of the chromatin molecules were cleaved
within this limited region whereas cleavage of purified SV40 DNA by these
enzymes showed no preference for this region. As can be seen in Fig. 2, the

Fig. 2. Location of sites in SV40 chromatin which are preferentially
cleaved by endonucleases. 80S nucleoprotein prepared as described in
Fig. 1 was incubated with staphylococcal nuclease at 5% (5), with
nuclear extract prepared by the Triton-EDTA procedure from uninfected
BSC-1 cells at 37°¢ (E)y or with DNase I at 37°C (D) under conditions
which gave maximal yield of full-length linear SV40 DNA. Full-length
linear SV40 DNA was isolated by preparative gel electrophoresis and
redigested with EcoRI. The resulting DNA fragments were fractionated
by electrophoresis on 1.4% agarose. (Adapted with permission from
ref. 14).
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Fig. 3. Map of nuclease-sensitive region of SV40 chromatin.
Cleavage patterns for DNase I and endogenous endonuclease represent a
composite of many experiments. The DNase I cleavage pattern is also
described by Saragosti et al. (17). (Adapted with permission from ref.
18).

specificity of cleavage depends somewhat on the method for isolating the 80S
complex and on the enzyme used for analysis; however, we have evidence, as
will become apparent in the next section, that at least two distinct
subpopulations of viral nucleoprotein exist in the 80S peak which differ with
respect to nucleoprotein structure in the region near the origin.
Preference for cleavage in the 5200 to 400 region was also seen with
DNase II and with nuclease S1 (when incubated at pH 5.5 but not when
incubated at pH 4.5 [Amin and Scott, unpublished]). In our hands,
staphylococcal nuclease showed no preference for cleavage in the origin
region in chromatin prepared by the isotonic extraction method. When the
Triton-EDTA procedure was used, some preference for the origin region was
seen; however, this could reflect action of endogenous nuclease during the
extraction. (This disagrees with a report by Sundin and Varshavsky [191,
probably due to differences in conditions for chromatin isolation or
incubation with the enzyme.) Within the region between nucleotide positions
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5200 and 400, DNase I and endogenous nuclease cut at different locations
(Fig. 3) as do Sl and DNase II (not shown). Presumably each of these enzymes
is directed to the nuclease-sensitive region by some aspect of the chromatin
structure, but the precise sites where they cut is controlled by steric
factors and sequence preferences of the enzymes.

Most of our studies have been done with 80S nucleoprotein which includes
molecules involved in transcription and replication. We have also been
interested in looking at the nucleoprotein 