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Emerging markets share the characteristics of adolescence. They are in the
transition from independence to interdependence. The latter has the higher
expected return of the equivalent of adult life, increased economic growth,
but also the much more pronounced risk of the (adult life) crises ignited or
made worse by capital flight. Economists’ opinions have varied on whether
countries should complete their domestic financial markets integration
with global capital markets or try to insulate themselves through capital
controls on capital inflows.

This volume presents a number of contributions presented at the 2005
meeting of the Inter-American Seminar on Economics (IASE 2005) held 
on December 1–3, at the Pontifical Catholic University (PUC-Rio), Rio de
Janeiro, Brazil. The articles tackle several aspects of the preceding dilemma:
finance and trade, capital flows and crises, global financial integration, do-
mestic credit, and economic policy in emerging markets. Most papers deal
with the unifying theme of whether capital controls help reduce macroeco-
nomic volatility by examining both cross-country evidence and country-
specific episodes. Although more research is needed in the topics addressed
in this volume, the general conclusion is that strong fundamentals are the
most important element to survive the volatility inherent to global financial
markets. Furthermore, where domestic financial markets are already so-
phisticated, including derivatives markets, as in the case of Brazil, controls
on capital inflows simply do not work for periods longer than a few months.
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Introduction

Sebastian Edwards and Márcio G. P. Garcia

During the last few years globalization has been under attack from differ-
ent quarters. Many critics—including some prominent economists—have
centered their analyses on the effects of free capital mobility. It has been ar-
gued, for example, that unrestricted capital mobility generates financial
and macroeconomic instability in the emerging markets. In his critique of
the U.S. Treasury and the International Monetary Fund (IMF), Nobel
Laureate Joseph Stiglitz (2002) has argued that pressuring emerging and
transition countries to relax controls on capital mobility during the 1990s
was highly irresponsible. Stiglitz goes as far as arguing that the easing of
controls on capital mobility were at the center of most (if not all) of the
recent currency crises in the emerging markets—Mexico 1994, East Asia
1997, Russia 1998, Brazil 1999, Turkey 2000, Argentina 2001. Even the
IMF has criticized free capital mobility and has provided (at least some)
support to capital controls. Indeed, in a visit to Malaysia in September
2003, Horst Koehler, then the Fund’s managing director, praised the poli-
cies of Prime Minister Mahatir, and in particular its use of capital controls
in the aftermath of the 1997 currency crises (Financial Times, September
15, 2003, page 16). An important point made by critics of capital mobility
is that most of the emerging markets lack the institutional strength to take
full advantage of an open capital account (Rodrik and Kaplan 2003).

Sebastian Edwards is the Henry Ford II Professor of International Business Economics at
the Anderson Graduate School of Management at the University of California, Los Angeles,
and a research associate of the National Bureau of Economic Research. Márcio G. P. Garcia
is an associate professor of economics at Pontifical Catholic University, Rio de Janeiro 
(PUC-Rio), and a researcher affiliated with the National Council of Scientific and Tech-
nological Development (CNPq) and the Research Support Foundation of Rio de Janeiro
(FAPERJ). 



According to this view, weak financial supervision and poorly developed
domestic capital markets transform large changes in capital mobility in
macroeconomic volatility. In many cases, sudden changes in capital inflows
may result in significant and abrupt current account reversals, crises, and
currency collapses. In some countries these problems are compounded by
the existence of widespread dollarization (Calvo 2003). In this case, large
(and not so large) nominal depreciations will affect balance sheets of do-
mestic firms and tend to generate massive bankruptcies. To the extent that
these sizable changes in the nominal exchange rate may be generated by
abrupt declines in capital inflows, reducing the extent of capital mobility
may be a desired policy action. Under these circumstances, strengthening
financial markets is a key challenge for the emerging countries. These top-
ics were discussed at the 2005 meeting of the Inter-American Seminar on
Economics (IASE 2005) held on December 1 to 3, 2005, at the beautiful
campus of the Pontifical Catholic University (PUC-Rio), Rio de Janeiro,
Brazil. The IASE 2005 provided a setting for the interaction of NBER
scholars with Latin American academics, policymakers and financial mar-
kets practitioners. This volume contains most of the papers and comments
that were presented at that conference.

The IASE 2005 covered five broad issues related to financial markets and
economic performance in an increasingly globalized world: finance and
trade, capital flows and crises, global financial integration, domestic credit,
and economic policy in emerging markets. In addition, there was also a
very opportune panel, Economic Policy in Latin American Countries: Re-

vival of Populism?

Many of the papers collected in this volume deal with different aspects
of capital mobility and controls. A unifying theme among these contribu-
tions is whether capital controls help reduce macroeconomic volatility. The
analyses presented deal both with cross-country evidence as well as with
country-specific episodes. Some of the papers recognize that the extent of
capital mobility is not an entirely exogenous variable and that it depends
on economic developments. The papers presented at the IASE 2005 also
deal with sudden stops of capital inflows, current account reversals, capi-
tal markets regulation, and dollarization. In this introduction we provide a
brief summary and commentary of the papers in the volume.

A Brief Guide to the Volume

The first paper in the volume is by Joshua Aizenman and Ilan Noy and
is titled “Links between Trade and Finance: A Disaggregated Analysis.” In
this contribution Aizenman and Noy examine the intertemporal feedbacks
between disaggregated measures of trade and financial flows in developing
countries. More specifically, they analyze the impact of (lagged) disaggre-
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gated measures of trade in goods, services, and incomes on disaggregated
financial measures of foreign direct investment (FDI), portfolio loans, and
trade credit flows. Lagged average trade is found to be correlated with FDI
and loan flows, but not to equity and trade credit measures. The authors
also find that the investment incomes accounts correlates positively with
FDI, as FDI profits are repatriated. The most general empirical finding is
that the increase in financial openness has been associated with an increase
in FDI and equity flows but with a decline of the importance of loans.

An important implication of this work is that it suggests that, if embod-
ied in the appropriate model, different measures of trade openness may be
used to help construct indexes of capital mobility. The advantage of doing
this resides on the fact that measures of trade openness (and restrictions)
are more readily available than measures of financial integration.

The second contribution in the volume is “Ineffective Controls on Cap-
ital Inflows under Sophisticated Financial Markets: Brazil in the Nineties,”
coauthored by Bernardo Carvalho and Márcio G. P. Garcia. According to
their econometric estimations, controls on capital inflows in Brazil were
effective in deterring financial inflows for only a brief period, from two to
six months. To uncover the causes of this ineffectiveness, Carvalho and
Garcia decide to travel a novel methodological route; they asked financial
traders what they did to get around and avoid the regulations. They col-
lected several examples of the financial strategies engineered to avoid the
effects of capital controls and, thus, to invest in the Brazilian fixed income
market. The most popular methods consisted of disguising fixed income
investments as other forms of investments that were not subject to the con-
trols, including investments in the stock market or FDI. Because at the
time Brazil had already quite a sophisticated derivatives market, those fi-
nancial instruments were also widely used to bypass the controls. The main
conclusion of this paper is that while controls on capital inflows may be de-
sirable at a conceptual level, their effectiveness is very limited effectiveness
under sophisticated financial markets as the Brazilian one. Their conclu-
sion is of particular importance nowadays, when financial inflows cause
the domestic currencies to appreciate in emerging markets. When steriliza-
tion policies became too expensive or ineffective to deter the appreciation
of the real exchange rate, governments may flirt with the idea of controls
on capital inflows. Carvalho and Garcia’s paper suggests that the effects of
this type of policy will be temporary at best.

The chapter by Sebastian Edwards is “Financial Openness, Currency
Crises, and Output Losses.” He uses a broad multicountry data set to ana-
lyze the relationship between restrictions to capital mobility and external
crises. The question is whether, as critics of globalization such as Stiglitz
have argued, the effects of a currency crisis on growth are lower in countries
with stricter restrictions on capital mobility than in countries with freer
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mobility of capital. In order to address this issue, Edwards constructed a
new data set on financial markets integration; he also uses two alternative
definitions of exchange rate crises. Edwards’s empirical results suggest that
external currency crises have resulted in sharp decline in gross domestic
product (GDP) per capita growth and that such effect is smaller in coun-
tries that use their international reserves to cushion the consequences of
the crisis. These results are consistent with the idea, advanced almost fifty
years ago by Albert O. Hirschman, that devaluations are contractionary.
Edwards finds no evidence, however, suggesting that the effect of crises has
been smaller in countries that restrict capital mobility than in countries
with freer cross-border capital flows. Edwards points out that his results
may depend on his measure of capital controls and capital mobility and ar-
gues that further progress in understanding the important issue of the con-
sequences of liberalizing capital movements will require additional and
better quality data.

The fourth chapter is by Augusto de la Torre, Juan Carlos Gozzi, and
Sergio L. Schmukler and is titled “Capital Market Development: Whither
Latin America?” In this useful contribution, the authors analyze the cur-
rent status of the financial market reforms in the Latin American region.
They argue that in spite of successive rounds of reform, capital markets in
Latin America remain underdeveloped and that the positive effects of fi-
nancial liberalization—including higher domestic savings and better con-
ditions for financing smaller firms—have not materialized. This “under-
development” is particularly acute when compared with the expectations
that policymakers and analysts had about the effects of reforms; it may be
a case of “overly optimistic expectations,” where reforms were oversold by
their proponents. The authors argue that expectations about the outcome
of the reform process may need to be revisited to take into consideration
intrinsic characteristics of emerging economies that may limit the scope for
developing deep domestic capital markets in a context of international fi-
nancial integration.

The chapter by Ana Carla A. Costa and João M. P. De Mello is “Judi-
cial Risk and Credit Market Performance: Microevidence from Brazilian
Payroll Loans.” The authors argue that the judicial ruling in Brazil that de-
clared illegal the withholding of due credit installments directly from the
payroll is an exogenous event that helps assess whether such legal decisions
have an impact on market performance. Their original data set comes from
the Brazilian Central Bank’s Credit Information system and includes bank
level information on interest rates and amount lent in several different risk
categories, for both personal loans with and without payroll deduction. By
comparing the dynamics of these two categories, the authors found that ju-
dicially imposed restrictions had an adverse impact on risk perception, in-
terest rate, and amount lent. As a result of the legal ruling the equilibrium
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amount of credit decreased by almost 6 percent, and interest rates increased
7.5 percentage points (the average interest rate on payroll loans over the
period was 45 percent annually). These results are important as they pro-
vide microeconomic evidence that institutional factors matter and can ex-
plain differences in capital markets’ performance across countries. The re-
sults also provide support for findings at the macro level on the effects of
regulation and institutions on capital markets behavior.

In his contribution to IASE 2005, Eduardo Levy Yeyati analyzed the
functioning of capital markets in dollarized economies. “Liquidity Insur-
ance in Financially Dollarized Economy” studies the implications for liq-
uidity runs in an economy where domestic financial assets are denomi-
nated in foreign currency. This situation of dollarized balance sheets is
quite common in a number of emerging countries and has been at the cen-
ter of recent discussions on the dynamics of the 2001 to 2002 Argentine
crisis. Levy Yeyati asks the following question: does dollarization impose
limits on the central bank as the domestic lender of last resort? And, if so,
what are the consequences of foreign currency denominated liabilities
when there are dollar liquidity runs? The paper discusses the incidence of
financial dollarization on banking crises propensity and shows that it has
been a key determinant of efforts to self-insure through the accumulation
of sizable international reserves. Levy Yeyati also highlights the moral haz-
ard associated with centralized reserve accumulation. In an interesting dis-
cussion, the author addresses two recent episodes (Argentina 2001 and
Uruguay 2002), where the authorities suspended convertibility of domes-
tic financial assets into foreign currency. Levy Yeyati finishes his chapter by
arguing that a combined scheme of decentralized liquid asset requirement
and an ex ante suspension-of-convertibility clause or “circuit breaker”
would reduce self-insurance costs while limiting bank losses in the event 
of a run.

The contribution by Barry Eichengreen, Poonam Gupta, and Ashoka
Mody is titled “Sudden Stops and IMF-Supported Programs.” This paper
focuses on the impact of IMF programs on the incidence, severity, and
effects of sudden stops of capital inflows. The authors point out that IMF
programs are endogenous to countries’ econometric circumstances and
argue that empirical evaluations of IMF programs should take this into
account. In their analysis Eichengreen, Gupta, and Mody correct for the
nonrandom assignment of IMF programs across countries and find that
sudden stops are fewer and generally less severe when an IMF arrangement
exists. They then proceed to inquire when this type of “IMF-based” insur-
ance works more effectively. They find that this form of “insurance” works
best for countries with strong fundamentals. Their analysis also indicates
that there is no evidence that a Fund-supported program attenuates the
output effects of capital account reversals if these nonetheless occur. This
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analysis is important for discussions on the future role of the IMF. As the
number of actual crises has declined, so has the number of IMF programs.
This has led to a rethinking of what will be the role of the institution in the
years to come.

We close the volume with the inaugural lecture given by Anne O.
Krueger at the opening of the conference. Krueger’s topic was “Mutual Re-
inforcement: Econometric Policy Reform and Financial Market Strength.”
In this paper, Krueger reviews the Korean high growth experience since the
1960s up to the Asian crisis (1997) and then analyzes the forces behind the
1997 collapse of the currency. Krueger argues that the existence of a large
ratio of nonperforming loans (NPLs) in banks’ portfolios was the main
culprit for this crisis. The currency mismatch that triggered the crisis was
created by the need to keep rolling the NPLs over and over. Krueger argues
that the Korean case is a clear reminder of the importance of a well-
regulated and transparent banking system and the damage that can be in-
flicted on the economy when the financial sector is not healthy. Krueger ar-
gues that weaknesses in the financial sector result in lower growth and
make the economy more vulnerable to crises. Financial-sector health de-
pends on a sound regulatory framework, relying on incentives, sound
banking procedures that permit the proper assessment of risk, and the pro-
gressive widening and deepening of the financial sector to ensure that it
continues to meet the needs of the economy. An important message of the
Krueger paper is that just like economic policy reform in general, financial
sector reform cannot be a one-off; it has to be a continuous process. She ar-
gues that reforms implemented in the context of an expanding national and
global economy have lower adjustment costs and present fewer political
difficulties than reforms that are undertaken during crises. This important
point, which contradicts the position taken a few years back by scholars
such as Robert Bates, suggests that financial reforms implemented in the
midst of a boom are more likely to succeed.

Future Research

The East Asian currency crises of 1997 to 1998 changed economists’
views with respect to macroeconomic policy. In the aftermath of these
episodes—and of the crises that followed in Russia, Brazil, Turkey, Ar-
gentina, Uruguay, and the Dominican Republic—a more prudent ap-
proach toward macroeconomic management has emerged. The overall ob-
jective of this new approach is to reduce vulnerability to external shocks
and to lower the likelihood of external crises, including sudden stops and
major devaluations. This new view on macro policy has recognized the
need of maintaining the public and external debts at prudent levels. An in-
creasingly large number of countries has opted to have flexible exchange
rates. In addition, the accumulation of international reserves has been used
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as a self-insurance mechanism, and current account deficits have generally
been kept in check.

In spite of the emergence of a new view on macroeconomic policy, there
are still some areas of disagreement. The most important one refers to the
appropriate degree of capital mobility in emerging and transition coun-
tries. Some authors argue that limiting the extent of international financial
integration reduces speculation and helps countries withstand external
shocks without suffering massive crises. The papers presented in this vol-
ume deal with a number of issues related to the functioning of capital mar-
kets under different degrees of capital mobility. The results reported here
suggest, by and large, that controls on capital mobility are not very effec-
tive. Market participants find ways of going around them, and there is little
(if any) aggregate evidence that countries with controls do better than
those that do not have them. At the same time, some of the papers in this
volume provide evidence suggesting that the financial market liberalization
reforms of the 1990s and early 2000s did not generate all the benefits that
economists expected.

New research on this area should focus on a number of selected areas:
first, there is still need to have better cross-country indicators of the degree
of openness of the capital account. Although during the last few years
there has been marked progress in this area, there is still need for indexes
with a greater degree of granularity. Second, there is need to understand
better the effects of capital controls on microeconomic efficiency, including
on small firms’ ability to raise capital. Third, issues related to endogeneity
have to be addressed. In many contexts, capital controls are altered as a re-
sult of macroeconomic developments. Although a number of authors—in-
cluding many collected in this volume—have corrected for endogeneity, we
would benefit from further efforts along these lines. Finally, there is a need
to investigate the effectiveness of monetary policy in open economies with
flexible exchange rates and under alternative degrees of capital mobility.
According to basic monetary policy theory, countries that adopt floating
rates are able to have an independent monetary policy (in contrast, under
fixed exchange rates, the nominal quantity of money is endogenous). How-
ever, in order for monetary policy to be truly independent, countries
should be able to have, over prolonged periods of time, domestic interest
rates that are different from international interest rates, across the yield
curve. Some observers have recently argued, however, that this is a diffi-
cult condition to achieve in countries that do not restrict, at least partially,
capital mobility. For example, analysts in New Zealand have argued that
“monetary policy has lost traction.” By this they mean that successive
hikes in the policy interest rate have failed to generate an increase in longer
rates; these stayed roughly in line with international interest rates. Interna-
tional comparative research in this area would help better understand is-
sue related to the effectiveness of monetary policy.
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1.1 Introduction and Overview

Traditional analysis of open developing countries viewed trade and fi-
nancial integrations as two independent margins of openness. Accord-
ingly, trade integration deals with “real issues” related to export orienta-
tion versus import substitution, whereas financial integration deals with
“financial issues” related to the degree to which the domestic capital mar-
ket is segmented from foreign ones. Yet recent research suggests that the
two margins of openness are interrelated in various hidden channels. Ex-
amples of these links include market pressures through, for example, the
need for trade financing and political economy considerations that may
have an impact both on trade flows and through that on the degree of fi-
nancial repression.

The market pressure channel follows the logic of arbitrage—segmenta-
tion implies gaps across borders in relative prices or returns, providing
profitable opportunities. Goods smuggling may be viewed as endogenous
outcome of costly enforcement of commercial policy. Similarly, trade mis-
invoicing may be viewed as an endogenous outcome of costly enforcement
of financial segmentation, linking trade and financial integrations—in this
case, greater trade openness will increase de facto financial openness (see
Aizenman and Noy [2004] for further discussion).

A political economy channel is exemplified by Rajan and Zingales
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Links between Trade and Finance:
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(2003), who propose an interest group theory of financial development
whereby incumbents oppose financial development because it breeds com-
petition. In these circumstances, the incumbents’ opposition will be weaker
when an economy allows both cross-border trade and capital flows. They
predict that country’s domestic financial development should be positively
correlated with trade openness and identify the time varying nature of this
association.

Other theoretical models that connect trade openness with financial fac-
tors also exist. Do and Levchenko (2004, 2006), for example, develop a
two-sector trade model in which one sector is more financially intensive,
and cross-border financial flows depend on the size of this sector. They
conclude that in the country that uses this sector more intensively (the rich
country), opening up to trade will result in more financial flows and a
deeper financial system (the opposite is true for the other country). Rose
and Spiegel (2004) develop a model of sovereign lending and suggest that
if a credible threat to reductions in trade is what sustains sovereign lending,
then one should observe more lending occurring between countries whose
trade links are stronger. Petersen and Rajan (1997) focus on trade credits
and investigate theoretically and empirically what firm characteristics will
drive an increased usage of trade credits to finance trade transactions.

Most papers that do distinguish between different types of financial
flows, however, do not investigate their impact on trade flows (e.g., Smith
and Valderrama 2006). Several projects, though, focus on the theoretical
links between foreign direct investment (FDI) and trade openness; Swen-
son (2004), for example, examines whether FDI and trade flows are com-
plements or substitutes. She suggests a theory to support her findings of
complementarities at a high level of data aggregation and substitution
effects at the product level. Aizenman and Noy (2006), on the other hand,
propose a theory of links that describe dynamic complementarities, both
from FDI to trade and from trade to FDI.

A number of recent empirical papers have begun to examine the differ-
ences between the determinants of trade flows and financial flows. For ex-
ample, Eaton and Tamura (1994) compare the determinants of Japanese
and U.S. trade and foreign investment, while Guerin (2006) compares a
gravity model for trade with similar gravity models for FDI and portfolio
flows. Guerin (2006) builds on a growing literature that uses gravity mod-
els to empirically examine the determinants of financial flows focusing ex-
clusively on FDI and portfolio flows (e.g., Portes, Rey, and Oh 2001; Razin,
Rubinstein, and Sadka 2003; Wei 2000).1 Interestingly, these papers typi-
cally do not examine the links between the financial flows and trade flows
but rather compare their determinants and find similar specifications fit
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1. For a survey of this literature, see Blonigen (2005).



both trade and financial flows. Another branch in this literature examines
the joint effect of both financial and trade flows on a third variable as, for
example, in Kose, Prasad, and Terrones (2006) investigation of their im-
pact on output growth volatility. A different strand investigates and com-
pares the determinants of different types of financial flows without inves-
tigating their relationship to trade flows (e.g., Daude and Fratzscher 2006).
A recent survey of the literature on financial openness and its causes and
effects is Kose et al. (2006).

In recent works we have looked at the degree to which the data is consis-
tent with the presence of two-way feedbacks between trade and finan-
cial openness. We adopted a reduced form approach, where we tested the
presence of two-way intertemporal linkages between trade and financial 
de facto openness. The results are reported in Aizenman and Noy (2004),
where we confirm the presence of almost symmetric intertemporal feed-
backs between trade and financial openness and in Aizenman and Noy
(2006), where we report significant intertemporal feedbacks for FDI and
goods trade. Following Bekaert, Harvey, and Lumsdaine’s (2002) distinc-
tion between market liberalization (de jure) and market integration (de
facto), we also found asymmetric importance of de jure measures of open-
ness—trade policy has a robust effect on trade openness, but financial re-
strictions seem to have no significant impact on de facto financial openness.

This paper extends our previous analysis—having established the pres-
ence of strong two-way intertemporal feedbacks between trade and finan-
cial openness, we now examine the strength of the intertemporal feedbacks
between disaggregated measures of trade and financial openness in devel-
oping countries. Specifically, we disaggregate the current account into trade
in goods (split between manufacturing, metals/ores, fuel, and foodstuffs),
services, and income. Similarly, we disaggregated the financial account
into FDI, loans, equity, and trade credit. Such disaggregation provides us
with more detailed information about the possible channels at work.

Among the interesting patterns we uncover, we observe systematic
changes between the 1980s and the 1990s. Most financial flows in and out
of developing countries have taken the form of loans. Yet these financial
flows are the only type of flows that have decreased between the two de-
cades. We thus see a growing importance to developing countries of port-
folio flows and especially of FDI. The trade statistics do not present a clear
temporal trend toward an increase from the 1980s to the 1990s. While ser-
vices trade has increased, goods trade has seen a corresponding decrease.
Once the information for trade in goods is disaggregated by type of good,
we observe that manufacturing trade has increased dramatically, while
trade in fuels has seen a dramatic decline as percent of domestic output. In-
vestigating the patterns of the correlation coefficients between disaggre-
gated financial openness measures and the trade openness measures re-
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veals a significant correlation of FDI flow measures with goods and ser-
vices trade and a very strong correlation between openness to trade in
goods and trade in services.

Next, we looked at the impact of lagged disaggregated trade on disag-
gregated financial measures, allowing for macroeconomic controls. While
past average trade in goods appears to be correlated with FDI and loan
flows, this is not the case for the equity and trade credits measures. Trade
in incomes is positively correlated with FDI, reflecting the repatriation of
profits from foreign investments. Interestingly, and less expectedly, trade in
services is negatively correlated with all the four measures of financial
flows—while it is statistically significant only for the FDI and equity mea-
sures. For the subaccounts for goods trade, we observe that trade in food-
stuffs is positive and statistically important for FDI flows, as is the measure
for metals/ores trade. We conclude by tracing the reversed link—the im-
pact of lagged disaggregated financial on disaggregated trade measures, al-
lowing for the same macroeconomic controls. Interestingly, gross domestic
product (GDP) per capita is negatively correlated with trade openness for
goods and services (with the coefficient for goods trade three times as big
as the one for services). We also observe a positive coefficient for the bud-
get surplus, the inflation measure, the U.S. interest rate and the degree of
democracy. In all those results, the control variables are more strongly as-
sociated with goods trade than with trade in services. Corruption is nega-
tively and significantly associated with goods trade. Foreign direct invest-
ment openness is associated with trade openness, with the impact twice as
large for goods trade than for trade in services. This impact is also much
larger than the other various measures of financial openness (equity, loans,
and trade credits). The coefficients on loan flows are negatively and typi-
cally statistically significant, while equity flows are positively associated
only with goods trade. The measure of trade credits is never statistically
significant.

Section 1.2 describes the data, section 1.3 discusses the methodology
and results in more detail, and section 1.4 concludes.

1.2 Data

We include all nondeveloped countries and territories for which all data
are available in the 2001 edition of the World Bank’s World Development In-

dicators. Most of the data on the financial subaccounts are typically avail-
able only from the early 1980s, while the political data we require is avail-
able only up to 1998. Our data set, therefore, covers the years 1982 to 1998.

Blonigen and Wang (2004), among others, argue that pooling developed
and developing countries in empirical studies of this type is inappropriate
and likely to lead to misleading results. In previous work, we also found
that industrialized/developed countries appear to be different from devel-
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oping countries as the nature of financial flows for these groups is different
(Aizenman and Noy 2006). For example, FDI inflows into developed
countries might be mostly of horizontal FDI, while those into developing
countries might be of vertical FDI. We thus focus our empirical investiga-
tion on developing countries only.

The developed economies deleted from the set are those economies that
were members of the Organization for Economic Cooperation and Devel-
opment (OECD) in 1990. We also exclude island economies from our esti-
mations as these are often used as offshore banking centers, and their level
of de facto openness to financial flows is often dramatically different from
other countries with similar income levels. The sixty countries included in
the data set are Algeria, Argentina, Bangladesh, Belize, Bolivia, Botswana,
Brazil, Cambodia, Cameroon, Chile, China, Colombia, Costa Rica, Ivory
Coast, Ecuador, Egypt, El Salvador, Gabon, Gambia, Ghana, Guatemala,
Guyana, Honduras, India, Indonesia, Israel, Jamaica, Jordan, Kenya, Ko-
rea, Malaysia, Mauritius, Mexico, Morocco, Mozambique, Nepal, Nica-
ragua, Nigeria, Pakistan, Panama, Papua New Guinea, Paraguay, Peru,
the Philippines, Senegal, Sierra Leone, South Africa, Sri Lanka, Swazi-
land, Syria, Tanzania, Thailand, Togo, Tunisia, Turkey, Uganda, Uruguay,
Venezuela, Zambia, and Zimbabwe. Our sample is further restricted by the
availability of data for some years.

We measure gross financial flows (de facto financial openness) as the
sum of total capital inflows and outflows (in absolute values) measured as
a percent of GDP. Capital flows are the sum of FDI, portfolio flows, trade
credits, and loans. We construct an openness index for each one of these
four components and briefly describe them in the following. The data on fi-
nancial flows is taken from the International Monetary Fund’s (IMF’s)
Balance of Payments Statistics data set and are exactly analogous to the
standard measure of commercial openness (sum of exports and imports as
percent of GDP).

We subdivide the standard measure of commercial openness into open-
ness for trade in goods, trade in services, and trade in incomes following the
classification adopted by the World Bank.2 We further divide trade in
goods into openness measures for trade in foodstuffs, in fuel, in manufac-
turing, and in metals/ores. This data is from the World Bank’s World De-

velopment Indicators. We provide descriptive statistics in tables 1.1 to 1.3.
Table 1.1 presents averages for financial and trade openness for the

1980s and 1990s across geographical regions, while table 1.2 presents the fi-
nancial and trade openness indexes disaggregated by type (FDI, loans,
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tion for nonresident workers, and investment income (receipts and payments on direct in-
vestment, portfolio investment, and other investments and receipts on reserve assets).” World
Bank Development Indicators 2005. For a skeptical discussion of the measurement of trade in
services, see Lipsey (2006).



trade credits, and equity flows for the financial measures and goods, ser-
vices, and incomes for the trade measures). A number of noteworthy ob-
servations are obtained from these tables, summarized in figure 1.1. First,
the degree of financial and trade openness is universally larger during the
1990s than it was in the previous decade, although the degree of difference
differs substantially across geographical regions. The OECD countries and
the countries of East Asia were the most open to financial flows, and the
least financially open groups are sub-Saharan Africa, the Middle East and
North Africa (MENA) countries, and South Asia.

Secondly, when financial openness is disaggregated by type, we observe
that most financial flows in and out of developing countries have taken the
form of loans. Yet these financial flows are the only type of flows that have
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Table 1.1 Openness—Descriptive statistics by region

Financial openness Trade openness

1980s 1990s 1980s 1990s

Developing countries 5.43 8.63 56.1 60.9
OECD countries 9.31 16.79 73.0 70.3
East Asia 8.47 16.53 55.9 72.0
Latin America 6.05 8.15 60.9 64.0
Othera 4.89 7.10 54.6 58.9
All 6.96 10.35 58.4 61.8

aOther includes Africa (north and sub-Saharan), the Middle East, and South Asia.

Table 1.2 Openness—Descriptive statistics by type

1980s 1990s

Financial openness

FDI 1.71 3.44
Trade credits 1.49 1.68
Portfolio flows 1.18 2.20
Loans 5.97 5.44

Trade openness

Trade in incomes 9.14 9.07
Trade in services 20.79 22.76
Trade in goods 66.31 61.69

Manufacturing 28.84 37.78
Foodstuffs 13.42 11.19
Fuels 24.09 9.82
Metals/ores 2.98 2.46

Sources: Data for financial flows is from the Balance-of-Payments Statistics. Data for trade
flows is from the World Development Indicators.

Note: The table presents averages of sum of inflows of outflows (by types) as percent of GDP.



decreased between the two decades. We thus see a growing importance to
developing countries and portfolio flows and especially of FDI. The trade
statistics do not present a clear temporal trend toward an increase from the
1980s to the 1990s. While services trade has increased (from about 21 per-
cent to 23 percent of GDP), goods trade has seen a corresponding decrease
(from about 66 percent to 62 percent). Once the information for trade in
goods is disaggregated by type of good, we observe that manufacturing
trade has increased dramatically (from 29 percent to 39 percent), while
trade in fuels has seen a dramatic decline (from 24 percent to 10 percent 
of GDP).3
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Table 1.3 Correlations for trade and financial flows by type

Equity Trade Loan FDI Trade Trade in Trade in 
flows credits flows flows goods services incomes

Equity flows 1 0.06 0.40 0.23 0.21 0.23 0.26
Trade credits 1 0.02 0.18 0.07 0.07 0.02
Loan flows 1 0.15 0.13 0.21 0.72
FDI flows 1 0.60 0.55 0.22
Trade in goods 1 0.87 0.30
Trade in services 1 0.38
Trade in incomes 1

Fig. 1.1 Openness Indexes

3. At the very least, part of the reason for this decline is average lower oil prices during the
1990s. The figures for trade in foodstuffs and in metals/ores were fairly constant between the
two decades.



Table 1.3 presents correlation coefficients between the financial open-
ness measures and the trade openness measures disaggregated by types of
flows. The notable correlations are a significant correlation of FDI flow
measures with goods and services trade (0.60 and 0.55, respectively) and a
very strong correlation between openness to trade in goods and trade in
services (0.87).

Because results from all the estimation procedures described in the fol-
lowing will be biased if any of the relevant series has a unit root, we are also
required to establish stationarity. We conduct the common Phillips-Perron
(1981) test for unit roots for the financial openness variables as well as the
trade openness measures. Results are presented in table 1.4. We easily re-
ject the existence of unit root in all cases.

In our multivariate estimations, we include several control variables that
are described in the following. This list is based on our previous research
on financial openness (Aizenman and Noy 2004). In order to ensure our
results are not driven by a ‘missing variables’ bias, we include a host of
macroeconomic control variables. In all regressions we use per capita GDP
(measured in PPP dollars), a domestic interest rate spread (from a world
rate of interest),4 and a weighted average of G3 growth rates. In an initial
specification, we also included the government’s budget surplus (as percent
of GDP), the inflation rate (CPI), a world interest rate (U.S. one-year T-bill
rate), GDP (in $1995), and government consumption (as percent of GDP).
None of these were significant, and all were dropped from the specifica-
tions we report. The macroeconomic data are taken from the World Bank’s
World Development Indicators and the International Monetary Fund’s In-

ternational Finance Statistics. Details are in the appendix.
For the political-economy determinants of financial openness, we in-

clude in our empirical investigation two political and institutional mea-
sures, an index of the political regime in place, and a measure of corrup-
tion. Our democracy index is taken from the Polity IV project and ranges
from –10 (fully autocratic) to �10 (fully democratic).5 In addition, follow-
ing the work of Wei (2000) and Dreher and Siemers (2003), we examine
whether corruption matters for the degree of openness. We use a measure
of corruption that is taken from the International Country Risk Guide. The
data are available in monthly observations. We obtain annual observations
from 1982 onward by averaging the monthly data points for each year. This
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4. We measure the spread between a domestic deposit rate and the IMF’s special drawing
rights (SDRs) interest.

5. The “Polity IV database includes annual measures for both institutionalized democracy
(DEMOC) and autocracy (AUTOC). A third indicator, POLITY, is derived simply by sub-
tracting the AUTOC value from the DEMOC value; this procedure provides a single regime
score that ranges from �10 (full democracy) to –10 (full autocracy)” (Marshall and Jaggers
2000, 12). We use the POLITY variable in our regressions. For further discussion, see Aizen-
man and Noy (2004).



index ranges from –6 (low probability/risk of encountering corruption) to
0 (high risk of corruption).6

As the theoretical discussion in Aizenman and Noy (2004) suggests, one
of the determinants of de facto financial openness should be the legal im-
pediments to financial flows (de jure financial openness). Accordingly, we
also include in our multivariate analysis a binary measure for restrictions
on the capital account taken from the IMF’s Annual Report on Exchange

Arrangements and Exchange Restrictions.7

1.3 Methodology and Results

1.3.1 Causality from Trade to Capital Flows

In order to investigate whether past trade openness Granger-causes FDI
gross flows, we start by positing a linear structure for the determination of
the level of financial openness, whereby8

(1) FOit
Q � �i � �1Xit � �2C�O�T�i�t���1� � εit.

The dependent variable (FOit
Q), financial openness for country i at time t

and type Q (FDI, loans, trade credits or equity), is assumed to be depend-
ent on separate country intercepts, a vector Xit of macroeconomic and
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Table 1.4 Phillips-Perron test for unit root

Financial openness index
FDI –123.8***
Loans –863.8***
Equity –500.3***
Trade credits –293.5***

Trade openness index for: 
Services –123.7***
Incomes –181.4***
Goods –331.6***

Note: The table lists the z-statistic for ρ.
***Denotes statistical rejection of the unit-root hypothesis. All rejections are significant at
the 1 percent level.

6. Two other political variables that were initially included but later dropped due to their
insignificance were a measure of political risk (from the International Country Risk Guide
data) and a measure of government unity (taken from the World Bank’s Database of Political
Institutions 2000).

7. This binary measure is the only internationally comparable measure of de jure financial
openness available for a large sample of countries and over the entire sample period. Ideally,
separate measures for the degree of de jure openness of the capital account to the various
types of flows (FDI, loans, equity flows, etc.) should be used. These are unavailable for his-
torical data.

8. See Granger (1969) and Sims (1972) for a definition of G-causality.



political and institutional control variables, a vector of average lagged
trade openness measure (C�O�T�i�t�–��1�) for country i, time t and type T (goods,
services, etc.), and an error term. The null hypothesis that we investigate,
in this case, is that past trade openness (in goods, services, and incomes)
has no observed causal effect on the different types of financial flows.

Because we do not find any evidence of autocorrelation, lagged values of
FOit

Q are not included in the model’s specification. In order to examine the
suitability of fixed versus random assumption for the country-specific
effects, we examine the standard Hausman chi-square statistic for the
benchmark regressions. The statistic, at 28.5, 16.1, 39.6 and 40.3 for col-
umns (1) to (4) of table 1.5, reject the null of uncorrelated errors necessary
for an unbiased random-effects estimation. We therefore conduct all esti-
mations with a fixed effects specification.
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Table 1.5 Estimation of various financial openness indexes

FDI (1) Loans (2) Equity (3) Trade credits (4)

Per capita GDP 0.44*** 0.58* 0.46*** 0.15***
(5.80) (1.66) (2.94) (2.87)

Budget surplus (% of GDP) –0.01 –0.09 –0.01 0.01
(0.47) (1.26) (0.28) (1.17)

Inflation (CPI) 0.04 –0.28** –0.01 0.01
(1.32) (2.21) (0.15) (0.53)

U.S. Treasury bill rate 0.03 0.38 –0.10 0.12***
(0.48) (1.32) (0.69) (2.51)

Democratic regime –0.02 –0.34** –0.06 –0.01
(0.47) (2.37) (0.79) (0.30)

Corruption 0.12 0.45 0.06 0.09
(0.81) (0.64) (0.17) (0.85)

The 1990s 0.43 2.55** 0.85 –0.06
(1.50) (1.99) (1.24) (0.26)

Trade openness in:a

Services –0.11*** –0.09 –0.20** –0.03
(3.22) (0.57) (2.21) (1.16)

Incomes 0.02** –0.03 0.01 0.01
(1.94) (0.58) (0.40) (0.88)

Goods 0.02*** 0.36*** 0.00 0.00
(3.60) (11.95) (0.17) (0.96)

Estimated autocorrelation 0.23 0.05 0.10 0.02
No. of observations 652 723 472 378
Adjusted R2 0.58 0.48 0.28 0.59

Notes: t-statistics for all variables are given in parentheses. The LHS variable is the sum of financial in-
flows and outflows by type (as percent of GDP). Estimation using least squares with country-fixed ef-
fects. For definitions of variables, see appendix.
aAverage for t – 1, . . . t – 4.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



The adjusted R2 in table 1.5 is between 0.28 and 0.59; these depend on
the specific dependent financial openness indicator used with estimation
having the highest explanatory power for the FDI and trade credits regres-
sions (columns [1] and [4]). For our control variables in table 1.5, we find
that the coefficient for per capita GDP is always positive and statistically
significant—that is, an increase in domestic per capita GDP of PPP$1000
will facilitate 0.15 to 0.58 percentage points increase in the volume of gross
financial flows (as percent of GDP) with the weakest impact for trade cred-
its. The coefficient for the budget surplus is typically negative but never sta-
tistically significant. Inflation appears to play a statistically significant role
only in its impact on openness to loans (a higher inflation implies less loan
flows). The U.S. interest rate appears to have a significantly positive affect
only on trade credit flows, while the political nature of the governing
regime impacts loan flows. Corruption is always statistically insignificant
(this is an interesting result as corruption was statistically correlated with
aggregate financial openness as reported in Aizenman and Noy [2004]). A
dummy variable for the 1990s is positive and significant for loans estima-
tion (column [2]). Almost all of the results described in the preceding for
the control variables in table 1.5 also hold for the estimations presented in
table 1.6—the magnitudes of the coefficients are very similar and only oc-
casionally do the significance levels change.

For our variables of interest, the trade openness measures for trade in
services, incomes, and goods, the results for the different dependent vari-
ables (the financial openness measures) are quite different. While past av-
erage trade in goods appears to be correlated with FDI and loan flows, this
is not the case for the equity and trade credits measures. Trade in incomes
is positively correlated with FDI—this is not surprising as part of this mea-
sure included the repatriation of profits from foreign investments. Interest-
ingly, and less expectedly, trade in services is negatively correlated with all
the four measures of financial flows—while it is statistically significant
only for the FDI and equity measures.

In table 1.6, we separate our measure of goods trade into openness mea-
sures for trade in foodstuffs, fuels, metals/ores, and manufacturing. As re-
ported before, the other macroeconomic and political control variables 
are also included in these specifications, and the results are consistent with
the previous table. The explanation of the model improves somewhat with
the model best explaining FDI openness (an R2 of 0.65).

In table 1.6, we observe that the result for trade in services remains neg-
ative, while the result for trade in incomes changes somewhat with statisti-
cal significance now only apparent for the loans measure. For the subac-
counts for goods trade, we observe that trade in foodstuffs is positive and
statistically important for FDI flows, as is the measure for metals/ores
trade. The trade in fuels measure is statistically significant and negative for
the FDI and loans measures. This is unsurprising considering fuel’s role as
an input in the production process and the high variability of its price.
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1.3.2 Causality from Capital Flows to Trade

We already suggested that causality might also run from past financial
openness to present trade openness, and we therefore estimate the oppo-
site specification:

(2) COit
T � � � �1Xit � �2F�O�Q

i t�1 � 	it,

where the dependent variable is now the trade openness index (for goods
or services), while on the independent variables are the set of control and
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Table 1.6 Estimation of various financial openness indexes: Subaccounts for goods trade

FDI (1) Loans (2) Equity (3) Trade credits (4)

Per capita GDP 0.30*** 0.49 0.50** 0.06
(2.72) (0.85) (1.99) (0.91)

Budget surplus (% of GDP) –0.03 –0.05 0.01 0.11
(1.22) (0.40) (0.17) (0.48)

Inflation (CPI) –0.03 –0.36** –0.02 –0.02
(0.87) (2.04) (0.25) (0.72)

U.S. Treasury bill rate 0.00 0.49 –0.06 0.17***
(0.05) (1.13) (0.31) (3.11)

Democratic regime –0.05 –0.52*** –0.08 –0.03
(1.23) (2.70) (0.91) (0.74)

Corruption 0.21 1.29 0.12 0.11
(1.07) (1.25) (0.27) (0.86)

The 1990s 0.71** 2.55 1.00 –0.20
(1.97) (1.38) (1.14) (0.87)

Trade openness in:a

Services –0.17*** –0.21 –0.17 0.04
(3.57) (0.86) (1.35) (1.02)

Incomes 0.01 0.34*** 0.01 –0.01**
(0.81) (9.07) (0.51) (2.50)

Goods
Foodstuffs 0.25*** 0.51 0.04 –0.02

(3.49) (1.50) (0.18) (0.40)
Fuel –0.11*** –0.29** –0.01 –0.04

(4.07) (2.15) (0.18) (1.36)
Metals/ores 0.30** 1.02 0.10 –0.25*

(2.40) (1.51) (0.26) (1.81)
Manufacturing 0.02 –0.01 –0.01 0.02

(1.47) (0.15) (0.14) (1.25)

Estimated autocorrelation 0.19 0.02 0.08 0.12
No. of observations 490 522 395 261
Adjusted R2 0.65 0.48 0.26 0.49

Note: See table 1.5 notes.
aAverage for t – 1, . . . t – 4.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



various measures of average past (last four years) of financial openness
(FDI, loans, equity, and trade credits). The measures for trade credits and
portfolio flows are not reported for many countries, so we subsequently
drop them in the specifications reported in columns (2) and (4) and thus in-
crease the sample size significantly. We use the same assumptions, method-
ology, definition of variables, and samples as before. Results are reported
in table 1.7.

Interestingly, in all the specifications for table 1.7, GDP per capita is
negatively correlated with trade openness for goods and services (with the
coefficient for goods trade three times as big as the one for services). Be-
sides that we observe a positive coefficient for the budget surplus, the in-
flation measure, the U.S. interest rate, and the degree of democracy. In all
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Table 1.7 Reverse specifications

Services (1) Services (2) Goods (3) Goods (4)

Per capita GDP –0.40*** –0.38*** –1.44*** –1.44***
(2.31) (3.00) (2.90) (4.23)

Budget surplus (% GDP) 0.01* 0.00 0.03* 0.00
(1.72) (0.25) (1.63) (0.45)

Inflation (CPI) 0.06 0.14*** 0.35* 0.62***
(0.85) (2.92) (1.62) (4.87)

U.S. Treasury bill rate 0.06 0.04 0.92* 0.52*
(0.34) (0.39) (1.72) (1.79)

Democratic regime 0.13 0.08* 1.79*** 0.81***
(1.28) (1.60) (6.27) (5.93)

Corruption 0.57 –0.11 –3.80*** –1.82***
(1.52) (0.43) (3.50) (2.68)

The 1990s 1.46* 1.55*** 3.31 5.87***
(1.59) (3.34) (1.26) (4.70)

Financial openness in:a

FDI 0.67*** 0.05 1.36* 1.80***
(2.54) (0.39) (1.80) (4.94)

Loans 0.00 –0.04** –0.50*** –0.38***
(0.03) (2.10) (7.06) (7.92)

Equity –0.03 0.63**
(0.32) (2.05)

Trade credits –0.49 0.18
(0.86) (0.11)

Estimated autocorrelation 0.84 0.58 0.55 0.56
No. of observations 192 620 192 620
Adjusted R2 0.96 0.91 0.98 0.96

Note: See table 1.5 notes.
aAverage t – 1, . . . t – 4.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



those results, the control variables are more strongly associated with goods
trade than with trade in services. Corruption is negatively and significantly
associated with goods trade, while trade openness is higher for the 1990s
also in a multivariate framework.

For our variables of interest, perhaps unsurprisingly FDI openness is
again associated with trade openness, with the impact twice as large for
goods trade. This impact is also much larger than the other various mea-
sures of financial openness (equity, loans, and trade credits). The coeffi-
cients on loan flows are negatively and typically statistically significant,
while equity flows is positively associated only with goods trade. The mea-
sure of trade credits is never statistically significant.

1.4 Concluding Remarks

In this paper, we studied the intertemporal feedbacks between disaggre-
gated measures of trade and financial openness. Our results are consistent
with the notion that, for many developing countries in recent years, there
has been an increase in FDI flows and trade in manufacturing and services
and that these are linked. Overall, the increase in financial openness we ob-
serve has also been associated with a decline of the importance of loans
and an increase in the importance of equity and FDI flows. As the increase
in financial openness is positively associated with GDP per capita, the pos-
itive association between greater financial openness and the increase in 
the importance of equity relatively to loans is consistent with Diamond
(1984).9 Somewhat surprisingly, we failed to detect the importance of trade
credit, potentially because of underreporting—especially when trade cred-
its are associated with imports that are financed by foreign producers.10
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9. Diamond’s (1984) approach explains the role of bank intermediation in financing capi-
tal formation in the presence of significant monitoring costs, showing the optimality of issu-
ing unmonitored debt, which is subject to liquidation costs. The delegated monitor is a finan-
cial intermediary because it borrows from small investors (depositors), using unmonitored
debt (deposits) to lend to borrowers (whose loans it monitors).

10. See Petersen and Rajan (1997) for further analysis of the possibility that trade credit are
supplied by the party that has better access to the capital market.



References

Aizenman, J., and I. Noy. 2004. Endogenous financial and trade openness: Effi-
ciency and political economy considerations. NBER Working Paper no. 10496.
Cambridge, MA: National Bureau of Economic Research, April.

———. 2006. FDI and trade. Quarterly Review of Economics and Finance 46 (3):
317–37.

Bekaert, G., C. R. Harvey, and R. L. Lumsdaine. 2002. Dating the integration of
world equity markets. Journal of Financial Economics 65:203–47.

Blonigen, B. A. 2005. A review of the empirical literature on FDI determinants.
NBER Working Paper no. 11299. Cambridge, MA: National Bureau of Eco-
nomic Research, May.

Blonigen, B. A., and M. Wang. 2004. Inappropriate pooling of wealthy and poor
countries in empirical FDI studies. NBER Working Paper no. 10378. Cam-
bridge, MA: National Bureau of Economic Research, March.

Links between Trade and Finance: A Disaggregated Analysis 23

Appendix

Table 1A.1 Data sources
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bThe index runs between –10 (fully autocratic) to +10 (fully democratic).
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Comment Maria Cristina Terra

This paper investigates empirically the interrelations between disaggre-
gated measures of trade and financial openness. Trade flows are disaggre-
gated into services, incomes, and goods, with a further disaggregation of
goods flows into foodstuffs, fuel, metal/ores, and manufacturing. Finan-
cial openness, on its turn, is disaggregated into foreign direct investment
(FDI), loans, equity, and trade credits. Each of these financial flow mea-
sures is regressed onto an average of four lagged periods of the trade mea-
sures and a set of macroeconomic and political variables used as controls.
Analogously, trade in goods and in services are used alternatively as de-
pendent variables in regressions using the same controls as the financial
openness regressions, but including the lagged averages of the financial
openness measures.

The paper uncovers some interesting feedback patterns between disag-
gregated trade and financial flows. It is very interesting the captured im-
pact of past trade in goods on the FDI and loans flow and its lack of im-
pact on the equity and trade credits measures. Also interesting is the fact
that trade in income has a significant impact only on FDI.

The authors substantially revised their original work, for this is a very
different paper from the one on which I commented in the conference. The
original paper included two models to motivate the two-way feedbacks be-
tween financial and trade openness, and the empirical investigation was
based only on aggregate measures of the trade and financial openness vari-
ables. Most of my comments on the original paper questioned whether the
models chosen really captured the most relevant aspects of trade and fi-
nancial openness issues concerning developing economies. They also dis-
cussed the link between the models presented and the empirical investiga-
tion carried out in the paper.

The authors chose to suppress the theoretical models from the paper and
to focus on the empirical study. A theoretical framework, however, is cru-
cial to guide the choice of control variables. Without it, the paper lacks a
justification for the chosen empirical formulation, which also impairs the
interpretation of the results. This seems especially important in this case,
as most of the control variables coefficients turned out to be not significant.

Links between Trade and Finance: A Disaggregated Analysis 25

Maria Cristina Terra is a professor in the Graduate School of Economics, Fundação Getúlio
Vargas, Rio de Janeiro, and executive director of the Brazilian Society of Econometrics.



For example, per capita GDP has a positive and significant impact on
trade credits and on loans in the regression with aggregated trade flows in
goods, but the coefficient becomes zero when trade in goods is disaggre-
gated. Were the regressions based on a theoretical framework, maybe we
could have some hint on how to interpret this intriguing result.

All the regressions estimated, each one using a different disaggregated
measure of trade and financial openness as dependent variables, use the
same macro and political variables as controls. A theoretical model could
indicate whether one should use different control variables for the different
types of flows. As an example, the degree of financial deepening of an econ-
omy, a variable that was not included in the regressions, may have an im-
pact on the magnitude of the financial flows, but no effect on the size of
trade flows.

The original version of the paper had included variables of trade and fi-
nancial restrictions in the regressions. This yielded the interesting result
that the de jure restrictions on trade affected trade volumes, while those on
financial transactions had no impact on financial flows. Unfortunately,
these variables were not included in this new version.

Given that the objective of the paper is to explore the two-way feedbacks
between trade and financial openness, it would be useful to have a frame-
work that explored their channels. Here are some of the possible links that
could be explored. On the one hand, FDI may foster trade in goods when
it generates intrafirm trade between the subsidiaries of a multinational
company or when a company chooses one country to concentrate produc-
tion, trading final goods and inputs the others. On the other hand, trade 
in goods may provide the collateral for financial transactions, thereby en-
couraging more financial flows. Note that the very trade in goods does 
generate financial transactions, given that trade is not based on goods’ ex-
changes. Finally, the fact that countries with higher international trade
have higher stakes in international markets improves the expectations
about a sound interaction between the government and the international
financial market. This should also yield trade as an engine to promote
more financial transactions.

Comment Thierry Verdier

The purpose of this paper is to consider empirically the relationships be-
tween various disaggregated measures of trade and financial openness in
developing countries and to show that there are important two-way causal-

26 Joshua Aizenman and Ilan Noy

Thierry Verdier is a scientific director of Paris-Jourdan Sciences Économiques (PSE), and
director of studies at the School for Advanced Studies in Social Sciences (EHSS).



ity effects between these flows. On the one hand, trade flows are disaggre-
gated into services, incomes, and goods (with a further disaggregation into
foodstuffs, fuel, metal/ores, and manufacturing). On the other hand, fi-
nancial openness is disaggregated into foreign direct investment (FDI),
loans, equity, and trade credits. The authors provide first regressions of
each of these financial flow measures on an average of four lagged periods
of the trade measures, controlling for standard macroeconomic variables
(per capita GDP, budget surplus, inflation, U.S. Treasury bill rate) and
some political or governance variables (index of democratic regime, cor-
ruption). The authors then consider the reverse causality from financial
flows to trade flows and, therefore, analogously regress trade flows in
goods and services on the lagged averages of the financial openness mea-
sures, using the same macroeconomic and political controls as in the fi-
nancial openness regressions.

Doing this, the authors discuss interesting causality patterns between
trade and financial flows. Most notable is the fact that past trade in services
has a negative effect on FDI flows, while trade in goods has a positive im-
pact on FDI flows. As well (and quite surprisingly), there is no significant
effect of past trade flows on equity and trade credits measures (see tables
1.5 and 1.6). On the other hand, past FDI flows have a positive effect on
trade in services and goods, while past loans flows, on the contrary, seem
to affect negatively current trade flows in goods and services (table 1.7).

This current piece of work is a very different paper from the one that was
presented (and commented on!) in the conference. The original paper in-
cluded an important theoretical section (with two models motivating the
interactions between financial and trade openness) and an empirical sec-
tion based on aggregate measures of the trade and financial openness vari-
ables for least-developed countries (LDC) and developed economies. Be-
cause of this, the comments I made on the original paper were focused on
addressing the positive dimensions and the limits of the theoretical ap-
proach illustrating some channels of interactions between trade and finan-
cial openness. Then I was also discussing the links between the theoretical
models and the empirical part of the paper.

In the current version, there is no theoretical framework and the paper
is essentially about an empirical discussion of the relationships for devel-
oping countries between trade and financial flows at some disaggregated
level. Let me say that I feel a bit disappointed by the new orientation of the
paper. While I clearly recognize the effort to consider more disaggregated
flow variables and uncover interesting results, I remain somewhat frus-
trated not to have an adequate theoretical framework to tell me a story pro-
viding an interpretation of these results.

As a matter of fact, many correlations provided by the regressions re-
main without much economic explanation. For instance, why is it that
trade in services affects negatively FDI flows (table 1.6), while on the con-
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trary, FDI flows seem to have a positive effect on trade in services (table
1.7)? As well, why is it that trade flows do not seem to have an effect on
trade credits nor that trade credits have an effect on trade flows? Clearly,
the paper would have gained much with a theoretical framework providing
an interpretation of these puzzling results.

Similarly, a theoretical approach would have been useful to assess the sig-
nificance and causality of some of the control variables used in some of the
regressions. For instance, corruption seems to affect negatively trade flows
in goods (table 1.7), but can’t we explain this result by some reverse causal-
ity that less trade in goods implies less competition in the domestic markets
and therefore more corruption (as emphasized, for example, by Ades and
Di Tella in their work on the links between trade and corruption)?

Finally, a theoretical framework could have provided interesting av-
enues to discuss the policy implications of the two-way causality uncovered
here between trade flows and financial flows. The usual presumption is that
trade integration is good (because of the associated gains from trade inside
the country), while financial integration may bring instability and volatil-
ity problems. Hence, one should have “free trade” and controls on capital
accounts. Related to this, however, people have this whole discussion on
the degree of effectiveness of controls on trade flows versus financial flows
and the difference between de jure and de facto restrictions. The present
paper suggests that it might indeed be difficult to separate trade integration
from financial integration, generating therefore interesting trade-offs on
the policy to adopt for international integration. A conceptual framework
to assess normatively these dimensions is certainly something that needs to
be done to fully appreciate the importance of the “nonseparability” be-
tween trade flows and financial flows.
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2.1 Introduction

International economic literature has given substantial attention to the
destabilizing effects of financial globalization, a process that became par-
ticularly strong since industrial countries liberalized their capital accounts
in the 1970s and 1980s. Subsequently, in the 1990s, emerging markets
(EMs) followed suit.

Among the diverse proposals for reforming the “international financial
architecture” aimed at creating a more stable environment is taxation of in-
ternational capital flows.1 The idea, in fact, has been around since Keynes
(1936) suggested that taxing financial transactions could strengthen the
importance investors place on long-term fundamentals in pricing assets.
Decades later, the idea gained popularity in the academic community
through the Tobin Tax proposal (Tobin 1978).

Much of the recent literature has defended imposing controls on capital
inflow, as Chile did during the 1990s. The objective would be to minimize
the impact on EMs of capital flows instability and to reduce these countries’
vulnerability to financial crises (Stiglitz 1999; Ito and Portes 1998; Eichen-
green 1999; Fischer 2002). The proposals defend, in general, what we could
call ex ante capital controls, that is, restrictions that are defined prior to
funds entering the country, thereby respecting the contracts. This type of
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control differs from those the literature has called controls on capital out-
flows, which are generally imposed during a financial crisis, typically after,
or ex post, the entry of capital, and can thus be viewed as breaching con-
tracts with foreign investors who have then already invested resources in
the country. Ex ante capital controls usually try to deter capital inflows but
could conceivably be also imposed to restrict capital outflows.

Here, we address the effects of ex ante capital controls. In contrast to ex
post controls, ex ante controls should not jeopardize the emerging market
country’s reputation as they are included in contracts with foreign inves-
tors prior to their investing. We will analyze the effectiveness of inflow con-
trols to limit short-term capital and modify the composition of financial
inflows.

Several authors have suggested controls on capital inflows as an eco-
nomic policy measure for managing excessive capital inflows into EMs. In
periods of greater liquidity and low international risk aversion, it is com-
mon for substantial financial flows to move into Latin America and Asia.
The years from 2004 to 2006 were classic examples: “dollar weakness,” or
expectations of greater depreciation of the U.S. dollar due to forecasts that
the U.S. current account deficit had to be reversed,2 together with low base
interest rates in developed countries. Both factors led to substantial capi-
tal inflows into EMs. As a result, Colombia (2004), Argentina (2005), and
Thailand (2006) adopted capital inflow controls to avoid accelerated ap-
preciation of their currency,3 and many countries, including Brazil, Russia,
China, Japan, and other Asian countries, rapidly accumulated interna-
tional reserves so as to manage the abundant inflow of foreign currency. In
this context, discussion surrounding controls on capital inflow has gained
considerable steam among economists. 

The central goal of establishing capital controls is containing the in-
flow of short-term capital. Short-term capital flows are considered more
volatile and fungible and thus more closely related to excessive exchange
rate volatility and to sudden reversals of external financing that lead to
harmful real results. Many articles actually argue that portfolio invest-
ments tend to be less stable than, for example, direct investment because fi-
nancial assets can be sold more easily than real assets can be liquidated
(Dixit and Pyndick 1994; Frankel and Rose 1996; Dornbusch 1998). More-
over, today’s international financial scenario includes hedge funds, many
of which are seeking immediate gains. As of August 2005, it was estimated
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2. Obstfeld and Rogoff (2000, 2004), Kim and Roubini (2004), Blanchard, Giavazzi, and Sa
(2005) are good references for discussion of the expected weakening of the U.S. Dollar as a re-
sult of the country’s record current account deficits.

3. Colombia, Argentina, and Thailand have imposed Chilean-style capital inflow control,
which obliges investors bringing capital into the country to withhold 30 percent of the total
amount for one year at the Central Bank, without remuneration. But Colombian authorities
banned the measures just few months afterwards, alleging they were ineffective in containing
the capital inflows.



that there was around US$ 1.5 trillion in the hands of these financial insti-
tutions (Chan et al. 2006). This, together with more sophisticated infor-
mation technology, has made capital flows extremely fungible. Capital
controls would also avoid excessive exchange rate appreciation and allow
the central bank to regain control of monetary policy.4

The economic literature is therefore brimming with debate about how to
manage excessive capital inflow in an exceptionally volatile global financial
environment. Volatile capital accounts and consequent volatile exchange
rates (except in the case of fixed exchange rates) influence decisions on in-
vesting in physical capital as investors face greater uncertainty and higher
costs on currency hedge operations, thereby affecting potential gross do-
mestic product (GDP). In light of this, a few authors have suggested adopt-
ing capital inflow controls or accumulating international reserves as a way
of handling heavy inflow of foreign currency and reducing the threat of
sudden stops.

Forbes (2003) concludes that liberalization of capital accounts around
the world did in fact intensify global financial instability, but the correla-
tion between capital controls and limiting vulnerability to confidence crises
is not particularly close or direct, as many writers have argued. Forbes
(2004) also observes that the controls diminish microeconomic efficiency,
for example, by increasing the cost of capital of small- and medium-sized
companies, which have less access to financial markets. Large companies
have access to the international financial market and to ways of circum-
venting restrictions on external financing so that they are less impacted by
capital controls.

Glick and Hutchison (2004) explore the effectiveness of controls in
avoiding or delaying financial crises. Based on an analysis of panel data
from sixty-nine countries, they conclude that restricting capital did not
bring the desired results. Eichengreen and Leblang (2003), analyzing a
panel of forty-seven countries, examine whether capital controls were ef-
fective in reducing the impact of financial crises in the real economy. They
conclude that the controls impaired economic growth in periods of stabil-
ity but that they eased the effect on the country’s product once the crisis un-
folded. However, these papers do not separate the effects of capital controls
on inflows from those on outflows.

This article narrows the analysis of the effectiveness of capital controls.
We explore whether controls on capital inflows are effective in limiting and
selecting capital flows. Thus, we analyze whether this type of control effec-
tively meets its primary objective. The issue concerns positive economics
and not normative economics. Naturally, if we were to show that the con-
trols are not effective—as we will indeed claim it has been the case in
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Brazil—whether the controls are desirable or not would become irrelevant
for policy purposes.

In general, the literature addresses short-term capital controls without
considering the capacity of international investors to avoid the restrictions
imposed. The general rule has been to implicitly assume that de jure impo-
sition for capital controls is the same as their de facto application. How-
ever, developed and sophisticated financial markets present diverse substi-
tute assets that may be used to engineer financial transactions that avoid
part or all of the costs incurred by the capital controls. Garcia and Barcin-
ski (1998) and Garcia and Valpassos (2000) focus on this issue for Brazil.
They indicate the ineffectiveness of inflow controls in reducing the inflow
of capital seeking the high returns of Brazilian public debt between 1994
and 1996. Papers addressing the case of Chile, such as those of Nadal-de-
Simone and Sorsa (1999), Edwards, Valdés, and De Gregorio (2000), and
Cowan and De Gregorio (2005), also stress that circumvention of capital
controls may have limited its effectiveness in changing the composition of
the financial inflows.

In this paper, we conduct econometric exercises—based on an analysis
of impulse response functions inspired by the vector autoregression (VAR)
analysis of Cardoso and Goldfajn (1997)—that show that the capital con-
trols were only effective in restricting financial capital inflows in Brazil in
the 1990s for two to six months. Our updated results corroborate those
from previous papers.

The novelty of this paper is in the methodology aimed at explaining why
capital controls lost de facto effectiveness. This paper’s main contribution is
its focus on the limiting effects that the avoidance of capital controls prac-
ticed by financial market players had on the effectiveness of controls on cap-
ital inflows. Based on interviews with financial market players active during
the analyzed period, we exemplify methods (financial strategies) that could
have been used to avoid capital control laws in Brazil during the 1990s.

The article is divided as follows: after this introduction, section 2.2
briefly discusses capital control legislation, section 2.3 presents a VAR
analysis aimed at measuring the effectiveness of the capital controls in re-
ducing short-term financial inflows sections 2.4 and 2.5 reports cases of
avoidance of capital restrictions that explain how capital controls were ren-
dered almost ineffective, and section 2.6 contains the conclusion.

2.2 Capital Controls in Brazil

Brazil’s exchange rate and capital controls legislation is highly complex
and confusing, mixing normative rulings from the period of the Vargas ad-
ministration in the 1930s with modern resolutions. Exchange rate regula-
tion is still considered an impediment to capital flows due to its complex-
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ity, and its reform is one of the most important issues for ensuring contin-
ued development of the Brazilian financial market.5

The following economic papers address Brazil’s tangled exchange rate
and foreign capital legislation: Franco (1990), Cardoso and Goldfajn
(1997), Garcia and Barcinski (1998), Garcia and Valpassos (2000), Arida
(2003), Franco and Pinho Neto (2004), and Goldfajn and Minella (2005).
The annual bulletins of Brazil’s Central Bank also address the issue, dis-
cussing exchange rate policy and summarizing the legal proceedings of the
institution, the National Monetary Council (CMN), and the Ministry of
Finance during the course of the year. In this section, we present an
overview of this legislation to offer a context for discussing the effective-
ness of controls on capital inflows.

The legal framework for exchange rate transactions and foreign capital
establishes the following key points: foreign exchange must be converted
into the national currency, the real (BRL), which is the only legal tender in
the country; resources secured offshore or those addressed in Law 4131/626

must be brought back into the country; export revenues earned abroad
must be brought back into the country (surrender requirements); and
private exchange rate transactions are prohibited, meaning the Central
Bank holds a monopoly on exchange rate transactions. In summary, the
legal framework is aimed at keeping all possible foreign exchange in the
country.

In March of 2005, the CMN simplified currency legislation in an effort
to streamline and reduce the costs of capital flow with Brazil. It did not,
however, change the legal framework or any laws, but rather published new
CMN resolutions. These measures are part of a process of liberalization
and correction of the asymmetries of legislation governing currency trans-
actions with other countries, which the Central Bank undertook some
years ago. Among the principal measures, we note merging of the free rate
(MCTL) and floating rate (MCTF) exchange markets as Brazil still had 
a de jure (but not de facto) system with multiple exchange rates; authori-
zation to make direct offshore remittances without use of the CC-5 ac-
counts;7 a longer period for bringing foreign currency revenues from ex-
ports back into the country; and authorization of foreign forward currency
agreements (ACC) for exportation of services.

Much of prevailing exchange rate legislation was established over sixty
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5. Reforms of exchange rate regulations are also needed to support the increased amount
of international trade, but we will not touch on this important issue here.

6. Law 4131 of 1962 regulates foreign capital in the country.
7. CC-5 accounts were maintained by those not residing in Brazil and were created by the

Central Bank’s bulletin number 5 in 1969. These resources had free access to the MCTF to
purchase foreign currency and send it offshore. It also authorized remittance from others
through the account. CC-5 accounts were the main vehicle for both residents and nonresi-
dents to access foreign markets.



years ago. Only exchange rate rules for foreign direct investments (FDIs)
remained stable as Franco and Pinho Neto (2004) emphasize.

In 1931, Decree 20.451/31 conceded the monopoly of exchange rate
transactions to the Banco do Brasil and established what was called the
“centralization of foreign exchange transactions.” Decree 25.258/33 con-
solidated the exchange rate policy and defined “illicit exchange rate trans-
actions” as those conducted outside the official monopoly or subsequently
by establishments the monopoly holder authorized for such. Today this
holder is the Central Bank of Brazil. This Decree 25.258/33 is still in effect
and stipulates that “understating the value of export cover or increasing
prices of imported goods to obtain undue cover is punishable by law.” Un-
til today, this 1933 ruling requires exporters to convert their offshore rev-
enues into domestic currency (surrender requirements) and penalizes over-
pricing of imports and underpricing of exports. The maximum term for
bringing export revenues back to Brazil has changed numerous times. As
noted in the preceding, in March of 2005 the term was extended to 210 days
after shipping, as compared to the previous 180 days (Resolution 3266/05).

Rules for foreign capital in Brazil were consolidated under Law 4.131 of
1962, which remains in effect today. As Franco and Pinho Neto (2004) noted,
“subsequent laws smoothed some of the more prominent edges of Law
4.131/62,” but government authorities still have substantial discretionary
power to impose or reverse restrictive measures for exchange rate flows.

In general, current legislation still clearly allows the CMN to set mea-
sures for controlling foreign capital flows. One example is the set of restric-
tive measures that may be enacted in the event of “urgent needs of foreign
exchange,” as defined in Article 28 of Law 4.131/62:8 simple administrative
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8. Law 4.131/62 Art. 28
“Art. 28—Any time there is extreme impurity in the balance of payments, or serious

grounds for assessing there will be, the National Monetary Council may impose restrictions,
for a limited period of time, on the entry and exit of revenues in foreign currency, and to this
end, grant the Banco do Brasil a complete or partial monopoly on exchange rate trans-
actions.
§ 1—In the case provided for in this article, remittance of capital return are prohibited, and
remittance of their profits limited to a maximum of 10 % (ten percent) per year, related to cap-
ital and reinvestments registered in the currency of the country of origin, in the terms set
forth in Articles 3 and 4 of this Law.
§ 2—Revenues exceeding the percentage fixed by the National Monetary Council, as set
forth in the preceding paragraph, must be listed with the Central Bank of Brazil, which, if
the restriction provided for in this article is extended for over one fiscal year, may author-
ize the remittance, in the subsequent fiscal year, of the remaining amounts, if the profits
made do not reach that limit.
§ 3—In the same cases of this article, the National Monetary Council may limit remittance
of funds for paying “royalties” and technical, administrative or similar support up to the an-
nual cumulative maximum of 5% (five percent) of the company’s gross earnings.
§ 4—Also in the cases of this article, the National Monetary Council is authorized to issue
rulings limiting currency spending on “International Travel.”
§ 5—There are no restrictions, however, on remittances of interest of interest or amortiza-
tion quotas contained in duly registered loan agreements.”



decisions can establish controls on capital outflows and foreign exchange
centralization. This attests to the uncertainties surrounding Brazil’s legis-
lation, signaled by Arida, Bacha, and Lara-Rezende (2005) as one of the
major determinants of the country’s very high sovereign risk.

Until the 1980s, exchange rate legislation focused primarily on foreign
currency outflows in an environment of restricted capital account’s trans-
actions. It only authorized the sending of foreign capital whose ingress into
the country was documented. The remittance of profits and dividends were
taxed. With the 1980 debt crisis, international capital stopped flowing to-
ward Latin America so that only the egress and not the ingress of foreign
currency had to be contained.

Beginning in 1987, and especially after the 1994 institution of the Real
Plan, the Brazilian government adopted a directive for liberalizing the cur-
rent and capital accounts. In the early 1990s, inflows increased, and as the
economy stabilized in the second half of the decade and Brazil returned to
the foreign debt market, the pace of capital inflows accelerated consider-
ably. Figure 2.1 demonstrates the evolution of the inflow of foreign portfo-
lio investments.

Financial flows to Brazil gained momentum following renegotiation of
the country’s external debt in 1994, under the Brady Plan model applied in
several Latin American countries, and with the success of the stabilization
provided by the Real Plan.

The increase of capital inflows that began at the end of 1991 generated
problems for managing the country’s macro economy. Abundant inflows of
foreign capital triggered appreciation and excessive exchange rate volatil-
ity or accumulation of international reserves and a consequent increase of
the public debt due to sterilized intervention. Additionally, most of the
capital that entered at that time was for short-term investments given the
very high real interest rates prevailing in Brazil. This type of investment,
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Fig. 2.1 Foreign portfolio capital inflows
Source: Banco Central do Brasil (all years).



termed “carry-trade,” is usually reversed very quickly at the first sign of de-
preciation of the receiving country’s currency. As such, it enhances the
probability of a sudden stop and also sparks greater economic volatility.

In fact, the 1990s oscillated between periods of excessive inflow, such as
between 1992 and 1995 and then between 1996 and the middle of 1997, and
periods of shortage of foreign capital in times of international crises (crisis
in Mexico that hit Brazil in 1995, Asian crisis in 1997, and crises in Russia
and Brazil in 1998 and 1999, respectively). In periods of excessive inflows,
controls were placed on capital inflows in an effort to limit short-term cap-
ital and alleviate the effects of too much foreign currency, causing appreci-
ation or, to prevent it, forcing fiscally expensive sterilized interventions. In
periods of shortage, controls were lifted in an attempt to attract capital to
finance the Brazilian balance of payments as current account deficit grew
from 3 percent of GDP in 1995 to 5 percent in 1999. Capital controls were,
then, endogenous to external financing conditions and to monetary policy,
as shown by Cardoso and Goldfajn (1997).

In 1987, incentives for foreign portfolio investments in the country were
provided by the Central Bank of Brazil’s Resolution 1289, which exempts
foreign investors from income tax on capital gains in Brazil. The Resolu-
tion’s Annex IV was the preferred channel by investors to make tax exempt
investments in Brazil. However, in August 1993, to contain excess inflows
of short-term capital aimed at profiting from the very high interest rates
prevailing in Brazil, the CMN prohibited using the Annex IV mechanism
to invest in government bonds. The purpose was actually to prohibit fixed
income investing in general, authorizing only investing in the capital mar-
ket. But numerous loopholes in the legislation opened the door for fixed in-
come investments through this mechanism, as the following section shows.
Fixed income investments then officially had to enter the country via spe-
cific funds that were subject to a tax on financial transactions (IOF) tax of
5 percent to 9 percent.9 This was one of the main measures for controlling
capital inflows in the 1990s, but the market managed to bypass it in nu-
merous ways and reap gains from the high short-term interest rates with-
out paying the IOF.

In 1999, Resolution 1289 was revoked by Resolution 2689, and the IOF
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9. In November of 1993, the Foreign Capital Fixed Income Fund was established, charging
a 5 percent IOF tax (IOF stands for Tax on Financial Transactions, which is a tax that can be
easily and quickly imposed or changed by the Ministry of Finance, not having to wait to the
following fiscal year to take effort). In October 1994, the IOF was raised to 9 percent. In
March of 1995, due to the “Tequila Effect” (Mexican Crisis), the IOF was lowered to 5 per-
cent, and then raised again in August of that year to 7 percent. In April of 1997, it was low-
ered from 7 percent to 2 percent, and in March of 1999 to 0.5 percent. In August of 1999 this
IOF was eliminated, but the capital from the investment write-off had to be invested on the
BOVESPA for at least one day or be held without remuneration for fifteen days. For invest-
ments of less than ninety days, a 5 percent IOF tax is levied even today (May 2006).



tax was removed for fixed income investments.10 Currently, most capital
flows are registered in the Central Bank’s electronic registration system
(RDE),11 including most of those governed by Resolution 2689. The pro-
cess allows for closer monitoring and greater transparency of financial
flows. Only very short term (less than ninety days) fixed income invest-
ments are charged the 5 percent IOF tax. There are also rules in Annex V
of Resolution 2689 for Depositary Receipts (DR), when shares of Brazil-
ian companies are issued abroad with counterpart shares in Brazil. This
movement is not registered in the RDE. Finally, until March of 2005, the
account for nonresidents (CC-5) was still in place. It was not declared on
the RDE and served as a vehicle for foreign capital to enter the country.

Controls on capital inflows, rather, ex ante controls on capital inflows, in
the 1990s focused largely on limiting short-term inflows, restricting fixed
income investments and short-term loans. Export revenues were also
strictly regulated. As we have seen, since 1933 exporters have been subject
to surrender requirements within a specified period, 360 days as of March
2007. Forward foreign currency agreements (ACC), a mechanism to pro-
vide credit for exports, are also restricted even today to a maximum 360
days prior to shipping.

Based on the methodology of Cardoso and Goldfajn (1997), we updated
the indexes of controls on capital inflows and outflows through 2004. The
original article had constructed the indexes through 1996, and we updated
them. The methodology is simple: add �1 to the base index if the control
restricts the analyzed type of flow (inflow or outflow) and –1 if it liberalizes
it. The methodology applies to the indexes of the controls on both capital
inflows and capital outflows.12

Figure 2.3 clearly shows that since the early 1990s a trend toward liber-
alizing outflows has prevailed, yet figure 2.2 shows that only beginning in
1997 was there an unequivocal trend toward liberalizing capital inflows.
This is because between 1997 and 1999 there were several crises: in Asia, in
Russia, and a currency crisis in Brazil. During those periods, because cap-
ital was fleeing the country, there was no need for adopting controls that re-
stricted capital inflows. In 1999, Brazil floated its currency and defined a
clear directive for liberalizing the capital account in order to reap the ben-
efits of external savings. One example was in August of 1999, when the IOF
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10. Traders in Brazil still refer to the investment mechanism of the prevailing Resolution
2689 as “Annex IV.”

11. The RDE is divided into IED, ROF, and Portfolio registration. RDE-IED: foreign di-
rector investment; RDE-ROF: financial transaction registration (financing and importation,
commercial leasing, rental and freight, services and technology, currency loans, advance pay-
ment of exports, and asset investments), RDE-Portfolio: portfolio investing.

12. However simple, this methodology has the drawback of considering that all measures
had similar effects on capital flows, which is clearly a problem. Nevertheless, we believe that
the indexes rightly capture the major trends.



tax was lifted for fixed income foreign investments of over ninety days that
were previously under Annex IV.

In the next section, we provide econometric evidence of the very limited
effectiveness of the controls on capital inflows imposed by Brazilian au-
thorities in the 1990s.

2.3 A VAR Analysis of the Effectiveness of Inflow 
Controls in Deterring Capital Inflows

In this section we conduct an econometric analysis using a vector auto-
regression model to examine whether controls on capital inflows in Brazil
have been effective in reducing the inflow of financial capital.

The methodology is based on the articles of Cardoso and Goldfajn
(1997) and Edwards, Valdés, and De Gregorio (2000), which used the VAR
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Fig. 2.2 Capital inflows controls index (Jan. 1983 � 100)

Fig. 2.3 Capital outflows controls index (Jan. 1983 � 100)



model to analyze the effectiveness of capital controls in Brazil and in Chile,
respectively.

Cardoso and Goldfajn (1997) examined the effect of controls on capital
inflows in the period from 1983 to 1995, concluding that the impact of in-
flow controls on the total net inflow was temporary (around six months).
They used VAR estimation, because they showed that the controls are en-
dogenous to the dynamic of the capital inflows. Here, we apply a similar
procedure to the period between 1995 and 2001, using, however, different
capital inflow measures and other endogenous variables. We chose not to
extend the sample beyond 2001 given there were very few changes to legis-
lation on capital inflows between then and 2004, so there is little to be in-
ferred from the period about the effect of controls on capital flows.13

Edwards, Valdés, and De Gregorio (2000) estimated a VAR to analyze
simultaneously the effectiveness of controls in containing capital inflows
and in altering the term of foreign investments. They used as one of the en-
dogenous variables a power index for monitoring the effect of control cir-
cumvention on the effectiveness of restrictions on short-term capital. We
did not build a similar index from Brazil because we felt that, with the
available data, its accuracy and reliability would not be sufficient.14 Ed-
wards, Valdés, and De Gregorio (2000) concluded that Chile’s control on
capital inflows did not effectively reduce the total capital inflow, but it did
increase the percentage of long-term flows. In other words, the controls
were effective in reducing short-term capital, but the total inflow remained
stable as more long-term capital entered the country. However, they argued
that the result may be distorted by short-term capital investments that were
declared as long term. They could not guarantee that the control power in-
dex was able to isolate the effect of this type of avoidance.

In this section we estimate three VARs. They differ in the variable that
measures capital inflows. Figures 2.4 and 2.5 show the different series we
used on a monthly basis and accumulated in twelve months. The capital in-
flow measure of the first VAR is the Brazilian Central Bank series on the
inflow of portfolio investments in Brazil. The inflow measure of the second
VAR is the contracted exchange rate inflows for financial transactions. The
measure for the third is net investments through the Annex IV channel.
The use of three different measures of capital inflows is aimed at providing
robustness to our analysis. All of the VARs have the same endogenous vari-
ables: the deviation of the effective real exchange rate to its equilibrium
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13. See figure 2.2 and 2.3 with the capital inflow controls index in section 2.2.
14. The index is formed by attributing rates of 0 to 1 for each new restrictive measure. When

the restriction was applied, the measure received a rating of 1. With the passing of time, if the
restriction was circumvented, the rating moved closer to 0, where the measure was assessed as
having lost all effectiveness. Establishing a similar index for Brazil was a complex task because
it involved a large number of exchange rate of measures and because the Brazilian financial
market was more developed than the Chilean.



level, the covered interest parity differential, the measure of capital inflows,
and the logarithmic difference of the index of capital inflow controls. The
exogenous variables varied in the VAR specifications. The number of lags
for each VAR was chosen based on the Akaike and the Schwartz informa-
tion criteria. In order to obtain the impulse response functions, we applied
the Cholesky decomposition for identifying a VAR’s structural form. It is
essential to note that the results were robust with the several orderings of
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Fig. 2.4 Financial capital flows measures
Source: Banco Central do Brasil (all years) and Securities and Exchange Commission (CVM).

Fig. 2.5 Financial capital flows measures, accumulated in twelve months
Source: Banco Central do Brasil (all years) and Securities and Exchange Commission (CVM).



contemporaneous causality among the endogenous variables, so this pos-
sible criticism does not affect our results.

The main objective of the estimation of these VARs is to analyze the im-
pulse response function of the capital flows to a change in capital inflow
controls. The variation from the index of capital inflow restrictions pre-
sented in section 2.3 was used as the measure of capital controls. It is im-
portant to clarify that the index’s order of integration is equal to 1, so that
we had to use the first differences to obtain a stationary series. In figure 2.6,
we present the capital inflow controls variation series. From 1983 to 1995,
the series was constructed, as we have already noted, on Cardoso and
Goldfajn (1997) and updated for this article after 1995.

The results were as follows: 
The first VAR has the following endogenous variables: 

• Logarithmic variation of the equilibrium real effective interest rate
(LOG(REER_DESV102)), which was calculated as the logarithm of
the ratio between the index value of the real effective exchange rate and
a series trend extracted by applying the Hodrick-Prescott filter begin-
ning January of 1995.

• Covered interest parity differential (CIPD) in continuous capitaliza-
tion, or LOG(1 � CIPD), where LOG is the logarithm in the Neper-
ian base.

• Logarithm of the portfolio investment inflows as a percentage of the
GDP (LOG(IEC_CRED/PIB)), which is our capital flow measure in
this first VAR.

• Finally, the logarithmic variation of the index of capital inflow con-
trols (D(LOG(ICC)).

Ineffective Controls on Capital Inflows 41

Fig. 2.6 Restrictions on capital inflows (first difference of capital inflows 
controls index)



The exogenous variables used were the American one-year futures rates
(LOG(1 � US1Y)), which summarize the level of international liquidity;
the variation of the index of capital outflow controls (D(LOG(ICC_S)),
which was calculated as an exogenous variable because we considered that
economic policy had lifted outflow controls independent of capital flows,
as indicated by the downward trend of the ICC-O in figure 2.3 of section
2.2; and, last, some circumstantial dummies from the period of the Brazil-
ian currency crisis. Dummies for other periods of financial crisis were not
significant as the effects were probably captured by the endogenous vari-
ables, especially the real exchange rate and the CIPD. The exception was
the wave of speculation in 1998, when there was a large inflow of capital
even with the higher sovereign risk, followed by a mass exodus after depre-
ciation, for which a binary dummy variable was applied.

Table 2.1 summarizes the output of the first VAR estimation, and figure
2.7 shows the impulse response function of the portfolio investment in-
flows to new restrictions on capital inflows. We see that a new control mea-
sure on capital inflows initially reduces the portfolio investment inflows
and peaks in the second month. However, its effectiveness diminishes rap-
idly, and up to around six months following its implementation, the effect
on capital flows disappears. Therefore, the exercise indicates that controls
on capital inflows in Brazil are temporarily effective, lasting around two to
six months. This period would be the time required for the market to dis-
cover investment alternatives for circumventing the restriction.15

Figure 2.8 shows the impulse response function of the capital inflow con-
trols to an increase in capital inflows: we see that control tends to be tight-
ened when capital inflows increase, which is consistent with the findings on
endogeneity of controls indicated by Cardoso and Goldfajn (1997).

Table 2.2 has the same endogenous variables as the first with the ex-
ception of the capital inflow measure, which becomes the contracted ex-
change rate inflows for financial transactions as a percentage of the GDP
(LOG(MOV_CAMBIO_FIN_COMPRA/PIB)). These are data from the
Brazilian Central Bank that report the currency flows from all financial in-
vestments except for those going through the CC-5 account, that is to say,
they do not include exchange rate flows from abroad and the CC-5 ac-
counts. This series included all flows from protective capital, direct invest-
ments, and foreign loans. Because the capital controls exempted direct in-
vestment flows, we used these data as an exogenous variable. The other
exogenous variables are the same as those in the first VAR.

Figure 2.9 shows the impulse response function of the contracted ex-
change rate inflows for financial transactions to the new restrictions on

42 Bernardo S. de M. Carvalho and Márcio G. P. Garcia

15. The confidence intervals of the impulse response functions in our exercise are wide and
limit the potential of our results. A similar problem occurred with the VARs of Cardoso and
Goldfajn (1997) and Edwards, Valdés, and De Gregorio (2000). For future research, refining
the capital controls index (CCI) may imply narrower confidence intervals.
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Fig. 2.7 Response of LOG(IEC–CRED/PIB_USD) to Cholesky, one S.D.
D(LOG(ICC)) innovation

Fig. 2.8 Response of D(LOG(ICC)) to Cholesky, one S.D. LOG(IEC_CRED/
PIB_USD) innovation
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capital inflows. Again, the exercise indicates that the effectiveness of inflow
controls was temporary and lasted for around two to six months. Figure
2.10 shows the impulse response function of the capital inflow controls to
an increase in capital inflows and it is also consistent with the findings on
endogeneity of controls indicated by Cardoso and Goldfajn (1997). The
third VAR will make even clearer the positive correlation between inflows
and inflow controls.

Table 2.3 uses net investments through Annex IV as the capital flow mea-
sure. No series for capital inflows through this channel are available, but only
data on the total portfolio value under Annex IV in the country. Therefore,
in this VAR we used a logarithmic difference of the Annex IV portfolio as the
measure of net capital inflow. As in our other estimations, we considered
capital flows as a percentage of the GDP (D(LOG(CART_ANEXO4/PIB)).
The other endogenous variables were the same as those of the previous es-
timations. As an exogenous variable, we used only one dummy for the
Brazilian currency crisis because the other variables we adopted were not
statistically significant in this exercise.

Once again, the impulse response function of the capital flow measure to
a new capital inflow control measure (figure 2.11) indicated that restric-
tions on financial inflows were effective only temporarily. In the case of
flows through Annex IV, the effect of the controls appears to be even more
transitory, lasting only two to three months. Strikingly, most avoidance
cases, as we saw in the previous section, continued using the Annex IV

Fig. 2.9 Response of LOG(MOVCAMBIO_FIN_COMPRAS/PIB_USD) to
Cholesky, one S.D. D(LOG(ICC)) innovation



channel to invest so as to guarantee tax benefits. The impulse response
function of figure 2.12 shows the authorities’ reaction to the increase in
Annex IV inflows. Greater capital inflows using this means led to tighter
restrictions on capital inflows. This result shows the endogeneity of capital
controls to capital inflows, consistent with the findings of Goldfajn and
Cardoso (1997).

Therefore, the VAR exercises indicate that the controls on capital in-
flows were effective in reducing financial capital inflows only for short pe-
riods of time (two to six months). The probable cause of the limited dura-
tion of the restrictions’ impact is avoidance of capital controls by the
market, which continues to invest in the country without incurring in the
capital controls’ costs by renaming the type of investment made, or by con-
ducting financial engineering operations.

In the next section, we document and analyze cases of avoidance of con-
trols on capital inflows in Brazil. Outflow controls have also been fre-
quently avoided since the 1980s through parallel (black) exchange rate
markets, but our analysis focuses only on the effectiveness of controls on
capital inflows.

The key point is that measures for controlling capital inflows are at best
temporarily effective in containing and selecting capital inflows as finan-
cial agents have been able to dodge them in many different ways. The les-
son to be learned is that in open and sophisticated capital markets, controls
on capital inflows will probably be ineffective because the market has many
alternative assets and transactions that can capture the desired return. In
the following section, we discuss cases of circumvention and show a quan-
titative proof that this circumvention was at work. We do this by docu-
menting the characteristic migration of capital inflows among Annex IV

Ineffective Controls on Capital Inflows 49

Fig.2.10 Response to Cholesky one S.D. innovations � 2 S.E., response of
D(LOG(ICC)) to LOG(MOVCAMBIO_FIN_COMPRAS/PIB_USD)
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items to avoid restrictions imposed on fixed income investments and the
minimum terms for offshore funding.

2.4 Cases of Circumvention of Capital Inflow Controls in Brazil

Exchange rate and capital control legislation in Brazil, as previously
noted, has a tradition of being highly complex and intricate. However, the
Brazilian financial market is also quite sophisticated, particularly in deriv-

Ineffective Controls on Capital Inflows 51

Fig. 2.11 Response to Cholesky one S.D. innovations � 2 S.E., response of
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atives trading.16 The Futures and Commodities Exchange (BM&F) of São
Paulo, for example, is one of the world’s largest and most active derivatives
exchange, comparable to the Chicago Mercantile Exchange. Furthermore,
there are extensive derivatives trading abroad with underlying Brazilian in-
struments. One example is New York trading of Brazilian Real/U.S. Dollar
NDFs (nondeliverable forwards). Derivatives allow traders to replicate fi-
nancial strategies originally conceived with the underlying financial assets
without the need to trade the underlying assets. For example, a box is a fi-
nancial strategy involving only options that perfectly replicates a bond.
The existence of derivatives makes the task of imposing capital controls
much more burdensome. Because there was a well-established market 
for Brazilian financial instruments, including derivatives, there was, ipso
facto, a variety of alternative instruments that made it possible to circum-
vent most capital controls.

Between 1993 and 1999, when investors were prohibited from investing
in domestic Brazilian bonds through Annex IV of Resolution 1289 and
charged a 5 percent to 9 percent IOF, there were many cases where this tax
was avoided. The market found a range of methods for investing in fixed in-
come and enjoying the tax benefits of Annex IV at very low cost. Even to-
day, foreign investors have ways of avoiding the tax on fixed income re-
turns, which is higher than the tax on returns in the equity market.17

In this section (and also in the appendix), we report numerous cases of
capital controls avoidance in Brazil between 1993 and 2000, illustrating
how difficult de facto application of capital controls actually is. We show
that de jure imposition of restrictions in this period did not effectively con-
tain capital inflows seeking short-term, tax exempt return on fixed income,
nor was it effective in extending the term of foreign investments on fixed
income.

Garber (1998) addressed the issue of how offshore derivatives trading
may be used to bypass domestic controls. Garcia and Barcinski (1998) and
Garcia and Valpassos (2000) analyzed how avoidance of capital controls
impacted their effectiveness in restricting and selecting financial flows, and
they reported a few of the methods used to circumvent controls in Brazil.
Nadal-de-Simone and Sorsa (1999) concluded that the capital controls in
Chile in the 1990s were only temporarily effective in restricting short-term
capital due to capital control circumvention. Edwards, Valdés, and De
Gregorio (2000) concluded that Chile’s capital controls effectively changed
the composition of capital inflows, increasing the inflows of long-term cap-
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16. Years of crowding out and hyperinflation created both a hypertrophy of expertise in
fixed income (short-term) and derivatives trading and a hypotrophy of credit granted by fi-
nancial intermediaries.

17. Foreign investors do not necessarily reside outside Brazil. Brazilian financial institu-
tions generally have offices abroad designed to obtain tax benefits given to foreign capital and
also to shield against border risk, or restrictions of capital outflows.



ital, but they cast doubt on the reliability of this result, which could have
been distorted given that short-term flows could have been labeled as long-
term capital flows, that is to say, effectively bypassing the country’s capital
controls. Forbes (2004) noted that small- and medium-sized companies in
Chile were more burdened by the higher cost of capital than were large
ones because the latter had access to financial transactions on the interna-
tional market that would enable them to avoid Chilean capital controls.

In this article we take a more in-depth look at capital controls avoidance
practices in Brazil based on a field study involving members of the finan-
cial market, who offered extensive help in collecting information about
what agents did in Brazil to avoid controls on capital inflows between 1993
and 2000.

The large majority of transactions reported was legal and merely took
advantage of loopholes in the intricate exchange rate legislation. They in-
cluded renaming as long-term flows that were ultimately directed at short-
term rate investments. However, they were officially accounted on the bal-
ance of payments as flows destined for other purposes. For example, many
flows were identified as “privatization money,” which in theory would go to
finance privatization programs; short-term capital was disguised as FDIs,
which were not taxed; resources were declared as equity investments when
in fact they were used to obtain fixed income return, and so on. In the fol-
lowing we will provide further details of these forms of circumvention.

The central idea is that financial agents were able to use a variety of
means to bypass capital controls. The major restriction was prohibition of
fixed income investments through Annex IV of Resolution 1289, which
carried tax exemption rights, as we reported in the previous section. There
were also numerous restrictions for minimum terms for amortizing over-
seas loans.

Prohibition of fixed income investments through Annex IV is the equiv-
alent of charging an inflow tax � that imposes a cost equal to the loss of tax
benefits of investing in fixed income by other means. During the period,
agents could invest in fixed income in Brazil through mutual funds specif-
ically established for such, which were subject to an IOF tax of 5 percent to
9 percent. Hence, the official � was the IOF.

However, the de facto cost for the short-term investor was the cost of cir-
cumventing the control, or �∗, which was certainly less than he or she
would lose by not investing in fixed income through Annex IV. It follows
that the actual cost incurred by the investor due to the capital control is 
�∗ � min {�, cost of circumventing inflow control}.

Let us examine a few of the circumvention methods reported.18

Ineffective Controls on Capital Inflows 53

18. The methods of passing capital controls were collected by the authors during interviews
with Brazilian financial market players. The authors do not have information on who con-
ducted them or even if they actually took place.



2.4.1 Disguising Short-Term Investments 
as Long-Term, Equity, or Trade Finance

Case 1: Disguise Short-Term Capital as Foreign Direct Investment

Foreign direct investment is considered to be the best form of capital
flow to the receiving country because it is closely associated with investing
in fixed capital and the transfer of technology and, consequently, with ex-
pansion of the potential GDP and employment. It is also thought to be 
the least fungible because compared to portfolio investments it is less re-
versible and has a longer investment horizon. Many articles do argue that
portfolio investments tend to be less stable than direct investments because
portfolio investments can be reversed more easily than real assets can be
liquidated (Dixit and Pyndick 1994; Frankel and Rose 1996; Dornbusch
1998). Thus, direct investments would be less linked to capital flight. For
these reasons, capital flow regulation commonly handles direct invest-
ments differently than portfolio investments.

Notwithstanding, in an environment of capital controls, when in general
the flow of direct investments wanes, market agents tend to take advantage
of this loophole in exchange rate legislation to disguise their short-term in-
vestments or loans as direct investments, thus bypassing the restrictions
imposed. In Chile during 1996 through 1998, for example, what the Cen-
tral Bank designated “Potentially Speculative Direct Investment” was also
subject to encaje, that is to say, to Chile’s prevailing capital controls. This
was because between 1991 and 1996, when Chile required nonremunerated
deposits of 10 percent to 30 percent for one year for short-term invest-
ments and foreign loans, many agents were found to circumvent the re-
striction by (inappropriately) identifying their flows as direct investments.

In Brazil, we reviewed a transaction, likely to be used even today, de-
signed to disguise short-term capital as direct investment. The transaction
has a simple structure.

At that time, investing in fixed income through Annex IV was restricted,
but the channel was open for equity investments, and there were tax bene-
fits for direct investments. Financial intermediaries could use the transac-
tion to take advantage of these two loopholes.

The financial intermediary would create a public corporation (S.A.) and
list its shares on the São Paulo Stock Exchange (BOVESPA). The company
was strictly a legal entity and had no physical activity. Because the finan-
cial intermediary held all the company’s shares, it could manipulate their
price by arranging purchase and sell transactions with low liquidity. The
price was completely artificial. The financial intermediary, having capital
outside the country, would invest in the company as a foreign investor and
declare this flow as direct investment. It acquired over 50 percent of the
shares and subsequently conducted intercompany loans, considered FDIs.
This money, then, as the company only existed on paper, would be invested
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in short-term fixed income. Returns would go to the company and be sent
abroad as profit or dividends. Thus, Annex IV restrictions did not apply,
even though the objective was short-term returns from the high interest
rates of the day.

The cost of establishing this investment in short-term fixed income as a
direct investment was quite low. Given the scale of capital invested, the cost
of opening an S.A. corporation and listing its shares on the exchange was
negligible. The agent’s cost to come into the country, the aforementioned
�∗, was fixed and much lower than the official tax.19 The financial interme-
diary’s only expenses were for opening the corporation at the beginning of
the operation. Subsequent investments had no inflow costs, meaning �∗
was equal to zero. The outflow costs were determined by legislation govern-
ing profit and dividend taxing of foreign companies, which have been much
more advantageous for investors than taxing of portfolio investment gains.
In fact, profit from foreign capital previously invested and declared in
Brazil is exempt from taxes.

Case 2: Labeling Fixed Income Investments as Equity Investments

As noted in the preceding, the control on Annex IV capital inflows ap-
plied to fixed income investments. However, equity investments were not
restricted because growth of the stock market was believed to lead to
greater investment capacity for the companies and to contribute to the
economy’s expansion. Obviously, the market then sought to use the stock
market to gain the coveted returns from the high Brazilian interest rates.

This Case 2 and the following Case 3 refer to avoidance of capital con-
trols through the stock market. Case 2 involves a transaction that also takes
advantage of the structure of the S.A. corporation in Case 1.

To bypass restrictions on fixed income investments via the securities
market, the financial intermediary in Case 1 could use the corporation al-
ready created. The financial intermediary would then invest in the shares
of that corporation. The means used would be the Annex IV channel for in-
vestments in the BOVESPA, which were permitted at that time and still to-
day provide tax benefits for fixed income investments. Thus, the financial
intermediary invested his offshore capital like a foreign investor in the
BOVESPA by purchasing shares of the company he had opened. The
amount paid for the shares was invested in fixed income and the returns
remitted abroad as dividends or capital gains. Note that the financial in-
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19. The cost of opening a joint-stock (S.A.) company and listing its shares on the exchange,
without considering programs for attracting investors (contracting banks to manage the
I.P.O., press, advertising, etc.) in 2005, is between US$20,000 and US$100,000. If the finan-
cial intermediary used this avoidance strategy to invest US$10 million in fixed income, it
would already have saved, in the period when the IOF tax applied, at least US$500,000 in IOF
(5 percent) expenses. The volume invested through this avoidance strategy can be much
greater than US$10 million so that �∗ could become negligible. 



termediary could also manipulate the company’s share prices because it
owned a 100 percent stake. Therefore, the investor declared equity invest-
ments while capturing the returns of fixed income.

Again the actual cost of the capital inflow in this case, the �∗, was only
the cost of opening the S.A. corporation and listing its shares on the ex-
change. The cost was low compared to the financial volume invested, and
it was also diluted as the investor invested, free of taxes, for several years.
We can thus consider that �∗ was fixed and much lower than the official �.

The descriptions of Case 1 and Case 2 depict two similar methods of
avoiding the restriction on gains from the short-term interest rate in Brazil
between 1993 and 2000. The person interviewed did not, however, wish to
go into great detail, but rather offered a general overview. For the third
form of circumvention, which we will elaborate in the following, we were
able to gather more details. It also involves disguising fixed income invest-
ment flows as equity investments in order to take advantage of the tax ex-
emption provided for in Annex IV.

Case 3: ACC and Trading Companies

To control excessive capital inflows into Brazil, especially between 1993
and 1996, many restrictions on raising external resources were imposed.
The prohibition of foreign investments in fixed income under Annex IV, for
example, made it more difficult to raise funds, as loaning resources at fixed
interest rates the investor had to pay the IOF tax because the Annex IV
channel was prohibited. Moreover, minimum terms were required for be-
ginning loan amortization, meaning there were restrictions on short-term
loans. For example, in January 1993, a minimum period of ninety-six
months was established for beginning amortization for principal and in-
terest payments to be exempted from taxes.

At the same time, the use of ACCs for exports allowed for financing of
less than 360 days. The exporter could close an ACC up to one year before
shipping merchandise. Theoretically, the ACC was exclusively for financ-
ing exports, and financing by this means required a physical outflow of ex-
ports associated with the contract to demonstrate that the loan had in fact
been used to finance foreign trade. The market soon saw in this legislation
a way to get short-term loans, which additionally carried tax benefits.

The interest rate for ACC funds was normally less than the CDI, the
short-term-benchmark interest rate in Brazil. This occurred because loans
were less heavily taxed and because foreign investors seeking high return in
Brazil offered capital at interest rates below the country’s base rate due to
restrictions on other investment means. Furthermore, financing foreign
trade generally carries relatively low risk as most loans are released only af-
ter the export contract has been signed, and the exports serve as collateral.

Therefore, ACCs constituted a means of getting short-term loans with
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tax benefits and interest rates below the Interbank Certificate of Deposit
(CDI). This was another opportunity that the Brazilian financial market
players eagerly grabbed. The restriction a financial investor had to circum-
vent to raise funds via ACCs was demonstrating that the financing was as-
sociated with merchandise exports. An agent had a one-year period after
signing an ACC to ship the financed export product.

The financial investor, of course, was not planning to use the resources
to finance exports, so he had no product to ship. Exporters conducting for-
eign trade without ACCs, who did not use export financing, began selling
their ACC rights to foreign investors. An ACC would then be signed to fi-
nance a specific export, but the capital would actually go to a financial in-
vestor who had purchased the exporter’s right.

In this way, investors made short-term investments at rates below the
CDI using the ACCs and were able to provide export documentation.
Some exporters would pass this credit on to investors. In fact, until 2000
there was an underground market for export credits, that is to say, a paral-
lel market developed for trading export documentation. An investor could
simply make a loan to himself (disguised as an ACC, a loan to a Brazilian
exporter) and buy this export documentation on the aforementioned mar-
ket. A few banks even established trading companies, which specialized in
financing foreign trade, to be able to better undertake this capital control
avoidance strategy. These trading companies would contract ACC loans
and then legalize the loan on the parallel market for trading ACC docu-
mentation. Because the financing cost was less than the CDI, a bank could
close an ACC to finance its margin deposit on the BM&F (interest rate de-
rivatives) or the overnight market and capture good returns with these
standard operations. However, the money that theoretically was destined
for financing foreign trade was actually invested in short-term fixed income
investments. This is an important example of how difficult it is to apply, de
facto, capital controls.

This means of avoidance only decreased with the liberalization of fixed
income investments and of the loan terms for foreign borrowing. Still today,
though, financial market players consider ACCs a way to negotiate better
interest rates as the cost is less than the economy’s base interest rate. There-
fore, there are clear indications that this avoidance strategy would be widely
adopted if new restrictions on short-term capital were imposed, such as ap-
plying an IOF tax on investments provided for in Resolution 2689. Because
Brazilian exports increased remarkably in the recent years, this would pose
an even larger hurdle to the effectiveness of capital controls nowadays.

The capital inflow cost, the �∗, was the amount required to build a finan-
cial and legal structure for implementing this method of avoidance. The
cost is minimal for a large, functioning bank, which additionally was com-
pensated by using funds borrowed at less than CDI rates and invested on 

Ineffective Controls on Capital Inflows 57



the overnight market. Thus, depending on the financial volume, �∗ could be
negative.

2.4.2 Using Sophisticated Financial Engineering 
(Derivatives) to Avoid Controls

Case 4: Development of the International Derivatives Market: 

Avoiding Convertibility Risks

An increasingly common method used by international financial mar-
kets to avoid imperfect capital mobility in emerging countries (capital con-
trols, risk of additional controls, and convertibility risks) involves foreign
derivatives over-the-counter operations, most notably in New York. For-
eign investors trade local assets but without exposing themselves to the
risks and costs of actually moving resources into the country.

A classic example is the trading of Real against the U.S. Dollar futures
in New York, the currency NDFs. By trading this asset in New York rather
than on the BM&F in São Paulo, the foreign investor avoided all capital
controls and convertibility risks.

Garber (1998) analyzes the development of the international derivatives
market and its impacts on capital flows and reports diverse ways that fi-
nancial intermediaries circumvented regulations on credit risk using de-
rivatives overseas. He also points out the possible role of these offshore op-
erations in avoiding capital controls.

In recent years, the international derivatives market has substantially
developed. One of the main engines of this transnational market is capital
controls and currency convertibility risk in emerging market countries.
They offer assets with greater volatility, which therefore have greater po-
tential return, but the associated border risks hamper investing in the
countries. Because the market wants to trade with them, it has developed
international markets designed to avoid restrictions on capital mobility.
The idea is to break down the risks involved so that one can pick and
choose which risks one wants, with the corresponding returns.

Case 5: Investing through Box Operations: Strategies 

with Options for Earning Fixed Income Returns

Initially, the Annex IV restriction only applied to fixed income invest-
ments. Other types of investments, such as in securities and derivatives,
could still use this channel. The market was able to use these types of in-
vestments to profit from Brazil’s short-term interest rates. Cases 2 and 3
were methods of circumventing the control via the stock market. Another
commonly used method was to use the derivatives market adopting op-
tions strategies that guaranteed fixed return, as we are about to see.

An operation was conducted that was known as a box consisting of four
options, two calls and two puts, with the price on the established strike date
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fixed. By a nonarbitrage argument, it is shown that box return must be
equal to the benchmark interest rate in Brazil’s case, the CDI.20 A box is,
therefore, a financial strategy involving options that is akin to a loan.21

Because derivatives investments were not restricted, the market began
conducting Box operations on the BM&F and the BOVESPA to capture
the return of Brazil’s high base interest rates. This lasted until the Central
Bank detected this market movement and subjected box operations to the
same regulations that applied to fixed income investments.

The box strategy actually went further than avoiding foreign capital con-
trols: it also aimed at saving on taxes levied on domestic fixed income in-
vestments. Instead of using traditional means, like investing in government
bonds, many agents began conducting box operations on the BM&F and
BOVESPA to earn fixed returns and bypass Brazil’s internal revenue ser-
vice’s (Secretaria da Receita Federal [SRF]) regulations. This form of tax
avoidance ended when the SRF detected the loophole in the legislation and
imposed the IOF tax on box transactions as well. However, many agents
were still able to disguise their box operations.

The cost of avoiding capital controls using the box strategy, the �∗, is
only the cost of conducting the option transactions on an exchange. The
operation itself has no more cost than traditional fixed income investments
because the difference between earnings from the buying and selling of the
puts and calls is the amount invested. The cost difference may be only the
brokerage fee charged by the financial agents, which is minimal in light of
the volume invested. We can consider, then, that �∗ in this case is equal to
zero. Therefore, this legislation loophole rendered the capital control com-
pletely ineffective.

Case 6: Increased Eurobond Issues with Embedded 

Options for Bypassing the Minimum Loan Term

In August of 1995, the government set a 5 percent IOF tax on foreign
loans in order to avoid excessive capital inflows. In September of the same
year, the government changed the legislation in an effort to encourage
long-term loans, establishing a sliding IOF according to the loan term. For
up to two years, the tax was 5 percent, up to three years, 4 percent; four
years, 2 percent; five years, 1 percent; and six years or more, 0 percent.

The market soon perceived in this legislation a chance for circumventing
the restriction: it began raising funds through issues of long term bonds
(over six years), but with embedded put option clauses. This meant the for-
eign creditor could shorten the loan term by exercising the option. In prac-
tice, therefore, the loan was short term.
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20. The CDI is the base overnight interest rate for transactions between financial insti-
tutions.

21. See Hull (2005) for further explanations about box option strategy.



The government then began to levy a retroactive IOF if the option was
exercised, and the borrower had to reverse the capital brought into the
country within six years. Those interviewed in our field research stated that
it was still advantageous to issue a six-year bond with a put option exercis-
able within one year, even with the retroactive IOF, because this did not
eliminate the transaction’s gains.

This case illustrates the difficulty of implementing, in practice, controls
on capital inflows. It is an example of a contract subject to capital control
taxes that encourages the short-term investor to disguise his investments as
long term while planning to recover the investment before it matures.

Because the intent of capital controls was to deter excess volatility of
capital flows, the renaming of actual short-term flows as long term would
seriously jeopardize it. After all, if the status quo that prevailed when the
investment was first made continued to hold, the short-term capital would,
ex post, become a long-term investment. This appears to have been the
case of Chile (Edwards, Valdés, and De Gregorio 2000). However, if con-
ditions changed, and the carry-trade strategy no longer seemed to be a
good deal, funds would be sent back home. The IOF tax would not be suffi-
cient to keep the funds in the country if devaluation or default became very
likely. For example, a 5 percent IOF tax would be sufficient to counterbal-
ance a devaluation of only 10 percent within a year with a 50 percent prob-
ability. After the Asian crisis, the odds for devaluation were certainly much
higher than those, which explained why it was worth it to issue a six-year
bond and exercise the option, paying the IOF tax retroactively, if the sce-
nario changed. Carvalho (2005) develops a simple dynamic model that
shows that the tax rates necessary to deter capital outflows if a confidence
or currency crisis became likely would be too high to be implemented.

Case 7: Back-to-Back Operations: Blue Chip Swaps and CC-5 Transactions

for Avoiding the IOF on Exchange Rate Transactions

In August of 1995, the government tightened capital controls in an at-
tempt to contain excessive financial capital inflows, especially short term.
It raised the IOF tax on foreign capital fixed income funds from 5 percent
to 7 percent, raised the IOF on overseas loans from 0 percent to 5 percent,
prohibited foreign investments in the domestic derivatives market,22 and
established a 7 percent IOF on operations between institutions in the coun-
try and overseas through the floating rate exchange market.

The market avoided the IOF on fixed income investments by engineer-
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22. The complete prohibition of foreign investors to access domestic derivative markets was
the logical culmination of the process that started with the tax on box operations, described
in the preceding. After all, there is a theorem in finance that states that any return may be re-
produced by option trading if enough options are available. Therefore, taxing one strategy, as
the box, would only make the market move to another, still untaxed, one with quite similar
results.



ing financial operations like those previously described. But the IOF on
operations between domestic and international institutions drove the mar-
ket to find other loopholes in the exchange rate legislation: they found what
they were looking for in the famous CC-5 accounts.

The accounts of nonresidents created by the Central Bank under circu-
lar number 5 in 1969 were a resource for facilitating the flow of foreign cap-
ital. The CC-5 allowed a nonresident institution to hold an account in
Brazil in national currency with greater ease to send funds outside the
country. In 1992, the CC-5 was overhauled, giving this channel greater
freedom implying higher capital account convertibility. With this new
structure, the CC-5 deposit could be freely remitted through the MCTF.
Moreover, third-party deposits could be made to the account, which meant
third parties then began to make international transfers through the CC-5
account. This type of transfer became known later as the “International
Transfer of Reais” (TIR).

Until March of 2005, to send money abroad unilaterally, a resident had
to deposit it in the CC-5 of a financial institution residing outside Brazil,
then this institution would transfer it to his bank in Brazil, convert it into
foreign currency, and send it overseas. The nonresident financial institu-
tion was usually an overseas branch of the domestic institution. With
changes effected in March of 2005, the resident can now deposit the money
directly in his bank. This simplification meant lower transaction costs and
greater transparency on transfers.

Figure 2.13 shows the movement of transfers through the CC-5 from
January 1993 until 2004. It also contains the covered interest parity differ-
ential, which is a measure of country risk. During periods of higher capi-
tal inflows to Brazil, even net inflows of capital through the CC-5 occurred,
as in 1995 through 1996.23 In the exchange rate band period (1995 to 1999),
the CC-5 channel was more heavily used to send resources abroad. This is
associated with the greater restrictions on capital during this period and
with the economic turbulence that shook the Brazilian economy, namely
the crisis in Asia and the crisis in Brazil itself.

The IOF established in August of 1995 on international transactions be-
tween financial institutions was assessed at the time of the exchange rate
transaction (like a Tobin tax). So to bypass this tax, the market sought ways
to avoid converting currency. One of these was what was called at the time
a “Blue Chip Swap.” This involved a foreign asset that the investor would
transfer to the offshore branch of a Brazilian financial institution against a
CC-5 credit of the investor in Brazil. The foreign investor delivered the for-
eign asset, and the domestic counterpart made the deposit in Brazil in the
foreign agent’s CC-5 account. Through the CC-5, the foreign investor had

Ineffective Controls on Capital Inflows 61

23. As figure 2.4 clearly shows, the CC-5 net balance was clearly one of net transfers abroad.
Of course, gross flows occurred both ways.



free access to the MCTF and sent the money abroad without restrictions
when the operation was finalized. With this, international transactions be-
tween financial institutions bypassed the IOF tax by not officially convert-
ing currency.

These operations involving unofficial currency exchange, in defiance of
the Central Bank’s monopoly, were known as back-to-back operations.
The Blue Chip Swap is one example of this type of operation.24

2.4.3 Disguising Short-Term Investments as Equity and Using
Sophisticated Financial Engineering (Derivatives) to Avoid Controls

Case 8: Labeling Fixed Income Investments as Equity Investments II: 

Share Loans in Brazil and Swaps Abroad

The operation described in Case 3 is designed for a domestic financial in-
termediary that also seeks to offer offshore mutual funds to foreign in-
vestors. In truth, these foreign investors could include Brazilians with non-
declared resources abroad or those seeking to capture the advantages
extended to nonresidents of investing in fixed income in Brazil.

The Brazilian financial intermediary would offer its offshore clients a
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24. Back-to-back operations are also mentioned as a capital control’s circumvention
method in other countries. For example, an Argentinean journal (Ambito Financiero) pub-
lished on December 22, 2006 states that the tax charged by the money changers for a simple
back-to-back operation was at an unusual rate: 1.25 percent to those willing to have dollars
in Argentina and 1.5 percent to those seeking to take them out.

Fig. 2.13 Capital flows through CC-5 and covered interest parity differential (CIPD)
Source: Banco Central do Brasil (all years), Brazilian Mercantile and Futures Exchange
(BM&&F), and authors’ calculations.



mutual fund in a tax haven that profited from Brazil’s short-term interest
rates. In theory, using Annex IV to this end was prohibited due to the cap-
ital controls. So the financial intermediary engineered a financial transac-
tion that enabled it to invest in fixed income via Annex IV, avoiding the re-
striction. With this operation, the financial intermediary was also able to
save on taxes on the institution’s profit in Brazil.

The strategy basically involved the financial intermediary borrowing a
company’s shares that had low liquidity on the BOVESPA, selling them in
a buyback agreement with a foreign investor who entered under Annex IV,
then conducting a swap outside the country with this investor to exchange
returns. If it so desired, rather than borrowing illiquid shares, the financial
intermediary could create a publicly held corporation, as in Cases 1 and 2.

Let us examine the case more thoroughly with the help of figures 2.14,
2.15 and 2.16. In figure 2.14 we present the operation’s agents: Bank X,
which was Brazilian, had a branch in the Cayman Islands and wanted to
offer an offshore mutual fund that earned the returns of Brazil’s short-term
interest rate and whose quota holders were investors with foreign capital.
The branch of Bank X in the tax haven managed this offshore fund, which
invested in Brazilian fixed income.

To move the fund’s capital into Brazil, an Annex IV Portfolio for equity
investments was opened, and it was managed by the securities dealer
(DTVM) of Bank X with headquarters in Brazil. With this, the agent of the
Annex IV Portfolio was the domestic securities dealer, as required by leg-
islation at that time. Investments regulated by Annex IV of Resolution
1289 had to be made according to this procedure, where a qualified do-
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mestic financial institution was the agent of the foreign investor’s invest-
ment portfolio.

The securities dealer of Bank X also retained its own portfolio for in-
vestments in fixed income, legally independent of this Annex IV Portfolio.
The national resources of Bank X were allocated to this fixed income port-
folio to capture the returns of the high domestic interest rate.

The bank also borrowed the shares of a company whose shares were
listed on the BOVESPA and had very little liquidity. It’s worth highlighting
that this was a company that did exist physically, not one created solely for
financial transactions. Illiquidity was key to prevent sudden price moves.

In figure 2.15 we present the beginning of the transactions, which we di-
vide into two steps. The second part of the transaction is illustrated in fig-
ure 2.16.

(1) The offshore fund invested in its Annex IV Portfolio declaring its ob-
jective was obtaining returns on equity investments, which was permitted
and had tax benefits. (2) The securities dealer of Bank X borrowed the
company’s shares, which we will call Z, and (3) sold them through a buy-
back agreement after a specified period of time to the Annex IV Portfolio
of the offshore fund. The buyback agreement established the deadline for
recovering the sale of the shares and stipulated that the buyback would be
based on the share price on the day the contract expired. (4) The money
from the sale of the shares loaned to foreign investors was invested by the
securities dealer in its own fixed income portfolio.

The foreign investor, then, brought his resources into the country via
Annex IV and transferred them to the securities dealer by purchasing the
shares of Company Z. The securities dealer then invested this money in the
overnight interest rate.
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Figure 2.16 illustrates the operation’s unwinding.
(5) The buyback agreement was then settled. The Annex IV Portfolio

resold the shares to the bank’s securities dealer, but because the shares had
very low liquidity, their prices were easily manipulated. The bank drove the
share price up and repurchased them at a price higher than that at which
he had sold them to the foreign investors. All players on the financial mar-
ket know that the main rule is “buy low and sell high,” but in this case, the
bank preferred to sell low and buy high. There was a reason for this: it en-
abled him to embed a loss for the securities dealer in this operation, reduc-
ing his profits. Bank X would then save on Brazilian taxes due to the dealer’s
profit, and as we shall see, recover the loss in Cayman through the deriva-
tives market.

(6) After buying back the loaned shares, the securities dealer returned
them to the Company Z shareholder who had entered into the loan agree-
ment. (7) The return made by the Annex IV Portfolio of the foreign in-
vestors on the share purchase operation was sent abroad legally through
Annex IV as it was gained on the stock market.

(8) The securities dealer obtained the returns of its fixed income portfo-
lio. (9) The dealer then nationalized the money in its Cayman branch, which
was perfectly legal. The amount sent to the tax haven was equal to the prin-
cipal plus interest earned by the fixed income portfolio, that is, the amount
desired by the offshore fund offered by the Bank X branch in Cayman.

So the return the offshore fund desires was still with the Bank X branch
in Cayman, and the loss incurred by Bank X in the share transaction was
passed as the profit of the offshore fund. (10) To finalize the operation and
meet its objectives, the bank conducted a swap in Cayman between its
branch and the offshore fund, where they exchanged the gains from the
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share transaction with the fixed income returns. The swap’s underlying in-
struments were the difference between the price of Company Z shares on
the BOVESPA and the return on the Brazilian fixed rates, so the fixed in-
come return went to the fund and the profit from the share transaction
went to the branch of Bank X.

When concluded, the foreign investors had the fixed income returns and
Bank X had saved on Brazilian taxes. The capital inflow cost incurred by
this circumvention method, the �∗, was only the price of borrowing the
shares and conducting the swap abroad, plus that of the bank to national-
ize the money in its Cayman branch. The latter two items have virtually no
cost, so that �∗ is only the cost of the share loan. But because the bank
saved on taxes, �∗ could actually be negative as the tax savings offset the
cost of the share loan. This strategy provides a clever example of how reg-
ular corporate income taxes could also be avoided through a financial op-
eration originally designed to avoid capital controls.

2.5 Conclusion of Cases of Capital Controls Circumvention

In the preceding section, we have presented diverse strategies for cir-
cumventing controls on capital inflows in Brazil in the 1990s. Most strate-
gies were designed to avoid the IOF tax on fixed income investments that
was imposed with the prohibition of investments in government bonds us-
ing the Annex IV channel although we also reviewed cases with strategies
for bypassing the IOF on foreign exchange transactions and the minimum
terms for foreign loans.

Controls on capital inflows in Brazil varied based on two factors: the
amount of capital inflows and the means the market found to bypass re-
strictions.

The first point was addressed by Cardoso and Goldfajn (1997), who
pointed out the endogeneity of capital controls in Brazil. In periods of
heavy capital inflows, restrictions were placed on the capital inflows, and
in periods of scarce foreign financing, the controls were lifted so as to at-
tract foreign capital.

The second point was addressed in Garcia and Barcinski (1998) and in
Garcia and Valpassos (2000), who pointed out the consecutive changes in
legislation aimed at closing the loopholes the market found for circumvent-
ing restrictions. In fact, analyzing the composition of the total portfolio of
Annex IV investments, one readily perceives the game of “cat and mouse”
underway between the Central Bank/CMN and the financial market.

Table 2.4 shows the composition of the total portfolio of Annex IV in-
vestments from January 1993 until mid 2004 (since 1999, these investments
have actually been governed by Resolution 2689).

Between January 1993 and August 1993, the “Others” item in the table
accounted for around 15 percent to 25 percent of total investment. This
item contained investments in government bonds that were destined for
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Table 2.4 Composition of Annex IV Channel for financial inflow

Annex IV Composition (% total)

Portfolio Privatization Fixed
value (in Equity Derivatives Debentures currency Others income

US$ billions) (%) (%) (%) (%) (%) (%)

Jan. 1993 2.37 82.50 0.00 2.30 0.00 15.20
Feb. 1993 2.35 73.90 0.00 4.80 0.80 20.50
Mar. 1993 2.49 85.00 0.00 0.30 1.50 13.20
Apr. 1993 3.42 79.00 0.00 3.80 0.10 17.10
May 1993 4.05 80.00 0.00 2.20 0.10 17.70
June 1993 4.83 82.60 0.00 2.70 0.10 14.60
July 1993 5.15 73.50 0.00 4.80 0.10 21.60
Aug. 1993 6.88 70.30 0.00 4.00 0.50 25.20
Sept. 1993 6.76 77.20 0.00 19.00 2.60 1.20
Oct. 1993 7.45 68.20 0.00 29.30 1.60 0.90
Nov. 1993 8.96 65.20 0.00 33.60 0.90 0.30
Dec. 1993 10.38 80.10 0.00 18.50 1.10 0.30
Jan. 1994 12.12 82.50 0.00 15.90 1.40 0.20
Feb. 1994 13.23 83.32 0.00 14.14 2.33 0.21
Mar. 1994 14.51 78.26 4.93 13.31 3.40 0.10
Apr. 1994 12.83 75.32 4.19 15.97 4.44 0.08
May 1994 12.97 67.90 7.60 16.10 8.33 0.07
June 1994 13.57 66.68 8.60 15.16 9.49 0.07
July 1994 16.15 70.99 5.66 15.12 7.84 0.39
Aug. 1994 21.31 73.40 5.40 11.20 5.20 4.80
Sept. 1994 21.61 78.10 3.20 12.30 5.00 1.40
Oct. 1994 20.77 77.35 4.06 12.72 5.13 0.74
Nov. 1994 21.83 78.62 4.02 11.15 5.56 0.65
Dec. 1994 20.97 77.54 3.85 12.41 5.41 0.79
Jan. 1995 17.84 76.69 1.95 13.93 5.86 1.57
Feb. 1995 15.76 77.44 3.20 12.20 6.20 0.96
Mar. 1995 13.30 82.77 1.43 8.43 4.26 3.11
Apr. 1995 15.08 84.87 2.32 6.80 5.24 0.77
May 1995 16.99 85.84 1.24 7.89 4.39 0.64
June 1995 16.92 85.19 2.13 7.61 4.42 0.65
July 1995 18.58 84.78 2.96 7.57 4.12 0.57
Aug. 1995 20.63 86.46 3.19 5.94 3.75 0.66
Sept. 1995 19.75 86.35 3.01 6.02 4.12 0.50
Oct. 1995 18.97 86.51 1.89 7.22 3.79 0.58
Nov. 1995 18.81 88.95 0.66 4.95 3.72 1.72
Dec. 1995 18.65 89.46 1.09 5.54 3.68 0.23
Jan. 1996 20.29 90.84 0.04 4.72 3.52 0.88
Feb. 1996 20.33 90.33 0.04 4.46 4.14 1.03
Mar. 1996 19.27 89.79 0.09 4.75 4.32 1.05
Apr. 1996 19.77 89.16 0.09 5.64 3.92 1.19
May 1996 21.21 90.09 0.05 5.66 3.48 0.72
June 1996 23.33 91.11 0.03 4.48 3.21 1.17
July 1996 23.28 90.22 0.00 5.65 3.59 0.54
Aug. 1996 24.07 90.51 0.00 5.52 3.45 0.52
Sept. 1996 25.03 91.06 0.00 5.63 3.19 0.12
Oct. 1996 25.71 91.22 0.00 5.58 3.27 –0.07
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Nov. 1996 26.63 91.53 0.00 5.50 3.20 –0.23
Dec. 1996 28.16 91.96 0.00 5.72 2.79 –0.47
Jan. 1997 31.71 92.58 0.00 4.85 2.11 0.46
Feb. 1997 34.75 93.06 0.00 4.45 1.94 0.55
Mar. 1997 36.35 93.30 0.00 4.32 1.88 0.50
Apr. 1997 38.89 94.21 0.00 3.65 1.74 0.40
May 1997 40.94 94.85 0.00 3.29 0.19 1.67
June 1997 46.03 95.16 0.93 2.99 0.92 0.00
July 1997 49.89 95.47 0.69 3.00 0.84 0.00
Aug. 1997 42.64 94.79 0.63 3.71 0.87 0.00
Sept. 1997 46.11 95.24 0.56 3.37 0.83 0.00
Oct. 1997 35.56 94.43 0.88 4.00 0.69 0.00
Nov. 1997 34.73 95.67 0.52 3.08 0.72 0.01
Dec. 1997 35.78 96.46 1.39 2.12 0.00 0.03
Jan. 1998 29.19 95.75 1.93 2.28 0.03 0.01
Feb. 1998 30.90 96.38 1.48 2.11 0.03 0.00
Mar. 1998 34.87 97.30 1.27 1.40 0.02 0.00
Apr. 1998 35.31 96.49 2.04 1.45 0.02 0.00
May 1998 30.06 96.67 1.57 1.73 0.03 0.00
June 1998 28.72 96.50 1.57 1.73 0.03 0.17
July 1998 30.97 96.69 1.66 1.62 0.03 0.00
Aug. 1998 20.21 94.57 2.53 2.86 0.04 0.01
Sept. 1998 17.21 95.25 3.48 1.22 0.05 0.00
Oct. 1998 18.00 95.49 3.37 1.11 0.04 0.00
Nov. 1998 21.42 96.84 2.30 0.83 0.03 0.00
Dec. 1998 17.37 94.80 4.16 1.00 0.04 0.00
Jan. 1999 11.85 94.90 3.85 0.81 0.00 0.43
Feb. 1999 11.83 95.50 3.59 0.71 0.07 0.13
Mar. 1999 16.02 97.60 1.61 0.50 0.10 0.10
Apr. 1999 18.04 97.90 1.42 0.46 0.20 0.03
May 1999 17.54 98.40 0.90 0.52 0.20 –0.02
June 1999 18.23 98.76 0.23 0.72 0.29 0.00
July 1999 17.09 98.95 0.19 0.69 0.15 0.02
Aug. 1999 15.90 98.72 0.02 0.92 0.10 0.24
Sept. 1999 17.51 98.72 0.02 0.87 0.30 0.10
Oct. 1999 17.79 98.70 0.08 0.83 0.28 0.11
Nov. 1999 20.00 98.77 0.09 0.81 0.20 0.13
Dec. 1999 23.11 98.98 0.04 0.82 0.02 0.14
Jan. 2000 22.32 98.48 0.09 1.17 0.01 0.25
Feb. 2000 22.95 98.49 0.07 1.26 0.01 0.17
Mar. 2000 23.10 98.44 0.06 1.29 0.01 0.20
Apr. 2000 22.45 96.83 0.05 1.36 0.01 –0.01 1.76
May 2000 20.05 96.42 0.11 1.19 0.01 –0.01 2.28
June 2000 23.07 94.13 0.10 1.15 0.01 0.01 4.61
July 2000 23.58 91.63 0.05 1.24 0.01 0.45 6.62
Aug. 2000 23.61 92.67 0.13 1.23 0.01 0.19 5.77

Table 2.4 (continued)

Annex IV Composition (% total)

Portfolio Privatization Fixed
value (in Equity Derivatives Debentures currency Others income

US$ billions) (%) (%) (%) (%) (%) (%)



Sept. 2000 21.09 92.52 0.16 1.27 0.01 0.12 5.92
Oct. 2000 18.93 91.48 0.15 1.31 0.01 0.12 6.93
Nov. 2000 17.78 90.89 0.24 1.26 0.01 0.10 7.50
Dec. 2000 18.53 91.92 0.05 0.91 0.01 0.07 7.04
Jan. 2001 21.25 92.58 0.10 0.89 0.01 0.05 6.37
Feb. 2001 18.55 92.35 0.05 0.67 0.01 0.08 6.84
Mar. 2001 17.09 89.71 0.16 0.78 0.01 0.07 9.27
Apr. 2001 18.65 89.20 0.26 0.84 0.01 0.03 9.66
May 2001 17.75 88.32 0.23 0.80 0.01 0.04 10.59
June 2001 17.82 89.47 0.14 0.72 0.01 0.04 9.61
July 2001 15.81 87.17 0.15 0.70 0.01 0.04 11.93
Aug. 2001 14.62 86.47 0.55 0.72 0.01 0.05 12.20
Sept. 2001 13.99 75.99 0.70 2.33 0.01 0.03 20.94
Oct. 2001 13.67 78.67 0.16 2.79 0.01 0.85 17.52
Nov. 2001 14.42 85.02 0.50 1.54 0.01 1.07 11.86
Dec. 2001 15.50 88.45 0.29 0.73 0.01 1.20 9.32
Jan. 2002 14.59 87.44 0.75 0.67 0.01 1.41 9.73
Feb. 2002 16.57 89.08 1.97 0.34 0.01 0.22 8.37
Mar. 2002 16.34 90.24 0.41 0.60 0.01 0.22 8.52
Apr. 2002 16.78 89.55 1.48 0.59 0.01 0.11 8.27
May 2002 15.02 89.72 1.38 0.59 0.01 0.11 8.19
June 2002 12.31 87.50 2.03 0.67 0.01 0.11 9.68
July 2002 9.18 83.20 4.21 0.57 0.01 0.11 11.90
Aug. 2002 10.22 85.56 3.64 0.43 0.01 0.20 10.16
Sept. 2002 9.96 77.29 5.19 0.43 0.01 0.16 16.92
Oct. 2002 8.95 79.97 3.14 1.01 0.01 0.20 15.67
Nov. 2002 9.06 78.75 3.02 1.11 0.01 0.17 16.94
Dec. 2002 10.40 74.70 2.35 1.15 0.01 0.27 21.51
Jan. 2003 10.04 73.84 1.88 1.24 0.01 0.30 22.72
Feb. 2003 9.85 72.13 3.26 1.29 0.01 0.32 22.99
Mar. 2003 10.68 76.43 2.85 1.47 0.01 0.31 18.93
Apr. 2003 12.48 78.05 2.69 1.43 0.01 0.40 17.41
May 2003 12.64 80.01 1.71 1.39 0.01 0.38 16.50
June 2003 12.80 80.30 1.20 1.40 0.01 7.19 9.90
July 2003 13.31 80.94 1.44 1.50 0.01 0.51 15.60
Aug. 2003 14.60 82.81 1.19 1.38 0.01 0.48 14.13
Sept. 2003 15.05 83.94 1.07 1.24 0.01 0.48 13.26
Oct. 2003 18.68 76.76 4.61 0.95 0.01 0.43 17.23
Nov. 2003 17.64 86.10 0.82 0.94 0.01 0.50 11.63
Dec. 2003 20.12 86.79 0.62 0.68 0.01 0.30 11.60
Jan. 2004 20.02 86.84 0.61 0.57 0.01 0.28 11.69
Feb. 2004 20.72 86.30 0.50 0.60 0.01 0.29 12.30
Mar. 2004 20.96 86.02 0.55 0.57 0.00 0.35 12.51
Apr. 2004 20.40 85.21 2.29 0.57 0.00 0.26 11.67
May 2004 18.41 87.40 1.10 0.65 0.00 0.23 10.62
June 2004 18.50 87.67 1.31 0.84 0.00 0.24 9.94

Table 2.4 (continued)

Annex IV Composition (% total)

Portfolio Privatization Fixed
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fixed income gains. Investments in government bonds directed toward pri-
vatization were discriminated in the item “Privatization Funds.” The other
portfolio components were investments in securities, derivatives, and
debentures. Since 2000 and the publication of Resolution 2689, the fixed
income investments item has been distinguished from the “Others” item.

With the August 1993 prohibition of Annex IV fixed income invest-
ments, the 25 percent of “Others” in the portfolio has fallen to approxi-
mately just 1 percent as investments in government bonds with this objec-
tive could no longer be declared under Annex IV. The investments then had
to be made via special fixed income funds for foreign capital, which in-
curred an IOF tax of 5 percent to 9 percent.

However, in the month following this prohibition, September of 1993,
the percentage of debenture investments jumped from 4 percent to 19 per-
cent, reaching 34 percent in November, indicating the market had begun
circumventing by investing in debentures that earned fixed income, such as
those of the Siderbrás Company. At the end of November of 1993, the gov-
ernment placed a restriction on some debenture investments, but only in
February of 1996 prohibited investing in those of Siderbrás.

After debenture investments were restricted in November of 1993, the
market began bypassing the IOF tax on fixed income investments using the
loophole for using privatization funds and the derivatives market (using
box operations as explained in the preceding). The table shows that the
percentage of privatization funds rose in September of 2003 and peaked at
almost 10 percent of the Annex IV Portfolio in June of 1994. The govern-
ment then prohibited NTN investments (Treasury bonds) with privatiza-
tion resources,25 precluding fixed income gains through this loophole. The
percentages for derivatives were only made available beginning in March
of 1994, and we are unable to trace the development of these flows.

Finally, only equity investing was left unrestricted, and the other items
were subject to diverse rules before permitted to invest through Annex IV.
The market then began to use circumvention strategies involving the stock
market, as seen in Cases 2 and 3 in the previous section. Another method
that has been adopted since August of 1993 was disguising short-term cap-
ital as direct investments as described in Case 1. These two methods for cir-
cumventing the controls were not prohibited by any legal measure. Strate-
gies such as the one in Case 2 may still be used by financial institutions
seeking to avoid the income tax on fixed income gains, which is higher than
that on capital market gains, or to invest in fixed income for less than ninety
days without paying the 5 percent IOF tax.

The market, then, appears to always find a means of circumventing re-
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25. Funds in privatization funds were allowed to be invested in domestic bonds until the pri-
vatization took place. However, investors parked their funds in the bonds indefinitely to avoid
the tax, without true intention to participate in privatizations.



strictions placed on foreign capital, rendering capital controls ineffective 
in the medium term. However, the price to be paid in terms of how the 
market is viewed when controls are imposed could endure for some time.
Some argue that ex ante controls on capital inflows do not compromise the
country’s reputation and are prudent measures for avoiding destabilization
caused by excessive capital inflows. However, to quote one of the financial
market agents that we interviewed in our field research: “An ex-alcoholic
can’t touch a bottle of whiskey.” Also, the operations of controls on capital
inflows are not very well understood and may create misunderstandings
harmful to the country’s reputation. For example, in the aftermath of the
Mexican 1994 crisis, Brazil reduced the IOF on capital inflows. The (albeit
temporary) reduction of a tax should be considered a liberalization; how-
ever, it was taken by two highly trained scholars as just the opposite.26

As expressed in Forbes (2004), economic literature has still not been able
to prove conclusively that imposing controls on capital inflows effectively
reduces the vulnerability of the countries that employ them. Forbes states,
“although capital account liberalization may increase country vulnerabil-
ity to crises in some cases, the relationship between capital controls and fi-
nancial crises is not so straightforward” (2004, 18). However, the literature
extensively defends increased liberalization of the capital account: financ-
ing via foreign savings allows for more investment, increased potential
GDP, and intertemporal consumption smoothing.

Our main conclusion is that although from a welfare point of view ex
ante capital controls may be desirable in certain cases, their implementa-
tion when sophisticated financial markets are present is very difficult. This
ineffectiveness comes from three facts:

1. Developed financial markets are very good in performing arbitrage.
2. Capital is fungible.
3. Usually, a country wants to control only a few forms of capital in-

flows (e.g., short-term portfolio investments) while providing total free-
dom to other forms (e.g., long-term fixed investment).

With these three characteristics, financial markets can lower the cost of
effectively investing in the country, as we have documented for Brazil.27
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26. “Capital flows to developing countries fell by one-fifth from 1993 to 1994, with the Feb-
ruary rise in U.S. interest rates often viewed as the turning point. At the same time, while some
countries stayed the course to liberalization, others which had earlier liberalized (for example,
Venezuela, Brazil, Ecuador, and Nigeria) resorted to re-imposing capital controls or to tight-
ening existing regulations and delaying announced liberalization plans”; Drazen and Bar-
tolini (1997).

27. One market player remarked that things may have changed somewhat in regard to the
ability of the financial market to avoid controls. This would be because current legislation car-
ries penal liabilities to the partners of institutions that are found guilty of breaching the leg-
islation. Therefore, financial market players may have become more risk averse in devising fi-
nancial engineering strategies to avoid capital controls, but that remains to be seen.



2.6 Conclusion

We have analyzed the effectiveness of controls on capital inflows in re-
stricting and selecting financial inflows. We saw that in Brazil in the 1990s,
controls on capital inflows only effectively limited financial inflows for
short periods: two to six months. The hypothesis we submitted was that op-
erations aimed at avoiding capital controls during this period rendered in-
effective the measures and restrictions. We gave numerous examples of the
operations that were reportedly used in this period and that allowed exter-
nal investors to invest in Brazil while bypassing government restrictions.

The ability to circumvent controls on capital inflows implies that the cost
of short-term capital inflows is not necessarily the official tax rate imposed
by the capital controls, but rather the lesser of the two between the official
tax rate and the cost of avoiding the controls. We reported numerous cases
in Brazil during the 1990s that showed that the cost of circumventing cap-
ital controls in that period was less than that of complying with regulation.
As such, the effectiveness of measures restricting capital inflows was very
limited. We conducted an analysis using impulse response functions to
measure the effectiveness of inflow controls in restricting financial inflows
in Brazil in the 1990s, and we found that the measures were able to reduce
capital inflows for up to six months. Financial inflows through the Annex
IV channel—which were often seen as the short-term villains at the time—
were even less affected and reversed the impact of the restriction in only
two to three months.

The impact of capital controls avoidance on their effectiveness has not
yet been thoroughly addressed in economic literature. It is common to as-
sume that the implementation of the controls is a given and to disregard the
effect of circumvention. However, the imposition of capital controls will be
influenced by the following factors: the development of the domestic fi-
nancial market and alternatives in overseas derivatives markets (which en-
large avoidance alternatives); the ability of authorities to monitor inflows;
the penalties for avoidance; and, the most difficult to prevent, regulation
loopholes.

In summary, the effectiveness of controls on capital inflows will depend
on the market’s ability to circumvent restrictions and the government’s
ability to establish a covered interest parity differential that will balance
capital flows. As long as the country’s risk-adjusted earnings are attractive
for the carry-trade strategy, controls on capital inflows will be at best only
temporarily effective in a developed, sophisticated financial market. And
policymakers should take this restriction into account when designing eco-
nomic policies. Capital controls may very well be desirable, a topic we do
not discuss here. But if they are ineffective, there is no point in spending the
scarce resources of bank supervision trying to implement them. Instead,
improving economic policy should be the main focus.
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Appendix

Other Circumvention Methods

Case 9: Privatization Currency

Another loophole in Brazil’s capital control legislation between 1993
and 1995 was that it granted permission for funds investing in the country’s
privatization to use Annex IV for investing in national treasury notes
(NTNs). Initial legislation sought to encourage inflows of foreign capital
directed at investments in privatization, but the market began establishing
short-term fixed income investments as privatization investments, thereby
capturing the tax benefits of investing in Brazil’s domestic debt through
Annex IV. This method of capital control avoidance seemed to be widely
employed. One indication is that the flow for privatization via Annex IV
between April and July of 1993 averaged US$4.36 million. In August of
1993, a capital control was applied that prohibited fixed income invest-
ments via Annex IV and permitted only investing through specific fixed in-
come funds that were subject to a 5 percent IOF tax. In September of 1993,
the flow declared as privatization resources rose to US$176 million. This
means that when fixed income investments were restricted, the flow de-
clared as destined for privatization increased more than 3000 percent in
less than two months.

Case 10: Resolution 63 “CAIPIRA” (“Country 63”)

Another strategy for raising foreign funds with tax benefits was provided
for by Central Bank of Brazil Resolution number 63 for agriculture financ-
ing. The operation was similar to those involving ACCs. Rural producers
were permitted to borrow abroad, with tax benefits, and began selling them
to financial investors so that short-term loans declaring agricultural desti-
nations were a common market practice. The loan, however, was redirected
to financial market transactions.

In general, the cost of these loans was also less than the CDI. This meant
that the same strategy undertook with ACCs could be replicated with the
“63 Caipira,” that is, raising funds at a cost well below the CDI and invest-
ing the money in the overnight market or in margin deposits required by
the BM&F interest derivatives. The capital that in theory was for agricul-
ture investments was actually redirected to short-term fixed income invest-
ments. The transaction was strictly within legal boundaries because rural
producers officially took out the loans.

Through this 63 Caipira strategy, investors raised funds at short-term
rates to perform the carry-trade. At the same time, investors with foreign
capital could use this channel to invest in fixed income given the ease with
which it was redirected to the financial market. This legislation loophole
meant gains for both the borrower and the lender.
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Only in 1996 did the Central Bank limit transactions using Resolution
63. The institution’s 1996 Report clarified: “In order to avoid the applica-

tion of resources from long term loans in speculative investments. Circular
No. 2.660, of 2.8.96, limited the alternatives for investing funds raised un-
der Resolution 63 when not used by their final borrower” (107).

The next case of circumvention involves a loophole in legislation that
permitted investments in debentures under Annex IV. Prices of some of the
debentures were linked to Brazil’s benchmark interest rate, opening a door
for bypassing restrictions on fixed income investments.

Case 11: Siderbrás Debentures and Others

One method for avoiding the restriction on fixed income investments
with tax benefits provided for by Annex IV was to take advantage of the
loophole in legislation that permitted investing in debentures through this
channel. Between August 1993 and November 1993, this loophole allowed
investors to earn the returns of fixed income by investing in debentures that
were linked to the base interest rate. One example involved the debentures
of the company Siderbrás.

In August of 1993, the volume of debenture investments under Annex 
IV was US$275 million, or 4 percent of the total Annex IV Portfolio in 
the country. In September, after the capital control was introduced, this
amount jumped to US$1.3 billion, and in November of 1993 reached its
highest to date at US$3 billion, or 34 percent of the portfolio. In Novem-
ber of 1993, the government prohibited debenture investments using An-
nex IV, closing the door on this form of circumvention.

In this section’s conclusion, we exhibit a table with the composition of
the total Annex IV Portfolio in the country, and we analyzed, as in Garcia
and Barcinski (1998), the dynamic of flow shifts among items in Annex IV
prompted by capital controls.

The cost of bypassing controls by investing in debentures, the �∗, was
zero, because the yield of these debt instruments was tied to the interest
rates sought by investors and, moreover, offered the tax benefits of Annex
IV investments.
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Comment Gustavo H. B. Franco

The issue of the effectiveness of capital and foreign exchange controls in
general, and their relevance for emerging markets in particular, has always
been a high temperature one, though in recent years, given advanced glob-
alization, banking and financial crises, and the worldwide adoption of the
Basel Accord, new ramifications in the basic issue of effectiveness are yet
to be properly addressed. While old-style foreign exchange controls are be-
ing phased out around the world, adversaries of globalization increasingly
align capital controls as one crucial mechanism to sand the wheels of in-
ternational finance. The notion of an international Tobin Tax has been es-
pecially appealing to these audiences and popular to some politicians
though no practical application has yet been truly discussed. Mainstream
economists and central bankers do not generally take proposals along
these lines very seriously, most usually dismissing capital controls across
the board with the same arguments normally thrown at price freezes and
other forms of artificial intervention in the working of markets. It is true,
however, that the velocity with which antiglobalization proposals to limit
capital mobility are sidelined is not the same at which public policy has ad-
vanced in the topic of capital account convertibility as a general proposi-
tion. In fact, the 1997 defeat of the proposal to advance in this realm in the
context of the Articles of Agreement of the International Monetary Fund
(IMF) can be taken as an eloquent demonstration that there was less cer-
tainty in this field than many people thought. Indeed, an indication toward
this ambiguity is the development of two distinct branches of empirical lit-
erature: one positive, on the association of measures of capital mobility, or
convertibility, and economic growth, and another negative, on the associ-
ation between capital mobility and currency crises; neither, actually, is es-
pecially conclusive. Indeed, the successive episodes of instability, sudden
stops, banking and currency crises, not to mention the growing concern
with money laundering and terrorism’s money, have made deregulation in
the financial industry, especially when it involves international transac-
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tions, a very cautious process. Yet in one way or the other, the debate on the
regulation of foreign exchange transactions, and within which the scrutiny
on capital flows, has been kidnapped into the grand world controversy
around globalization where it was torn by ideological misconception and
prejudice. While antiglobalization groups intend to save the world with
capital controls, mainstream economics seems unprepared to concede any

role for capital controls or regulation even in times of unambiguous exu-
berance.

The question to address, however, in connection with Carvalho and
Garcia’s paper, is very much circumscribed to a specific context, namely,
whether there is some middle ground between these extremes, when one
considers a brief but relevant episode of targeted restrictions to short-term
capital inflows into 1993 to 1998 Brazil, combined with a liberalization of
outflows, and during years in which there was little doubt that a “capital
surge” was taking place. My personal position at the Central Bank, start-
ing in October, 1993 as deputy governor in charge of International Affairs
and directly responsible for the creation and implementation of the regu-
latory changes in the field of foreign exchange regulation through 1997,
when I was elected governor, where I stayed until early 1999, places me at
a privileged position to look back at the episode from a firsthand practi-
tioners’ point of view, though in a somewhat uncomfortable position to
judge “ineffectiveness,” as argued by Carvalho and Garcia. The reader
should be warned of the presence of bias in the views expressed in what fol-
lows, which, I guess, might be a redundant advice in this profession.

Some context is also very much required. In the early 1990s, Brazil was
still enforcing old-style foreign exchange controls, though with great
strides toward liberalization. Foreign exchange shortage seemed to be the
rule since the 1950s, and the notion of excessive inflows, bound to deserve
restrictions rather than incentives, was by all means novel. Indeed, in the
early to mid-1990s, these were times in which the concern with “capital
surges” and its consequences to exchange rates (and the concrete threat of
the “Dutch Disease” phenomenon) led to academic production and also
practical experiences with various sorts of impediments to capital inflows
deemed of a “lesser quality,” as in Calvo, Leiderman, and Reinhart (1993),
Corbo and Hernández (1996), Dooley (1995), Gavin, Hausmann, and Lei-
derman (1995) and Schadler et al. (1993).1 More specifically, the experi-
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1. The conclusion of Calvo, Leiderman, and Reinhart (1993, 149) may offer a fair summary
of the wisdom of these years.

To summarize, there are grounds to support a mix of policy intervention based on the
imposition of a tax on short term capital imports, on enhancing the flexibility of ex-
change rates, and on raising marginal reserve requirements on short term bank de-
posits. Given the likely fiscal cost, it is hard to make a strong case in favor of sterilized
intervention, unless countries exhibit a strong fiscal stance and capital inflows are ex-
pected to be short lived. In any case, we believe that none of the above policies will



ence of Chile, and also of some Asian countries, received some attention in
the late 1980s and early 1990s while excess liquidity had been there, in some
cases, for more than a decade, and there are mixed reviews as to the effec-
tiveness of controls. Yet as the pendulum of world liquidity retreated from
abundance to scarcity a few years later after the Asian, Russian and other
crisis that followed, it was curious to see that capital account convertibility
fell into disregard, and the idea of restriction to inflows, as a way to reduce
the impact of sudden stops, regained some popularity even where it was
criticized. As put by Fischer (2002, 12–13):2

The IMF has cautiously supported the use of [market-based capital in-
flow controls,] Chilean style. These could be helpful for a country seek-
ing to avoid the difficulties posed for domestic policy by capital inflows.
The typical instance occurs when a country is trying to reduce inflation
using an exchange rate anchor, and for anti-inflationary purposes needs
interest rates higher than those implied by the sum of the foreign inter-
est rate and the expected rate of currency depreciation. A tax on capital
inflows can help maintain a wedge between the two interest rates. In ad-
dition, by taxing short-term capital inflows more than longer-term in-
flows, capital inflow controls can also in principle influence the compo-
sition of inflows. . . . In a nutshell: capital controls may be useful
provided they are exercised with care; they are likely to be transitional—
albeit possibly in use for a long time—and caution is likely to be neces-
sary in removing them.

Restrictions are never popular in this profession, nevertheless, and look-
ing back at the specific Brazilian 1993 to 1998 experience with controls im-

posed on inflows, even considering that this was combined with deregulation

on the outflow side, it is not too uncommon to see economists attempting to
fit these measures into the stereotype of bureaucrats trying to fight market
fundamentals with pointless controls. Capital and foreign exchange con-
trols are easy targets, and mainstream profession would always be willing
to welcome the claim of ineffectiveness of controls in general, and the one
provided by Carvalho and Garcia for the Brazilian experience in particu-
lar, especially if we miss the details, and these details can be very confusing
to academic researchers with incidental contact with the practitioners’
world. Carvalho and Garcia’s paper has the undisputed merit of penetrat-
ing the obscure realm of the trading desks to see what actually takes place
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drastically change the behavior of the real exchange rate or interest rate. The choice of
appropriate policies, however, could decidedly attenuate the detrimental effects of sud-
den and substantial future capital outflows.

2. Italics are mine. Perhaps it would be more appropriate to say that, as to the restrictions
to capital inflows in Brazil, the Fund had mixed views and loudly ignored what was going on
for quite some time. By 1997, in view of the commitment to the attempt to amend the Articles
of Agreement toward capital account convertibility, there was some indication that the Fund
did not like the restrictions Brazilian style.



in response to specific policy or regulatory measures. Whether they suc-
ceeded in forming a comprehensive picture and a fair judgment is an en-
tirely different matter. In fact, in what follows, it is argued that the eleven
alleged examples of circumvention of controls and restriction to inflows
are not as nearly relevant as argued. If not outright unimportant, then
some of the examples are such as to deserve so many qualifications that
Carvalho and Garcia’s conclusion is mostly invalidated. Yet in arguing
along these lines, one does not intend to make a case for exchange controls
or capital controls in general, neither a case for the effectiveness of restric-
tions to inflows as a general proposition, in times of capital surges. The
point here is that under the particularly exuberant circumstances lived by
Brazil in the mid 1990s, and having in mind a number of institutional fea-
tures of the relevant market environment and associated regulation and in-
stitutions, the regulatory innovations for both inflows and outflows were
relevant and effective given their terms of reference. The relevant metric to
assess effectiveness as we move into the third- or fourth-best realm where
the practitioners are found are difficult to obtain. Yet a look at the data on
the amounts of taxes (on capital inflows) collected and on the nature of in-
flows (average tenor, spreads, volumes) also help to raise serious doubts on
Carvalho and Garcia’s conclusions.

The rest of this comment is divided into three sections: the first section
draws attention to the new regulatory realities and particularly to the role
of controls to banking operations in a world ruled by the Basel Accord
within which it is quite important to have in mind the size of the penalties,
and even criminal implications, of evading or circumventing the regulator’s
directives. The second section provides specific clarifications on each of the
circumvention possibilities and indications on how the Central Bank acted
on each situation. The last section presents numbers for the collection of
taxes on capital inflows of several types, which are significant, thus weak-
ening the circumvention claim. In addition, the data on the nature of the
mainstream capital inflows into Brazil 1992 to 1999 reveal a clear trend to-
ward extended maturities in external loans, even with significantly de-
creasing spreads. The aim of restrictions, the improvement in the quality of
inflows, was accomplished; the precise magnitude of their contribution of
restriction certainly deserves more work.

Controls and Compliance after the Basel Accord

As a background to more specific observations as to the alleged eleven
ways to circumvent controls to inflows, one should bear in mind that,
notwithstanding undisputed sophisticated financial markets creativity and
the fact that capital can move around under countless types of disguises,
foreign exchange transactions are basically banking transactions and, as
such, subject to the scrutiny of regulators on several grounds. As one asks
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whether capital controls on inflows are possible at all and, further, whether
selective controls on capital inflows are feasible or even when one argues
that such controls are effective only in the short run, what is at stake is
whether the Central Bank is capable of looking into specific operations of
banks and imposing limitations to certain families of transactions. In fact,
there is no reason to assume that forex transactions are any less an object
of the regulators’ surveillance than any other banking transaction. In fact,
these days past the Basel Accord, most controls directed to banking activ-
ities have been internalized through compliance rules that aim at aligning
interests of the regulator and its subjects. Internal compliance rules have
been created and developed by all banks around the globe with the more
specific objective of minimizing problems with the regulator in all its areas
of concern, from risk-weighted capital, credit scoring, and derivatives ex-
posure to the precise identification of clients and the nature of foreign ex-
change operations. Indeed, the control of capital inflows can be seen as an
activity conducted by banking supervision departments, which are per-
fectly capable of monitoring individual transactions and exercising the dis-
cretionary power to veto specific trades or deals as they are seen as possible
violations in existing regulations, whether targeting risk, crime, or other
endeavors.

It is a fact that banks comply with directives of central banks as a gen-
eral proposition, even when they restrain their activities and profit possi-
bilities. In many cases, banks go beyond the Central Bank’s directives. If,
for instance, the Central Bank issues guidelines regarding foreign exchange
transactions aiming at preventing money laundering, it is common to see
banks expanding the directive into their compliance departments in order
to prevent any questioning that might be transformed into very costly lia-
bilities or damages to the bank’s reputation. It is rare to see anyone ques-
tioning the overall compliance, for instance, to Basel rules regarding risk
weighted capital, even though the bypassing may be as profitable as the by-
passing of capital controls. Why then should one assume that banks would
be willing to jump at any possibility to bypass regulatory directives in the
subject of limitations to capital inflows of certain kinds when banks tend
to be “well behaved” in other areas?

Indeed, there is no literature or bias in the issue of alleged ineffectiveness
of Basel rules or banking regulation at large as there is in the case of capi-
tal controls. However, as it is common to see in the regulation and in the
“crime and punishment” literature, one may say compliance is a game in-
volving a payoff highly dependent on not being caught breaking the law.
Yet in the repeated game between banks and their regulators, and in view
of the importance of reputation in this business, and also for the normal
flow of banking, one hardly see banks challenging aggressively and re-
peatedly regulatory directives, especially when the negative payoff of a
controversy with the regulator may be very costly penalties possibly en-
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dangering the continuity of the bank. It is common to see controversies
and discrepancies in views during the course of the banking supervision
activity and a wide range of activities, from credit scoring and associated
provisioning to foreign exchange transactions, but the instruction of the
regulator is always the final word in practically all matters related to bank-
ing supervision. Why does this propensity to discipline not exist when di-
rectives are concerning controls to capital inflows? Why is this particular
subset of regulations less effective than the rest?

It is true that there were times past, long ago, in which foreign exchange
regulation was so unrealistically restrictive that one would see the devel-
opment of black markets and curb markets, yet not usually within the
banking system and mostly involving cash transactions. It is hard to imag-
ine that controls to capital inflows would be such as to provoke any major
dislocation toward the black market or that the restricted portions of the
capital account of the balance of payments could be channeled into trans-
action technologies and platforms mostly used by criminals. As a practical
matter, it is not possible in Brazil for the parallel market to develop outside
the financial systems in a dimension large enough to disturb macroeco-
nomic policies. It is well known that a black market remains in existence in
Brazil, as in any other country in the world, in which transactions are al-
most exclusively in cash and related to crime.3

In addition to the argument made in the preceding that banks strive to
preserve a good working relationship with the regulator when it comes to
compliance, it is also important to clarify the exact nature of penalties and
problems related to the violations that may be involved in the eleven alleged
circumvention operations described by Carvalho and Garcia. Seven of
these eleven Cases (1, 2, 4, 6, 7, and 9) involve penalties defined in Article
23 of Law 4.131/62, according to which, the furnishing of “false informa-
tion” (paragraph 2) in foreign exchange operations contracts and “fraud”
(or “false identity,” paragraph 3) in such contracts would trigger penalties
of up to 100 percent and up to 300 percent of the value of the contract re-
spectively. In both cases, penalties are applicable not only to the seller of
foreign exchange but also to the bank, sometimes to their directors, and to
the broker if acting on the operation. This is an incredibly powerful direc-
tive as it makes the bank a partner to the sponsor of any wrongdoings as-
sociated with the foreign exchange transaction. This is reason enough for
banks to be very selective when it comes to creative operations or more
compliance prone in this area than they normally are.

These seven operations also involve violations in tax laws as they result
in evading the tax due at the time of the foreign exchange sale (often the tax
on financial operations [IOF] but also, sometimes, on the withholding tax
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on income earned) and the attempt to disguise the liability. Penalties are a
multiple of the tax values due and unpaid and are comparable to the ones
applicable by the Central Bank for the violation of foreign exchange regu-
lations (which are proportional to the principal amount involved), but
their consequences are far worse as tax evasion is also a crime. Further-
more, in these seven transactions, in addition to tax evasion, there are also
other crimes involved such as financial fraud and conspiracy. In fact, both
the foreign exchange authority and the tax authority are obliged to inform
the Public Prosecutor (Ministério Público) of the possible presence of crime
(if they do not inform, these authorities may face criminal charges them-
selves). Based in such reports, prosecutors usually do not hesitate in start-
ing criminal investigations, often followed by wide press coverage, on the
parts involved. It is not hard to imagine the amount of the damage that
could do to banks and the effort of compliance units to prevent any occur-
rence that might possibly entail such course of events.

In view of the preceding, it seems hardly likely that any significant num-
ber of banks would enter in any significant amounts of transactions of
these types considering the risks of getting caught and the consequences of
such conducts. Compliance units exist with the precise aim at avoiding
conducts that might lead to confrontations with the regulator. Of course,
lots of anecdotal evidence may be collected on ideas or attempts of by-
passing regulations on capital inflows, especially amongst traders, as one
considers the agency problem that evolves as traders try to force quasi or
even fully illegal transactions onto their employers as they would earn the
bonuses before the regulatory, tax, and criminal charges and liabilities are
presented later on, when traders have already moved into different banks.
These were the years in which Nick Leason was active in Singapore; some-
thing along these lines may have taken place in Brazil, though with little
macroeconomic relevance. The collective memory of trading desks from
times of regulatory change must be treated with considerable caution as it
moves into the realm of the academic debate on the effectiveness, however
defined, of the regulatory policy mix implemented in 1993 to 1998 Brazil.

The “Circumventions”

After these general comments, we turn to specific observations on the
eleven models of transactions depicted as ways to circumvent controls or
taxes on inflows of capital. It is useful to group the transaction according
to their nature and examine what took place separately.

Disguised FDI

From the onset, one should squarely disregard Cases 1 and 2 that, in the
point of view of the undersigned, belong in the realm of fantasy. Given the
documentary needs of companies with foreign ownership in Brazil, the
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“disguise” is very simply impossible and also way too risky in view of the
sanctions mentioned in the preceding. It is true that the Central Bank saw
a more intensive usage of inter company loans, and very specifically in
1993, but the increase in foreign direct investment was much larger, dis-
solving the impression that multinationals could have been using loans to
undertake financial arbitrage and in excess of what would be normal to ex-
pect in light of their equity investments into Brazil.

Portfolio Investment under Annex IV

It should be said from the start that the misrepresentation, on the part of
the investor and the bank undertaking the forex transaction, of a given in-
vestment through the regulatory window for inflows of foreign portfolio in-
vestment (Cases 4, 7, and 9), known by an acronym related to the regula-
tory directive, “Annex IV,”4 would involve the violations and penalties as
described in the preceding. The problem here was not circumvention but
grandfathering fixed income investments made before the restrictions, thus
avoiding complaints along the lines of disrespect of contracts and preserv-
ing the ex ante character of the restrictions. In fact, in order to be worthy
of what Stanley Fischer described as “market-based” restrictions, a key as-
pect of the restrictions would be that their nature and cost should be fully
known before the foreign investor decides to invest. In this connection,
Brazil preferred to work with a tax paid at the moment of entry, with no
other obligations in the future, than the Chilean system of a quarantine,
necessarily involving the Central Bank receiving, managing and remuner-
ating deposits from investors for prolonged periods of time.

Yet the problem with Cases 4, 5, and 7 was that foreign investment into
some specific fixed income instruments in Brazil before December 1993
could take place through the portfolio investment foreign exchange win-
dow—Annex IV—without any misrepresentation. Commodities mutual
funds, debentures, privatization currency (securitized Treasury bonds),
and derivatives (entailing constructions such as the box with options deals,
producing a synthetic of a fixed income instrument) were all permitted up
to mid-1993. From then on, each such instruments was withdrawn from
Annex IV in a sequence and moneys invested thereof had to be reallocated.
In each case, as time was given to investors to reallocate their investments
into different instruments, one saw a sequence of shifts of resources in a
succession as resources into commodities mutual funds flew partly into
debentures then partly to box with options, until all varieties of fixed in-
come instruments were formally forbidden. The fact that these restrictions
were not done all at once, but in sequence, produced these shifts, which
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4. Resolution 1,289 of the National Monetary Council (the regulatory body with the legal
competence to issue foreign exchange regulation) regulated portfolio investment in its varied
forms. The annexes of the Resolution had regulations for each family of investments. The
most popular was Annex-IV, regulating investments into the Brazilian stock exchange.



gave the impression of a cat and mouse game. More essentially, however,
there was little or no circumvention as resources were already invested

within the country in Real denominated instruments. At the end of 1994, 
all new flows into the portfolio investment window fell to US$5.0 billion,
from US$6.5 billion in 1993, while the inflows into the special class of 
fixed income funds created for the specific purpose of removing all fixed 
instruments, even synthetics from the portfolio investment rules, received
US$1.3 billion, with all taxes duly paid, as seen in table 2C.1 in the follow-
ing. Another vehicle, “Privatization funds,” was created to capture in-
vestors’ interest in privatization, received US$1.9 billion in 1994. The fact
was that after the grandfathering was completed through 1994 and after,
there was practically no claim or indication of any fixed income invest-
ments into Annex IV, except for rumors of operations known as Blue Chip
Swaps examined later.

The CC-5 Accounts

Case number 10 involves nonresident banking accounts within Brazil
(known as “CC-5 accounts”) that enjoy full convertibility. Indeed, because
the nonresident that can open such an account must be a bank, and this
bank can transact on behalf of third parties, one is right in pointing out
that this vehicle, in theory, represents a full fledged opening of the capital
account. The interesting question to raise here is why this platform is not
used more widely as there is no restriction whatsoever in the amounts and
on the nature of the transactions made at the outflow end.5 Interestingly, the
problem here is disclosure. Any such transactions would necessarily in-
volve the full identification of the parties involved and all explanations as
to the nature of the transaction made. And, of course, at the inflow end, if
the transaction is identical or even similar to the ones that involve a special
tax payment or any other restriction, the Central Bank will make sure that
restrictions are obeyed and taxes paid or simply instruct the bank not to do
or to undo the transaction. The public and the regulator scrutiny on the
movements in the CC-5 accounts is very severe, given cases of fraud, mis-
use, and money laundering, and for this very reason banks and individuals
tend to be extra careful with transactions of this kind; it does not seem
plausible that operations to circumvent restrictions to inflows were made
in this channel in any significant way; it suffices to look at the flows that are
chronically negative. In any event, explicit taxes on inflows through CC-5
accounts were enacted by mid-1995 in line with the taxation of fixed in-
come mutual funds.
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5. For a review on the status of the capital account liberalization in Brazil, see Franco and
Pinho Neto (2005).



Leads and Lags

Case 5 in Carvalho and Garcia treats as circumvention what may be de-
scribed as an exception. In Brazil, exporters are allowed to enjoy leads, that
is, to anticipate export revenues through bank lines offered by local banks
against the collateral of the export receivables. These advances were made
and continue to be made at international costs and indexed to the dollar.
They are perfect to allow exporters to arbitrate interest rate differentials,
and surely a very relevant part of the profitability of exporting from Brazil
is related to this possibility. Many see this as a financial subsidy, as ex-
porters are thus capable of undertaking interest rate arbitrage in ways that
were forbidden to financial players more generally by this time. Yet the fact
that restrictions and taxes to short-term inflows could not reach leads and
lags undertaken by exporters and importers meant that these groups were
exempted from the restrictions, which, however, did not seem to bother
regulators at all as any help into exporters profitability and into the in-
crease in import penetration ratios was warmly welcome in times the for-
eign exchange anchor was deemed crucial to end hyperinflation. There was
some concern, however, with the case of a nonexporter who could go into
a Brazilian bank, draw funds from a line backed by export receivables he
did not actually possess, and use the resources to invest in fixed income in-
struments. The only condition this fellow had to obey was to actually prove
the shipment of such exports after a maximum of 180 days. There were
some such cases, and what happened, though in a small scale, was that this
fellow would have to purchase export performance from an exporter that
did not advance receivables. The exporter would sell his rights at a pre-
mium, capturing most of the gain of the arbitrageur. Again, the exporter
would stand to gain, even if some of the gain is reaped by the financial mid-
dlemen. Again, there was no circumvention, or loss of effectiveness, as de-
scribed.

Derivatives, BTBs, and BCSs

Case 11 is not really a transaction; it is more like a statement of fact, or
faith, that in a world so rich in derivatives, including specifically nondeliv-
erable forwards (NDFs) traded over the counter in New York or futures in
the Chicago Mercantile Exchange (CME), anything is possible, namely a
“synthetic” of a fixed income investment can be made in New York or in
the Caribbean without anybody bothering with foreign exchange and
banking regulations in Brazil. Yet this is only true if some connection is es-
tablished with the fixed income market in Brazil; if not, how can the inter-
est rate arbitrage be done?

With derivatives, loans, or stocks, one can indeed build what has been
called a “back-to-back” (BTB) operation. Case 7 is one such operation, not
quite the typical one. The most common was what was called the “blue chip
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swap” (BCS) mentioned a bit out of context by Carvalho and Garcia in
connection with CC-5 accounts, and also mentioned in the preceding as re-
lated to Annex IV. It consists of two theoretically unconnected transac-
tions done in Brazil and offshore. A bank buys, for instance, Petrobras
American depository receipts (ADRs) with a repo in New York, and the
Brazilian branch of the same bank sells the same stock with a reverse repo
agreement. The foreign leg of the deal was exactly the opposite of the
Brazilian leg, the short and long positions in the same asset cancel out, but
the different financing cost at both repo and reverse repo operations is
where the interest rate differential could be captured, if and only if the same
entity could bank the two legs at the same balance sheet and other market
risks are controlled for.

As these deals started to appear, many regulators, in Brazil and abroad,
jumped in to understand the transaction and fit it into their rules. Tax au-
thorities in Brazil grasped the spirit of the transaction, as it involved very
visible fingerprints in the stock exchange, and attacked very directly all
parties suspect of such dealings. The Central Bank, in turn, leveraged the
attack as the foreign exchange regulation forbids what is called “private
compensation,” or schemes through which parties evade a foreign ex-
change transaction offsetting credits and debits on shore and offshore.
Penalties here may go up to 100 percent of the values transacted.

The BCS deals existed much more as legend than fact, and known deals
were subject to very high penalties whose values were made public to fur-
ther discourage banks from undertaking such risks.6 The BTB deals be-
came a primary model of laundering moneys offshore that could not enter
the country either in view of tax consideration or worse. During the course
of 2005, in a high profile Congressional Commission of Inquiry, it was
found that the Workers Party appeared to have entered into several BTB
transactions to use illegal campaign money held abroad to pay for things
and bribe people within the country. This deal certainly belongs to the cir-
cumvention family described by Carvalho and Garcia: moneys held
offshore by Partido dos Trabalhadores (PT) could have been deposited in
an offshore branch (or parallel bank) of a Brazilian bank, which, quid pro
quo, lent money to PT in Brazil through an intermediary, entirely out of
market conditions, especially regarding collateral.

Indeed, as a conclusion, one may admit that there are many theoretical
ways to circumvent banking and foreign exchange regulations and under-
take fraud. It is an entirely different matter to presume that this could be
done on large scale to the point of turning regulations into a pointless ex-
ercise, given compliance discipline and penalties involved.
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6. Often the Central Bank implemented its penalties and informed the tax authorities,
which, however, queue the process so as to apply the penalty only at the year before the expi-
ration of the five-year prescription period.



IOF Collection and the Nature of Inflows

Last, some interesting pieces of evidence could be offered to provide
some comfort to taxpayers, understandably concerned about Carvalho
and Garcia’s allegations. One of the most important restrictions to inflows
subject to the accusation of ineffectiveness, given alleged circumvention
possibilities, is the IOF, the financial transactions tax due after the liqui-
dation of certain foreign exchange transactions. I searched my archives to
find the documents used at the time by the Central Bank to indicate the
amounts to be collected by the tax authorities. Table 2C.1 offers the esti-
mates of the Central Bank of the amounts collected in the several varieties
of incidence of the IOF tax through time. Even though these amounts are
not the ones reported by tax authorities based on actual collection,7 there
is no reason to doubt that these amounts were actually paid as the Central
Bank works technically as a substitute to the tax authority requesting the
proof of tax payment in order to confirm the registration of foreign capital
along the lines of existing legislation and to authorize any remittances such
as interest and repatriation.

Table 2C.1 provides a history of the IOF usage for that purpose as it cov-
ers all changes occurring between November of 1993—when the first pres-
idential decree was issued creating the possibility of taxing certain foreign
exchange transactions at certain rates and delegating to the Finance Min-
ister limited powers to change the tax rate—until June of 1996. This spe-
cific cutoff date is arbitrary; the active use of the IOF continued more or
less unchanged at a restrictive stance until the Asian crisis, when most re-
strictions were removed and tax rates changed to zero. Early in 1998, how-
ever, after what was seen as a very successful response to the Asian crisis—
a combination of a fiscal package with monetary tightening—capital
inflows regained momentum very rapidly, international reserves reached
their all time high, and, as a consequence administrative restrictions to in-
flows were reinstated, and the IOF tax on certain types of inflows was
reestablished very quickly. A few months later, with the Russian and long-
term capital management (LTCM) crisis, such restrictions were removed
and were not to be seen again.8 Table 2C.1 does not cover the whole period
in which the IOF and other restrictions to inflows were deployed—No-
vember 1993 to mid-1998—but its coverage and numbers provide impor-
tant indications as to the impacts of the IOF on capital inflows.

During the period covered by table 2C.1, the total amount collected was

88 Bernardo S. de M. Carvalho and Márcio G. P. Garcia

7. These, by the way, are not published with this level of detail.
8. The procyclical character of restrictions to capital inflows should be seen as an obvious

thing, at least in the minds of those, amongst whom I am included, who created and managed
these instruments through time: for what other possible reason would the authorities possibly
introduce such restrictions? Yet for those interested in econometric technique to set proof of
firsthand accounts of declared intentions, please refer to Cardoso and Goldfajn (1997).
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slightly over a billion dollars, including what is reported in the table, in ad-
dition, (a) the revenues produced by the IOF on inflows directed to the
stock exchange, which were taxed with a rate of 1 percent between No-
vember of 1994 and March 1995, with estimated revenues of US$88 mil-
lion; and (b) the revenues produced by the 7 percent IOF on CC-5 based
inflows in force from September 1995 to the last month covered by the
table, with total revenues of US$24 million.

Table 2C.1 shows that the fixed income funds lost their popularity after
the 9 percent IOF tax, the same happening to privatization funds after the
5 percent IOF tax early in 1996. In any event, the largest part of the taxable

inflows was in the foreign borrowing column; it was on this region that most
of the Central Bank’s action—through the IOF and through minimum
tenors—was conducted. Table 2C.2 helps complete the picture of the im-
pact of restrictions to capital inflows into Brazil during these years.

The numbers in table 2C.2 cover the most part of the capital account so
that if there is any field of play as regards the impact of restrictions, whether
taxes of minimum tenors, it is here. The period covered starts when the
concern with excessive capital flows started and goes up to the first quarter
of 1999. It is very clearly visible that the number of issues and volumes grew
constantly, with some seasonal variation and also with declines entirely
within what would be expected in mid-1994 (critical months of the Real
Plan), early 1995 (Tequila Crisis, very short lived) and 1997-IV (the Asian
crisis). The impact of the Russian and LTCM crisis is way much larger than
all the other crises, as we all know.

The one interesting aspect of this table in connection to the topic of this
note refers to the average maturity and the spreads. The trend toward lower
spreads only highlights the importance of the fact that tenors are extended
more or less constantly through time.9 One should note that IOF taxes pic-
tured in table 2C.1 combines with direct impositions as to minimum
tenors, for instance, in order to affect the outcomes reported in table 2C.2.
There seems to be no doubt that as one looks into the evolution of these
flows that the quality (tenors and spreads) improved through time, just as
aimed by the regulatory restrictions, whether tax or administrative. In or-
der to argue the ineffectiveness of regulatory policies toward improving the
quality of capital inflows, one has to seek alternative explanations for the
developments shown in table 2C.2. The course of economic reforms and
the success of the Real Plan are surely very relevant explanations to the im-
proved access to international capital markets, but most likely with a little
help from regulatory restrictions to short-term inflows.
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9. Carvalho and Garcia rightly remark that since withholding tax on interest on foreign
loans depended on the maturity and that there were restrictions as to minimum maturities,
there were several cases of “puts” and “calls” designed to shorten the maturity, if necessary.
These options were reported to the Central Bank and were denied if their exercise would con-
flict with minimum tenors required, but accepted otherwise. In these cases, the withholding
tax was charged as if the loan was shorter.
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Year/quarter issues US$ millions) tenor spread cost (%)
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Comment Marcelo Abreu

It is perhaps important to insist on the persistent relevance of the issue
in Latin America as populist strains of economic policy prove to be ex-
tremely resistant in several economies, and a backlash does not seem out
of the question in the more extreme cases. Only last Monday (November
28, 2005), Brazilian newspapers carried an article by a former Finance
Minister who feigned surprise to find out that there were still economists
who proposed a deepening of the liberalization of capital controls in
Brazil.

Carvalho and Garcia’s paper is structured in three parts. There is a per-
haps too short history of capital controls in Brazil, followed by a detailed
discussion of cases of circumvention of capital controls between 1993 and
2000, and a vector autoregression analysis testing whether controls on cap-
ital inflows in Brazil have been effective in reducing the inflow of financial
capital.
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It would be interesting to have a bit more material and also more preci-
sion on the historical aspects on capital flows. It does not ring true that ex-
change rate controls did not apply to foreign direct investment in the past.
Recurrent wrangles about how reinvestment should be treated both in the
early 1950s and in the early 1960s had to do with registration of reinvest-
ment as foreign direct investment and so with capital controls even if in a
roundabout way. Still clearer is the relevance of circumvention of desin-
centives of foreign direct investment inflows implied in the incredibly com-
plex multiple exchange regimes adopted in the 1950s. The possibility of im-
porting capital goods without going through the foreign exchange market
was a vital discretionary element in the attraction of foreign direct invest-
ment coupled with all sort of subsidies, absolute protection, and carefully
controlled right of establishment.

The treatment of a long list of techniques used to circumvent capital in-
flow control is extremely interesting. But perhaps too many circumvention
cases are examined in detail in the paper, with a resulting loss of focus. It
would be useful to have such cases classified under some taxonomy. Focus
could then be centered on those circumvention techniques that are less
country specific or relatively more sophisticated. Good candidates would
be short-term capital flows disguised as foreign direct investment (Case 1),
labeling fixed investments as equity investments (Cases 2 and 3) and in-
vesting through box operations with options for earning fixed income re-
turns (Case 4). And also swaps of blue chips and CC-5 (nonresident ac-
counts) positions (Case 10) and trade in international derivatives markets
(Case 11). The other cases—privatization currency (Case 5); ACC (foreign
forward currency arrangements; Case 6); Central Bank of Brazil (BACEN)
Resolution 63, so-called Caipira operations (Case 7); Siderbrás debentures
(Case 8); bond issues with options to exceed the minimum loan terms (Case
9)—seem all to be of relatively secondary interest and too specifically fo-
cused on Brazilian recent experience. It would have been good to get a
clearer picture of the relative actual and potential importance of such cir-
cumvention techniques even if based on rough estimates of market size.

The econometric analysis depends crucially on measures of the impor-
tance of capital controls. The indexes for capital inflow and capital outflow
controls are derived from the accumulation of specific measures intro-
duced by the Brazilian authorities updated to 2004 (Cardoso and Goldfajn
1998). These indexes are a rather crude proxy to measure restrictions im-
posed by capital controls as recognized in a specific note. But the ac-
knowledgment is perhaps not enough to reassure us. Very significant mea-
sures are deemed to have had the same impact as rather minor ones, for
instance, for the period before 1995, minor changes in travel foreign ex-
change allowances and major changes in the taxation of foreign borrow-
ing. It would perhaps pay to go beyond counting and look more closely
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into specific measures and assess their relative importance so as to capture
their different intensity.

It is slightly disturbing that indexes purporting to measure the impact of
capital controls inflow do not somehow reflect the paper’s essential idea,
which is that capital controls lose power over time. The paper’s conclusion
would seem to imply a criticism of the index used to measure capital con-
trols.

In any case a list of measures that were considered relevant in 1995 to
2004 would be welcome and complete extant lists for the former period
(Cardoso and Goldfajn 1998).

The vector autoregression analysis testing whether controls on capital
inflows in Brazil have been effective in reducing the inflow of financial cap-
ital covers only the 1995 to 2001 period. Does the number of observations
warrant too strong conclusions based on the vector autoregression anal-
ysis? Zero impulses are included within intervals of confidence in all four
exercises based on different capital inflow measures. These problems
should have been explicitly discussed.
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3.1 Introduction

In early March, 2006, India’s Prime Minister Manmohan Singh, an-
nounced that his country would take measures toward making the rupee 
a convertible currency. Capital controls would be dismantled, and freer in-
ternational mobility of capital would be allowed.1 This step was unthink-
able only a few years back; for decades analysts associated India with a
strict policy of capital controls and restrictions. Indeed, in his criticism of
the International Monetary Fund (IMF), Stiglitz (2002) argued that the
fundamental reason why India and China had been spared from massive
currency crises was that they did not allow free capital mobility. Stiglitz
went even further and argued that the easing of controls on capital mobil-
ity was at the center of most (if not all) of currency crises in the emerging
markets during the last decade—Mexico 1994, East Asia 1997, Russia
1998, Brazil 1999, Turkey 2001, and Argentina 2002.

Whether capital controls are beneficial for emerging countries continues
to be a controversial issue among experts. Those authors that support cap-
ital controls have argued two important benefits: (a) capital controls re-
duce a country’s vulnerability to external shocks and currency crises, and
(b) they allow countries that have suffered a currency crisis implement
progrowth policies and emerge out of the crisis sooner than what they
would have done if otherwise. According to supporters of restricting the
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capital account, controlling capital outflows would give crises countries
additional time to restructure their financial sectors in an orderly fashion.2

The overall argument of controls supporters may be summarized as fol-
lows: “stricter controls on capital mobility reduce the costs of external
crises in emerging countries.”

Interestingly, most of the evidence in support of this claim has been
country specific. There have been no attempts at analyzing large data sets
that would include the experience in many countries. In part, this paucity
of empirical analyses is the consequence of the difficulty in measuring the
degree of capital mobility accurately (Eichengreen 2001). In this paper I
use a broad multicountry data set to analyze the relationship between re-
strictions to capital mobility and currency crises. The analysis focuses on
two definitions of currency crises: (a) a substantial change in an index of
macroeconomic stability, calculated as a weighted average of nominal ex-
change rate changes and changes (declines) in the stock of international re-
serves3 and (b), a significant change in the nominal exchange rate that is not
accompanied by a (very) large change in international reserves. I am par-
ticularly interested in addressing the following two specific questions:

• What are the effects of these two different types of crises on real eco-
nomic growth?

• Does this effect depend on the degree of capital mobility in the coun-
try in question?

Both of these questions are related to the “contractionary devaluation”
issue, first addressed by Hirschmann (1949) and Diaz-Alejandro (1963,
1965) and recently discussed by a number of authors including Calvo
(1999) and Cespedes, Chang, and Velasco (2004). In traditional open econ-
omy models in the Mundell-Fleming tradition, a currency depreciation is
expansionary and results in an increase in aggregate demand. This is be-
cause the depreciation encourages net exports, without affecting other eco-
nomic aggregates such as investment or consumption.4 However, as Hirsch-
mann and Diaz-Alejandro point out, in more complete models there are a
number of reasons why a depreciation may be contractionary, at least in
the short run. This could be the case, for instance, if exports use imports as
intermediate inputs, or if there are distortions in the credit market, or if the
depreciation generates a substantial negative wealth effect that affects neg-
atively consumption or investment (Edwards 1989). Recently, a number of
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3. This is the traditional definition of “external crisis” proposed by Eichengreen, Rose, and
Wyplosz (1996).

4. This assumes that the Marshall-Lerner condition holds.



authors have revisited the question of whether currency depreciations are
contractionary in the context of the “fear of floating” debate (Calvo and
Reinhart 2002). These authors, among others, have argued that because in
emerging countries many firms issue dollar-denominated debt, a large de-
preciation generates significant “balance sheet effects.” These may be so
large that they may more than offset the positive effects of a weaker cur-
rency on net exports. If this is indeed the case, an exchange rate deprecia-
tion will result in output contraction. From an empirical perspective, an
important question refers to the magnitude of these effects and whether
they are different for different types of currency crises. In addition, from a
policy standpoint, it is important to investigate if these contractionary
effects are different in countries with different degrees of capital mobility.
I address these two questions in this paper.

The rest of the paper is organized as follows: In section 3.2 I discuss the
evolution of capital account restrictions during the last thirty years. The
section opens with an analysis on the evolution of capital account open-
ness based on a new index, which I have constructed by combining three
data sources: (a) the index developed by Quinn (2003); (b) the index by
Mody and Murshid (2002); and (c) country-specific information obtained
from various sources, including country-specific sources (see Edwards
[2005] for further details). Section 3.3 deals with the anatomy of the two
types of currency crises described in the preceding. This analysis is per-
formed for three groups of countries classified according to the degree of
capital mobility: “low capital mobility,” “intermediate capital mobility,”
and “high capital mobility” countries. My main interest in this analysis is
to compare the two extreme groups: low and high capital mobility. In sec-
tion 3.4 I report new results on the costs of external crises. I am particularly
interested in determining if the cost of these three types of crises—mea-
sured in terms of lower growth—is different for countries with different de-
grees of capital mobility. Finally, in section 3.5 I provide some concluding
remarks. The paper also has a data appendix.

3.2 Thirty Years of Capital Mobility in the World Economy

In this section I discuss a new index on capital mobility, which was in-
troduced in Edwards (2005). I then analyze the evolution of restrictions to
capital mobility in the last three decades. The section ends with a brief
analysis of recent (last decade) episodes of capital account liberalization.

During the decade and a half, there has been an increase in the degree of
international capital mobility. There is not complete agreement, however,
on the exact magnitude of this phenomenon. The reason for this is that it
is very difficult to measure in a precise way a country’s degree of capital
mobility. Indeed, with the exception of the two extremes—absolute free-
dom or complete closeness of the capital account—it is not easy to provide
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effective measures that capture the extent of capital market integration.
What has been particularly challenging has been constructing indexes that
allow for useful comparisons across countries and across time.5

In order to analyze the evolution of capital account restrictions, I con-
structed a new index on capital mobility that combines information from
Quinn (2003) and Mody and Murshid (2002), with information from coun-
try-specific sources.6 In creating this new index, a three-steps procedure
was followed: first, the scales of the Quinn and Mody and Murshid indexes
were made compatible (see Edwards [2005] for further details). The new in-
dex has a scale from 0 to 100, where higher numbers denote a higher degree

of capital mobility; a score of 100 denotes absolutely free capital mobility.
Second, I use STATA’s “impute” procedure to deal with missing observa-
tions in the new index. In order to impute preliminary values to the missing
observations, I use data on the two original indexes (Quinn and Mody and
Murshid), their lagged values, openness as measured by import tariffs col-
lections over imports, the extent of trade openness measured as imports
plus exports over gross domestic product (GDP), a measure of openness
obtained from the fitted values of a gravity model of trade and GDP per
capita.7 In the third step, I use country-specific data to revise and refine the
preliminary data created using the impute procedure discussed in the pre-
ceding. The new index covers the period 1970 to 2000 and has data for 163
countries (although not every country has data for every year). It is impor-
tant to note that although this new index represents an improvement over
alternative indexes, it still has some shortcomings, including the fact that it
does not distinguish very sharply between restrictions on capital inflows
and restrictions on capital outflows.8

Figure 3.1 depicts the evolution of the index for six groups of countries:
(1) Industrial; (2) Latin America and the Caribbean; (3) Asia; (4) Africa; (5)
Middle East and North Africa; and (6) Eastern Europe. This figure shows
that the degree of capital mobility has increased in every one of these six re-
gions during the last three decades. A comparison of the 1970 to 1989 and
the 1990 to 2000 period suggests that, on average, the industrial countries
made the most progress in moving toward greater capital mobility. The
Middle East and North African (MENA) region, on the other hand, expe-
rienced only moderate capital account liberalization. Figure 3.1 also shows
that this process of financial openness has followed different patterns in the
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different regions. For instance, in the industrial countries, it has been a rel-
atively smooth process. In the Latin American countries, the story is quite
different. As may be seen, the region had stricter capital account restrictions
during the 1970s and 1980s; during the 1990s, on the other hand, the region
experienced an increase in capital mobility. In Asia, there was an increase in
capital mobility during the early 1990s, followed by a somewhat abrupt im-
position of controls after the 1997 crises. Since then, capital mobility has in-
creased somewhat. Eastern Europe is the region that has experienced the
greatest discrete jump in the degree of capital mobility.

I divide the sample into three equal-size groups depending on the extent
of mobility. These groups have been labeled High, Intermediate and Low

mobility.9 This three-way division of the sample clearly captures the fact
that the degree of capital mobility has increased significantly during the
last thirty years. In 1970, 44 percent of the observations corresponded to
Low mobility, 26 percent to Intermediate, and 30 percent to High mobil-
ity. In the year 2000, in contrast, 24 percent of the observations corre-
sponded to Low mobility, 25 percent to Intermediate, and 52 percent to
High mobility. Table 3.1 contains summary data on the index of capital
mobility for the Low and High mobility groups.10 As may be seen, the mean
and median values of the index are very different across groups. Indeed a
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9. Because the unit of analysis is a country/year observation and there has been a trend to-
ward higher capital mobility (see figure 3.1), most observations in the High mobility group
correspond to recent country/year observations. Likewise, by construction most (but by no
means all) observations in the Low mobility group correspond to early (1970s and 1980s)
country/year observations.

10. In much (but not all) of the analysis that follows I will deal only with the Low and High
mobility groups. That is, in many of the results that follow the group of countries with Inter-
mediate mobility has been dropped.

Fig. 3.1 Capital mobility index, 1970–2000
Notes: 1 � Industrial countries, 2 � Latin American and Caribbean, 3 � Asia, 4 � Africa, 
5 � Middle East, and 6 � Eastern Europe.



test with the equality of means indicates that the null hypothesis is rejected
at a high degree of confidence (t-statistic � 136.9).

In table 3.2, I present a list of nations with what I call “Very High” and
“Very Low” capital mobility. These two groups focus on the “extremes” of
the distributions and capture countries with an index value equal or higher
than 87.5 (for Very High) and an index value lower or equal to 12.5 (Very
Low).11 As may be seen, while the number of countries with Very High cap-
ital mobility increased from decade to decade, the number with Very Low
mobility declined, until the 1990 to 2000 decade there were no nations with
an index value below 12.5.

3.3 The Anatomy of Currency Crises: Is There a Difference 
between High and Low Capital Mobility Countries?

3.3.1 Currency Crises: Definition

In this section, I investigate the nature of currency crises in the world
economy during the last thirty years. I am particularly interested in finding
out whether currency crises have had a higher incidence in countries with
a high degree of capital mobility.

The first step in this analysis is the construction of two indexes of cur-
rency crises. The starting point is the definition of an index of “external
pressures” along the lines suggested by Eichengreen et al. (1996):

(1) It � � � � � � �,

where (�e/e) is the rate of change of the nominal exchange rate, and (�R/
R) is the rate of change of international reserves. A positive value of (�e/e)
represents a depreciation. �e is a standard deviation of changes in exchange
rates, and �R is the standard deviation of changes in international reserves.
Traditional analyses define a crisis (Ct ) to have taken place when the index
in equation (1) exceeds the mean of the index plus k standard deviations.

�R
�
R

�e
�
�it

�e
�
e
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11. These break-points were selected in an arbitrary fashion.

Table 3.1 Capital mobility index by groups

Standard
Group Mean Median deviation

Low capital mobility 30.0 37.5 9.9
High capital mobility 82.5 87.5 12.3



Table 3.2 Countries with very high or very low capital mobility

Very high capital mobility

1970–1979 1980–1989 1990–2000

Bahrain 87.5 Antigua and Barbuda 87.5 Austria 87.5
Gambia, The 87.5 Bahrain 87.5 Belgium 96.6
Germany 96.3 Germany 98.8 Canada 100.0
Hong Kong, China 95.0 Hong Kong, China 100.0 Denmark 100.0
Lebanon 87.5 Kuwait 87.5 Estonia 87.5
Panama 100.0 Lebanon 87.5 Finland 95.4
Switzerland 93.8 Netherlands, The 92.5 France 90.9
United Arab Emirates 87.5 Panama 95.0 Germany 100.0
United States 95.0 Singapore 100.0 Guatemala 100.0

Switzerland 100.0 Guatemala 100.0
United Arab Emirates 87.5 Ireland 93.1
United Kingdom 100.0 Italy 96.6
United States 100.0 Kuwait 87.5
Uruguay 95.0 Kyrgyz Republic 87.5
Vanuatu 87.5 Latvia 87.5

Lebanon 87.5
Lithuania 87.5
Netherlands, The 100.0
New Zealand 93.1
Norway 100.0
Singapore 97.7
Sweden 87.5
Switzerland 100.0
United Arab Emirates 87.5
United Kingdom 100.0
United States 100.0
Uruguay 93.1
Vanuatu 87.5

Very low capital mobility

1970–1979 1980–1989 1990–2000

China 0.0 Bangladesh 12.5
Ethiopia 12.5 Iceland 12.5
Iceland 12.5 Morocco 10.0
Morocco 3.8 Sri Lanka 12.5
South Africa 7.3
Sri Lanka 12.5

Notes: Very high capital mobility countries are those with average mobility index higher or equal than
87.5. Very low capital mobility countries are those with average mobility index lower or equal than 12.5.



The crisis indicator Ct takes a value of one (crisis) or zero (no crisis) ac-
cording to the following rule:12

(2) Ct � �
In this paper I use a value of k � 2 to define the basic Crisis Index. An im-
portant characteristic of this index is that it is possible to have a crisis even
if the exchange rate does not change in a significant way. That is, it is pos-
sible that the depletion in reserves is so significant, that on its own, it will
move index I by more than 2 standard deviations. In addition to the tradi-
tional index defined in equations (1) and (2), I construct an alternative cri-
sis indicator that helps understand more fully the nature of the external
crises. This indicator is exchange rate driven and detects crises where the
currency depreciates very significantly, while international reserves do not
decline in a substantial way. More specifically this alternative indicator—
which I call “Exchange Rate Crisis” (Crisis_Er)—is defined as follows: The
index takes a value of one if the change in the nominal exchange rate, by it-

self, triggers the Ct crisis indicator in equation (2). Here the country lets the
exchange rate depreciate significantly, before it has experienced a major
loss in international reserves. That is, the country gives up defending the
peg before international reserves suffer a major depletion.

3.3.2 Currency Crises: Incidence

Table 3.3 presents a summary of the occurrence of the two types of crises
for the complete sample as well as for each one of the six groups of coun-
tries defined in figure 3.1. Table 3.3 also includes the Pearson tests for in-
dependence across groups. Three conclusions emerge from this table: (a)
surprisingly perhaps, the more general type of crisis captured by the index
Crisis Index has been a rather frequent event.13 For the sample as a whole,
the incidence is 15.3 percent. The highest incidence is in Asia and the
lowest in MENA; (b) the incidence of Crisis_Er is much lower than that of
the combined crisis; 7.0 percent versus 15.3 percent (this is not surprising,
given that the definition of Crisis_Er is stricter); and (c) the occurrence 
of Crisis_Er is statistically different across regions (see the chi-square sta-
tistic).14

1 if It � � mean (It ) 	 κ�I,

0 otherwise
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12. The pioneer work here is Eichengreen, Rose, and Wyplosz (1996), who suggested that
the index (2) also included changes in domestic interest rates. Most emerging and transition
economies, however, don’t have long time series on interest rates. For this reason, most em-
pirical analyses are based on a restricted version of the index, such as 2.

13. This is, in a way, by construction, since k was chosen to be equal to 2.
14. As it has been usually done in empirical work on crises, I also built alternative indica-

tors that considered a three-year window after each crisis. The results, however, are very sim-
ilar to those obtained when the basic definitions are used. For this reason, and due to space
considerations, I don’t report them in this paper.



3.3.3 External Crises and Capital Mobility

The analysis presented in the preceding, on two different types of crises
(table 3.3), did not group countries according to their degree of capital mo-
bility. In tables 3.4 and 3.5, I report their incidence for the two categories
of capital mobility defined in the preceding: High, Intermediate, and Low
capital mobility. The tables also present the p-values for Pearson tests on
the equality of incidence under High mobility and Low mobility on the one
hand, and equality of incidence under High mobility and Intermediate
mobility, on the other hand (these tests are presented both at the country-
group as well as aggregate levels). The results obtained may be summarized
as follows:

• As may be seen from table 3.4, for the complete sample, the incidence
of the broad definition of crisis (Crisis Index) is lowest in the high cap-
ital mobility countries. This is the case in every subgroup, with the ex-
ception of the Eastern European countries.

• Table 3.5 shows that for the Crisis_Er definition of crisis there is no sig-
nificant diVerence in incidence across capital mobility categories,
when the complete sample is analyzed. In three of the subgroups, how-
ever, the incidence of crisis is lowest in the High capital mobility coun-
tries: Industrial, Latin America, and Middle East.

The results presented in tables 3.4 and 3.5 were obtained when the con-
temporaneous value of the index was used to classify countries as having
High, Intermediate, or Low degree of capital mobility. It is possible to ar-
gue, however, that what matters is not the degree of capital mobility in a
particular year, but the policy stance on capital mobility in the medium
term. In order to investigate whether an alternative classification makes a
difference, I reclassified countries as High, Intermediate, and Low capital
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Table 3.3 Incidence of crises

Region Crisis index Exchange rate crisis

Industrial countries 12.5 4.5
Latin American and Caribbean 14.1 6.8
Asia 17.5 6.4
Africa 15.5 8.3
Middle East 12.0 4.3
Eastern Europe 31.3 17.2
Total 15.3 7.0
No. of observations 3,710 3,695
Pearson

Uncorrected χ2 (5) 33.0 34.1
Design-based F(5, 14710) 6.6 6.8
P-value 0.00 0.00



mobility using the average value in the index in the previous five years. The
results obtained—not reported due to space considerations, but available
on request—are very similar to those reported in tables 3.4 to 3.5.

3.4 Capital Controls and the Costs of External Crises

In this section, I investigate whether external crises—as defined by the
two indicators proposed above—have historically had significant costs in
terms of a lower GDP growth. More important, in terms of the current pa-
per, I analyze whether the (potential) costs of external crises have been
different in countries with different degrees of capital mobility. As pointed
out earlier, this analysis deals with two important policy issues: the “con-
tractionary devaluation” controversy and the discussion on the effective-
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Table 3.4 Incidence of crisis index by categories of capital mobility

t-test

Region High Intermediate Low H = I H = L

Industrial 11.2 14.1 31.2 0.87 4.39**
Latin America and Caribbean 10.9 13.6 17.4 0.97 2.40**
Asia 13.9 23.5 17.5 1.88 0.97
Africa 17.7 15.6 15.0 0.61 0.80
Middle East 10.1 14.8 13.6 0.93 0.83
Eastern Europe 43.8 29.7 25.8 1.20 1.78
Total 12.8 16.2 17.0
P-value 0.00 0.07 0.01 0.02 0.00

Note: t-test is in absolute values.
**Significant at the 5 percent level.

Table 3.5 Incidence of exchange rate crisis by categories of capital mobility

t-test

Region High Intermediate Low H = I H = L

Industrial 3.3 6.6 9.8 1.65 2.44**
Latin America and Caribbean 4.9 6.3 8.8 0.71 1.94
Asia 7.9 11.8 3.7 0.96 1.86
Africa 10.6 7.0 8.7 1.40 0.71
Middle East 1.9 9.3 5.7 2.47** 1.61
Eastern Europe 25.0 20.0 11.5 0.48 1.69
Total 5.4 7.8 7.8
P-value 0.00 0.06 0.09 0.02 0.00

Note: t-test in absolute values.
**Significant at the 5 percent level.



ness of capital controls. The section is organized as follows: I first present
a preliminary analysis, where I compare growth before and after the two
types of crises, for countries with different degrees of capital mobility. I
then present results obtained from an econometric analysis that uses ran-
dom effect panel techniques to estimate the effects of external crises on de-
viation of growth from their long-run trend. As pointed out, the main in-
terest in this analysis is to determine whether the extent of capital mobility
plays a role in explaining the costs associated with crises.

3.4.1 External Crises and Growth: A Preliminary Analysis

In table 3.6, I present a before and after analysis on GDP per capita
growth for the two definitions of crisis: Crisis Index and Crisis_Er. This
analysis has been done for all countries, as well as for countries grouped
according to their degree of capital mobility. The “before” data corre-
sponds to average GDP per capita growth during the three years before the
crisis. I have computed two “after” rates of growth: (a) the year of the cri-
sis, and (b) the average during three years after the crisis. Panel A in table
3.6 contains the results for one year after the crisis; panel B contains results
for three year after the crisis. The first four columns in both panels in table
3.6 contain the average difference in the rate of per capita growth for after
and before the crisis (that is, it is defined as the rate of growth after the cri-
sis, minus the rate of growth before the crisis). Column (1) is for all coun-
tries; columns (2) through (4) are for countries with High, Intermediate,
and Low capital mobility. The numbers in parentheses are t-statistics for
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Table 3.6 Before and after GDP per capita growth

All High Intermediate Low High-Intermediate High-Low
Event (A) (B) (C) (D) (E) (F)

A. Year of crisis

Crisis_Index –0.68 –1.10 –0.29 –0.66 –0.81 –0.83
(2.56)** (1.71)* (0.69) (1.86)* (1.06) (0.64)

Cri_Er –0.75 –2.13 –0.19 –0.33 –1.95 –1.81
(1.80)* (2.00)** (0.32) (0.56) (1.65)* (1.63)

B. During three years after crisis

Crisis_Index –0.12 –0.22 0.21 –0.27 –0.44 –0.25
(0.65) (0.55) (0.66) (1.04) (0.84) (0.11)

Cri_Er 0.00 –0.98 0.54 0.22 –1.53 –1.20
(0.02) (1.44) (1.10) (0.57) (1.84)* (1.66)*

Notes: Crisis_Index is a broadly defined crisis; Cri_Er is exchange rate crisis. The “before” data corre-
sponds to average GDP per capita growth during the three years before the crisis. In Panel A, “after”
rates of growth is for year of the crisis. In Panel B, “after” is average growth rate during three years after
the crisis. Absolute value of t-test in parentheses.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



the null hypothesis that the before and after rates of growth are equal. The
final two columns are diffs-in-diffs columns, which report the difference in
the before and after growth rates for High and Intermediate and High and
Low capital mobility; that is the number in column (E) is equal to column
(B) minus (C). The number in parentheses is for the null hypothesis that
this diffs-in-diffs is equal to zero.

As may be seen from table 3.6, these (preliminary) results suggest that
there are significant differences in the before and after rates of per capita
growth when the shorter horizon is considered (panel A). These differences
appear to be somewhat larger in the High capital mobility countries (col-
umn [2]). For the three-years horizon, the diffs-in-diffs result for Cri_Er in
panel B suggest that there is a significant difference in the differences in per
capita growth in countries with different degrees of capital mobility. No-
tice that only seven out of the twenty-four t-statistics in table 3.6 are sig-
nificant at conventional levels. As emphasized in the preceding, however,
these results are only preliminary as no attempt has been made to control
for other factors or to incorporate the determinants of the probability of a
crisis.15 In the subsection that follows I deal with these issues by using a
random effect panel regression methodology.

3.4.2 An Econometric Analysis

In this subsection, I present results from an econometric analysis that
deals with two questions: (a) do currency crises—as defined by the two in-
dicators discussed in the preceding—have a negative effect on growth? and
(b) does the degree of capital mobility affect the nature of this effect?

Growth Effects of Currency Crises: Preliminary Econometric Results

The point of departure of the empirical analysis is a two-equation em-
pirical model for the dynamics of real GDP per capita growth of country j
in period t. Equation (3) is the long-run GDP growth equation, while equa-
tion (4) captures the growth dynamics process.

(3) g̃j � 
 	 xj� 	 rj� 	 j

(4) �gjt � � (g̃j � gjt�1) 	 ϕvjt 	 �ujt 	 εjt

g̃j is the long-run rate of real per capita GDP growth in country j; xj is a
vector of structural, institutional and policy variables that determine long-
run growth; rj is a vector of regional dummies; 
, � and � are parameters,
and j is an error term assumed to be heteroscedastic. In equation (4), gjt is
the rate of growth of per capita GDP in country j in period t. The terms vjt

and ujt are shocks, assumed to have zero mean, finite variance, and to be
uncorrelated among them. More specifically, vjt is assumed to be an exter-
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15. Hong and Tornell (2005), however, have used a similar methodology and found that
there are growth effects of crises. Their definition of crisis, however, is different from the two
definitions I have used here.



nal terms of trade shock, while ujt captures other shocks, including currency

crises. εjt is an error term, which is assumed to have a variance component
form, and �, ϕ, and � are parameters that determine the particular charac-
teristics of the growth process. Equation (4) has the form of an equilibrium
correction model and states that the actual rate of growth in period t will
deviate from the long-run rate of growth due to the existence of three types
of shocks: vjt, ujt and ξjt. Over time, however, the actual rate of growth will
tend to converge toward its long-run value, with the rate of convergence
given by �. Parameter ϕ, in equation (4), is expected to be positive, indi-
cating that an improvement in the terms of trade will result in a (tempo-
rary) acceleration in the rate of growth and that negative terms of trade
shock are expected to have a negative effect on gjt.

16

If, as posited by the contractionary devaluation hypothesis, large depre-
ciations have a negative effect on growth, we would expect the coefficient �
to be significantly negative. In the actual estimation of equation (4), I used
dummy variables for the crisis indicators. An important question—and
one that is addressed in detail in the subsection that follows—is whether
the effects of different shocks on growth are different for countries with
different degrees of capital mobility. I address this issue by adding to the es-
timation of equation (4) a term that interacts the crisis indicator with the
index of capital mobility developed in the preceding.

Equations (3) to (4) were estimated using a two-step procedure. In the
first step I estimate the long-run growth equation (3) using a cross-country
data set. These data are averages for 1970 to 2001, and the estimation
makes a correction for heteroscedasticity. These first stage estimates are
then used to generate long-run predicted growth rates to replace g̃j in the
equilibrium error correction model (4). In the second step, I estimated
equation (4) using generalized least squares (GLS) for unbalanced panels;
I used both random effects and fixed effects estimation procedures.17 I cal-
culate robust standard errors, clustered at the country level. The data set
used covers 157 countries for the 1970 to 2001 period; not every country
has data for every year, however. See the data appendix for exact data def-
inition and data sources. In subsection 3.4.3, I present some extensions.
The results from the first-step estimation of equation (3) are not reported
due to space considerations.18

Table 3.7 presents the results from the second-step estimation of the
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16. See Edwards and Yeyati (2005) for details.
17. Due to space considerations, only the random effect results are reported.
18. In estimating equation (1) for long-run per capita growth, I follow the by now standard

literature on growth, as summarized by Barro and Sala-i-Martin (1995) and use average data
for 1974 to 2000. In terms of the equation specification, I include the following covariates: the
log of initial GDP per capita; the investment ratio; the coverage of secondary education; an
index of the degree of openness of the economy; the ratio of government consumption rela-
tive to GDP; and regional dummies for Latin American, sub-Saharan African and Transition
economies. The results are quite standard and support what by now has become the received
wisdom on the empirical determinants of long-term growth.



growth dynamics equation (3). The first two equations refer to the broad cri-
sis indicator Crisis Index, while the next two equations focus on Crisis_Er.
As may be seen, the results are quite interesting. The estimated coefficient
of the growth gap is, as expected, positive, significant, and smaller than
one. The point estimates are on the high side—in the neighborhood of
0.80—suggesting that, on average, deviations between long-run and actual
growth get eliminated rather quickly. Also, as expected, the estimated co-
efficients of the terms of trade shock are always positive and statistically
significant, indicating that an improvement (deterioration) in the terms of
trade results in an acceleration (deceleration) in the rate of growth of real
per capita GDP relative to its long-term trend. As may be seen, the coeffi-
cients of both external crises indicators are significantly negative, providing
support to the contractionary devaluation hypothesis. The point estimates
for the Crisis_Er indicator is higher (in absolute values) than that for the
broader index Crisis Index. This suggests that using international reserves
to absorb part of the effects of a crisis helps reduce its impact on GDP
growth. Finally, the results in table 3.7 indicate that lagged values of the cri-
sis indicators are not significant at conventional levels and that the con-
tractionary effect of an external crisis is concentrated on its first year. No-
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Table 3.7 Currency crises and growth (random effects GLS estimates)

(1) (2) (3) (4)

Growth gap 0.80 0.80 0.80 0.80
(19.89)*** (19.68)*** (19.63)*** (19.53)***

Change in terms of trade 0.08 0.08 0.08 0.08
(9.18)*** (9.21)*** (9.22)*** (9.25)***

Crisis index –0.91 –0.82
(3.72)*** (3.39)***

Lagged crisis index –0.40
(1.56)

Cri_Er –1.27 –1.17
(3.55)*** (3.36)***

Lagged Cri_Er –0.63
(1.75)*

Constant –0.23 –0.18 –0.31 –0.26
(2.02)** (1.51) (2.84)* (2.41)**

No. of observations 1,971 1,971 1,971 1,971
No. of countries 91 91 91 91
R2 0.52 0.53 0.53 0.53

Notes: Crisis index is a broadly defined crisis; Cri_Er is exchange rate crisis. Absolute value
of t-statistics are reported in parentheses.
***Significantly at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



tice, however, that given the dynamics nature of equation (3), GDP growth
remains below potential growth for quite some time.

External Crises and Capital Mobility

An important issue in policy debates is whether, as suggested by some
authors such as Stiglitz (2002), countries that restrict capital mobility are
able to reduce the costs of external crises. In order to investigate whether
the degree of capital mobility affects the cost of an external crisis charac-
terized by the two indicators defined in the preceding, in the estimation of
the growth equation (4), I also included a variable that interacts each of the
crisis indicators with the capital mobility index. The results obtained are
reported in table 3.8. In the first two columns, I used the broader Crisis
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Table 3.8 Currency crises, capital mobility, and growth (random effects
GLS estimates)

(1) (2) (3) (4)

Growth gap 0.81 0.80 0.81 0.82
(17.59)*** (16.95)*** (17.49)*** (17.91)***

Change in terms of trade 0.07 0.07 0.07 0.07
(7.97)*** (8.08)*** (8.07)*** (8.09)***

Crisis index –1.18 –0.88
(3.41)** (1.81)*

Crisis index � Cap 0.005 0.001
(0.65) (0.15)

Lagged crisis index –1.00
(1.91)**

Lagged crisis index � Cap 0.011
(1.31)

Cri_Er –0.80 –0.55
(1.26) (0.89)

Cri_Er � Cap –1.01 –0.01
(0.80) (1.32)

Lagged Cri_Er –1.32
(1.84)

Lagged Cri_Er � Cap 0.01
(0.97)

Constant –0.24 –0.18 –0.32 –0.26
(1.58) (1.51) (2.33)** (1.84)*

No. of observations 1,942 1,937 1,942 1,937
No. of countries 90 90 90 90
R2 0.52 0.53 0.52 0.53

Notes: Crisis index is a broadly defined crisis; Cri_Er is exchange rate crisis; Cap is an index
of capital mobility. Absolute value of t-statistics are reported in parentheses.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



Index indicator of crisis; the two last columns are for the Crisis_Er indica-
tor. As may be seen, the coefficient of the interacted variable is not signifi-
cant in any of the regressions. In table 3.9, I investigate whether these re-
sults are affected by the sample used. In table 3.9, I present results obtained
from emerging and transition countries only. The results, however, are very
similar to those presented in the preceding: once again, the variable that in-
teracts crisis and capital mobility is insignificant. This is the case in every
regression.

The results reported here suggest that countries that restrict capital mo-
bility have not expressed milder crisis than countries that allow for a freer
mobility of capital. These results, then, are at variance with the position
taken by a number of globalization critics that have argued that the pres-
ence of capital controls reduce the costs of crisis. These results, however,
should be considered as preliminary. The issue deserves more attention,
and additional research may result in different results. Three aspects of 
this analysis deserve particular attention. First, and as discussed in section
3.2 of this paper, measuring capital mobility is a difficult and challenging
enterprise. Efforts should be made to improve the quality of these indexes.
Second, alternative definitions of crises should be considered. It is possible
that the degree of capital mobility has some effects on the way some types
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Table 3.9 Currency crises, capital mobility, and growth (random effects
IV estimates)

(1) (2)

Growth gap 0.81 0.84
(29.51)*** (23.78)***

Change in terms of trade 0.07 0.07
(8.26)*** (7.94)***

Crisis index –5.11
(2.35)**

Crisis index � Cap 0.03
(0.68)

Cri_Er –8.93
(2.80)***

Cri_Er � Cap 0.03
(0.53)

Constant 0.40 0.25
(1.47) (0.93)

No. of observations 1,239 1,239
No. of countries 66 66
R2 0.45 0.41

Note: See table 3.8 notes.
***Significant at the 1 percent level.
**Significant at the 5 percent level.



of crisis manifest themselves. Future research should concentrate on the
consequences of sudden stops as well as on current account reversals.19

And third, there may be issues of endogeneity. It is possible—although in
my opinion not very likely—that countries with decelerating growth are
the ones that experience currency crises. In the subsection that follows, I
address this specific issue, and I report results obtained when instrumental
variables versions of equation (4) were estimated.

3.4.3 Endogeneity and Robustness

The results presented in tables 3.7 and 3.8 assume that both crisis and
capital mobility are exogenous variables. However, as pointed out in the
preceding, this needs not be the case. In this subsection I report the results
obtained when equation (4) was estimated using an instrumental variables
random effect procedure. I also discuss the results obtained when alterna-
tive time periods were used in the estimation and when different samples
were considered. Finally, I investigate the role of (potential) outliers. As
will be seen, the results are robust to these alternative estimation procedure
and data sets and suggest that the effects of external crises on economic ac-
tivity are not affected by the degree of capital mobility.

Endogeneity

As pointed out in the preceding, it is possible that capital controls are en-
dogenous and that their level is affected—through political economy chan-
nels—by the level of economic activity. For instance, it is possible that the
economic authorities restrict capital mobility when the economy enters
into a slowdown and allow capital to move more freely when the economy
is expanding. The external crises variables may also be endogenous and,
thus, were also instrumented. The following instruments were used in the
instrumental variables (IV) estimation of equation (4): a trade openness in-
dex computed by the fitted value of the imports plus exports to GDP ratio
obtained from a gravity model of bilateral trade;20 a measure of unantici-
pated capital inflows;21 an index that measures the (lagged) incidence of
sudden stops in the country’s region;22 the lagged value of the current ac-
count balance; the lagged fiscal deficit to GDP ratio; lagged and current
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19. In a recent paper on the growth consequences of current account reversals I found some
weak and preliminary evidence suggesting that countries with a more open capital account
experienced a higher growth reduction than countries with more restricted capital mobility.

20. Frankel and Cavallo (2004) have convincingly argued that this gravity-based index of
openness is exogenous. Aizenman and Noy (2004) have shown that there is a close relation-
ship between trade and capital account openness.

21. This was computed from the residuals of a random effect panel equation on capital
flows to GDP for the countries in the sample.

22. I consider the same six regions as the ones used in the analysis reported in sections 3.2
and 3.3: Advanced countries, Latin America, Asia, Africa, Middle East and North Africa,
and Eastern Europe.



changes in the terms of trade; the log of per capita GDP in 1970; and re-
gional dummies. The results obtained are reported in table 3.9. As may be
seen, the estimated coefficients of the external crises indexes continue to be
negative and statistically significant at conventional levels. The coefficients
of the growth gap and of the terms of trade are significantly positive. Also,
as in the results reported in table 3.8, the coefficient of the interactive vari-
able is insignificant.

Alternative Data Sets

In order to investigate the robustness of the results I reestimated equa-
tion (4) for alternative time periods and samples. In particular, I considered
data sets that covered the shorter 1982 to 2002 and 1987 to 2002 periods. I
also reestimated equation (4) for emerging countries only. The results for
these alternative data sets (not reported here due to space considerations,
and available on request) confirmed the most important results from tables
3.7 and 3.8: (a) both types of external currency crises considered in this pa-
per had negative effects on growth, and (b) there is no evidence indicating
that these effects have been different in countries that restrict capital mo-
bility than in countries with freer capital mobility.

Outliers

As a way to further investigate the robustness of the results I analyzed
whether the estimates reported in the preceding had been influenced by
outliers. I performed an influence analysis using Cook’s distance estima-
tors. The results indicate that the result obtained have not been affected by
extreme or outlier observations.

Concluding Remarks

In this paper, I have used a broad multicountry data set to analyze the re-
lationship between restrictions to capital mobility and external crises. The
analysis focuses on two manifestations of external crises. The analysis has
focused on the following important policy question: does the extent of cap-
ital mobility determine the depth of external crises—as measured by the
decline in growth—once a crisis occurs? In analyzing these issues I relied
on two complementary approaches: first, I used a methodology based on
nonparametric tests. And second, I used a regression-based analysis that
estimates the effects of external crises on the dynamics of economic growth.
Overall, my results cast some doubts on the assertion that countries that 
restrict capital mobility fare better during a crisis than countries with freer
mobility. These results cast doubts on the claims, made by a number of crit-
ics of globalization, that freer capital mobility amplifies external crises
(Stiglitz 2002).

The issues discussed in this paper deserve more attention in the future.
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In particular, there are three aspects of this analysis that warrant addi-
tional research. First and foremost, measuring capital mobility is a difficult
and challenging enterprise. Efforts should be made to improve the quality
of these indexes. Although the measures of capital mobility used in this pa-
per represent a clear improvement over previous indexes, they still classify
countries in rather coarse groupings. Second, alternative definitions of
crises should be considered. It is possible that the degree of capital mobil-
ity has some effects on the way some types of crisis manifest themselves.
Future research should concentrate on the consequences of sudden stops
as well as on current account reversals. And third, the analysis should be
expanded to the determinants of the probability of countries experiencing
a crisis. The question here is whether the extent of capital mobility affects
the likelihood that a country will face a major external crisis.
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Appendix

Table 3A.1 Description of the data

Variable Definition Source

Index of capital Index: (low mobility) to 100 (high Author’s elaboration based on 
mobillity mobility) indexes of capital restrictions

computed by Quinn (2003),
Mody and Murshid (2002),
and on country-specific data.

Growth gap Deviation from long-run economic Author’s elaboration. See text.
growth rate

Change terms Change in terms of trade-exports as World Development Indicators.
of trade capacity to import (constant LCU)

Crisis Index Dummy for broad definition of crisis Author’s elaboration. See text.
Crisis Er Dummy for exchange rate crisis Author’s elaboration. See text.
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Comment Edmar L. Bacha

Edwards’s paper is an important contribution to the debate on the im-
pact of financial openness on output volatility. Reading this paper was for
me a most rewarding educational experience. But in my role as discussant
I focus on doubts and divergences.

First, I find it difficult to understand Edwards’s postulated direction of
causality between current account reversals and gross domestic product
(GDP) slowdowns, for it is easy to understand that GDP contractions lead
to current account reversals, through fewer imports and more exports. The
reverse mechanism is less clear. Causality thus seems to be the opposite of
that assumed in the paper. The use of dummies to focus only on major cur-
rent account reversals does not seem to resolve this causality issue.

Second, sudden capital stops should lead first to international reserve
losses and only then to GDP contractions. There is thus a time lag in the
causation chain that is not considered in the paper. Moreover, Edwards’s
net capital inflow variable seems to suffer from measurement problems.
The first problem is that Edwards includes the “errors and omissions” item
of the balance of payments as part of the capital flows, when in fact it also
includes unimputed current account items. One wonders if his economet-
ric tests would be robust to a shift to the current account of the “errors and
omissions” item. More importantly, compensatory/official financing is in-
cluded in the net capital inflow variable, thus making it less procyclical, as
output falls may be expected to be accompanied by more compensatory/
official financing. The relevant exogenous variable for Edwards’s tests
should be lagged net private capital inflow rather than current total capital
inflow. The use of an inadequate variable for capital inflows and the impact
of output changes on the trade balance may explain why Edwards finds
GDP contractions to have a weaker correlation with sudden stops than
with current account reversals.

A third problem is the use of a “country” independently of size as the
unit of observation. This tends to bias Edwards’s results toward the expe-
rience of the more fragile Africa’s and island economies. A weighted re-
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gression, with countries being weighted either by population or GDP,
would solve this problem.

My fourth point requires a digression on Brazil’s experience since 1970.
In table 3C.1, one can observe five episodes of GDP slowdowns, defined as
growth rates lower than 1 percent: 1981 to 1983, 1988, 1990 to 1991, 1998
to 1999, 2003. The first observation is that none is associated to a “hard”
current account reversal or a sudden stop, defined as variation of 4 percent
of GDP—as these never occurred. Only 2003 is associated to a soft sudden
stop (2 percent of GDP), whereas 1983, 1989, and 2003 are associated to
soft (2 percent of GDP) current account reversals. This evidence would
seem to justify Edwards’s assertion that sudden stops by themselves are not
as important as current account reversals to explain GDP contractions.
Note, however, in the table that substantial reserves losses occurred either
previously to or simultaneously with the GDP slowdowns. More often
than not, such reserves losses were associated to domestic factors rather
than international shocks—the blow-up of the “Brazilian miracle” in the
early 1980s, the failed Cruzado plan of 1986, the after-effect of the 1994
exchange rate based stabilization, and the “fear of Lula” in 2002. Thus,
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Table 3C.1 Brazil’s GDP slowdowns and external shocks, 1970–2004

Year CA Y$ Y% NKI deltaR deltaR/Y$ dCA/Y$ dNKI/Y$

1979 –10,708 222,285 7,624 –3,214 –1.45
1980 –12,739 236,841 9.2 9,610 –3,472 –1.47 0.91 0.89
1981 –11,706 257,269 –4.25 12,746 625 0.24 –0.44 1.32
1982 –16,273 269,900 0.83 12,101 –4,542 –1.68 1.78 –0.25
1983 –6,773 188,532 –2.93 7,419 –24 –0.01 –3.52 –1.73
1986 –5,323 256,509 7.49 1,432 –3,836 –1.50
1987 –1,438 280,949 3.53 3,259 1,015 0.36 –1.51 0.71
1988 4,180 304,185 –0.06 –2,098 1,249 0.41 –2.00 –1.91
1989 1,032 413,564 3.16 629 886 0.21 1.03 0.90
1990 –3,784 466,635 –4.35 4,592 481 0.10 1.16 0.96
1991 –1,407 405,097 –2.93 163 –369 –0.09 –0.51 –0.95
1992 6,109 387,277 5.4 9,947 14,670 3.79 –1.86 2.42
1997 –30,452 807,215 3.27 25,800 –7,907 –0.98
1998 –33,416 787,346 0.13 29,702 –7,970 –0.01 0.37 0.48
1999 –25,335 536,318 0.79 17,319 –7,822 –1.16 –1.03 –1.57
2000 –24,225 601,942 4.36 19,326 –2,262 –0.38 –0.21 0.37
2001 –23,215 509,623 1.31 27,052 3,307 0.65 –0.17 1.28
2002 –7,637 460,732 1.93 8,004 302 0.07 –3.06 –3.74
2003 4,177 505,533 0.54 5,111 8,496 1.68 –2.56 –0.63
2004 11,669 626,346 5.20 –7,310 2,244 0.36 –1.18 –2.46

Source: Institute of Applied Economic Research (IPEA) data.
Notes: CA = Current account in US$ millions; Y$ = GDP in US$ millions; Y$ = GDP growth rate; 
NKI = net capital inflows in US$ millions; deltaR = change in international reserves in US$ millions;
dCA = change in the current account in US$ millions; dNKI = change in net capital inflows in US$
millions.



Brazil’s experience suggests that the relevant variable for growth slow-
downs should be the cumulative reserve loss (i.e., current account deficits
systematically higher than net capital inflows), rather than current account
reversals or sudden stops by themselves. Perhaps this could be a good start-
ing point for a new Edwards’s paper on the subject.

Finally, in the original paper a critical variable was missing—the ex-
change rate regime. Supposedly floating rates help mitigate sudden capital
splurges/stops as well as current account reversals, thus leading to less
GDP volatility. The paper now allows for this variable, and it does have the
expected impact. However, Edwards still does not provide an adequate test
for the impact of exchange rate regime change on the statistical significance
of the dummies standing for the current account reversals and the sudden
stops.

Comment Marcelo Kfoury Muinhos

This is a very interesting paper that tries to shed light on an important
issue related to the real effects of cross-border capital movements. The pa-
per is an empirical one, and, as such, the required tests present several diffi-
culties, especially regarding a study that works with economic data for a
wide range of countries.

The paper presents the argument’s procapital controls: (a) It reduces a
country’s vulnerability to external shocks and financial crisis, and (b) it al-
lows countries that suffered a currency crisis to lower interest rate, imple-
ment progrowth policies, and emerge out of the crisis sooner.

The objective of the paper is to go against capital control and so dis-
qualify those claims. There is some evidence that high capital mobility is
not correlated with current account reversal or sudden stops. At least for
high capital mobility, the incidence of current account reversal is lower
(table 3.4, H � L).

For sudden stops, the paper does show little statistical evidence that they
occur more or less frequently in more open or closed capital accounts
(table 3.5).

In section 3.4, when he presents the second estimation of growth dy-
namics, the coefficients that interact with the crisis indicator and capital
are found not significant (table 3.8), so it is not possible to insure that the
more open the capital account is, the less severe is the crisis after, so he
could not have evidence against claim b.
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In section 3.3.1, Edwards explained how his index of capital mobility
was calculated.

• It fills the gap of missing variables using a STATA’s impute procedure.
• He used a two-order index, their lagged values, and two definitions of

openness.

One important aspect that is not present in the index is the amount of in-
flow and outflow of capital. Large current account deficits may therefore
imply large capital inflows. Capital mobility is also related to the liquidity
condition in the international capital markets; that is, supply and demand
conditions in the home and host countries of capital have to be taken into
consideration. It seems inconvenient to dissociate current account reversal
from sudden stops as these two effects are part of just one event.

Developments in the external current account are directly related to the
inflows of capital to finance deficits—directly through trade financing or
indirectly through other capital inflows. If the country suffers a sudden
stop crisis, it is healthy if it is able to promote a current account reversal.
This reversal in general has an expenditure-switching component pro-
moted by the exchange rate devaluation and a reduction of expenditure
that causes recession.

My question is related to whether the standard errors in the growth
equations are corrected for the fact that the “reversal variable” is estimated
in a previous step. He uses a treatment with an instrument variable to avoid
endogeneity problems. So I think it is fine.
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4.1 Introduction

Back in the early 1990s, economists and policymakers had high expec-
tations about the prospects for capital market development in emerging
economies.1 This led to significant reforms, including financial liberaliza-
tion, the establishment of stock exchanges and bond markets, and the
development of regulatory and supervisory frameworks. These reforms,
together with improved macroeconomic fundamentals and capital market-
related reforms, such as the privatization of state-owned enterprises and
the shift to privately managed defined contribution pension systems, were
expected to foster financial development.2

Despite the intense reform efforts, the performance of domestic capital
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1. Capital market development has been deemed an important goal, as growing evidence
supports the view that a sound financial system is not just correlated with a healthy economy,
but actually causes economic growth. See Levine (2005) for a comprehensive review of the lit-
erature on the finance-growth nexus.

2. These expectations were supported by the cross-sectional empirical evidence on the de-
terminants of financial development, which shows that countries with sounder macroeco-
nomic policies, better institutional environments, and more efficient legal systems, especially
regarding the protection of creditors and minority shareholders, have more developed do-



markets in many emerging economies has been disappointing. Although
some countries experienced growth of their domestic markets, this growth
in most cases has not been as significant as the one witnessed by industri-
alized nations. Other countries experienced an actual deterioration of their
capital markets. Stock markets in many developing countries have seen
listings and liquidity decrease, as a growing number of firms have cross-
listed and raised capital in international financial centers, such as New
York and London.3 In many emerging economies, stock markets remain
highly illiquid and segmented, with trading and capitalization concen-
trated on few stocks. Also, bonds tend to be concentrated at the short end
of the maturity spectrum and denominated in foreign currency, exposing
governments and firms to maturity and currency risks.4 The large number
of policy initiatives and the disappointing performance of capital markets
have left policymakers without clear guidance on how to revise the reform
agenda going forward, and many do not envision a bright future for do-
mestic capital markets in developing countries.

In this paper, we analyze the state of capital market in Latin America
and discuss how to rethink the reform agenda going forward in light of this
evidence. Our focus on Latin American countries is motivated by the fact
that these countries were at the forefront of the capital market reform pro-
cess over the last decades.5 Despite the intense reform effort, capital mar-
kets in the region seem to have lagged behind, not only relative to developed
countries, but also compared to emerging economies in other regions, such
as East Asia (de la Torre and Schmukler 2006). Analyzing the experience
of Latin American countries may provide significant lessons for the capi-
tal market reform agenda going forward, which may also apply to emerg-
ing economies in other regions.

We start by documenting the extent of capital market development in
Latin America and comparing it to other regions. We then use formal
analyses to further understand how the state of stock markets in the region
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mestic financial markets (see, for example, Boyd, Levine, and Smith 2001; La Porta, Lopez de
Silanes, and Shleifer 2006; and La Porta et al., 1997, 1998).

3. Karolyi (2004) and Moel (2001) offer evidence on how the use of American Depositary
Receipts (ADRs) is related to stock market development in emerging economies. Levine and
Schmukler (2006a,b) analyze the impact of migration to international markets on domestic
market trading and liquidity.

4. See Mihaljek, Scatigna, and Villar (2002) for an overview of the characteristics of bond
markets in emerging economies.

5. Starting in the late 1980s and early 1990s, most Latin American countries implemented
macro stabilization programs and liberalized their financial systems, ending a long period of
financial repression. Apart from macro stabilization and liberalization, governments through-
out the region approved new legislation aimed at creating the proper market infrastructure
and institutions for capital markets to flourish. These capital market reforms were comple-
mented in a number of cases by privatization efforts and by comprehensive pension system
reforms. See de la Torre and Schmukler (2006) for an overview of the capital market reform
process in Latin America.



differs from that in other regions. In particular, we are interested in assess-
ing whether there is a gap between fundamentals and policies, on the one
hand, and actual stock market development, on the other. This issue is
highly relevant for the policy debate. The observed lack of capital market
development in Latin America may be a consequence of the region’s poor
fundamentals, suggesting the need to push further ahead in the reform
effort to achieve a higher level of economic and institutional development,
which in turn should result in more developed capital markets. On the
other hand, the finding of a shortfall between actual capital market devel-
opment in the region and the level of development predicted by its eco-
nomic and institutional fundamentals could indicate that reforms and im-
provements in these fundamentals have not had the expected results so far.
This suggests that it might be necessary to revise the reform agenda and re-
lated expectations to take into account certain characteristics of these
countries that may limit the scope for developing deep domestic securities
markets. Finally, we discuss alternative ways of interpreting the evidence,
with the goal of drawing lessons for the reform agenda going forward.

The evidence shows that despite the intense reform effort, capital mar-
kets in Latin America remain underdeveloped compared to markets in
East Asia and developed countries. Furthermore, we find that stock mar-
kets in the region are below what can be expected, given economic and in-
stitutional fundamentals. In particular, we find that there is a shortfall in
domestic stock market activity (market capitalization, trading, and capital
raising) in Latin America after controlling for many factors, including per
capita income, macroeconomic policies, and measures of the legal and in-
stitutional environment.

We discuss how different lines of thought would assess this gap between
predicted and observed outcomes. This exercise helps to gain a better un-
derstanding of the possible reasons for this divergence and sharpen the cri-
teria to guide an appropriate reformulation of policy recommendations.
We argue that two stylized views dominate the current reform debate in this
regard. The first view, encapsulated in the message “be patient and re-
double the effort,” contends that the gap between expectations and ob-
served outcomes is due to the combination of impatience with imperfect
and incomplete reform efforts. This view argues that past reforms were ba-
sically right, that reforms needed in the future are essentially known, and
that reforms have long gestation periods before producing visible results.6

The second view, encapsulated in the message “get the sequence right,”
claims that the gap is due to faulty reform sequencing. This view draws at-
tention to the problems that arise when some reforms are implemented
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ahead of others and argues that key preconditions should be met before
fully liberalizing domestic financial markets and allowing free interna-
tional capital mobility.7

Though differing in diagnoses and policy prescriptions, these views are
not necessarily incompatible, and both capture important aspects of the
problem at hand, yielding considerable insights. Our main argument, how-
ever, is that neither of the two views may adequately address a number of
salient questions posed by the evidence. We therefore propose a third, com-
plementary view that is much less prescriptive. This view can be encapsu-
lated in the message “revisit basic issues and reshape expectations.”8 It 
contends that, although more research is needed, it is difficult to pinpoint
which factors may explain the relative underdevelopment of domestic cap-
ital markets in Latin America. Future research might find that the gap be-
tween predicted and observed outcomes is explained by some factor not in-
cluded in the long list of controls used in this paper. Nevertheless, we claim
that there might as well be important deficiencies with the expectations
and design of past reforms. This view argues that policy initiatives need to
take into account the intrinsic characteristics of developing countries (such
as small size, lack of risk diversification opportunities, presence of weak
currencies, and prevalence of systemic risk) and how these features limit
the scope for developing deep domestic capital markets in a context of in-
ternational financial integration. These limitations are difficult to over-
come by the reform process. In other words, even if emerging economies
carry out all the necessary reforms, they might not obtain a domestic cap-
ital market development comparable to that of industrialized countries.

The rest of the paper is structured as follows. Section 4.2 presents de-
scriptive statistics on capital market development in Latin America and
compares them to other regions. Section 4.3 describes the econometric es-
timations of whether stock market development in Latin America is close
to the level predicted by fundamentals. Section 4.4 discusses the typologi-
cal views on why the state of capital markets is different than expected. Sec-
tion 4.5 concludes.

4.2 Capital Markets in Latin America

This section analyzes the state of capital markets in Latin American
countries and compares them to those in other countries. Figure 4.1 shows
different indicators of financial development for selected Latin American,
East Asian, and developed countries. In particular, this figure presents
data on credit to the private sector by financial institutions, stock market
capitalization, and the amount outstanding of private sector domestic
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bonds, all as a percentage of gross domestic product (GDP), at year-end
2004. As this figure shows, although there are differences among Latin
American countries, most countries in the region have significantly smaller
financial markets than G7 and East Asian countries. Chile is the only ex-
ception, as the size of its financial markets, especially its stock market,
vastly exceeds that of other Latin American countries and also compares
favorably with financial markets in developed and East Asian countries.
However, analyzing measures of actual stock market activity, such as value
traded, shows that Chile’s stock market remains underdeveloped com-
pared to markets in East Asia and developed countries.9

Figures 4.2 and 4.3 display average values of different measures of stock
market development for Latin American, G7, and East Asian countries for
the years 1990 and 2004. As figure 4.2 shows, stock markets in Latin Amer-
ica have grown considerably over the last decades. The average domestic
stock market capitalization in terms of GDP in the seven largest markets
in the region (Argentina, Brazil, Chile, Colombia, Mexico, Peru, and Ven-
ezuela) more than tripled between 1990 and 2004. Value traded in domes-
tic stock markets also increased significantly during this period, from an
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9. Value traded over GDP reached 12.4 percent in Chile in 2004, compared to 65.5 percent
in France, 74.2 percent in Japan, and 165.9 percent in the United States. The East Asian coun-
tries presented in the graph also had significantly higher levels of trading activity than Chile,
with value traded over GDP reaching 94 percent in Korea, 50.8 percent in Malaysia, and 66.7
percent in Thailand.

Fig. 4.1 Domestic financial sector development across countries
Note: This figure shows credit to the private sector by financial institutions over GDP, do-
mestic stock market capitalization over GDP, and the amount outstanding of private sector
domestic bonds over GDP at year-end 2004 for selected countries.
Sources: BIS, IMF International Financial Statistics, S&P Emerging Markets Database,
World Bank.



average of 2.0 percent of GDP in 1990 to 6.1 percent in 2004. Despite this
strong growth, stock markets in Latin America are still small when com-
pared to those in other regions. At the end of 2004, stock market capital-
ization in this region reached 42.3 percent of GDP, compared to 93.6 and
147.1 percent in G7 and East Asian countries, respectively. Regional differ-
ences are more striking when analyzing trading activity, with Latin Amer-
ican countries appearing to be caught in a low liquidity trap. While value
traded in domestic stock markets stood at 6.1 percent of GDP in Latin
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Fig. 4.2 Domestic stock market development
Notes This figure shows market capitalization over GDP and value traded domestically over
GDP. The series are averages across countries. The data for G7 countries are averages for
Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States. The
data for East Asian countries are averages for Hong Kong, Indonesia, Korea, Malaysia, the
Philippines, Taiwan, and Thailand. The data for Latin American countries are averages for
Argentina, Brazil, Chile, Colombia, Mexico, Peru, and Venezuela.
Sources: S&P Emerging Markets Database, World Bank.



America in 2004, it reached 92.2 percent in G7 countries and 104.5 percent
in East Asia.10

Similar regional differences are visible when analyzing capital raising ac-
tivity (figure 4.3). Capital raised as a percentage of GDP in Latin American

Capital Market Development: Whither Latin America? 127

10. We also estimated the figures for East Asia excluding Hong Kong, as it may serve as a
regional financial center for corporations from mainland China and other Asian countries.
Although this reduces the average values for East Asian countries, these countries still show
significantly higher stock market capitalization and trading than Latin American countries.
When excluding Hong Kong, the average capitalization for the remaining East Asian coun-
tries included in the figures stood at 83.6 percent of GDP in 2004, whereas their value traded
in that year reached 77 percent of GDP.

Fig. 4.3 Domestic stock market development
Notes: This figure shows capital raised over GDP and the number of listed domestic firms.
The series are averages across countries. The data for G7 countries are averages for Canada,
France, Germany, Italy, Japan, the United Kingdom, and the United States. The data for East
Asian countries are averages for Hong Kong, Indonesia, Korea, Malaysia, the Philippines,
Taiwan, and Thailand. The data for Latin American countries are averages for Argentina,
Brazil, Chile, Colombia, Mexico, Peru, and Venezuela.
Sources: S&P Emerging Markets Database, World Federation of Exchanges, World Bank.



stock markets is lower than in other regions, reaching 0.5 percent in 2004,
compared to 1.5 percent in G7 countries and 5.9 percent in East Asia.11 The
average number of firms listed in domestic stock markets in Latin America
has decreased over the last decades, from 232 in 1990 to 174 in 2004.12 This
reduction stands in contrast to the increase in the number of listings expe-
rienced by both G7 and East Asian countries during this period.13

Domestic bond markets in both developed and developing countries
have experienced considerable growth over the last decades. This growth
was especially pronounced in East Asia following the 1997 crisis, as gov-
ernments and firms increasingly switched to bond financing.14 In Latin
America, most progress has been made in the development of public bond
markets, with the stock of domestic government bonds outstanding in-
creasing from 12.3 percent of GDP in 1993 to 20.7 percent in 2004 (figure
4.4).15 Public sector bond markets in the region present a development 
level close to that of East Asian markets. On the other hand, in spite of their
growth over the last decades, private bond markets in Latin America re-
main underdeveloped. The amount outstanding of domestic private sector
bonds in the region stood at 10.7 percent of GDP in 2004, compared to an
average of 36.3 percent in East Asia and 47.7 percent in G7 countries.

4.3 Empirical Analysis of Stock Market Development in Latin America

The data on stock and bond markets in Latin America presented in the
previous section show that, although securities markets in the region have
grown substantially since 1990, Latin American capital markets remain
underdeveloped when compared to markets in industrial and East Asian
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11. Capital raising activity tends to be very volatile, varying widely from year to year. This
could generate some concerns about whether the years presented in figure 4.3 are representa-
tive of the general patterns. However, similar regional differences are visible if one considers
average values from 1990 to 2004. The average annual amount of capital raised in domestic
stock markets in Latin American countries for this period reached 0.8 percent of GDP, com-
pared to 1.3 percent in G7 countries and 4.6 percent in East Asia.

12. The reduction in the number of listed firms has been associated with the increasing mi-
gration of Latin American firms to international markets. Merger and acquisition activity, as
well as majority shareholders trying to increase their controlling stakes, have also been
brought forward as possible explanations for the growing stock market delistings in Latin
America (see de la Torre and Schmukler 2006).

13. Different explanations have been proposed for the diverging trend in stock market list-
ings between Latin America and East Asia. For one, unlike the European and U.S. stock mar-
kets, which performed well during the 1990s, stock markets in Hong Kong and Tokyo, the nat-
ural candidates for migration in Asia, have not done well in recent years (World Bank 2004).

14. Following the financial crisis, it was argued that capital markets in East Asia had not
been diversified enough and that well-developed bond markets would have made several
Asian economies less vulnerable to the crisis (see, for example, Batten and Kim 2001; Herring
and Chatusripitak 2001).

15. The sample of East Asian and Latin American countries and the period presented in
this figure differ from those used in figures 4.2 and 4.3 due to data availability.



countries. This evidence suggests that the high expectations of the early
1990s about capital market development in the region have not been met.
An open question is whether this lack of development is a consequence of
the failure to build an environment conducive to capital market develop-
ment, despite the intense reform effort, or if even when Latin American
countries have built such an environment, markets have failed to develop
as predicted. In this section we focus on answering this question. Doing so
requires a formal analysis of the determinants of capital market develop-
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Fig. 4.4 Domestic bond market development
Notes: This figure shows the amounts outstanding of public and private sector bonds in do-
mestic markets over GDP. The series are averages across countries. The data for G7 countries
are averages for Canada, France, Germany, Italy, Japan, the United Kingdom, and the United
States. The data for East Asian countries are averages for Hong Kong, Korea, Malaysia, Tai-
wan, and Thailand. The data for Latin American countries are averages for Argentina, Brazil,
Chile, Mexico, and Peru.
Sources: BIS, World Bank.



ment and then testing whether, once we control for those determinants,
Latin American countries have less-developed capital markets. We focus
our analysis on stock markets, as data on different measures of stock mar-
ket development are available for a large cross-section of countries and a
relatively long time series. In contrast, comprehensive data on domestic
bond market development are available for a shorter period and a smaller
sample of economies, making it more difficult to capture differences be-
tween Latin America and other regions. We first describe the dependent
and explanatory variables and the methodology we use, then present the
regression results, and finally discuss some robustness tests.

4.3.1 Data and Methodology

For the empirical analysis of stock markets, we follow Claessens, Klinge-
biel, and Schmukler (2006), who analyze the factors driving domestic stock
market development and internationalization. We use three measures of
domestic stock market development: market capitalization, value traded,
and capital raised, all as a percentage of GDP.16

The data on market capitalization and value traded on the major local
stock exchanges come from the Standard & Poor’s Global Stock Markets
Factbook and cover the period 1975 to 2004 for 117 countries. The amount
of equity capital raised by domestic firms in the local stock market comes
from the World Federation of Exchanges and covers the period 1982 to
2004 for 46 countries.

In terms of explanatory variables, we include several factors found to be
important in the literature on stock market development. First, because
more-developed countries tend to have deeper domestic stock markets
(see, for example, La Porta, Lopez de Silanes, and Shleifer 2006; La Porta
et al. 1997; and Rajan and Zingales 2003), we use GDP per capita as a mea-
sure of countries’ overall economic development. Higher income coun-
tries also tend to have better institutional and legal environments, which
have been found to matter for financial development (see Beck and Levine
2005).17 To further address this issue, we include an index of the strength of
minority shareholder rights from Djankov et al. (2008).18

The regressions include two alternative indicators of macroeconomic
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16. We also estimated regressions using turnover (defined as value traded over market cap-
italization) and obtained results similar to those reported below.

17. Gross domestic product per capita is highly correlated with different measures of the in-
stitutional environment. For our sample, the correlation between GDP per capita and indexes
of bureaucratic quality, corruption, and law and order reported by the International Country
Risk Guide (ICRG) service is 0.73, 0.67 and 0.71, respectively, and in all cases it is significant
at the 1 percent level. All the results reported in the paper are robust to replacing GDP per
capita with any of these measures of the institutional environment.

18. Djankov et al. (2008) present revised estimates of the antidirector rights index from La
Porta et al. (1998) and expand the sample of countries covered. All the results reported in the
paper are robust to replacing this updated index with the original measure from La Porta et
al. (1998).



soundness, the annual inflation rate and the government deficit over GDP,
given that a better macroeconomic environment promotes financial devel-
opment (see Bencivenga and Smith 1992; Boyd, Levine, and Smith 2001;
and Huybens and Smith 1999).

We include three alternative variables to control for the extent of finan-
cial openness and liberalization, as that has been found to affect stock
market development (see Bekaert and Harvey 2000, 2003; Edison and
Warnock 2003; Henry 2000; and Levine and Zervos 1998). First, we in-
clude a de jure measure of capital account liberalization constructed by
Chinn and Ito (2006). Second, as we are analyzing stock markets, we also
use a de jure indicator of stock market liberalization. Our data for dating
the liberalization of stock markets come from three sources: Bekaert, Har-
vey, and Lundblad (2005), who present official liberalization dates, mostly
for developing countries; Kaminsky and Schmukler (2003), who construct
an index of the extent of stock market liberalization which also includes de-
veloped economies; and Vinhas de Souza (2005), who extends this index to
Eastern European countries.19 We combine these three sources to get the
widest possible coverage.20 Finally, as a measure of de facto openness, we
use equity flows, including both portfolio equity flows and foreign direct
investment (FDI) flows, relative to GDP. This variable captures the effec-
tive integration with international capital markets and the de facto open-
ness of the stock market; it can also be viewed as a measure of foreign de-
mand for domestic equity.21

We also control for the possibility that local stock market development
is affected by the growth opportunities that firms face. Growth opportuni-
ties may be particularly relevant for explaining capital raising behavior, as
the literature on initial public offerings (IPOs) has highlighted (see Ritter
and Welch [2002] for a review). Countries with better growth opportunities
may need larger stock markets to satisfy a higher demand for external
funds. Therefore, we include the global growth opportunities index from
Bekaert et al. (2006), which measures how each country’s industry mix is
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19. For the data from Kaminsky and Schmukler (2003) and Vinhas de Souza (2005), we
consider the first year when a country’s stock market is fully liberalized as the liberalization
date. Alternatively, we also used the date of the first partial liberalization and obtained simi-
lar results.

20. We also ran regressions using only the Bekaert, Harvey, and Lundblad (2005) dates and
their “first sign” stock market liberalization measure, which is based on the earliest of three
possibilities: the launching of a country fund, an ADR announcement, and the official liber-
alization date. We obtained similar results using these measures.

21. We include FDI flows because those flows, apart from new investment, also represent
purchases of existing equity. In fact, equity flows are classified as FDI flows when they repre-
sent a purchase of at least 10 percent of a company’s equity. Note that this variable could be
affected by endogeneity, as foreign investment tends to go to countries with more developed
financial markets. To reduce this potential problem and because good instruments are hard
to obtain, we use this variable lagged one period. To check that our results are not affected by
the inclusion of this variable, we also report estimations without it and find that the coeffi-
cients on the rest of the variables are unaffected.



priced in global capital markets, using the price earnings ratios of global
industry portfolios.22

We additionally include GDP as a control variable in our regressions.
Securities markets can gain efficiency by expanding their volume and num-
ber of participants because of economies of scale and scope and network
externalities.23 Consistent with these arguments, the literature has found
the size of the economy to be an important factor for the development of
liquid, well-functioning securities markets. See, for example, McCauley
and Remolona (2000) and Shah and Thomas (200).

Finally, to test whether the level of stock market development in Latin
America differs from that predicted from fundamentals, we include a Latin
American dummy variable, which takes the value one if the country is lo-
cated in Latin America and the Caribbean and zero otherwise.24 If stock
market development in Latin America is close to the level predicted by the
region’s fundamentals, this dummy should not be significant.

After removing outliers, countries with missing data on the independent
variables, and countries with less than five annual observations, we are left
with a sample of ninety-five countries covering the period 1975 to 2004.25

The sample includes eighteen Latin American countries, which account on
average for seventeen percent of the observations used in the regressions.26

In all cases, we pool the data over time and across countries. Regarding the
estimation technique, we use least squares estimators adjusting the stan-
dard errors for clustering at the country level.27

4.3.2 Regression Results

The results for stock market capitalization over GDP, value traded over
GDP, and capital raised over GDP are presented in tables 4.1, 4.2, and 4.3,
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22. Bekaert et al. (2006) use two country-specific industry weightings to calculate each
country’s growth opportunities index. One is based on the relative market capitalization of
each industry in the local stock market. The other one is based on the relative value added of
each industry in the respective country. We report the results using the latter weighting
scheme but also estimated the regressions using the former and obtained similar results.

23. Network effects are an intrinsic feature of securities trading: the benefits of participat-
ing in a given market increase with the number of participants (Economides 1993, 1996; Di
Noia 1999). This generates positive feedback, as a liquid market attracts more participants
and each new participant brings additional trading opportunities and liquidity, benefiting all
market participants and making the market more attractive to others. There is also evidence
of economies of scale in stock exchange activities, especially regarding order execution
(Malkamaki 1999).

24. For defining this dummy we consider the World Bank regional classification, which in-
cludes Latin American and Caribbean countries. We also estimated all the regressions ex-
cluding the Caribbean countries and obtained similar results.

25. We also estimated the regressions constraining the sample to countries with at least
three annual observations and without imposing any restrictions on the number of observa-
tions and obtained results similar to those reported in the paper in both cases.

26. See table 4A.1 for the list of countries covered.
27. We also estimated all the regressions using panel feasible generalized least squared

(FGLS), allowing for heteroscedastic error structures and different autocorrelation coeffi-
cients within countries, and obtained similar results.



respectively. The tables provide in the first column the results for a regres-
sion with GDP per capita, inflation, and capital account liberalization as
the only explanatory variables. The tables then report a regression with gov-
ernment deficit over GDP instead of inflation as these two constitute alter-
native indicators of macroeconomic soundness and stability. To keep the
size of the tables manageable, we just continue to use one of the macro vari-
ables, government deficit over GDP.28 In the third and fourth column, the
tables report regressions with the stock market liberalization index and eq-
uity flows as a percentage of GDP, respectively, replacing the capital ac-
count liberalization dummy. In the fifth and sixth columns, the shareholder
rights index is introduced. In the sixth column, we include the growth op-
portunities measure. In the seventh and eighth columns, we control for GDP
instead of GDP per capita. We do not include GDP and GDP per capita in
the same specification as these variables are highly correlated.29 Note, how-
ever, that all our results are robust to controlling for both variables and to
replacing GDP per capita with GDP. We discuss the results in turn.

The regression results for market capitalization as a ratio of GDP (table
4.1) indicate that stock market development in our sample is related to the
variables in ways already identified in the literature. In particular, GDP per
capita, financial openness (measured by stock market liberalization and
equity flows over GDP), shareholder rights, and the size of the economy
are positively and significantly associated with market capitalization, while
government deficits are negatively related to stock market development.
The growth opportunities variable enters positively and significantly in the
regressions.

More relevant for our analysis, the dummy variable for Latin America
enters negatively and significantly in all the specifications. The effect is also
economically relevant: the average coefficient for the dummy in these re-
gressions is –0.17, which means that market capitalization over GDP in
Latin American countries is on average 17 percentage points below the level
predicted by their fundamentals and policies. This is a large difference,
given that the average market capitalization over GDP for Latin American
countries in these regressions is 18 percent.

Similar conclusions are obtained when analyzing value traded domesti-
cally over GDP (table 4.2). Most of the control variables have the expected
sign: more developed countries, with sounder macroeconomic policies and
more financial openness, tend to have higher trading activity. Also, coun-
tries with better growth opportunities have more domestic trading. The
dummy for Latin American countries enters negatively and significantly at
the 1 percent level in all the specifications, indicating that countries in the
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28. We choose this variable because inflation is not statistically significant in most regres-
sions. We obtained results similar to those reported in the paper when controlling for both in-
flation and fiscal deficit.

29. The correlation between the logarithm of GDP per capita and the logarithm of GDP is
0.54 for our sample of countries and is significant at the 1 percent level.
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region have lower value traded domestically than warranted by their fun-
damentals.

When analyzing capital raised domestically over GDP (table 4.3), we find
similar results as for the other two measures of stock market develop-
ment, although fewer variables are statistically significant, in part due to the
lumpy and volatile nature of capital raising activity. Countries with sounder
macro policies tend to see more capital raising, although government deficit
over GDP is not always statistically significant. More open countries (as
measured by equity flows over GDP), as well as countries with a better le-
gal protection of shareholder rights and more growth opportunities, also
have higher capital raising activity. The Latin American dummy enters neg-
atively and significantly at the 1 percent level in all specifications.

Overall, the results in tables 4.1, 4.2, and 4.3 yield similar conclusions:
countries with higher income, sounder macroeconomic policies, better
protection of shareholder rights, greater financial openness, larger econ-
omies, and higher growth opportunities, have more developed local stock
markets. Regarding Latin America, the results indicate that there is a
shortfall in the actual development of stock markets in the region, relative
to its fundamentals. In other words, Latin American countries have lower
stock market development than countries with similar fundamentals and
policies in other regions.

4.3.3 Robustness Tests

The results presented in this section show that stock markets in Latin
American are below what can be expected, given the region’s economic and
institutional fundamentals and policies. Given the relevance of these re-
sults, we subjected them to a number of robustness tests by including sev-
eral additional control variables suggested by the literature on capital mar-
ket development.

First, we controlled for macroeconomic volatility as the empirical evi-
dence suggests that the depth of domestic financial systems is inversely re-
lated to volatility (see, for example, IDB 1995). To the extent that macro-
economic volatility might have been higher in Latin America than in other
regions and was not fully captured by the control variables included in the
regressions, this could explain the negative sign and statistical significance
of the Latin American dummy.30 To address this issue, we reestimated the
regressions including measures of inflation and interest rate volatility at dif-
ferent time horizons.31 We find that these variables tend to have a negative

136 Augusto de la Torre, Juan Carlos Gozzi, and Sergio L. Schmukler

30. Note that the regressions include two indicators of macroeconomic soundness, the an-
nual inflation rate and the government deficit over GDP.

31. We controlled for the volatility of inflation and real interest rates over the previous
three, five, and ten years. Also, as Boyd, Levine, and Smith (2001) highlight the nonlinear re-
lation between inflation and financial-sector performance, we explored nonlinear effects of
inflation on stock market development. Although the results suggest that nonlinear effects
might be important, they do not affect the basic conclusions reported in the tables.



T
ab

le
 4

.3
D

om
es

ti
c 

st
oc

k 
m

ar
ke

t d
ev

el
op

m
en

t—
C

ap
it

al
 ra

is
ed

 d
om

es
ti

ca
lly C

ap
it

al
 r

ai
se

d 
do

m
es

ti
ca

lly
/G

D
P

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

L
og

 o
f G

D
P

 p
er

 c
ap

it
a

–0
.0

01
–0

.0
02

–0
.0

01
–0

.0
03

–0
.0

02
–0

.0
03

**
(0

.8
91

)
(1

.2
23

)
(0

.2
72

)
(1

.5
53

)
(1

.5
27

)
(2

.1
19

)
L

og
 o

f G
D

P
0.

00
1

0.
00

0
(1

.1
25

)
(0

.6
31

)
Sh

ar
eh

ol
de

r 
ri

gh
ts

0.
00

4*
**

0.
00

3*
*

0.
00

5*
*

0.
00

4*
*

(2
.7

41
)

(2
.4

53
)

(2
.6

63
)

(2
.3

48
)

L
og

 (1
 +

 I
nfl

at
io

n)
–0

.0
03

(1
.4

94
)

G
ov

er
nm

en
t d

efi
ci

t/
G

D
P

–0
.0

98
**

*
–0

.0
92

**
–0

.0
15

–0
.0

13
–0

.0
18

–0
.0

04
–0

.0
07

(2
.8

78
)

(2
.5

50
)

(0
.9

31
)

(0
.7

59
)

(1
.0

94
)

(0
.2

46
)

(0
.4

22
)

C
ap

it
al

 a
cc

ou
nt

 li
be

ra
liz

at
io

n
0.

00
1

0.
00

0
(0

.7
77

)
(0

.3
21

)
St

oc
k 

m
ar

ke
t l

ib
er

al
iz

at
io

n
0.

00
5*

(1
.8

74
)

To
ta

l e
qu

it
y 

flo
w

s/
G

D
P

0.
25

6*
**

0.
21

7*
**

0.
22

9*
**

0.
22

0*
**

0.
22

6*
**

(o
ne

 y
ea

r 
la

gg
ed

)
(4

.1
59

)
(3

.3
55

)
(3

.3
70

)
(3

.6
20

)
(3

.5
14

)
G

lo
ba

l m
ea

su
re

 o
f c

ou
nt

ry
0.

01
2*

**
0.

01
1*

**
gr

ow
th

 o
pp

or
tu

ni
ti

es
(3

.5
25

)
(3

.1
16

)

L
at

in
 A

m
er

ic
an

 d
um

m
y

–0
.0

10
**

*
–0

.0
13

**
*

–0
.0

13
**

*
–0

.0
14

**
*

–0
.0

13
**

*
–0

.0
14

**
*

–0
.0

10
**

*
–0

.0
11

**
*

(2
.7

54
)

(3
.0

77
)

(3
.4

97
)

(4
.2

00
)

(5
.3

02
)

(6
.0

23
)

(5
.1

93
)

(5
.5

80
)

N
o.

 o
f o

bs
er

va
ti

on
s

68
8

56
4

61
7

52
0

50
5

46
8

50
5

46
8

N
o.

 o
f c

ou
nt

ri
es

40
37

40
35

33
31

33
31

N
o.

 o
f L

at
in

 A
m

er
ic

an
 c

ou
nt

ri
es

5
5

5
5

5
4

5
4

R
2

0.
03

6
0.

08
5

0.
04

5
0.

18
4

0.
23

1
0.

25
4

0.
22

4
0.

23
7

N
o

te
s:

T
hi

s 
ta

bl
e 

sh
ow

s 
or

di
na

ry
 le

as
t 

sq
ua

re
 r

eg
re

ss
io

ns
 w

it
h 

st
an

da
rd

 e
rr

or
s 

ad
ju

st
ed

 fo
r 

cl
us

te
ri

ng
 a

t 
th

e 
co

un
tr

y 
le

ve
l f

or
 a

 p
an

el
 o

f 
fo

rt
y-

si
x 

co
un

tr
ie

s 
be

tw
ee

n 
19

82
 

an
d 

20
04

. A
 c

on
st

an
t i

s 
es

ti
m

at
ed

 b
ut

 n
ot

 r
ep

or
te

d.
 A

bs
ol

ut
e 

va
lu

es
 o

f t
-s

ta
ti

st
ic

s 
ar

e 
in

 p
ar

en
th

es
es

.

**
*S

ig
ni

fic
an

t a
t t

he
 1

 p
er

ce
nt

 le
ve

l.

**
Si

gn
ifi

ca
nt

 a
t t

he
 5

 p
er

ce
nt

 le
ve

l.

*S
ig

ni
fic

an
t a

t t
he

 1
0 

p
er

ce
nt

 le
ve

l.



(although usually not statistically significant) relation with stock market
development, but their inclusion does not affect the sign and significance of
the Latin American dummy. Also, the size of the coefficients on this dummy
is mostly unaffected by the inclusion of these controls.

Second, the lower level of stock market development in Latin American
countries may be due to a worse institutional environment in these coun-
tries, which was not adequately captured by the control variables used in
the regressions. To address this issue, we included a number of additional
measures of the quality of the institutional framework. In particular, we
controlled for indicators of corruption, bureaucratic quality, law and or-
der, political risk, government stability, and investment profile developed
by International Country Risk Guide; an index of the quality of account-
ing standards constructed by Bushman, Piotroski, and Smith (2004); and
different proxies for the functioning of the judicial system, including the
time it takes to resolve disputes (Djankov et al. 2003) and an index of the
overall efficiency of the judicial system, as reported by Business Interna-
tional Corporation. We also controlled for a country’s legal tradition, as this
has been found to be associated with the protection of shareholder rights
(La Porta et al. 1997, 1998), the efficiency of the judicial system (Djankov
et al. 2003), and the protection of property rights (Beck, Demirgüç-Kunt,
and Levine 2003). While many of these variables are statistically significant
and have the sign suggested by the literature, the Latin American dummy
remains statistically significant and negative and the size of its coefficients
is mostly unchanged.

Finally, we controlled for the level of savings in each country. A higher
savings level means that more local resources are available to be invested 
in the domestic financial system and therefore may be associated with 
a higher stock market development (see, for example, Garcia and Liu
1999).32 The relative underdevelopment of stock markets in Latin America
may be explained by the low savings rate in the region.33 To address this is-
sue, we reestimated the regressions controlling for savings as a percentage
of GDP. This variable tends to be positive (although usually not statisti-
cally significant); however, its inclusion does not affect the sign, signifi-
cance, or size of the Latin American dummy.

Although more research is needed, the robustness of the results indicates
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32. Causality may also run in the other direction, from more developed financial markets
to higher savings. For instance, deeper domestic financial markets may offer investors more
investment opportunities and higher returns, potentially resulting in more savings. To address
this concern, we use savings lagged one period.

33. Savings rates in Latin America have stagnated over the last two decades, standing at
about 17 percent of GDP. In contrast, savings in East Asia averaged more than 30 percent of
GDP over this period. Several studies have pointed to low savings rates in Latin America as
a significant constraint to the region’s growth (see, for example, Edwards [1995] and Schmidt-
Hebbel and Serven [1997]). See Plies and Reinhart (1999) for an overview of the behavior of
savings in Latin America.



that it is difficult to identify the factors behind the underdevelopment of
Latin American capital markets. This suggests that certain characteristics
of Latin American countries, beyond those usually highlighted in the liter-
ature on capital market development, limit the scope for developing deep
domestic securities markets in the region.

4.4 What Went Wrong and What to Do Next? 

The evidence reported in sections 4.2 and 4.3 shows that capital markets
in Latin America are underdeveloped, not only compared to markets in
East Asia and industrialized nations, but also relative to the level predicted
by the region’s fundamentals and policies. We now turn to the analysis of
these two findings to draw lessons for the capital market reform agenda go-
ing forward. Assessing the evidence is a process that, by nature, involves
significant resort to judgment calls. There is thus ample scope for differ-
ing yet reasonable explanations for the gap between expectations and out-
comes. This section aims at providing a flavor of the range of perspectives
on this question by identifying three typological views. This typology is
used mainly for presentational purposes, to help depict the nature of the
debate and highlight the policy issues under discussion. A more detailed
discussion of these issues is presented in de la Torre and Schmukler (2006).

The first view, encapsulated in the message “be patient and redouble 
the effort,” ascribes the observed gap between outcomes and expectations
to a combination of insufficient reform implementation with impatience. In
effect, despite what many claim, key reforms were in some cases not even ini-
tiated, while other reforms were often implemented in an incomplete or in-
consistent fashion. In many cases, laws and regulations were approved, but
they were not duly implemented, nor were they adequately enforced.34

Moreover, policymakers have been too impatient, often expecting results to
materialize sooner than warranted. However, complex reforms tend to have
long gestation periods. According to proponents of this view, the emphasis
going forward should be on forging ahead persistently with the hard work
of improving the enabling environment for capital markets; enhancing
market discipline through greater competition; upgrading the regulatory
and supervisory framework for securities markets; and improving key areas
such as accounting and disclosure standards, corporate governance prac-
tices, and securities trading, custody, clearing, and settlement systems.35
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34. To the extent that the quality of reforms was lower in Latin America and the control
variables used in our regressions did not capture this difference, this could explain the signif-
icance and negative sign of the Latin American dummy.

35. This is broadly consistent with our empirical findings, as our results show that econ-
omies with sounder macro policies, better protection of shareholder rights, and greater open-
ness tend to have more developed stock markets. Also consistent with this view, de la Torre,
Gozzi, and Schmukler (2006) find that capital market-related reforms tend to be followed by
significant increases in domestic stock market capitalization, trading, and capital raising.



The second view, encapsulated in the message “get the sequence right,”
claims that the gap between outcomes and expectations is due to faulty re-
form sequencing. This view contends that capital market reforms were—
to one degree or another—part of the problem rather than the solution and
draws attention to the problems that arise from the adoption of certain re-
forms before others are in place.36 The most familiar rendition of this view
focuses on the pitfalls of premature financial market liberalization, argu-
ing that liberalizing the financial system before achieving a minimum
threshold of institutional strength—in terms of the legal and regulatory
framework, supervisory capacity, accounting and disclosure standards,
and so forth—is likely to exacerbate distortions in financial markets.37 Ac-
cording to proponents of this view, the task of recasting the reform agenda
going forward hinges on the success of efforts devoted to systematically
clarifying sequencing issues.

The third view, encapsulated in the message “revisit basic issues and re-
shape expectations,” arises from the identification of shortcomings in the
previous two views. This view focuses on the gaps in our knowledge and is,
as a result, much less prescriptive. It contends that policy initiatives need
to take into account the intrinsic characteristics of developing countries
(such as small size, lack of risk diversification opportunities, presence of
weak currencies, and prevalence of systemic risk), and how these features
limit the scope for developing deep domestic capital markets. These limi-
tations are difficult to overcome by the reform process. This view therefore
calls for a more varied reform agenda, as a one-size-fits-all approach is des-
tined to fail. It emphasizes that a key step in designing country-specific re-
forms going forward should be a determination of whether the emerging
economy in question can sustain an active domestic market for private
sector securities. It also argues that ultimately, any reform agenda for cap-
ital markets needs to be couched within a broader vision of financial de-
velopment for emerging markets in the context of international financial
integration.

Confronting the first two views with relevant aspects of the evidence
leads to the conclusion that important things are inadequately addressed
by them. Perhaps the most questionable aspect of both views, in light of the
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36. To the extent that reform sequencing in Latin America was imperfect and worse than in
other regions and that the control variables used in our regressions failed to capture this
difference, this may account for the sign and significance of the Latin American dummy in the
regressions.

37. A standard policy recommendation therefore is to upgrade the financial regulation and
supervision and improve the health of the financial system before deregulating financial mar-
kets and opening up the capital account (see, for example, Johnston and Sundararajan [1999]
and McKinnon [1993]). Not all sequencing arguments are related to financial liberalization.
Some emphasize the building block nature of financial development, whereby interlinkages
across different markets make certain reforms necessary for the success of others (see, for ex-
ample, Karacadag, Sundararajan, and Elliott 2003).



evidence presented in this paper, is their implicit assumption that domes-
tic capital market development in emerging economies should be mea-
sured against the benchmark of capital markets in industrialized countries.
For the first two views, the reform path may be long and difficult, and it
may require an adequate sequencing of reforms, but the expected outcome
is, in most cases, only one. The expectation is that, as reforms advance, do-
mestic capital markets in emerging markets will increasingly resemble
those in developed countries. But it is difficult to accept this premise given
the evidence presented so far. Despite the intense reform efforts, capital
markets in Latin America remain underdeveloped, not only compared to
other regions, but also relative to the level predicted by the region’s funda-
mentals and policies. These results suggest that certain characteristics of
Latin American countries, beyond those usually highlighted in the capital
market reform literature, limit the scope for developing deep domestic
markets. Therefore, it is very difficult to pinpoint which policies Latin
American countries should pursue to overcome the lack of development of
their capital markets.

A salient characteristic of many emerging economies that the reform de-
bate has failed to adequately take into account is their small size. Sec-
ondary market liquidity is a positive function of market size and the related
network and agglomeration effects. Consistent with this idea, our results
show that the size of the economy is positively related to domestic stock
market development. The small size of many emerging economies may
therefore present a significant structural barrier for developing deep and
liquid domestic markets. However, this factor alone does not account for
the observed lack of capital market development in Latin America, as our
estimations show that the regional dummy remains negative and signifi-
cant when controlling for size. In the case of Latin America, the adverse
effect of smallness may be exacerbated by the higher concentration exhib-
ited by markets in the region (de la Torre and Schmukler 2006). In effect, a
general pattern in Latin American markets is that only few firms are ca-
pable of issuing securities in amounts that meet the minimum thresholds
for liquidity, and these securities are mostly purchased by few institutional
investors that tend to follow buy and hold strategies, further contributing
to low trading activity. In the case of equity markets, lack of trading is also
the result of low float ratios (a low percentage of listed shares available for
trading), reflecting concentrated ownership patterns and the reluctance to
give up control. To the extent that these characteristics are more prevalent
in Latin America than in other regions, this may account for the signifi-
cance of the Latin American dummy in our regressions.

The policy discussion on capital market reform has tended to focus on
the development of domestic financial systems. This fails to reflect the fact
that, in a globalized context, financial development has much to do with
the extent and type of integration with international financial markets. Fi-
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nancial globalization calls for a more general approach to understanding
financial development—one that looks at the domestic and international
sides of the process simultaneously. In this perspective, successful financial
development is best characterized as the sustainable deepening and broad-
ening of access to financial services, regardless of whether such services are
provided at home or abroad, by securities markets or other markets. A
greater attention to financial globalization does not imply, however, that
the much wider scope for cross-border financial contracting resulting from
globalization renders domestic markets useless. It is difficult to imagine
that international financial markets would become a perfect substitute of
local markets in every respect.38 Thus, the point is not to deny the relevance
of local financial markets but to stress that such relevance acquires mean-
ing under globalization to the extent that domestic markets are a comple-
ment, rather than a substitute, to the international market integration.

One significant policy concern about the financial globalization process
is that the increasing migration of firms to international financial centers
may affect domestic stock markets adversely as too little activity remains
at home.39 This might help to explain our empirical results, as the evidence
shows that the level of internationalization of Latin American stock mar-
kets far exceeds that of other regions (de la Torre and Schmukler 2006). To
the extent that this higher level of internationalization was not captured by
the controls included in our regressions and that internationalization ad-
versely affects domestic markets, this may explain the sign and significance
of the Latin American dummy.

4.5 Conclusions

In this paper, we analyzed the state of capital markets in Latin America.
We found that despite the intense reform effort, capital markets in the re-
gion remain underdeveloped compared to markets in East Asia and de-
veloped countries. Furthermore, we found that stock markets in Latin
America are below what can be expected, given the region’s economic and
institutional fundamentals. In particular, our results indicate that there is
a shortfall in domestic stock market activity (market capitalization, trad-
ing, and capital raising) in the region after controlling for many factors, in-
cluding per capita income, macroeconomic policies, the size of the econ-
omy, and measures of the legal and institutional environment.

We described alternative ways of interpreting this evidence and dis-
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38. Guiso, Sapienza, and Zingales (2004) find that local financial development is an im-
portant determinant of the economic success of firms (especially smaller ones) even in an en-
vironment where there are no frictions to capital movements.

39. A number of publications have expressed concerns that local markets are becoming
illiquid due to internationalization (see, for example, Bovespa 1996; Federation des Bourses
de Valeurs 2000; Financial Times 1998; Latin Finance 1999; and The Economist 2001).



cussed the lessons for the reform agenda. We argued that two stylized views
dominate the current debate. The first contends that the gap between ex-
pectations and outcomes is due to the combination of impatience with im-
perfect and incomplete reform efforts. The second claims that the gap is
due to faulty reform sequencing. Though differing in diagnoses and policy
prescriptions, these views are not necessarily incompatible, and both cap-
ture important aspects of the problem at hand. Our main argument, how-
ever, is that neither of the two views may adequately address a number of
salient questions posed by the evidence. The third, complementary view is
much less prescriptive. It highlights the need to step back, revisit certain
basic issues, and reshape expectations, as a prior step to ensure more solid
grounds for a reformulation of the reform agenda.

Our study comes with several caveats. Although we used as explanatory
variables what we believe are the main drivers of stock market develop-
ment, some variables were not included. For example, the quality of the
banking system and securities market infrastructure (like the efficiency and
reliability of clearing and settlement systems) may be important determi-
nants of domestic market development. Furthermore, it is possible that the
variables we used as controls are too general and fail to capture specific as-
pects of the institutional and regulatory framework that are particularly
relevant for domestic stock market development. To the extent that Latin
American countries score worse than other countries in those respects, this
may help to explain the significance and negative sign of the Latin Ameri-
can dummy in our regressions. However, one potential difficulty in per-
forming empirical analysis is that some factors that are relevant for capital
market development may show little or no variation over time, making it
difficult to separate their effects from those of a simple regional dummy. Fi-
nally, while we discussed different factors that may explain our results, we
kept the discussion at a general level and have not evaluated our hypothe-
ses empirically. Thus, we believe that our conclusions should remain ten-
tative and that further research is needed to identify the factors behind the
lower level of capital market development in Latin America unearthed by
our analyses.
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Comment Ugo Panizza

In this paper Augusto de la Torre, Juan Carlos Gozzi, and Sergio
Schmukler analyze the impact of financial reforms on the development of
the Latin American capital market and provide possible explanations of
why the reform process did not yield the expected results.

The paper contrasts two possible views of the dismal outcome of the 
reform process. The first view is the one maintained by the Talibans of 
the Washington consensus and is summarized by de la Torre, Gozzi, and
Schmukler as “be patient and redouble the effort.” The second view still
maintains that reforms could have a beneficial effect but claims that there
was a problem with the sequencing of the reforms process. De la Torre,
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Gozzi, and Schmukler label this position as the “get the sequence right”
view.1 De la Torre, Gozzi, and Schmukler argue that both views capture im-
portant aspects of the problem but neither of them is fully satisfactory and
propose a third view that they label “revisit basic issues and reshape ex-
pectations.” In particular, de la Torre, Gozzi, and Schmukler make the
point that it is not easy to identify which policies should be pursued to fos-
ter the development of the Latin American capital market and that ex-
pectations about the outcome of the reform process should be adjusted.
Furthermore, they recognize that there are intrinsic characteristics of
emerging market countries that may limit the development of their capital
markets.

I tend to agree with this conclusion. In fact, in a recent paper on the de-
velopment of the Latin American bond market written with Eduardo
Borensztein and Barry Eichengreen, we conclude that “While this clearly
does not mean that policies and institutions do not matter [for the devel-
opment of the Latin American bond market], it means that there is no con-
venient short-cut . . . the same policies that are necessary for economic de-
velopment in general are also necessary for the development of domestic
bond markets” (Borensztein, Eichengreen, and Panizza 2006, 21).

As I agree with the big picture, I will focus my discussion on some of the
details of de la Torre, Gozzi, and Schmukler’s work. A way of doing so is to
frame my discussion as if it were the outline of a “shadow paper,” that is,
the paper I would like to write if I were asked to rewrite de la Torre, Gozzi,
and Schmukler’s paper.2

The Shadow Paper

As there seem to be a disconnect between the title and the content of de
la Torre, Gozzi, and Schmukler’s paper (the title talks about capital mar-
ket, but the paper is really about the development of the stock market), I
would title my shadow paper: “Stock Market Development: Whither Latin
America.”

As in de la Torre, Gozzi, and Schmukler, I would start by comparing the
development of Latin America’s stock market with those of East Asia and
the industrial countries. However, I would put more attention on the met-
ric used to compare these markets. This is not an irrelevant detail. Look,
for instance, at figure 4C.1 and 4C.2 (both taken from Borensztein, Eichen-
green, and Panizza 2006). These figures compare the development of the
government, corporate, and financial bond markets in Latin America, East
Asia, and industrial countries. Figure 4C.1 scales the size of the bond mar-
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1. Interestingly, de la Torre, Gozzi, and Schmukler do not mention a third view. This is the
view of the antiglobalizers who are extremely critical of any type of market friendly reform.

2. Clearly, my shadow paper is a rhetorical device that has the benefit of hindsight because
it internalizes what I learned by reading de la Torre, Gozzi, and Schmukler’s work. Further-
more, it allows me to say what I would like to do without the need of actually doing it.



ket by gross domestic product (GDP) and figure 4C.2 scales the size of the
bond market by domestic credit. Focus for the moment on the columns
with no controls. In figure 4C.1, we find that the industrial countries have
the largest bond market, followed by East Asia (with a bond market which
is 60 percent smaller than that of industrial countries), and Latin America
(with a bond market which is 30 percent smaller than that of East Asia). In
figure 4C.2, we still find that the industrial countries have the largest bond
market, but we now find that Latin America has a bond market that is 20
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Fig. 4C.1 Outstanding bonds over GDP, with controls and without controls
(simple average, 1991–2004)
Source: Borensztein, Eichengreen, and Panizza (2006).

Fig. 4C.2 Outstanding bonds over domestic credit, with controls and without 
controls (simple average, 1991–2004)
Source: Borensztein, Eichengreen, and Panizza (2006).



percent larger than that of East Asia (furthermore, the difference with re-
spect to industrial countries goes from 73 to 41 percent). This suggests that
while Latin American bond markets are small relative to GDP, they are not
so small relative to the size of the domestic financial sector. Hence, it is the
Latin American financial sector and not merely the bond market that is un-
derdeveloped. It would be interesting to conduct a similar experiment fo-
cusing on the Latin American stock market and check if there is something
specific about this particular segment of the region’s financial system or if,
as in the case of the bond market, the underdevelopment of the Latin
American stock market is just another aspect of the level of financial un-
derdevelopment that characterizes Latin America.

After having compared simple averages (and possibly weighted aver-
ages), I would also follow de la Torre, Gozzi, and Schmukler and conduct
a formal statistical analysis of the main drivers of cross-country differences
in stock market development. Here, I have two issues with de la Torre,
Gozzi, and Schmukler’s approach. The first has to do with the set of ex-
planatory variables included in the model and the second with the set of
countries included in the sample.

Although de la Torre, Gozzi, and Schmukler do not lack degrees of free-
dom (their smaller sample has more than 400 observations, and in most
cases they have more than 1,000 observations), they decided to adopt an
extremely parsimonious specification with at most five explanatory vari-
ables plus a dummy for Latin America. As a consequence, they manage to
explain a rather small share of the variance of stock market development
(up to 45 percent of it in one regression but less than 25 percent in most re-
gressions). I would definitely try to include a larger number of explanatory
variables and report the regressions that include these explanatory vari-
ables.3 Besides the variables mentioned by de la Torre, Gozzi, and Schmuk-
ler in their “Robustness Test” section, I would also include the squares of
log GDP and log GDP per capita (to better control for nonlinearities), the
effect of measures of the efficiency of the banking system (like banking
spreads and bank concentration), the overall size of the financial system,
and the effect of having large institutional investors (for instance, the effect
of having privatized pension systems). Controlling for the overall size of
the financial system is particularly important because it would allow me to
check whether there is something specific about the stock market or
whether having a small stock market is just another manifestation of fi-
nancial underdevelopment. In the concluding section of their paper, de la
Torre, Gozzi, and Schmukler recognize that there are a host of variables
that they do not include in their analysis, and some of these variables are
exactly the ones mentioned in the preceding. They argue that these vari-
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3. De la Torre, Gozzi, and Schmukler include some extra explanatory variables in a ro-
bustness section but do not report the regressions that include these variables.



ables are not included because they do not vary much over time; hence, it
is difficult to separate their effect from that of the Latin America and
Caribbean (LAC) dummy. This argument is not fully convincing. First of
all, the authors do include shareholder rights, which is a variable that does
not vary over time (not because it cannot change but because there are no
panel data on this variable). Second, I will argue later that it would be in-
teresting to decompose the factors that explain the difference between
Latin America and industrial countries into three groups, and having in-
formation on such time-invariant variables would help us in such a de-
composition (especially because some of these variables like shareholder
rights, bank concentration, and bank efficiency could be object of policy
and hence change over time).4

I would also augment the model with a full set of regional fixed effects.
For instance, I would add three dummy variables, one for East Asia, one
for East Europe and Central Asia, and for other developing countries (in-
dustrial countries would be the excluded dummy). By doing so, I would be
able to test whether the Latin America dummy is mostly capturing the
difference between Latin America and the industrial countries or whether
there are also significant differences between Latin America and other de-
veloping regions (my tables would provide F-tests on the difference be-
tween the LAC dummy and each of the other regional dummies included
in the various regressions).

Finally, I would relax the assumption that the relationship between the
explanatory variables and the dependent variables is homogenous across
countries and reestimate the model by restricting the sample to emerging
market countries. This is important because Borensztein, Eichengreen,
and Panizza’s (2006) study of the determinants of bond market develop-
ment and show that certain results (the effect of capital controls, for in-
stance) reverse when industrial countries are excluded from the sample.5

After having estimated the model, I would use its results to perform two
sets of comparisons.

First, I would use the regional dummies to evaluate which share of the
difference with respect to industrial countries can be explained by the fac-
tors included in the various regressions. This is not very different from what
de la Torre, Gozzi, and Schmukler do when they look at the LAC dummy.
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4. I would also include year fixed effects to control for common trends.
5. Another issue has to do with sample size. Consider, for instance, table 4.1 in de la Torre,

Gozzi, and Schmukler. The first column includes eighty-seven countries (and over 1,600 ob-
servations), and the last column includes forty-five countries (and 836 observations). It would
be interesting to know what would happen if I were to estimate the model of columns (1) to
(5) using the sample of column (6). Also, note that table 4A.1 lists ninety-five countries, but
the regressions of tables 4.1 to 4.3 use at most eighty-seven countries and in most cases less
than eighty countries. It would be good to know which countries are included in the various
regressions or at least how many countries for each region (LAC, East Asia, East Europe, in-
dustrial countries, other emerging market countries).



However, by having included other regional dummies in the model and a
much larger set of explanatory variables, I would be able to have a clearer
picture. Consider again figures 4C.1 and 4C.2, and now focus on the col-
umns with controls. These columns show what would happen to the bond
markets of Latin America and East Asia if these regions had the same
country characteristics as the industrial countries. The figures show that
when we scale the size of the bond market by GDP, the difference between
Latin America and industrial countries drops drastically but remains large
(without controls the Latin American bond market is less than one-third
that of industrial countries, but after we control for country characteristics,
the relative size of the Latin American bond market more than doubles and
reaches 70 percent of the size of the industrial countries’ bond market). In
the case of East Asia, instead, we find that country characteristics fully ex-
plain the difference with respect to industrial countries. Interestingly, if we
scale bond market by domestic credit, we find that if we were to assign to
Latin America the same country characteristics of the industrial countries
we would find a substantial drop in the size of the Latin American bond
market.6 It would be very interesting to conduct a similar analysis for the
stock market.

Second, I would use the point estimates to separate the impact of three
types of variables: (a) historical and geographical variables (like latitude,
origin of the legal code, colonial history, etc.); (b) variables that measure
country size or the level of development (GDP, GDP per capita, rule of law,
financial development, etc.); (c) policy variables (shareholder rights, gov-
ernment deficit, stock market liberalization, privatization, etc.). Such a de-
composition is interesting because it would tell me how policies could help
me to close the gap with industrial countries. Suppose, for instance, that we
were to find that 30 percent of the difference between average stock market
capitalization in Latin America and industrial countries is not explained
by our model (this is the LAC dummy); another 30 percent is explained by
geographical and historical variables; another 30 percent by country size,
the level of development, and financial development; and the remaining 10
percent by policy variables. Then we would know that changes in policies
would have a limited direct effect on the size of the stock market (they
could have a larger indirect effect if they affect GDP growth and the size of
the financial system). This is important because it would help policymak-
ers in forming the right expectations on the impact of the reform process
and also in conducting cost benefit analyses of the process of financial re-
forms. Note that this decomposition is very close to what is implicitly done
by de la Torre, Gozzi, and Schmukler, and the potential results from such
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6. This is due to the negative relationship between the size of the financial market and the
ratio between government bonds and domestic credit. As average domestic credit in indus-
trial countries is about three times that of Latin America if we substitute the value of domes-
tic credit of industrial countries into Latin America we obtain a much smaller bond market.



a decomposition are likely to be consistent with their view “revisit basic is-
sues and reshape expectations.” In fact, presenting the results of such a de-
composition is likely to strengthen, by quantifying it, the authors’ main
message.
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5.1 Introduction

In recent years, the literature has built a near consensus that “sound” 
institutions are congenial to good economic performance (North 1994).
Institutions, insofar as they determine the economic environment agents
operate in, should be important for explaining economic outcomes. Quite
often, the specific mechanism through which institutions influence eco-
nomic performance is protection from expropriation. In environments in
which expropriation is likely, agents underinvest (from a social perspective)
relative to more secure ones. In the end, a plethora of suboptimal micro-
economic decisions amount to a poorer aggregate economic performance.

Indeed, most of the empirical effort in associating institutional “sound-
ness,” however defined, and economic performance has been on the aggre-
gate level. An observation on a typical study is a country (La Porta et al.
[1998b] is a seminal example). Institutional measures are then linked to
economic performance on various dimensions. La Porta et al. (1998b), for
example, document that the origin of the legal system is associated with the
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degree of creditor protection. La Porta et al. (1997) find that a lower degree
of creditor protection implies smaller debt and equity markets (Djankov et
al. 2003).1 Another set of articles study the financial deepening-economic
growth link (King and Levine 1993; Levine and Zervos 1998), finding a
positive relationship. Taken all together, these papers seem to imply the fol-
lowing chain of causality. At the basic level, legal origin (institution) causes
creditor protection (protection from expropriation). At the second stage,
better creditor protection causes financial deepening. Finally, financial
deepening causes economic growth.

This chain of causality would be more convincing were microeconomic
evidence available. The missing link is due to the level of analysis, much
broader than the relevant locus of economic decisions. There is, for ex-
ample, an implicit assumption that agents do invest less if creditor protec-
tion is lower. For several reasons, it is hard to be completely convincing
with such an aggregate level of analysis. One such reason is reverse causal-
ity. The following example, however farfetched, is illustrative. Assume in-
vestment is completely inelastic, and creditor protection is a superior good.
Creditor protection, in this setting, has only distributive, not allocative,
effects. For demand reasons, there is, however, a reverse causality running
from income to creditor protection. Evidently, investment is not com-
pletely inelastic, but the demand driven story is still conceivable. Most of
the studies do recognize this possibility, and try to find sufficiently exoge-
nous variation to relate institutions and economic performance. Acemoglu,
Johnson, and Robinson (2001) and Levine (1998) are good examples of
careful searches for such variation.

Another problem stems from the fact that legal procedures are “chosen”
by society and, hence, may be endogenously designed to tackle the issues
often put as the dependent variables in the regressions. La Porta et al.
(2004) face this difficulty. They argue that legal formalism reduces the qual-
ity of the judicial system. But formalism, as they recognize it, could also be
a response to “weaker law and order environment.” Their strategy is to use
the fact that most countries inherit their legal tradition (and that French
civil law is more “formalistic”), which makes the legal tradition a source of
exogenous variation. Again, the story is compelling insofar as it is prohib-
itively costly for countries to “change” their legal tradition because other-
wise “maintenance” of tradition would itself be endogenous.

However well argued (as it is the case in all papers cited), identification
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1. Pinheiro and Cabral (1998) follow this tradition for the Brazilian credit market. Using
state-level data on outstanding volumes of credit and an index of judicial efficiency (based on
the results of a survey conducted with businessmen on each state where they rate the quality
of the local judiciary), they relate variation in judicial inefficiency to differences in outstand-
ing volumes of credit across the states. The authors conclude, corroborating the institution-
development hypothesis, that improving the efficiency of judicial enforcement is important
for credit markets development.



is mostly a rhetorical issue as one can only test for overidentification. With
micro level evidence, these issues can be bypassed, and one can directly 
assess how market participants respond to varying institutional environ-
ments. Creditor protection and financial deepening is an example. If there
is evidence that creditors price judicial risk or restrain quantities in the face
of weak protection, then it becomes much more compelling that legal pro-
tection induces financial deepening. In this case, one could be much more
confident that the causality from creditor protection to income is of first-
order, as opposed to demand driven explanations, such as protection being
a superior good.

A third reason is omitted factors. Several other countries’ characteristics
might determine both institutional setting (such as legal origin and level 
of credit protection, the usual explanatory variables) and economic per-
formance (the usual regressand). Consider again the Acemoglu-Johnson-
Robinson strategy (2001) for finding exogenous variation in institutional
soundness to estimate the institution-economic performance link.2 For for-
mer colonies, one conceivable alternative story is the type of colonization.
Suppose that, for sheer coincidence, while countries with a French civil law
tradition (usually interpreted as “unsound” institutions) occupied lands
that had valuable goods for the European market (silver in Peru and sugar
in Brazil, for instance), countries with common law tradition (“sound” in-
stitutions) arrived at places that had few “tradable” goods with Europe
(early English colonization of the United States). Suppose as well that this
trade feature determined how exploitative colonization was and that ex-
ploitation had long-lasting effects. In this case, the (omitted) driving force
is whether there were comparative advantages to be explored. However,
sound institutions and (later) economic performance would still relate em-
pirically although causal interpretation would not be warranted. We do
not claim the institutional settings do not matter and that the legal tradi-
tion only enters the picture through trade “causing” both institutional set-
tings and economic performance. The crucial point is that, with micro-
level evidence, it is unnecessary to be concerned about such alternative
explanations.

Finally, measurement is intrinsically more problematic with aggregate
data. In La Porta et al. (1998), (country-level) creditor protection is mea-
sured by characteristics of the countries’ corporate laws and by several
indexes.3 Besides the inherent arbitrariness in constructing such indexes,
theory not always provides clear guidance in interpreting the results. For
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2. Acemoglu, Johnson, and Robinson (2001) document that “better institutions” arose in
countries where mortality rates due to native diseases were low when colonizers originally ar-
rived. This, according to the authors, shifts the equation that determines institutions but not
the equation that determines current economic performance.

3. They have indexes for, among others, efficiency of the judicial system, risk of expropria-
tion, and risk of repudiation of contracts by government.



example, is it theoretically clear that restricting the behavior of managers al-
ways increases the amount of finance in equilibrium? It is conceivable that, if
you sufficiently restrict managers’ behavior, the size of debt and equity mar-
ket will be small, for reasons pertaining to the supply of securities? Without
a clear theoretical support, an empirical finding that restricting managers’
behavior is associated with “larger” equity, and debt markets are subject to
criticisms that micro evidence is not. One such criticism is the presence of
nonlinearities in the creditor protection-market performance relation.4

It might seem puzzling the relative lack of micro evidence on the
institution-development nexus. We conjecture that this is due to the scar-
city of a fortunate coincidence: data on both the relevant economic deci-
sion locus (firms, consumers) linked to variation on institutional settings.
La Porta et al.’s (2004) study on the formality of legal procedures and the
quality of the legal system is something of an exception.5 They do not,
however, directly associate market-level performance with different insti-
tutional settings.

In this work, we take advantage of a particular set of events that provide
variation on a relevant institutional setting, and we are able to associate
this variation with data on the relevant economic decision locus. The
empirical setting is the market for Payroll Debit Loans in Brazil, which 
are personal loans with principal and interest payments directly deducted
from the borrowers’ payroll check. Automatic deduction from payroll, in
practice, makes a collateral out of future income. In June 2004, a high-level
federal court upheld a regional court ruling that had declared payroll de-
duction illegal.6 The decision by the federal court has a case-specific na-
ture, that is, only applies to this particular dispute. There is, however, evi-
dence from market practitioners that there was an increase in the perceived
probability that the decision could establish precedent and turn useless the
future income collateral. Using personal loans without payroll deduction
as a control group, a difference-in-differences procedure assesses whether
the judicial decision had an impact on market performance. Our results
suggest that the decision had an adverse impact on banks’ risk perception,
on interest rates, and on the amount lent. In this sense, this is direct evi-
dence of market participants’ reaction to institutional risk.

Our theory is simple to the point of trivial: an increase in the chance of
expropriating the collateral should shift the supply of loans inward, wors-
ening market performance. Whether the empirical consequences are first
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4. Dubey, Geanakoplos, and Shubik (2005) show that with incomplete markets that inter-
mediate levels of debtor punishment can induce a larger quantity of credit that extreme levels
of debtor punishment.

5. In this paper, the authors study the link between formality of the legal system and the
time elapsed to evict nonpaying tenants and to recover a bounced check. Furthermore, they
associate formality with other measures of judicial system performance, such as corruption
and access to justice.

6. The court ruled at the very end of June (28th). However, the press release was on July 1.



order is far from self-evident. This is, indeed, the goal of the paper: inves-
tigate whether a clear-cut shift in the institutional setting has microeco-
nomic consequences. Evidence from market practitioners is ambiguous.
While some important players had the perception that the decision could
have strong adverse effects, equally important ones thought the effect
would be second order.

The market-level evidence is a complement, not a substitute, to the
aggregate-level evidence. Indeed, our results in no way contradict the liter-
ature. On the contrary, they corroborate it. While aggregate evidence indi-
cates that institutional differences are of first-order importance in explain-
ing variation in countries’ performances, micro- and market-level evidence
evaluates directly the implicit assumption necessary to interpret the aggre-
gate evidence as indeed causal.

The result has an additional interest given the empirical application. Pay-
roll lending is one of the workhorses of the recent Brazilian credit market
expansion. Brazil, in the La Porta-Lopez-Silanes-Shleifer-Vishny tradition,
is a French civil law country, with low creditor protection. Credit markets
are relatively underdeveloped. Recently, however, it has made several efforts
toward a more creditor friendly institutional environment. Courts may be
particularly important in an environment with weak creditor protection,
where other protective institutions, such as laws, are weak or inexistent.

The paper is organized as follows. Section 5.2 outlines the recent evolution
of credit market in Brazil and the chronology of payroll lending, emphasiz-
ing the relevant events, such as the approval in congress of the law regulating
payroll lending for retirees and the judicial decision on the legality of payroll
deductions. Section 5.3 presents the data, and section 5.4 presents the em-
pirical strategy. We argue that the presence of an identical product, except
for deduction in payroll, provides a good control for associating changes in
the institutional environment to market changes in payroll lending. Results
are presented and discussed in section 5.5. Section 5.6 concludes.

5.2 Credit Market in Brazil: Recent Evolution and Payroll Lending

In recent years, bank lending experienced a pronounced increase in
Brazil, especially in lending out of banks’ “free lending funds” (those not
earmarked by mandatory programs). Between July 1999 and September
2005, the free loans/gross domestic product (GDP) ratio went from 8.3 per-
cent to 17.1 percent (figure 5.1). This free loan segment now represents 67
percent of total banking credit, changing positions with directed credit op-
erations, that now stands at 33 percent.7
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7. Numbers for December, 2005. Banking credit portfolios in Brazil have two types of
loans: free market operations, where banks can set quantity and prices according to their
profit maximizing behavior; and compulsory directed credit operations, mostly channeled to
housing and rural sectors at subsidized interest rates.



Interestingly, this tendency of financial deepening took place during a
period of tight monetary policy.8 Despite this fact, free market lending ex-
panded remarkably. Several factors help explain this trend.

These specific factors are all linked to institutional reforms that took
place in Brazil since the end of 1999. Measures included efforts to reduce
information asymmetries in credit markets (such as the new credit ranking
and provisioning regulation, through Resolution 2.682/99, and the Central
Bank Credit Information System (SCR), implemented in 1999 and im-
proved in 2000 and 2004); more efficient instruments of collateral recogni-
tion and contract enforcement (as the so-called Cédula de Crédito Ban-

cário, a claim with faster execution procedures, in 2001 and 2004;9 a better
insolvency resolution system (through a new bankruptcy law, approved by
Congress in the end of 2004); and regulation of creative credit instruments,
such as payroll lending. They provided an improved institutional environ-
ment and possibly led to the observed higher volumes of credit concessions
by the Brazilian banking sector. As suggested in the previously cited liter-
ature, the evolution toward a more creditor friendly environment might
have engendered this initial movement of financial deepening in Brazil.
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8. Brazil adopted inflation target and floating exchange rate regimes in 1999 during a liq-
uidity crisis, exchange rate devaluation, and inflation pressure. Interest rates were the main in-
strument used to stabilize the economy. Inflation targets are set by Nacional Monetary Coun-
cil, and basic interest rates are defined monthly by Central Bank in Monetary Policy
Committee (COPOM) meetings.

9. The SCR brings detailed information on borrowers’ credit contracts of over R$5,000.00
(roughly US$2,200.00).

Fig. 5.1 Private bank credit/GDP ratio, 1999 to 2005



Nevertheless, this rapid expansion path—more pronounced during the
last two years—is not observed in all credit market segments. On the con-
trary, this acceleration is mainly explained by growing volumes of con-
sumer lending. Credit to this segment, which in 1999 represented 3.6 per-
cent of GDP (or 9 percent of total private bank credit portfolio), reached
outstanding volumes that amount to 8.7 percent of GDP in 2005 (or 31
percent of total private bank credit portfolio). Consequently, since De-
cember 2004, personal loans became the biggest part of total bank loans,
with an even higher participation than industrial credit, that has been
stable around 6.9 percent of GDP (figure 5.2).

Consumer credit loans in Brazil can be divided into three main types of
loans: the personal loan, for consumption purposes; loans for vehicle ac-
quisition; and Cheque Especial, a consumer overdraft facility. It is, however,
in the personal loan category—the largest category, that a major growth is
observed (52 percent during the last twelve months), as shown in figure 5.3.

This paper is concerned with personal loans, which are further divided
into two subcategories: the standard loan contract (hereafter standard
loan), and a special type of personal loan contract that has an automatic
monthly payment deducted from the borrower’s salary. This is the payroll
lending operation (Crédito Consignado em Folha de Pagamento, hereafter
payroll loan), which represents over 35 percent of all consumer credit in
Brazil and whose growth path has shown a particularly noticeable increase.
Figure 5.4 shows the evolution of payroll lending operations and its in-
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Fig. 5.2 Evolution of private bank credit as a percentage of GDP, by 
economic sector



creasing participation on total personal loans for the thirteen largest active
banks in this segment.10

Payroll lending has existed in Brazil since the beginning of the 1990s. It
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10. Brazilian Central Bank collects this data for this small—but representative—sample of
banks since January 2004. It now aims to expand it to all banks operating with this specific
type of credit.

Fig. 5.3 Evolution of consumer lending in Brazil, by category

Fig. 5.4 Evolution of payroll loans, absolute and as proposition of total 
personal loans



was restricted to government personnel and was originally operated by pe-
culium institutions, which had the possibility to act as trusts before public
administration agencies.11 But since the second half of the 1990s, some fi-
nancial institutions identified in this type of loan a good business oppor-
tunity, with low credit risk and high return. Those banks entered this credit
market through the acquisition of peculium institutions already registered
as trustees.

5.2.1 Payroll Loans: Description of the Product, Chronology 
of Events, and Practitioners’ Opinions

The decisive expansion of payroll lending operations occurred in Sep-
tember 2003, when the government sent to Congress a provisory law (Me-

dida Provisória [MP] 130), subsequently turned into Law 10.820/03.12 The
law regulated the possibility of salary consignation for private-sector for-
mal workers and for retired workers from private sector and pensionaries
covered by the National Institution of Social Security (INSS).13

In practice, payroll deduction turns future income into a collateral. Ev-
idently, future income is valuable as a collateral insofar as it is not too
volatile. This is precisely why payroll lending is mainly used by the follow-
ing three types of borrowers. Before the 2003 law extended regulation to
private-sector retirees, banks lent to public servants, which have employ-
ment stability. Banks then started operating with private-sector workers,
but in association with the labor unions and employers. Contracts are col-
lective, which mitigates idiosyncratic income risk. Finally, after the De-
cember 2003 law, banks started operations with retirees from the private
sector, which also have a constant income flow. The main risk lenders face
is death, which is diversifiable and insurable.

Lenders, however, face another peril: judicial risk. Collateral has value
only if courts recognize it as such. Payroll lending in Brazil provides an ex-
cellent empirical setting to assess judicial risk. In 2002, a public servant of
the city of Porto Alegre (the capital of the state of Rio Grande do Sul) sued
Banco Sudameris claiming the payroll deduction on his salary was illegal.14

A state-level court (Tribunal de Justiça do Rio Grande do Sul) ruled for the
plaintiff. The decision did not draw much attention for two reasons. First,
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11. Law 8.112/90 admits the possibility of payroll consignation for government personnel.
12. Medida provisória is a legislative device in which the executive sends a bill to congress

that is effective immediately, pending approval. It has an urgency status that forces the legis-
lator to appreciate its merit. For practical purposes, it is almost equivalent to a full-blown law.

13. The Brazilian pension system, a pay-as-you-go scheme, is publicly managed by the
INSS.

14. The deduction was R$58.66 (roughly US$22 by then) to cover amortization and inter-
est expenses on a R$1.015 loan. The precise claim was that wages are essential for subsistence
and therefore cannot be pawned. Furthermore, the monthly nominal interest rate of 3.8 per-
cent was ruled “abusive.” See Valor Econômico 07/02//2004. For the actual decision, see the
STJ Web site at http://www.stj.gov.br.



by that time, payroll lending was not such an important credit instrument.
Second, the decision did not set a precedent, once it was related to a claim
that started before the 2003 law, and had been ruled by a state-level court.
Sudameris appealed to the second highest ranking federal court in the
country, the Superior Tribunal de Justiça (STJ).15 In late June 2004, the
STJ upheld the regional court ruling. Although technically this decision
also did not set precedent on the issue, it could signal the direction of fu-
ture rulings.16 In this case, the future income collateral could become use-
less. At the time, Minister Edson Vidigal, from the STJ, declared that
“[when] analyzed through the salary perspective, the consignation can be
suspended,” and “[banks] might have to search for alternative forms of
guarantees.”17

Statements by some key practitioners suggest that banks perceived this
as a hazard to their payroll loans operations. Right after the decision, the
Chief of Judicial Operations of Federação Brasileira de Bancos (FEBRA-
BAN, the main bankers’ association), Johan Albino Ribeiro, declared to
the press that “undoubtedly there will be a repercussion in terms of higher
interest rates” since “[one] of the elements that sustain the low interest
rates is the low risk on these loans. If the legality of the contract is con-
tested, the risk increases.”18 Luis Marinho, then the head of Central Única
dos Trabalhadores (UT), the main workers’ union, reported that he had re-
ceived phone calls from several bankers informing “[that] banks would hit
the break on new loans, at least temporarily, until they have a better un-
derstanding of the extension of the STJ decision.”19

However, whether banks indeed reacted to the decision in an economi-
cally meaningful way is not obvious. Indeed, it was not even clear whether,
legally, the court ruling would have a lasting effect. As it was noted, the
decision only applied to one specific claim, related to a public servant and
which took place before the December 2003 formal regulation. Therefore
the STJ decision could not, technically set precedent for future lawsuits.
Several banking lawyers thought the law regulating payroll loans (Law
10.820/03) was crystal clear.20 In this sense, all the decision could signal
was the courts’ mood toward payroll loans. Furthermore, banks could
have simply ignored it. Indeed, Gabriel Jorge Ferreira (a former head of
FEBRABAN), from UNIBANCO (the third largest private bank in
Brazil), declared that “[the program] is still intact, and I do not think there
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15. Hierarchically, the STJ stands between the STF (Supremo Tribuinal Federal), the
equivalent of the American Supreme Court, and the TFJs (Tribunais Federais de Justiça), the
equivalent to the American Federal Circuit Courts.

16. The STJ rulings are case specific and do not set precedent.
17. See Gazeta Mercantil, July 16, 2004.
18. See Valor Econômico, July 2, 2004.
19. Mr. Marinho would later be appointed Minister of Labor. See Universo Online, July 4,

2004, http://an.uol.com.br/2004/jul/04/0eco.htm.
20. See Valor Econômico, July 2, 2004, August 13, 2004.



will be an upward pressure in interest rates.”21 Indeed, this is precisely our
object of study: whether there is evidence that this judicial hazard had a
first-order impact on market performance. In our application, an affirma-
tive answer would be even more meaningful given the ambiguity of both the
(practical) legal consequences of the ruling and the bankers’ reactions. As
figure 5.4 shows, it is clear that the court ruling has not prevented the recent
growth of payroll loans. There is, nonetheless, a couple of interesting con-
trafactual questions left to ask. Absent the decision, would this growth have
been more pronounced? Would terms be better (i.e., lower interest rates)?

5.3 Data

Using original data from the SCR, we constructed a data set on payroll
and standard loans. For both types of credit contracts, we have bank-level
monthly data over a period starting in January 2003 and ending in May
2005. There is, initially, data for 109 active banks on outstanding volumes
of payroll and standard personal lending operations. We have bank-level in-
formation on the total amount of loans, average risk rating, average inter-
est rate, number of credit contracts, and average size of the credit contract.22

The data has information on loan contracts above R$5,000 (US$2,270).
An average sized contract is R$84,719 (US$38,508). This strongly indi-
cates that contracts in the data are mainly indirect, that is, with entities
such as labor unions and governmental agencies, which intermediate the
negotiation, and afterwards refer the bank to their employees or mem-
bers. Contracting directly with individuals began mostly after the De-
cember 2003 law, which regulated payroll lending to private-sector re-
tirees. Because it took at least another five months for a significant group
of banks to be chartered by the INSS, the fact that these loans do not show
in our data is relatively immaterial.23

In order to keep consistency among observations, banks had to satisfy
several criteria to be part of the final sample used. First, only banks that
consistently operated in both credit products were included. This avoids
picking up unrelated (to the court ruling) entry and exit decisions, which
are but noise for our purposes. Only banks that supplied both standard and
payroll loans for the whole January 2004 to December 2004 period were 
included. Second, banks that had inconsistent pricing behavior were ex-
cluded. For example, several banks had annual nominal interest rates at 12
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21. See Universo Online, July 4, 2004, http://an.uol.com.br/2004/jul/04/0eco.htm.
22. Interest rate is weighted by the volume of new concessions at each risk category. Credit

risk rating goes from 1 (or AA operations: less risk) to 10 (or HH operations: maximum risk),
following provisioning and classification criteria set by Nacional Monetary Council regu-
lation.

23. The December 2003 law required the bank to be chartered by the INSS in order to
supply payroll lending to private-sector employees. The first bank to be charted was the Caixa
Econômica Federal (a federal government bank), in May 2004.



percent, which are clearly out of line with the rest of the market. Twelve
percent operations are either reporting errors or special loans such as those
to own employees, which we conjecture to have a different risk assessment
nature. Other banks had inconsistent structural breaks on the interest rate
series.24 Finally, it is not clear whether government-owned banks (both
state and federal) have the same objective function as their private counter-
parts. The literature is ambiguous with this respect. Although some works
suggest that there is no evidence that public owned banks are less efficient
than the private counterparts (Altubas, Evans, and Molyneux 2001), there
is little controversy over their different lending behavior (Sapienza 2002).
And, for Brazil, even if government-owned banks had the same objective
function as private banks, payroll loans is an important piece of policy for
the current federal government, and federally owned banks might be re-
sponding to public policy rather than maximizing profits regarding payroll
loans.25 For these reasons, government-owned banks were excluded.

After these adjustments, the sample consists of forty banks, represent-
ing 67.8 percent of total payroll lending volumes as of May 2005. The
sample includes four out of the five major private Brazilian banks.

5.4 Empirical Strategy

The opinions voiced by market participants in the press suggest the three
economic variables that might have been affected by the June 2004 STJ rul-
ing: risk assessment, the pricing of loans, and the amount lent. The empir-
ical strategy consists in comparing the evolution, over a period of time that
contains the ruling, of two products: payroll and standard loans. The
difference in their evolution over the period is interpreted as the causal
effect of the STJ decision, as in any difference-in-differences model.

5.4.1 The Control Group

As mentioned in section 5.2, although payroll lending has existed since
1990, only in December 2003 was legislation regulating its application to
private-sector formal workers and retirees and pensionaries of social secu-
rity passed. Moreover, only since January 2003 have we had available—
and good quality—split data on payroll and standard personal loans.
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24. It is important to emphasize that we identified some problems with the interest rate vari-
able in SCR data set. For this reason, we are less confident about the interest rate results than
the other results presented in section 5.5. The SCR regulation states that interest rates must
be reported on a yearly basis. Nevertheless, not only do inconsistent numbers such as zero or
very low rates abound but also rates that seem to be monthly or contract period based sys-
tematically appear. Those observations were discarded.

25. Nonprofit maximizing behavior should not come as a surprise in Brazil when analyzing
public banks’ portfolios. Banco do Brasil (BB) and Caixa Econômica Federal (CEF), the two
largest government-owned banks are, respectively, the major players in rural and housing
subsidized credit. Banco do Brasil’s outstanding rural credit portfolio represents 52 percent
of all directed and subsidized rural credit in Brazil. The CEF, as of January 2005, accounted
for 42 percent of total subsidized housing finance operations in Brazil.



The object of interest is a supply effect: has the court decision shifted the
supply of payroll loans? We do not, however, pursue the strategy of search-
ing for exogenous variation to estimate the supply directly. As it will be-
come clear in the following, a reduced-form object is estimated for price,
risk, and quantity. The strategy consists of using standard personal loans
as a control group. This way, one can gauge the effect of the court decision
above and beyond unobserved concurrent factors that might have affected
both the demand and supply of payroll loans.26

Standard personal loans are a reasonable control group for payroll per-
sonal loans. The two products are the same, with the exception of the pay-
roll deduction.27 That is, both products are personal lending operations,
consumption oriented, and have no formal collateral or real guarantee at-
tached to them. Finally, because standard loans do not have payroll de-
duction, they were not directly affected by the June 2004 court ruling.

A fair question is why standard loans exist at all given the presence of an
apparently superior very similar credit instrument. As a matter of regula-
tion, payroll loans were confined to special classes of borrowers up until
the December 2003 law and the subsequent chartering of banks to provide
these loans on a more general basis.28 In particular, it could be the case that
public-sector employees were significantly more present in payroll vis-à-vis
standard loans. This, however, does not seem to be the case, especially for
our specific sample: payroll lending with the observed average size consists
of both private-sector employees (through agreements with private com-
panies or professional associations) and public servants.

While differences in the composition of the pool of borrowers is not a
threat to our identification strategy, whether these two pools of borrowers
changed differently over the sample period is. There are two reasons why this
does not seem to be the case. First, the main change in composition of 
the pool of borrowers occurred during 2005, when banks started getting
chartered by the Social Security Agency to lend to private-sector retirees.
Therefore, there were no significant changes in the compositions of the
pool of borrowers in the two groups. Second, economic conditions could
have changed differently for the two groups, holding constant the compo-
sition of both pools. This would happen if, for instance, the public sector
was downsizing at the time or if the private formal sector was experiencing
a particularly turbulent period. Neither was the case.

Table 5.1 presents summary statistics on the variables that are used as re-
gressands in the following analysis. As expected, the average interest rate is
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26. We do not have overall demand shifters, that is, exogenous variation to estimate the
supply, let alone product specific (to payroll loans, for instance) demand shifters. For ex-
ample, there is no compelling economic reason why seasonality (a candidate) would affect
payroll loans differently than standard loans.

27. As a matter of regulatory taxonomy, standard and payroll loans are two subcategories
of personal loans.

28. See section 5.2.



lower in payroll than in standard loans: the instruments are very similar,
and the former has wages as collateral. Similarly, standard loans are
riskier, which is consistent with a higher voluntary—and involuntary—de-
fault probability. The amount lent in payroll loans is higher than in stan-
dard loans and has increased more pronouncedly over the sample period.29

When one compares the summary statistics for the control and treat-
ment groups, a few points emerge. First, for payroll loans, both interest rate
and risk were slightly higher than average on the subperiod before the
court ruling. For standard loans, the interest rate was below average, and
risk was slightly above average. This is important for our purposes as the
different types of loans could be, on the months before the ruling, on differ-
ent parts of a mean-reversing process. This does not appear to be the case,
and, if anything, interest rates should tend to increase more (decrease less)
for standard loans, vis-à-vis payroll loans, if a mean-reversing force is op-
erative. It is similar for risk.

As for amount lent, one can see, from both table 5.1 and figure 5.4, an
increase in both categories over the period, with a more pronounced in-
crease for payroll loans. The two categories are following, over time, differ-
ent paths, which could lower the value of standard loans as a control group.
However, if anything, the pronounced upward trend in payroll loans would
make it particularly difficult to document a decrease in payroll loans, rela-
tive to standard loans.
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29. For the thirteen banks of the sample mentioned in section 5.2, granting of payroll loans
increased by 66.7 percent during the last twelve months. Outstanding volumes more than
doubled during the same period, while total personal loans increased by 50.1 percent (Nota
Economica para Imprensa [NEI] and Banco Central do Brasil [BCB] 2005).

Table 5.1 Summary statistics

Mean Standard deviation

Subsample Subsample 
Whole (month >12 Whole (month >12 
period and <18) period and <18)

Average interest rate (% points)
Treatment: Payroll 45.07 46.08 12.21 8.80
Control: Standard 56.67 53.93 24.62 26.05

Total amount of loans (R$)
Treatment: Payroll 6.83E+07 5.93E+07 1.38E+08 1.13E+08
Control: Standard 6.54E+07 5.90E+07 1.43E+08 1.19E+08

Average risk (from categories 1 to 10)
Treatment: Payroll 2.51 2.63 0.55 0.66
Control: Standard 3.17 3.31 0.99 1.13

Source: Banco Central do Brasil.
Notes: Subsample of forty banks included in the regression analysis. Market averages, weighted by bank
size of operations, except for total amount of loans.



5.4.2 The Specifications

The interest rate and the quantity models are quite similar. An observa-
tion is a product i, offered by a bank b, at a month t. There are two prod-
ucts, personal credit with and without payroll automatic debit deduction.
Let DECISION be a categorical variable that assumes the value 1 for July
2004 and all later months. It denotes the treatment period.30 PAYROLL is
a categorical variable that assumes the value 1 if the product is personal
loan with payroll deduction. It identifies the treatment group. The esti-
mated model for the interest rate is

� log (INTEREST)itb � �0 � �1PAYROLLitb � �2DECISIONt

� �3DECISIONt � PAYROLLit

� �MONTHt � Controls � εitb.

INTERESTibtr is the average interest rate on all loans given by bank b on
product i, at month t. The panel unit is a pair bank product. We are inter-
ested in the level of log effect, but the data is first-differenced to eliminate
fixed effects of the pair bank product. Controls include the log of the aver-
age risk on the banks’ portfolios, the (lagged) total number of loan opera-
tions, and the (lagged) average size of the loan operations. Risk is included
for obvious reasons as it should determine interest and is affected by the de-
cision. Total number of loans is included because, as we have seen, payroll
and nonpayroll loans have different rates of expansion over the sample pe-
riod. Because expansion might affect the quality of the loan portfolio, the
total number of operations should be controlled for. The average size of op-
erations is included as it is conceivable that banks reacted to the judicial
decision by decreasing exposure on operations by decreasing their size.

The main parameter of interest is �3, the difference-in-differences coeffi-
cient. If the judicial decision had an impact on banks’ pricing of payroll
loans, then �3 should be positive. We run a ordinary least squares (OLS)
procedure on this equation, with the two modifications. First, we weight
observations by the size of banks’ operations on payroll and standard
loans to arrive at an average market response. Second, we correct for
between-panel correlation and within-panel autocorrelation.

The model can be viewed as a reduced form in which prices (in this case
interest rates) are regressed on exogenous variables. As in any reduced
form, there could be supply (which is of interest) and demand effects (not
of interest) on the parameters. After controlling for period specific effects,
estimates should be clean of most demand effects, and �3, the main coeffi-
cient of interest, should capture a supply response to the ruling. Note that,
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30. Rigorously, the decision took place in June 2004. It was, however, at the very end of the
month (the 28th), so banks only had time to react to it in July. Therefore, all estimated mod-
els consider the treatment period to start in July 2004.



precisely to mitigate capturing demand effects, we lag variables such as to-
tal operations and average operations.

The quantity model is similar except that we do not control for the total
number of operations and the average size of operations. These variables
are excluded because the dependent variable, TotalLoans, is the product of
average size and number of loans and therefore would unduly capture most
of the variation in TotalLoans. With the model in logs, in fact, OLS will
make both coefficients equal to one and report an R2 of 1.

� log(TotalLoans)itb � �0 � �1PAYROLLitb � �1DECISIONt

� �3DECISIONt � PAYROLLit

� �MONTHt � Controls � εitb

The main control now is the first difference in the log of average risk on
the banks’ portfolio. Again, the main parameter of interest is �3, the differ-
ence-in-differences coefficient. If banks reacted to the judicial decision by
restricting quantity, then �3 should be negative. We estimate the parame-
ters by an OLS and an instrumental variables (IV) procedure. Different
from the interest rate equation, there is empirical reason to believe the lag
of the dependent variable belongs to the right-hand side, and there is also
reason to believe that there is serial correlation on the error term. In this
case, OLS could produce inconsistent estimates (see Arellano and Bond
1991).31 Similar to the interest model, we weight observations by the size of
banks’ operations in personal lending, and standard errors are corrected
for between correlation and within-panel autocorrelation.

For the risk perception model, an observation is a product i, offered by
a bank b, at a month t. In the first specification, the dependent variable,
RISKibt, is a dummy variable, that assumes the value 1 if the average risk
on product i loans given by bank b at month t is above the median risk for
that bank over the period considered. In the second specification, yibt is the
average risk on product i’s loans given the bank b’s at month t. The esti-
mated model is

RISKitb � �0 � �1PAYROLLibt � �2DECISIONt � �3DECISIONt

� PAYROLLibt � Controls � �MONTHt � εibt.

Controlsbit are variables that affect risk (such as average size of loans and
total number of loans). Because in the case when RISK is a dummy, it is
unnatural to first difference the data, so to account for bank-product fixed
effects, we include bank dummies in both specifications to maintain ho-
mogeneity. With the model in levels, when RISK is the average risk in the

170 Ana Carla A. Costa and João M. P. De Mello

31. Several economic stories could be told to justify the lag of � log (Total Loans) to be-
long, or not, to the right-hand side of both the interest and the quantity equations. Because
this is not our variable of interest, we take an agnostic empirical approach and evaluate
whether empirically it belongs to the equation and take proper econometric steps to correct
(i.e., look for exogenous variation) if it does.



bank portfolio, one has to worry that the lagged dependent variable might
belong to the equation, and the lagged average risk is included.32 When
RISK is a dummy, however, including lagged dummies will unduly absorbs
most variation: unless the dummy oscillates wildly, it replicates itself most
periods, and most variation in the dependent variable is explained by its
lag. It is important to notice that this happens not because of the econom-
ics of the dynamics of riskiness on these loans but by the way the dependent
variable is constructed. Incidentally, this effect is especially pronounced 
if the hypothesis to be tested is true: the dummy should assume lots of 1 val-
ues after the decision and a lot of 0 values before the decision.

Again, the main coefficient of interest is �3, the difference-in-differences
coefficient. If the judicial decision had an impact on banks’ risk perception
on payroll loans, then �3 should be positive: risk assessment on payroll
loans increased compared to standard loans. We run a logit procedure on
this equation, again weighting observations by the size of banks’ opera-
tions in personal lending.

Notice that in all models, variation among banks is used. This is crucial
as the main economic decision unit is a bank. Although the judicial deci-
sion hit banks at the same time (DECISIONt does not vary over b), banks
potentially differ in their response to the decision, and this provides varia-
tion to estimate the coefficient of interest. In the end, the response of an av-
erage bank is estimated, with larger banks counting more than smaller ones.

5.5 Results and Discussion

5.5.1 The Risk Equation

We start with the risk equation. In table 5.2, the dependent variable is a
dummy for whether bank b’s average risk on the product operation (stan-
dard and payroll loans) is above the median risk for the whole sample (Jan-
uary 2003 to June 2005). The main hypothesis is tested in column (1). The
sample is restricted to five months before the decision and five months after
the decision. The coefficient associated with the difference-in-differences
regressor (�3) is 0.357, and it is quite precisely estimated (it is significant at
the 1 percent level). This means that, relative to standard loans, the proba-
bility that the operation on payroll loans was above the median risk in-
creased. The model is nonlinear, and there is no immediate way to interpret
“above the median risk” is an economically meaningful way, so it is diffi-
cult to evaluate this coefficient quantitatively. One can, however, state that,
qualitatively, risk perception on payroll loans increases in period following
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32. In reason for this is that banks, by pricing risk, might scare off better borrowers. Hence,
higher risk today could cause higher risk tomorrow. One has then to worry about dynamic
panel biases (Arellano and Bond 1991). See section on results for more on this.



the court decision. The probability of the average risk on the banks’ port-
folio being above the median decreases over the subsample period for both
loans (coefficient on Judicial Decision, –0.391). However, it decreases
much less for payroll deduction loans, only –0.184. Expansion in the num-
ber of operations is associated with less risk (a 1 percent increase in the
number of operations decreases the probability of being above the median
in roughly 15.4 percent), which is likely to indicate that a larger number of
operations (and probably a lower average size) provide better diversifica-
tion, although this result is not robust to different subsamples.

Although month-specific dummies are included, it can always be the
case that, for some unaccounted reason, risk perception was decreasing
less for payroll deduction loans, relative to plain personal loans, and this
had nothing to do with the court ruling. For this reason, we first expand the
period under consideration to all months after the law regulating payroll
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Table 5.2 Risk equation: Results 1

Subsample

Month >Feb/04 Month Month >Sep/03 Month
and <Dec/04 >Feb/04a and <July/04a >July/04b

(1) (2) (3) (4)

Payroll loan –0.184 –0.220* –0.386** 0.153
(0.137) (0.120) (0.176) (0.116)

Judicial decision –0.391*** –0.590***
(0.172) (0.154)

Payroll loan � Judicial decision 0.357*** 0.166
(0.078) (0.128)

Log(number of operations) –0.154** –0.017 –0.309* 0.068
(0.071) (0.050) (0.181) (0.060)

Log(average size operation) 0.071 –0.056** 0.102 –0.020
(0.061) (0.026) (0.157) (0.026)

Dummy robust –0.607*** –0.296*
(0.175) (–0.184)

Payroll loan � Dummy robust (0.122) (0.181)

No. of observations 543 993 626 667

Source: Banco Central do Brasil.
Notes: Dependent variable: dummy for average risk above median. Logit marginal effects estimates. Ro-
bust standard errors in parentheses. Control group: Loans without payroll deduction. Weighted by size
of banks operation. Bank and month dummies included. Judicial decision taking effect on July/2004
(month 12).
aDummy if month > 13.
bDummy if month > 24.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



loans passed through congress. If the estimated difference-in-differences
had nothing to do with the judicial decision, one would expect that the es-
timated coefficient on the interaction term to remain somewhat constant.
As one can see in column (2), this is not case. Expanding the sample makes
the “effect” of the judicial decision decrease by half, and it is no longer sta-
tistically significant, although the sample is almost twice the size. Addi-
tionally, faux treatment dummies are specified to check whether the same
pattern occurs if we consider artificial treatment dates. In column (4), the
fake treatment is month twenty-five, and the sample is restricted on pur-
pose to exclude the months before the judicial decision. The estimated fake
difference-in-differences coefficient has a reverse sign, and it is well esti-
mated. If anything, the discrepancy between standard and payroll loans
was the opposite for this subsample. Finally, the fake treatment period is
put in month fourteen, and the sample is restricted to months before the ju-
dicial decision (column [3]). Again, the coefficient has the opposite sign,
that is, risk increases in standard loans relative to payroll loans in this sub-
sample with a fake treatment period at fourteen. Most likely, this captures
the effect of the bill regulating payroll loans passing through congress.

Results are similar when risk is measured by the average risk rating on
the banks’ portfolio (see table 5.3). There are two differences though. First,
we difference the log of the data to eliminate for fixed effects.33 Second, with
average risk rating as the dependent variable, one has to account for the
possibility that the dependent variable has persistence over time. For this
reason, several different specifications are applied. First, an OLS model is
used in which the first and second lags of the dependent variable are in-
cluded as explanatory variables. The standard errors of the estimated co-
efficients are corrected for between-panel correlation and within-panel au-
tocorrelation. Again, banks’ risk perception on payroll loans increased
relative to standard loans: the estimated coefficient on the difference-in-
differences parameters is 0.014, and it is significant at the 1 percent level
(column [1]). Economically, risk perception increased in payroll loans by
roughly 1.4 percentage points. In column (2), a model for the dynamics of
the errors term is imposed, and the parameters are estimated by a feasible
generalized least squares (FGLS) procedure. The results for the parameter
of interest (�3) are exactly the same.

There is, however, the possibility that there is persistence both in the pro-
cess of the dependent variable and the unobserved factors that affect risk
(the error term). Columns (1) and (2) suggest the second lag of the � log
(Average Risk) does not belong to the equation. Therefore, it arises as a
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33. This is tantamount to controlling for fixed effects and should be the preferred proce-
dure. When the dummy for risk above median is used as a dependent variable, it is not natu-
ral to first-difference the data, and therefore bank dummies are included. See Wooldridge
(2002).
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natural instrument for � log (Average Risk)t–1 under the identifying as-
sumption the error term has only one period persistence.34 Now there is not
enough independent variation to estimate the parameter of interest: the 
p-value of estimation is roughly 13 percent. The difference-in-differences
coefficient is, nonetheless, still positive, although with a lower magnitude
(0.009). Columns (4) to (6) present the same robustness checks as in table
5.3. Results and corresponding interpretations are qualitatively similar.

Results could be driven by two factors unrelated to the STJ ruling but
implied by heterogeneity in the dynamics of the treatment and control
groups. First, as table 5.1 shows, standard loans are, as expected, riskier
than payroll loans. If there are general institutional advances in credit mar-
kets during the period and if there are decreasing returns in risk improve-
ment, then one should observe a decrease in riskiness of standard vis-à-vis
payroll loans because the former started at a higher level of risk. However,
if this was the case, one would expect that the same pattern would emerge
for all subsamples of whole period. As columns (3) and (4) in table 5.2 in-
dicate, risk perception on payroll loans decreases vis-à-vis standard loans
in the periods before and after the STJ ruling. The same is true in table 5.3
(columns [5] and [6]).

Second, as figure 5.4 shows, payroll loans boomed during the period,
possibly due to the approval of the December 2003 law. Expansions might
be risk-increasing, that is, the marginal borrower may be worse than the in-
framarginal ones. If this is the case, the pool of borrowers on payroll lend-
ing would be changing, compared to standard lending, in such a way that
would produce the result regardless of the court ruling. There are, however,
at least two reasons why this story cannot rationalize the results. First, the
number of operations is controlled for. In table 5.3, for example, changes
in the log of average risk are explained by the court ruling with variation
above and beyond changes in log of number and average size of operations.
Indeed, because the model is in first differences, results are not only con-
trolled for the fact that larger banks might have lower risk borrowers, but
also for within-bank expansions of payroll vis-à-vis standard operations.
Second, the same argument as in the last paragraph applies. Figure 5.4
shows that payroll operations rose, relative to standard ones, throughout

the period. Hence, if the changing pool of borrowers argument would ap-
ply, one should verify the same increase in riskiness of payroll vis-à-vis
standard operations throughout the period. As columns (3) and (4) in table
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34. Exactly because the second lag does not appear to be a explanatory variable, using fur-
ther lags as instrument would not be warranted because they do not arise naturally as shifts
to the endogenous variable that are not related to the unobserved determinants of risk per-
ception (the error term). As with any identifying assumption, it is impossible to verify it em-
pirically. Because the data is in the first difference of logs, there is no compelling reason why
adjustments to unobserved shocks to risk would take more than a month to be incorporated
to the banks’ credit rating decision.



5.2 and columns (5) and (6) in table 5.3 show, this does not seem to be the
case.

5.5.2 The Quantity Equation

The results for the quantity equation are presented in tables 5.4 and 5.5.
Column (1) of table 5.4 presents the simplest possible model: OLS omit-
ting � log (Amount of Loans)t–1 as an explanatory variable and no period
dummies. As expected, operations of payroll loans are larger (6.5 percent
more), and quantities of both standard and payroll loans appear to be in-
creasing over time (coefficient on Judicial Decision, 3.8 percent on average
in the subperiod between February 2004 and October 2004), as figure 5.4
suggested. Despite the markedly different slopes of standard and payroll
loans, the judicial decision did have a negative effect on payroll loans: rel-
ative to standard loans, payroll loans decrease when one compares before
and after the court ruling. Indeed, after controlling for average risk, pay-
roll loan quantities decreased 5.8 percent, between the five-month sub-
period before the court ruling and the five-month subperiod after the rul-
ing. Inclusion of period dummies hardly changes the results (column [2]).
Results are, however, slightly different when the lag of the dependent vari-
able is included: one can see (column [3]) that part of the difference-in-
differences coefficient was capturing some variation of the � log (Amount
of Loans)t–1. Results, however, remain considerably similar.

The presence of the lag of the dependent variable poses again the chal-
lenge of searching for exogenous variation to estimate the coefficient asso-
ciated with � log (Amount of Loans)t–1 as there could also be persistence
on the error term. Again, we follow the strategy of using the second lag (�
log [Amount of Loans]t–1) as an instrument. Columns (4) and (5) of table
5.4 present the results. It does appear that part of the estimated coefficient
in columns (1) to (3) are unduly capturing variation due to omission of ex-
planatory variables (which are in the dynamics of the error term). The
effect, however, still survives: in the most unfavorable specification, there is
3.7 percent difference in the trends of standard and payroll loans when pe-
riods before and after the court ruling is considered. This result is not ter-
ribly well estimated, but one could reject the null that it is zero at the 5.8
percent level (column [5]).

Table 5.5 presents different specifications. In columns (1) and (3), stan-
dard error estimates are corrected for between-panel correlation and
within-panel autocorrelation. Notice that the estimates of the difference-
in-differences parameters are even more precisely estimated. When a
FGLS procedure is used, results are similar (column [2]). These results do
not account for the possible omitted variable bias due to the presence of �
log (Amount of Loans)t–2 but do suggest that the statistical significance in
table 5.4 is not due to underestimation of standard errors. Column (4) of
table 5.5 checks the robustness of the results in the same spirit as in tables
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5.2 and 5.3: it appears that the estimated difference-in-differences coeffi-
cient is not due to a long-term pattern over the whole sample period. When
the fake treatment period twenty-five is used and the sample is restricted to
after the court ruling, the results disappear. Similar robustness results hold
for the whole period and for only the period before the court ruling.

5.5.3 The Pricing Equation

The effect of the court ruling on the interest rates of payroll loans can be
found in table 5.6. A couple of comments are necessary. Different from the
quantity regression, the number of operations and the average size of the

178 Ana Carla A. Costa and João M. P. De Mello

Table 5.5 Quantity equation: Results 2

Subsample

Month >Feb/04 Month >Feb/04 Month >Feb/04 Month 
and <Dec/04a and <Dec/04b and <Dec/04a July/04c

(1) (2) (3) (4)

∆Log(amount of loans)t – 1 0.222 0.150*** 0.189
(0.118) (0.054) (0.182)

Payroll loan 0.052*** 0.057*** 0.053*** 0.036*
(0.017) (0.019) (0.017) (0.021)

Judicial decision 0.035** 0.057*** 0.057***
(0.017) (0.022) (0.019)

Payroll loan � Judicial decision –0.051*** –0.053** –0.052***
(0.018) (0.024) (0.018)

∆Log(average risk) 0.033 0.067 0.003 –0.082
(0.144) (0.093) (0.151) (0.103)

∆Log(average risk)t – 1 –0.280** –0.273*** –0.278* –0.161*
(0.141) (0.093) (0.154) (0.098)

Dummy robust 0.020
(0.021)

Payroll loan � Dummy robust 0.015
(0.034)

Date dummy? No Yes Yes Yes
No. of observations 507 507 507 665

Source: Banco Central do Brasil.
Notes: Dependent variable: ∆Log(amount of loans). OLS estimates. Robust standard errors in paren-
theses. Control group: Loans without payroll deduction. Probability-weighted by size and bank opera-
tion. Bank dummies included. Judicial decision taking effect on July/2004 (month 18).
aStandard error of estimated coefficients corrected for between panel correlation and within panel au-
tocorrelation using the Praiss-Winsten procedure.
bFeasible generalized least squares (FGLS) assuming errors within panels follow an AR(1) process.
cDummy robust = 1, if month > 18, most favorable model: FGLS assuming errors within panels follow
an AR(1) process.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.
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operation are included. We do so because there might be (dis)economies of
scale involved in granting loans. Both variables are lagged one period to
mitigate the possibility of capturing demand side effects. Second, it is im-
portant once again to emphasize that the data on prices is problematic, es-
pecially for interpretation on levels. Taking the log and first-differencing
the data ameliorate somehow the problems with levels but do not solve it.
Interpretation on changes, however, is less troublesome, and we proceed by
doing so, especially as the results with interest rates are consistent with the
results on quantities and risk perception.

Column (1) of table 5.6 shows the OLS results when the lag of the de-
pendent variable is included, but not the period dummies. Consistent with
the quantity and risk perception results and with the perception of im-
portant market participants, the court ruling appears to have induced an
increase in the interest rate charged on payroll loans. After controlling 
for number of operations, average size of operations and risk, there is a
marked difference (7.3 percent) between the trends of interest rates on pay-
roll and standard loans before and after the court ruling. Consistent with
the general perception in the market, interest rates on payroll loans are
lower than those on standard loans (6.3 percent). Estimates suggest risk
perception does indeed affect interest rate as expected: while one cannot
reject the null hypothesis that contemporaneous changes in risk perception
affect interest rates, one-period lagged increases in risk perception does in-
duce an increase in prices of loans. After standard errors of estimation are
corrected for between-panel correlation and within-panel serial correla-
tion, the lag of the dependent variable does not appear to belong to the
equation. This renders results less vulnerable to dynamic panel bias.

Columns (2), (3) and (4) of table 5.6 present slightly different specifica-
tions. Most noteworthy is column (3), in which the OLS standard errors of
estimation are not corrected. Here, one cannot reject the null hypothesis
that there are not differences between standard and payroll loans with re-
spect to the court ruling. The estimates suggest that correction on the stan-
dard deviation provides better (more precisely) estimates for the differ-
ence-in-differences parameter. Column (5) of table 5.6 presents the same
robustness check as in all other tables, and it is again consistent with the
previous results.

5.6 Conclusion

The results in this paper suggest the conjecture of some market partici-
pants that the June 2004 court ruling had an adverse effect on the market
performance of payroll loans. Results arise and are consistent among each
other for risk perception, quantity of loans, and interest rates, with the
data caveat for the latter. Data suggests that the ruling increased risk per-
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ception on payroll loans, which in turn led banks to restrict quantity and
increase interest rates.

These results are far from obvious. Several key market players antici-
pated them, but not all. It could have been that lenders had ignored the rul-
ing. As figure 5.4 eloquently suggests, the court ruling did not prevent the
boom of payroll loans. It did, however, abate it, and made it such that terms
to borrowers were worse.

This paper provides some evidence on the missing link of the institu-
tions-economic performance nexus literature: the micro evidence. Far
from contradicting the literature, our results corroborate it with evidence
drawn from the unit of decision making: lenders in this case. It reinforces
the policy recipes already implied by the literature. Better protection from
expropriation most likely increases general welfare, as it improves market
performance in informationally and incentive problematic markets, such
as the credit market.

References

Acemoglu, Daron, Simon Johnson, and James Robinson. 2001. The colonial ori-
gins of comparative development: An empirical investigation. The American
Economic Review 91 (December): 1369–1401.

Altubas, Yener, Lynne Evans, and Philip Molyneux. 2001. Bank ownership and
efficiency. Journal of Money, Credit, and Banking 33 (1): 926–54.

Arellano, Manuel, and Stephen Bond. 1991. Some tests of specification for panel
data: Monte Carlo evidence and an application to employment equations. The
Review of Economic Studies 58:277–97.

Djankov, Simeon, Rafael La Porta, Florencio Lopez-de-Silanes, and Andrei
Shleifer. 2003. Courts: The Lex Mundi project. The Quarterly Journal of Eco-
nomics 118 (May): 453–507.

Dubey, Martin, John Geanakoplos, and Pradeep Shubik. 2005. Default and pun-
ishment in general equilibrium. Econometrica 73 (1): 1–37.

King, Robert, and Ross Levine. 1993. Finance and growth: Schumpeter might be
right. The Quarterly Journal of Economics 108 (August): 717–37.

La Porta, Rafael, Florencio Lopez-de-Silanes, Cristian Pop-Eleches, and Andrei
Shleifer. 2004. Judicial checks and balances. The Journal of Political Economy
112:445–70.

La Porta, Rafael, Florencio Lopez-de-Silanes, Andrei Shleifer, and Robert Vishny.
1997. Legal determinants of external finance. The Journal of Finance 52 (July):
1131–50.

———. 1998a. Corporate ownership around the world. The Journal of Finance
54:471–517.

———. 1998b. Law and finance. The Journal of Political Economy 106 (December):
1113–55.

Levine, Ross. 1998. The legal environment, banks, and long-run economic growth.
The Journal of Money, Credit, and Banking 30 (August): 596–613.

Judicial Risk and Credit Market Performance 181



Levine, Ross, and Sara Zervos. 1998. Stock markets, banks, and economic growth.
The American Economic Review 88 (June): 537–58.

North, Douglas. 1994. Economic performance through time. American Economic
Review 84 (3): 359–68.

Pinheiro, Armando Castelar, and Célia Cabral. 1998. Credit markets in Brazil: The
role of judicial enforcement and other institutions. BNDES Working Paper no.
9. Rio de Janeiro, Brazil: BNDES.

Sapienza, Paola. 2002. The effects of government ownership on bank lending. Jour-
nal of Financial Economics 72 (2): 357–84.

Wooldridge, Jeffrey. 2002. Econometric Analysis of Cross-Section and Panel Data.
Cambridge, MA: MIT Press.

Comment Renato G. Flôres Jr.

This paper deals with an interesting problem, relevant both to the theo-
retical debate and to policy setting, the latter not only in present day Brazil.
Though the authors’ views on the theoretical impact of their results are
somewhat enthusiastic, their effort to resort to microdata is most welcome,
as well as the use of recent, program evaluation econometric techniques in
a (micro) finance context. My comments will concentrate on this last point
as, unfortunately, in spite of its virtues, the paper leaves several unanswered
questions as regards methodological and econometric aspects related to
their use of the differences-in-differences (DD) estimation technique.

First, however, I’m obliged to come to a minor point. The paper is not
very friendly to someone who wants to understand what has actually been
done. Different time lengths seem to have been used for the computations,
labeling the months by ordinals is confusing (to my surprise, July 2004 is
18, not 19 . . . ), equations aren’t numbered (“controls” are mentioned af-
ter each equation), figures have poor labeling, and the technical explana-
tions suffer from a few black holes.

Ideally, as known, the methodology of the DD estimator requires per-
fect matching between the two populations, but for the treatment, and
clearly defined before and after treatment periods. The matching popula-
tion to the payroll loans (PLs) one was that of standard loans, and, not-
withstanding the reasoning in section 5.4.1, it is not evident that, but 
for the July 2004 ruling, both populations suffered the same influences.
Without entering into the more conceptual issue that the two types of bor-

rowers—the ultimate observational unit—are probably very different in
socioeconomic terms and so don’t match, even accepting loans as the ob-
servational unit, questions arise: Were there not other, specific shocks to
standard loans? What is the percentage of movers between the two popu-
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lations, especially given the different stages in PL implementation? Per-
haps the answers are on the safe side, but the authors should elaborate
more on them. This point is enhanced by the fact that the final sample of
banks may easily be biased, and statistics on the structure of the sample are
rather incomplete.

Turning to the before and after periods, the impact of the ruling may
have had a lag and even an anticipation effect. Combining this with the De-
cember 2003 legislation—also a treatment: the powerful Caixa Econômica
Federal started to accept individual PLs in May 2004—better support and
evaluation is needed for the two periods chosen.

As for the econometrics itself, monthly differences—justified on the
grounds of eliminating idiosyncratic effects in the panel at stake—are used
for the dependent variable in the interest rate and total loans cases. Then
the linear DD model is directly specified for such differences in order to
make possible the inclusion of the three classical, required dummies (oth-
erwise, they would vanish when taking the differences). This raises inter-
pretation problems not only in the very specification of the models—which
proceeds as if the dependent was in levels—but on the meaning of the ulti-
mate DD expectation itself. The same ambiguous treatment applies to the
residuals, though some care is sometimes shown with their correlations. In
this particular, the authors seem oblivious of the issues raised in the key
contribution by Bertrand, Duflo, and Mullanaitan (2004), and I have some
difficulty in explaining a series of values like those in table 5. 6, for instance.
In overall terms, the nearly striking results often obtained for the DD co-
efficients—not supported by the informal analysis of stylized facts and
trends—couldn’t be an outcome of underestimated standard deviations as,
beyond other problems, they might have incurred?

I think questioning along these lines qualify the paper as suggestive, but
in order to be trusted certainly demand a more careful and methodologi-
cally attentive text.
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6.1 Introduction

While the foreign currency denomination (dollarization, for short) of
external liabilities typical of most financially integrated developing econ-
omies has been the subject of a vast body of academic work,1 the dollar-
ization of domestic financial assets has received comparatively less atten-
tion until very recently, when it has been increasingly seen as a key source
of real exchange rate exposure and banking (and macroeconomic) fra-
gility.2 There is, however, an angle of domestic financial dollarization (FD)
that, while intuitive, has been somewhat overlooked: the limit it imposes on
the central bank as domestic lender of last resort (LLR) and the resulting
exposure to dollar liquidity runs à la Diamond and Dyvbig (1983).3 Thus,
the growing literature on balance-sheet effects and dedollarization con-
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1. Examples include the literature on “original sin” (Eichengreen and Hausmann 2005),
“liability dollarization cum sudden stop” (Calvo 2005), and “dollar shortages” (Caballero
and Krishnamurthy 2003; Rajan 2004).

2. Domestic FD introduces a hidden short position in the foreign currency (either at the
bank or at the debtor level) exposing the economy as a whole to sudden real exchange rate de-
preciations. See De Nicoló, Honohan, and Ize (2005), and Levy Yeyati (2005) for empirical
analyses along these lines. Armas, Ize, and Levy Yeyati (forthcoming) provide a compendium
on this relatively new literature.

3. By contrast, this issue has been often highlighted in the official dollarization debate
(Broda and Levy Yeyati 2003a).



trasts with the less-developed literature on how to manage liquidity in the
(potentially long) interim period when FD remains high. This is the sub-
ject of the present paper.

The analysis of dollar liquidity runs in FD economies has often centered
on the economy as a whole, stressing the need for “insurance” mechanisms
and the limitations of the available options.4 While most of this debate also
pertains to the analysis of banking crises, there are some important speci-
ficities that the macroeconomic focus has tended to leave in the dark.

In particular, once one considers the banking sector as the object of in-
surance, a number of questions arise. Are the central bank’s (centralized)
and the individual banks’ (decentralized) hoarding of reserves equivalent?
How can the costs of self-insurance be reduced in the absence of an exter-
nal alternative? Can a suspension of a convertibility clause (often applied
ex post, too late, when the bank run is well underway) be used ex ante to
supplement self-insurance?

To address these questions, I proceed in four steps. First, I revisit the ev-
idence on the incidence of FD on the propensity to suffer bank runs and
document the positive link between FD and reserve accumulation. I show
that FD has been a motive for this form of self-insurance—in addition to
the capital account reversal often noted in the literature.

Next, I analyze and compare available insurance options and explore the
incentive problems associated with centralized holdings of reserves at the
central bank, when the latter, among other uses, are expected to provide
dollar liquidity insurance to individual banks. In particular, I show that
centralized reserves can deepen the moral hazard problem within the
banking industry and induce further dollarization.

Then I illustrate the authorities’ decision to suspend convertibility in the
context of a run with the story of two recent banking crises: Argentina
2001 and Uruguay 2002.

Finally, I argue in favor of a combined scheme of decentralized liquid as-
set requirement (LAR) to limit moral hazard, and an ex ante suspension-
of-convertibility clause or “circuit breaker” (CBR) that mitigates the costs
of belated action while limiting the need for costly self-insurance.5

The logic behind this combination is simple. Exposure to runs is an in-
evitable consequence of a banking system that transforms short-run sav-
ings into long-run investments. In the absence of an LLR that can produce
liquidity on demand, the bank supervisor faces two options to reduce this
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4. Thus, Jeanne and Ranciere (2006) discuss the optimal level of self-insurance through re-
serve accumulation, Aizenman and Lee (2005)show that reserve hoarding provides welfare
gains, Caballero and Panageas (2004) propose the use of derivatives to maximize the insur-
ance value of reserves, whereas Cordella and Levy Yeyati (2005a) argue in favor of external
insurance, and Cordella and Levy Yeyati (2005b) stress the drawbacks of private external in-
surance and current International Monetary Fund (IMF)-led packages and point to the con-
venience of ad hoc multilateral official agreements to reduce the costs of self-insurance.

5. See Ize, Kiguel, and Levy Yeyati (2005), where this scheme was first outlined.



maturity mismatch: (a) liquid reserves, which reduce the average length of
bank assets (in the limit, “narrow banking” eliminates both bank runs and
bank financing), and (b) CBRs, which increase the average length (reduce
the effective liquidity) of bank deposits (in the limit, approaching illiquid
corporate debt). If the opportunity cost of reserve hoarding (proportional
to the marginal productivity of capital) increases with the volume of re-
serves, and the liquidity premium (proportional to the marginal utility of
consumption) increases as the CBR gets more restrictive, the optimal so-
lution is a combination of LAR and CBR.6

6.2 FD, Bank Runs, and Reserves

Deposit dollarization is not only the most amply documented aspect of
de facto dollarization but also (and for the same reason) the subject of most
of the early FD literature.7 Despite the recent focus on external (official
and unofficial) debt, domestic FD remains a widespread, persistent, and
economically significant phenomenon, with distinct prudential implica-
tions. A quick look at the map of domestic FD confirms that it is not a lo-
calized phenomenon (figure 6.1) and that it has been remarkably stable in
recent years (table 6.1). On the other hand, most recent systemic banking
crises has taken place in domestically dollarized economies (table 6.2), a
link already highlighted in the literature.8

Not surprisingly, then, domestically dollarized economies have tended
to “insure” themselves through the hoarding of liquid foreign assets, much
in the same way as countries experiencing sudden capital account reversals
have revealed a preference for a high stock of international reserves. In this
particular case, reserves holdings can be centralized at the central bank or
decentralized at individual banks (in the form of reserve money or liquid
asset requirements). Table 6.3 reports the summary statistics for both
types. In addition, it shows that they are highly correlated with the degree
of deposit dollarization, and between themselves.

This first impression is confirmed by more rigorous empirical testing.
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6. In a sense, this analysis moves a step back from Diamond and Dyvbig’s own argument.
If dollar deposit insurance cannot be tax- or debt-financed on demand and needs to be funded
in advance, the amount of insured deposits (but not insurance coverage) is predetermined,
and suspension of convertibility (too rigid relative to a deposit insurance a la Diamond and
Dyvbig) looks again as a viable second-best alternative.

7. By contrast, comprehensive data on the currency composition of sovereign debt can be
found only for a limited group of middle- to high-income countries (see Cowan et al. 2006).

8. De Nicoló, Honohan, and Ize (2005) report that FD increases banks risk and deposit
volatility, and Levy Yeyati (2006) shows that a devaluation raises the banking crisis propen-
sity (only) in the presence of FD. Domestic FD in figure 6.1 is computed as the ratio of on-
shore dollar deposits over total onshore dollar deposits. With the exception of FD, all ratios
in the paper are normalized by GDP. It is important to note that FD refers to the use of a cur-
rency other than the domestic legal tender. Hence, the very low levels of FD in officially dol-
larized Panama, Ecuador, and El Salvador.



Table 6.4 reports within and between estimates from panel regressions of
different types of reserve holdings (including banks’ holdings of foreign as-
sets outside the central bank) on deposit dollarization.9 All within regres-
sions include a time trend to capture the noted trend toward reserve accu-
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9. Bank foreign assets are included here for completeness. It should be noted, however, that
should not be interpreted as reflection of self-insurance for at least two reasons. First, they are

Fig. 6.1 Deposit dollarization around the world
Source: Levy Yeyati (2006).

Table 6.1 Deposit dollarization over time

Latin America Europe Asia Africa and Oceania

1999
Mean 29.3 41.4 34.7 23.3
Median 20.9 43.7 26.5 16.9
No. of observations 24 25 25 25
Min. 0.1 1.6 2.5 0.0
Max. 92.6 80.0 92.3 81.1

2004
Mean 30.8 38.4 32.8 26.0
Median 27.3 38.0 29.5 20.1
No. of observations 24 25 25 25
Min. 2.0 8.1 3.3 0
Max. 87.6 79.9 95.7 86.0

Notes: Balanced sample. Deposit dollarization is computed as the stock of dollar deposits
over total deposits.



mulation due to increased financial integration (irrespective of the degree
of FD). All results convey the same message: deposit dollarization is
strongly related with the holding of foreign assets, both across countries
and dynamically for each country. (In passing, note also that there seems
to be indeed a significant upward trend in reserve holdings.)

Table 6.5, in turn, indicates that this association between FD and re-
serves applies primarily to economies where FD is economically impor-
tant. Splitting the sample into two groups, according to whether average
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likely to reflect standard prudential limits on the banks’ open foreign currency position. Sec-
ond, they are likely to be longer, less-liquid assets that offer returns above that paid by liquid
reserves and thus may simply be the reflection of the bank’s portfolio choice.

Table 6.2 Systemic banking crises and deposit dollarization ratios

Year Country %

1994 Uganda 17.1
1994 Armenia 72.2
1994 Bolivia 78.5
1994 Jamaica 21.0
1994 Mexico 7.1
1995 Guinea-Bissau 50.5
1995 Zambia 20.1
1995 Zimbabwe 13.1
1995 Azerbaijan 49.1
1995 Bulgaria 29.5
1995 Latvia 50.4
1995 Lithuania 40.6
1995 Russia 28.5
1995 Argentina 57.1
1995 Jamaica 18.9
1995 Paraguay 37.9
1996 Yemen 41.4
1996 Croatia 67.6
1996 Ecuador 22.3
1997 Indonesia 28.3
1997 Korea 3.3
1997 Malaysia 1.8
1997 Thailand 1.3
1997 Vietnam 34.1
1997 Ukraine 25.8
1998 Philippines, The 32.6
1998 Russia 44.0
1998 Ecuador 36.9
2000 Turkey 46.8
2001 Argentina 73.6
2002 Uruguay 88.4

Source: Caprio and Klingebiel (2002).
Note: Deposit dollarization is computed as the stock of dollar deposits over total deposits.



dollar deposit-to-gross domestic product (GDP) ratio for the country is 
below or above the sample mean (roughly 10 percent), shows that link is
strong and significant only for the latter. (Interestingly, this appears to be
the case also for the time trend.) Figure 6.2 further illustrates this point.
The results are robust to the inclusion of a measure of financial depth:
broad money over GDP (m2_gdp) to control for the fact that the accumu-
lation of reserves may be simply reflecting financial development. While
this prior seems to be right (financial depth does seem to be positively re-
lated with the stock of liquid reserves), the results concerning FD remain
virtually unchanged. Finally, this specification may be too imprecise
should the surge in reserve holding be attributed not to a steady trend but
to a response to specific events in the recent past.10 For this reason, in the
last two columns I replace the time trend for individual year dummies.
While these time effects seem to exhibit an upward trend in the recent
period (coinciding but not necessarily due to the Mexican and Asian
episodes, as shown in figure 6.2), their inclusion has no visible effect on the
coefficient of interest.

Table 6.6 presents several robustness checks. Columns (1) and (2) repli-
cate the specification of table 6.5, column (5), for the Latin American and
nonindustrial subsamples, while columns (3) and (4) add the change in the
nominal exchange rate (dler) to control for the mercantilist motivation for
reserve hoarding and the external debt ratio (ext_debt_gdp) to capture an-
other source of dollar exposure often highlighted in the literature. With the
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10. For example, Aizenman and Lee test the hypothesis of precautionary reserves by re-
gressing reserves holdings on a dummy that is equal to one in the years following the Asian
and Mexican crises.

Table 6.3 Deposit dollarization and reserves: Summary statistics

Comm. bank Total reserves
CB reserves reserves in CB in CB

(i) (ii) (iii) = (i) + (ii)

Mean 13.6 6.3 19.8
Median 10.7 4.1 15.8
No. of observations 1,781 1,781 1,781
Min. 0 0 0.5
Max. 133.0 94.5 183.5

Correlations

Deposit dollarization 0.2945 0.3316 0.3615
(0.000) (0.000) (0.000)

Total reserves in CB 0.9404 0.6497
(0.000) (0.000)

Comm. bank reserves in CB 0.3524
(0.000)

Notes: Balanced sample. Dollar deposit and reserves ratios are computed over GDP. P-values
are in parentheses.
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exception of a slightly lower coefficient when debt is included (due to the
smaller sample size), the results are unaltered.11 In turn, columns (5) and
(6) revisit the prudential view of high reserves as a response to the vulner-
ability revealed by recent crisis, by including a systemic banking crisis
dummy (crisis), and its first ten lags. While crises do not seem to exert any
contemporary influence (indeed, one would expect that reserves go down
as a result), the cumulative effect of a crisis is positive and significant, ei-
ther when estimated as the sum of the lags (column [5]) or by means of an
independent dummy (past_crisis_10) that indicates that the country has
suffered a crisis in the preceding ten years (column [6]). The same result,
stronger, is found when we add banks’ foreign assets to the reserve stock.12

In sum, there is a strong indication that countries with high FD tend to
hold a larger stock of reserves, and tend to adjust it as FD evolves, besides

the upward trend associated with recent episodes of global financial 
turmoil and the country’s own history of systemic crises.13 This liquidity
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11. Note that the negative correlation with the nominal devaluations is in line with the mer-
cantilist view of reserve accumulation as a buffer against the appreciation of the local cur-
rency.

12. An index of exchange rate regime failed to be significant, contradicting the conventional
view that pegs induce further reserve accumulation. Results, omitted here, are available upon
request.

13. As I will argue in the following, the link between FD and reserves can be bidirectional.

Fig. 6.2 Reserves over time
Note: The figure plots the time dummies estimated from the specification of table 6.5, column
[7] when applied to the full sample.
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buffer, while useful as a natural deterrent against liquidity runs, has proved
to be inadequate in practice when a bank runs in FD economies finally ma-
terializes, leaving open the door for an undue loss of reserves that may ul-
timately compromise the payment system.

6.3 Insurance Options

With all its limitations, self-insurance makes perfect sense as the pre-
ferred response to the risk of dollar shortages in light of the (lack of) al-
ternative insurance options, namely, external insurance through a contract
with private providers of dollar liquidity (typically, a consortium of finan-
cial institutions).14

Privately provided contingent credit lines (or, more generally, the in-
ternational outsourcing of the LLR function for small open economies)
have been advocated in the context of the official dollarization debate,15

spurring two experiments in Argentina and, partly as a spin off of the lat-
ter, in Mexico. In the first case, the Argentine central bank and a consor-
tium of foreign banks subscribed a contingent credit line in the late 1990s,
whereby the central bank—as well as participating local banks—had the
option to enter a repurchase agreement against Argentine sovereign secu-
rities. Despite the fact that the coverage of this contract was relatively lim-
ited given the size of the Argentine banking sector, its execution was de-
layed until August 2001, when the bank run has already eroded the existing
liquidity buffer and was executed only up to one fourth of the original limit.
The second case also included a contingent credit line between Mexico and
international banks, which was withdrawn in its entirety by the Mexican
government on September 30, 1998, after a decline in oil prices that re-
duced Mexican fiscal resources combined with a temporary increase in the
country’s external borrowing costs. However, as to a lesser degree in Ar-
gentina, insuring banks were reluctant to disburse the loan and, after re-
leasing the funds, they refused to renew the agreement.16

The numbers of the private external insurance contract looked attractive
on paper: the Argentine deal, for example, stipulated an annual commit-
ment fee of 32 basis points for a contingent line at the London Interbank
Offered Rate (LIBOR) plus 205 basis points, at a time where the spread
over the average return on reserves reported by the central bank (a reason-
able proxy for the cost of carry of liquidity) was about 570 basis points. The
result, however, was in both cases rather disappointing.
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14. A third option would be a contract with multilateral financial institutions that may offer
the central bank (or individual banks) access to dollar liquidity at a reasonable cost, perhaps
the most economically efficient and a constant topic for discussion. The current IMF facili-
ties, contingent and backloaded, are far from being a substitute dollar LLR.

15. See Dornbusch and Giavazzi (1998).
16. See Ize, Kiguel, and Levy Yeyati (2005) for a more detailed analysis of these experiences.



Was it surprising? Are private partners better positioned to provide LLR
services at low cost, as the contract seemed to suggest ex ante, or are the
convenient terms the reflection of mispricing or unreliable commitment?
We can shed some light on this issue by means of a simple analytical ex-
ample.

Assume that, with probability �, the country faces a systemic liquidity
run that leads to an increase in the sovereign spread to the (unsustainably
high) �H

17 whereas, with probability 1 – �, the country can access interna-
tional markets at the low sovereign spread �L. In the absence of liquidity in-
surance, a liquidity run leads to financial collapse. For the purpose of the
example, it suffices to assume that the country has strong incentives to
avoid this situation, which carries a substantial real cost K.

Assuming that the country’s obligations maturing during the period are
equal to R, the authorities have two options to fully insure against the liq-
uidity run (alternatively, against validating unsustainably high rollover
costs):

• Self-insurance: Hold liquid reserves R, at a cost of carry � � r – rf ,
where rf is the risk-free rate, and � is the expected sovereign spread � �
(1 – �)�L � ��H , the risk premium on the country’s debt demanded in
international markets. In this context, the ex ante cost of holding re-
serves is equal to the precrisis sovereign spread � at the corresponding
maturity.18

• External (interest rate) insurance: A fair insurance contract with in-
ternational financial institutions that allows the country to draw down
from a credit line up to a given amount R at a predetermined spread ��
at a fair (unit) premium � � c – ���, where c is the insurer’s own cost of
carrying liquid assets.

Setting �� � � – � (so that the country pays the same under both insur-
ance options), we obtain

� � c � �(� � �) � � �.

Note that, from the insured country’s perspective, the cost of carry of
self-insurance in good states is replaced by the fair insurance premium.
Thus, the cost of self-insurance exceeds that of external insurance due to
the lower carrying cost born by the insurer if, and only if � � c, since the

sole advantage of external insurance relative to self-insurance is precisely the

insurer’s lower cost of carry. In other words, they would be equally costly

�
	
(1 � �)

c
	
(1 � �)
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17. Alternatively, we could assume that, beyond a certain level of spreads, the country is
simply rationed from international markets (market closure).

18. Note that reserves can take the form of liquid long-term foreign assets (e.g., ten-year
U.S. Treasuries) so that no maturity mismatch needs to be incurred.



unless the intermediation of the insurer reduces the credit risk faced by the
investor that ultimately finances either alternative.

The relevant question is, then, under what circumstances and to what ex-
tent is this the case in practice? The insurer’s cost of carry (the difference
between the return from the contract and the opportunity cost of hoarding
liquidity) may be below that of the country for two reasons. First is en-
hanced market access: the fact that the insurer can tap international mar-
kets on demand so the stock of liquidity that needs to be hoarded is mini-
mal.19 In addition, the sovereign spread may (and typically does) capture
risks not directly associated with the market closure event. Thus, even if the
contract increases the exposure of the insurer to the insured country, it
does not expose the insurer to all risks affecting sovereign debt (and the
country’s cost of carry). In particular, an insurance contract aimed at pro-
tecting the domestic banking sector from liquidity runs would shield the in-
surer (at least partially) from debt sustainability problems (whereas the
bondholder that helps finance self-insurance will be directly affected by a
debt crisis).

The extent to which all these factors combined reduce the costs of carry
and whether this reduction justifies external insurance (including the mar-
gins charged by the insurer) are difficult to assess. In practice, the two pre-
vious experiences with those types of contracts amounted to a rather di-
luted version of insurance and were subject to serious caveats. Moreover,
the low cost of these contracts may have also been reflecting market im-
perfections that detract from the benefits of external insurance as dis-
cussed in the preceding.

The first imperfection relates to what could be called inverse moral haz-

ard, or, more generally, the inability of the insurer to commit the resources
when the option of borrowing is exercised (a weakness that was at play in
the Argentine and Mexican experiments). A second imperfection, perhaps
the most determinant, is the capacity of the insurer to dilute its exposure at
the expense of the coinsurers by shorting the country’s assets.20

It has been noted before that these two aspects only enhance the advan-
tages of official agencies to provide international LLR coverage: much in
the same way as a domestic central bank, an international financial insti-
tution (IFI) may commit the resources without the need to accumulate re-
serves ex ante, free from the agency problems that undermined the private
contract. In the context of the present paper, it is enough to stress that,
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19. A consortium of insurer banks exposed to the country through the insurance contract
may still be able to borrow at reasonable rates while the country cannot, thanks to a more di-
versified asset portfolio, a higher creditworthiness, and even the presence of explicit or im-
plicit guarantees from their home countries. Note that this is essentially the main argument
for a centralized LLR in the domestic currency, except that in that case the advantage is
rooted in the central bank’s capacity to print liquidity on demand.

20. See Broda and Levy Yeyati (2003a).



while no official version of the LLR is in sight, it is not surprising that gov-
ernments in FD economies have chosen to self-insure.

6.3.1 The Problem with Self-Insurance

Self-insurance in its most commonly found form of centralized reserve
accumulation may have at least two undesired incentives effects. A stylized
example may help illustrate the point.

Consider an economy populated by a continuum of D risk-neutral de-
positors with one unit of cash savings, where atomistic banks collect short-
term deposits at a rate rD and invest them in long-term investments L

(loans, for short) with certain returns rD and liquid reserves RB that pay the
risk-free rate rf. Assume for the moment that banks are always solvent
(there is no default risk). Let the size of the systemic deposit run x be dis-
tributed according to cumulative distribution function F(x), monotoni-
cally increasing and convex over the range [0,1] and, given its systemic na-
ture, independent from bank-specific characteristics.21

In the absence of default, a bank facing a liquidity shortage is forced to
liquidate its assets at a constant (unit) discount 
.22 At the beginning of the
period, the bank chooses the liquidity buffer RB to optimize the tradeoff be-
tween the cost of hoarding liquidity and the probability of incurring liqui-
dation costs. For expositional simplicity, all variables are expressed as a
share of deposits D.

Replacing L � 1 – RB, bank profits (per unit of deposit) in the absence
of centralized reserves can be characterized as23

max
{RB}

� e � (1 � rL )(1 � RB) � �
R

B

0
(1 � rf)(RB � x)dF(x) 

� �
1

RB

(1 � rL)(1 � 
)(x � RB)dF(x) 

� �
1

0
(1 � rD )(1 � x)dF(x)

or, alternatively, as

max
{RB}

�e � rL � rD � CLAR,

where the costs associated with liquidity runs C can be expressed as
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21. The example focuses on pure liquidity runs and deliberately abstracts from currency
mismatches and currency risk; hence, it is independent of the evolution of the exchange rate.
Naturally, if—as is often the case—the dollar deposit run is accompanied by a currency run,
the resulting real depreciation would only add to the banks’ problems via losses on its cur-
rency position or—if the dollar deposits are onlent in the same currency—a lower recovery
value of dollar loans to nondollar earners.

22. Letting the discount increase with x does not alter the implications of this example.
23. In what follows, under the assumption of no default risk, the deposit rate is equal to the

risk-free rate rj. However, the current notation is kept for expositional purposes.



CLAR � [(rL � rf)F(RB)] � [(1 � rL)(1 � 
) � rL][1 � F(RB)])RB

� �
R

B

0
(rD � rf)xdF(x) � �

1

R
B

[(1 � rL)(1 � 
) � rD]xdF(x)

and associated first order condition is given by

� � �(rL � rf )F(RB) � (1 � rL)
[1 � F(RB)] � 0.

Thus, the optimal liquidity buffer is the one that equals the expected car-
rying costs (the left-hand-side term) to the expected savings in liquidation
costs from holding additional reserves (the right-hand side). In turn, the
optimal amount of bank reserves RB is given by

RB � F�1 � �
from which

� 0; � 0; � 0.

Consider now the influence of centralized reserves. Assume that the 
central bank assist banks through a liquidity window that commands a
penalty rate rLLR such that 1 � rL � 1 � rLLR � (1 � rL)(1 � 
) so that the
penalty does not exceed the liquidation cost.24 Then, if access to the LLR
is unlimited, the problem is similar to the previous one with the facility rate
substituting the liquidation cost so that the cost of liquidity runs are now

CLLR � [(rL � rf)F(RB)] � (rLLR � rL)[1 � F(RB)])RB � �
R

B

0
(rD � rf )xdF(x)

� �
1

R
B

(rLLR � rD)xdF(x),

from which

� � �(rL � rf)F(RB) � (rLLR � rL)[1 � F(RB)] � 0.

Or

RB, LLR � F �1� �
So that cheaper centralized reserves substitute for decentralized reserves.

Under the more general (and realistic) assumption that the facility is
limited and that this limit is binding (RLLR � R�L�L�R� � 1), the amount avail-
able to assist each individual bank would be insufficient in the event of a
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24. Note that the latter compounds the liquidation discount and the interest that the bank
loses on the liquidated loans.



large enough systemic event, and some liquidation costs should be factored
back into the problem:

CLLR � {(rL � rf )F(rB) � (rLLR � rL )[F(RB � RLLR ) � F(RB)] 

� [(1 � rL )(1 � 
) � (1 � rL)][1 � F(Rb � RLLR)]}RB

� �RB

0
(rD � rf)xdF(x) � �RB�RLLR

RB

(rLLR � rD)xdF(x) 

� �1

RB�RLLR

[(1 � rL)(1 � 
) � (1 � rD)]xdF(x) 

� [(1 � rL)(1 � 
) � (1 � rLLR )][1 � F(RB � RLLR )]RLLR

for which the first order condition reads

� � �(rL � rf)F(RB) � (rLLR � rL)[F(RB � RLLR) � F(RB )] 

� (1 � rL)
[1 � F(RB � RLLR)] � 0,

which tells us, again, that the larger the stock of decentralized reserves 
RLLR or the lower the interest rate charged by the LLR, the weaker the
incentives to hold liquidity at the individual bank level (∂RB /∂RLLR � 0,
∂RB /∂rLLR � 0).25

In this light, what is the optimal (centralized-decentralized) composi-
tion of reserves? Intuitively, the answer depends on the carrying costs for
each of the players involved. To examine that, we need to be more precise
about these costs: It is there that the currency of denomination matters.

When the run is on short-term peso liabilities, the central bank can pro-
duce the peso liquidity on demand at a limited cost: Absent solvency con-
cerns, it can borrow directly in the local market at the risk-free rate (or, if
needed, finance the assistance through the inflation tax). At any rate, when
bank deposits are denominated in pesos, the central bank has a clear ad-
vantage because, unlike the commercial banks, it does not need to accu-
mulate reserves in advance. In particular, it can offer centralized reserves
at the risk-free rate, bringing the optimal level of decentralized reserves to
zero (because rLLR – rf � 0 ⇒ ∂RB /∂RLLR � –1, so that both sources of in-
surance are perfect substitutes). In turn, a centralized LLR in pesos entails
an efficiency gain for the whole system, as it eliminates the costs associated
with hoarding liquidity and (because no resource needs to be invested in

∂CLLR
	

∂RB
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25. Also, as before,

� 0; � 0; and  � 0.
∂RB
	
∂rf

∂Rb
	
∂rL

∂RB
	
∂




liquid assets in advance) enhances the maturity transformation role of the
financial sector.26

By contrast, when bank liabilities are denominated in dollars, and under
the assumption that systemic banking and currency runs coincide cutting
the country’s access to international markets, dollar liquidity has to be en-
sured in advance. Therefore, centralized reserves merely substitute for de-
centralized reserves, and any potential efficiency gains hinges only the rel-
ative cost of carry that, in principle, should not differ.27 In this case, to the
extent that the penalty rate charged to the bank underprice the effective
cost to the LLR (alternatively, to the extent that the bank prefers insurance
with the central bank than self-insurance), the latter would introduce a
subsidy to dollar intermediation that may foster FD beyond the level that
banks would choose individually should they have to pay for the required
liquidity. However, this is not the only distortion that centralized reserves
may introduce, as I show next.

6.3.2 Default Risk and Moral Hazard

If there is a positive probability of default, limited liability matters.28 The
simplest way to see this is by assuming that, with probability 1 – p, the in-
vestment of the bank goes sour and returns drop to zero. Moral hazard im-
plicitly assumes that the bank has some degree of control over this risk.
Here, I simply assume that there is a continuum of investment projects
(borrowers) with identical expected returns ( prL) � r̃ � rf so that rL( p) � r̃/
p. Then, if the probability of a systemic run is uncorrelated with the bank’s
idiosyncratic credit risk, the bank’s problem can be written as

max
RB ,p

�e
LLR � p(rL � rD � CLLR ),

where the first order conditions are

� �p � 0

� rL � rD � CLLR � p�1 � � � 0.
∂rL
	
∂p
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26. In a competitive banking sector, liquidity costs would reflect directly in the intermedi-
ation spread and that a LLR at the risk-free rate brings these costs from CLAR(R∗

B ) � 0 to
CLAR�LLR � 0. Note that I am deliberately abstracting from diversification gains, as the focus
of the paper is on systemic (rather than bank-specific) runs.

27. In equilibrium, the lending rate should equal the marginal return to capital that, in the
absence of financial constraints, in turn determines the government’s discount rate (and the
marginal borrowing cost it is willing to pay).

28. The only exception in which the previous results are not altered is under perfect infor-
mation and no LLR (assuming further that the costs of liquidation of an insolvent bank do
not exceed those associated with the fire sale of assets by the bank itself), as the expected re-
turn on deposits demanded by depositors (and faced by banks) is independent of the inci-
dence of default. A case along these lines is discussed in Aizenman and Lee (2005).



It follows that

	R
B

� R∗
B

� 
 �� �� �� � 0

as ∂rL/∂p � 0, –∂2CLLR/∂R2
B  0, and

� F(RB � RLLR ) � 
[1 � F(RB � RLLR)] � 0.

Thus, riskier banks choose to hoard a lower level of reserves. The reason
is clear: the opportunity cost is higher for a riskier bank that invests in
high-return projects (note that both the returns on investment and the
costs of hoarding liquidity are relevant only in the event that the bank does
not go bankrupt). Moreover,

� [(1 � rL )
 � (rLLR � rL )]F�(RB � RLLR) � 0

implies that

	R
B

�R∗
B

��p 
 �� �� �� � 0,

which tells us that centralized reserves induce more risk-taking (and, in
turn, a lower level of reserves).29

In sum, centralized reserves not only partially transfer the cost of the liq-
uidity buffer to the central bank; in addition, it induces more risk-taking
overall (relative to the case of no LLR).

6.3.3 Liquid Asset Requirements (LARs)

Naturally, there are ways in which the undesired effects of centralized re-
serve holdings (or a dollar LLR) described above can be addressed, at least
in theory. The central bank can (and usually does) restrict its liquidity as-
sistance to limited temporary shortfalls that, if persistent, may lead to in-
tervention and, ultimately, closure. Moreover, the incentive problem can
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29. Ize, Kiguel, and Levy Yeyati (2005) present an alternative illustration of the moral haz-
ard implication of centralized reserves, arguing that, in a world with risky and safer types,
centralized reserves entail a cross subsidy from the latter to the former. More precisely, they
lead risky types to choose a lower RB than safer types, crowding out the use of the LLR assis-
tance, thereby forcing safer banks to hoard an additional amount of reserves. Similarly, in a
bicurrency economy with currency risk, it can be shown that a dollar LLR lead banks to in-
cur more risk fostering financial dollarization (Broda and Levy Yeyati, forthcoming).



be addressed by conditioning the access to and cost of the liquidity facility
on the degree of risk much in the same way as a risk-based deposit insur-
ance scheme.30

However, as the examples of Argentina and Uruguay discussed in the
preceding illustrate, when left to the discretion of the supervisor, limits,
and conditions on LLR access in the midst of a systemic run are difficult 
to enforce. The costs of bank closures (economic contraction, possible
domino effects in the banking sector, and even personal costs to the super-
visor due to potential litigation) create a serious problem of time inconsis-
tency that, often, results in undue delays or forbearance.

In this context, the most sensible avenue to circumvent the banking sec-
tor’s free riding on central bank reserves appears to be the requirement of
a high liquid asset ratio for banks with dollarized liabilities, as most finan-
cially dollarized economies have introduced in the late 90s.

What is the optimal LAR? It is easy to show that, even in the absence of
market imperfections, a central planner would not choose the same re-
serves-to-deposits ratio as the individual bank in the absence of a LLR.
Following Aizenman and Lee (2005), assume a Cobb-Douglass technol-
ogy y(K ) � K�, where K denotes the stock of capital. A central planner
choosing the optimal allocation between investment and the liquidity buf-
fer R in order to optimize returns would solve

max
{R}

We
LLR � �R

0
(1 � R)� dF(x) � �1

R
[1 � R � (1 � 
)(x � R)]�dF(x) 

� �R

0
(1 � rf )(R � x)dF(x) � �1

0
(1 � rf � �)(1 � x)dF(x),

from which

� �[�(1 � R)��1 � (1 � rf )]F(R) 

� 
 �1

R
�[1 � R � (1 � 
)(x � R)]��1 dF(x) � 0.

A simple comparison reveals that the optimal level of reserves for the
planner exceeds that for the individual bank.31 In addition, in the presence
of externalities (e.g., the social costs of a financial collapse, reflected in a

∂We
LLR

	
∂R
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30. See Broda and Levy Yeyati (2003b) for an argument along these lines.
31. Note that, under the assumption of a competitive banking sector, in both cases the first

term equals the marginal productivity of capital. However, in the second term, the central
planner not only considers the liquidation cost but also the positive impact of the reduced
stock of capital on the marginal returns to investment in the event of early liquidation (which
a price-taking bank does not internalize) increasing the marginal cost of a run.



larger discount factor 
), the planner would prefer a still higher level of
coverage. This is yet another reason to imposing LAR.

Liquid asset requirements, however, represent a suboptimal self-
insurance response to systemic runs. Recall that, in equilibrium,

�e(RB ) � 0 ⇒ rL � rD � �(1 � RB)��1 � rf � C(RB) � 0

So that borrowing costs (and, in turn, the cost stock of capital and the level
of income) depend negatively on the degree of self insurance—irrespective
of whether this level is voluntary or mandatory.

In the limit, they approach a narrow banking structure that makes the
banking sector safer at the expense of its financing clout. As such, self-
insurance is no panacea: there is, indeed, a tradeoff between insurance and
intermediation costs, as liquid reserves detract from the level of productive
investment and, at the optimum, still leave room for liquidation losses if the
run is deep enough.

6.3.4 Circuit Breakers (CBRs)

Can we improve upon this result (that is, reduce RB and increase total
output [1 – R]� without raising the exposure to a liquidity run; in other
words, reducing the optimal amount of self-insurance R∗

B ) by limiting the
convertibility once the run exceeds certain predetermined threshold? Can
we use such a limit to deal with large dollar liquidity runs that exceed the
optimal amount of liquid reserves? In this section, I argue that we can.

In the absence of a liquidity premium, a suspension of convertibility
clause that works as a CBR for the dollar hemorrhage, is a trivial solution
to the problem because it eliminates the need for costly liquidation at no
cost. In reality, a CBR would amount to limiting ex ante the liquidity of de-
posits (and the maturity transformation role of banks) and would be there-
fore penalized by a liquidity premium �(x–), with �� � 0, �″ � 0, and �(0) �
��(0) � 0, on the banks’ borrowing costs, where x– is the parameter that
characterizes the CBR policy: the threshold beyond which the run is short-
circuited by the CBR. The tradeoff between borrowing costs and liquida-
tion costs is what would determine the optimal LAR-CBR mix.

More formally, under a LAR/CBR policy x– � R, (where x– is the CBR
threshold and R the level of LAR), the central planner’s problem can be
written as

max
{x–, R}

We
LLR � �R

0
[(1 � R)� � (1 � rf )R � (1 � rf � �) � �x ]dF(x) 

� �x�

R
{[1 � R � (1 � 
)(x � R)]� � (1 � rf � �)[1 � x]}dF(x) 

� �1

x�
{[1 � R � (1 � 
)(x� � R)]� � (1 � rf � �)(1 � x�)}dF(x)

from which the first order conditions are
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� [��(1 � R)��1 � (1 � rf )]�
R

0
dF(x) 

� �x�

R
{�
[1 � R � (1 � 
)(x � R)]��1}dF(x) 

� �
[1 � R � (1 � 
)(x� � R)]��1 [1 � f (x�)]

and

� �{�(1�
)[1�R � (1 � 
)(x�� R)]��1 � (1 � rf � �)}[1 �F(x�)]

� ��{�x�

0
(1 � x)dF(x) � (1 � x�)[1 � F(x�)]} � 0.

As expected, a tighter CBR avoids liquidation costs at the expense of
higher borrowing costs.32 A second thing to note is the fact that LAR and
CBR are substitutes (differentiating implicitly, we obtain ∂R∗/∂x� � 0).
Thus, a stricter CBR (a lower threshold x�) is associated with a lower opti-
mal level of reserves. The optimal mix between the two will depend on the
liquidity premium charged by depositors.33

6.4 Two Banking Crises: Argentina and Uruguay

Two recent systemic banking crises (Argentina 2001 and Uruguay 2002)
provide the best illustration of the link between FD and banking fragility
and the limits to crisis management faced by the supervisor in the midst 
of a crisis—the perfect motivation for the use of a CBR as described in 
the preceding. In both episodes, sudden and devastating runs on dollar de-
posits crippled banks irrespective of their idiosyncratic fundamentals
which, judging from the standard prudential indicators, were a priori in ex-
cellent shape.34 In both cases, the supervisor intervened belatedly and only
after losing most of the (at the time, important) stock of liquid foreign as-
sets, contaminating the payments system.35
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32. It can be shown that, when ��(0) is sufficiently high, the solution is interior. Note that a
similar tradeoff applies to the analysis of sovereign debt policies (sovereign debt restructuring
mechanism, collective action clauses) aimed at lowering the incidence of contractionary ad-
justments in the event of a capital account reversal, at the expense of a liquidity premium that
makes up for the limited liquidity of financial claims.

33. An interesting (albeit lateral) aspect of this discussion relates to the fact that this
tradeoff entails a sequence of costs: since the CBR eliminates liquidation costs associated with
large runs at the expense of higher borrowing costs in good times, a myopic planner may have
a preference for partial self-insurance through LAR.

34. In particular, the average capital-to-asset ratio was approximately 20 percent in Ar-
gentina and 14 percent in Uruguay, above the 13 percent in Chile, Peru, and Mexico and the
11 percent in Colombia.

35. For a more detailed account, see Levy Yeyati, de la Torre, and Schmukler (2003) and
Levy Yeyati, Martínez Pería, and Schmukler (2005) for Argentina, and de Brun and Licandro
(2006) for Uruguay.



By late 1999, due to a combination of external factors (the devaluation
of the Brazilian real, a strong dollar, and high international interest rates)
and internal vulnerabilities (most notably, the presence of substantial
private and public dollar liabilities), the Argentine economy was caught in
a currency-growth-debt (CGD) trap, whereby the peso was perceived as
overvalued, limiting investment and growth, and raising the costs of debt
service that in turn induced a reversal of capital flows feed bank into the
perceived overvaluation. Still, even by end-2000, judging from standard
prudential indicators, Argentina could have been characterized as having
a well-capitalized, liquid, and strongly provisioned banking resilient bank-
ing sector (in no small part due to the regulatory reform prompted by a pre-
vious banking crisis in 1995).36

Doubts about the peg to the U.S. dollar built up with the announcement
of a plan to peg of the peso to an equally weighted dollar-euro basket
(viewed as a disguised devaluation), the resignation of the governor of the
central bank (viewed as a guarantor of the peg), and a reform of the cen-
tral bank charter that blurred the limits on money issuance that under-
pinned the currency board. As a result, between January 2001 and De-
cember 2001, time deposits fell by almost 50 percent (figure 6.3). The
pattern by currency suggests that deposit dollarization within the sys-
tem—the depositors’ first reaction—turn into a run on dollar deposits as
depositors gradually realized that, in a context of dwindling dollar liquid-
ity, a devaluation would inevitably result in bank failures or a forcible cur-
rency conversion (figure 6.4). By mid-November, with dollar liquidity
rapidly running out, the central bank attempted a partial suspension of de-
posit convertibility with the so-called corralito (or little fence), which im-
posed limits on cash withdrawals out of the banking system, but did not re-
strict transfers between bank accounts.37 Thus, the corralito only spread
the virus within the banking system, compromising the payments system
by failing to isolate stable transactional peso deposits from free-falling dol-
lar saving deposits and dragging down the real sector by creating a liquid-
ity crush.

Only after civil riots prompted the resignations of two presidents, a sov-
ereign default, the exit of the currency board, a predictable conversion of
dollar financial assets into pesos at the below-market 1.4 AR$/US$ ex-
change rate, and the additional loss of some US$2 billion in dollar reserves
(all of which happened between December 2001 and late-January 2002)
did the government proceed to suspend convertibility of time and (most
of) saving deposits in full, by reprogramming them into longer inflation-
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36. In 1998, right before the recession, the World Bank (in 1998) ranked Argentina second
among twelve emerging economies based on CAMELOT scores (the World Bank’s in-house
CAMEL rating).

37. The name “corralito” (little fence) was initially adopted because deposits could be used
freely inside the financial system but could not leave the system.



indexed deposits (the so-called corralón, or large fence). Ultimately, these
new securities were partially exchanged for dollar-denominated sovereign
bonds in what amounted to tax-financed exchange rate insurance.

The Uruguayan crisis followed a very similar pattern: Uruguay’s econ-
omy fell into recession in 1999 due to the same set of international factors
(plus two idiosyncratic shocks: a severe drought with strong effects on the
agricultural sector and the Argentine recession), public-sector finances de-
teriorated and concerns about the crawling exchange rate band started to
increase (which the authorities validated with a forced adjustment of the
prefixed devaluation rate from 0.6 to 1.2 percent per month in June 2001).

However, there is an important difference with the Argentine episode
that helps illustrate the nature of liquidity runs in dollarized economies.
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Fig. 6.3 Anatomy of the bank run: Pesos and dollars
Source: Levy Yeyati, de la Torre, and Schmukler (2003).

Fig. 6.4 High and low deposit dollarization and reserves: Partial regression plots;
A, Dollar deposits/GDP > 10%; B, Dollar deposits/GDP < 10%



Unlike Argentina, Uruguay (helped both by its track record and its advo-
cacy of bank secrecy) has been long considered a regional safe haven. Year
2001 was no exception: despite the recession, total deposits increased by 12
percent, fueled by dollar deposits by nonresidents, primarily Argen-
tineans. It was precisely the reversal of this “good” Argentine contagion,
however, that triggered the bank run in 2002. Argentineans trapped in the
corralito started to withdraw from their Uruguayan accounts, initially
from the country’s two largest private banks, Banco Galicia Uruguay
(BGU) and Banco Comercial (both affiliated with Argentine banks).38 The
overdue intervention of the latter, and the government’s apparent lack of
dollar liquidity to cope with a sustained run (and honor the implicit 100
percent deposit guarantee under which the system had historically
worked) increased the distrust in the Uruguayan banking system and fu-
eled a generalized run. Between January 2002 and July 2002, dollar time
deposits in Uruguay fell by about 50 percent (figure 6.5). The resulting de-
cline in international reserves led to the abandonment of the crawling bank
on June 19—and to the resignation of the minister of economy on July 22.
Only on July 30 did the government declared a four-day bank holiday, at
the end of which the maturity of dollar time deposits in state-owned (or in-
tervened) banks were extended by law.

6.5 LAR � CBR: A Prototype

The LAR/CBR scheme described in the preceding intends to implement
in a predictable way the limits that a supervisor typically introduces at a
late stage of a crisis once (centralized and decentralized) dollar liquidity is
about to run out, in an improvised way that magnify existing uncertainties
and pave the way for endless litigation and ultimately fiscally costly settle-
ments.39

However, the main advantage of such an explicit scheme is also its main
drawback: if correctly publicized, they force to fully internalized the hid-
den costs of dollar intermediation that are largely socialize during a sys-
temic crisis—which could only result in higher dollar funding costs in non-
crisis times.

As usual, there are a number of questions that need to be answered be-
fore a LAR/CBR scheme is put in place in practice. What deposits should
be affected by the scheme? When and how should the CBR be activated?
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38. Levy Yeyati, Martínez Pería, and Schmukler (2004) reports econometric evidence on
the “good” and “bad” contagion from the Argentine crisis.

39. The CBRs resemble the suspension-of-convertibility clause included in bank contracts
in Scotland and other European countries during the free banking era (in the eighteenth and
nineteenth centuries), and in the United States during the national banking period (1863–
1914). See Shah (1997) and Calomiris and Gorton (1991) for evidence in favor of using some
form of CBR.



How should the level of LAR and the CBR threshold be chosen? How
should they be applied selectively in a way that prevents arbitrage between
deposit types?

While the preferred combination may depend on a number of case-
specific aspects, the previous discussion implicitly suggests a standard
prototype of the scheme that may serve as a concrete starting point. First,
given that the specific liquidity problem in domestically dollarized econ-
omies concerns bank dollar deposits, it is on those deposits that the CBR
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Fig. 6.5 Two banking crises; A, Argentina, September 2000–December 2001; B,
Uruguay, December 2001–July 2002
Note: Exchange rate risk is the devaluation implicit in the twelve-month forward (NDF) for
Argentina and the (annualized) peso-dollar interest rate differential on time deposits for
Uruguay.
Source: Levy Yeyati, Martínez Pería, and Schmukler (2004).



needs to be applied. However, extending the restriction to dollar demand
deposits would be at odds with the objective of preserving the payments
system that is built precisely on these transactional accounts. Leaving
them CBR-free would, in turn, call for a (substantially) higher LAR on
these deposits.40

If the aim is to fully rule out the need for costly assets fire sales, a natu-
ral choice would be to set the CBR threshold as a function of the bank’s
stock of liquid reserves. More precisely, once the LAR earmarked to meet
withdrawals of fully convertible demand deposits is determined, the CBR
clause would automatically kick in once the liquidity in excess of those
LAR is exhausted. However, even if the CBR is explicitly written in the de-
posit contract, its recurrent application may create undesired costs for the
supervisor and incentives for banks and depositors to misprice liquidity
risk in anticipation of a bailout. Thus, the supervisor should require a
LAR specific to dollar time deposits so as to reduce the incidence of a CBR
application—leaving to the bank the option to hold additional liquidity or
to attract new capital in the event of a run, to avoid the reputation costs of
resorting to the CBR scheme. In this way, the CBR, by protecting the back-
ing of transactional deposits, is activated automatically while preserving
the bank’s incentives to seek a less disruptive solution.41

Finally, in an uncertain world where liquidity and solvency issues are in-
timately intertwined, the effectiveness of a CBR in preventing liquidity
runs would ultimately depend on depositors’ perception of the length of
the freeze and the value of the bank (and, in turn, of their claims) once the
freeze is lifted. While the final toll of the run on the market value of indi-
vidual banks will certainly depend on the broader prudential framework
and the macroeconomic context in general, a well-designed LBR/CBR
should prevent losses associated with early liquidation and, in the limit,
help avoid avoidable runs altogether.
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Comment Marco Bonomo

As the paper documents, deposit dollarization is a widespread phenom-
enon in the world. Because the central bank has limits in acting as a lender
of last resort for foreign currency, a financial dollarized economy would be
vulnerable to liquidity runs in foreign currency a la Diamond and Dybvig.
With this motivation, Eduardo Levy Yeyati studies alternative mecha-
nisms of liquidity management in a financial dollarized economy.

The analysis, which has a simple and convincing economic intuition,
suggests that a combination of liquidity asset requirements and limits to
convertibility should be optimal in terms of social welfare. The main point
of my comment is that this analysis is limited to dollarization experiences
in fixed exchange rate regimes. I start by questioning whether the increase
of dollar deposit renders the financial system more fragile, once the possi-
bility of exchange rate fluctuations is taken into account. I first analyze the
empirical evidence, then I turn to theoretical arguments. In doing so, we
assess whether the mechanisms of liquidity management proposed in the
paper are still appropriate in a floating exchange rate regime.

Dollarization is increasing in the world, despite decreasing inflation
rates. This fact suggests that deposits in dollars are desired for reasons
other than hedging against macroeconomic risk. Therefore, there is no in-
dication that dollarization will disappear or even reduce substantially, de-
spite the widespread view among analysts that it makes the financial and
economic system more prone to risk. The increased trade and financial
openness of national economies, as measured by trade ratios and foreign
exchange deregulation, is possibly the main driver of the recent growth
trend of local dollar deposits, which in part replaces the “capital flight”
dollars previously held abroad.

The underlying view in the paper that dollarization increases the finan-
cial fragility of the system is apparently supported by table 6.2, which
shows that systemic banking crises have occurred mostly in countries with
relatively high dollarization ratios and also by the more formal evidence
provided by De Nicoló, Honohan, and Ize (2005). However, most of the ev-
idence that dollarization of deposits increases the probability or the cost of
a banking crisis or a currency crash could be biased because it does not
control for the exchange rate disequilibrium (which is correlated with the
deposit dollarization ratio). The work of Arteta (2003) indicates that, once
a control for the exchange rate disequilibrium is introduced, deposit dol-
larization has no effect on the probability of a banking crisis or a currency
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crash. Someone could argue that even if dollarization does not affect the
probability of a crisis it does increase its costs. Again, this view is not sup-
ported by the empirical evidence in Arteta (2003). On the contrary, deposit
dollarization is found to lower the cost of both banking crises and currency
crashes.1

My reading of this evidence is that it reinforces my earlier impression
that one cannot analyze dollarization in isolation. One context is deposit
dollarization in a fixed exchange rate regime, which is prone to attacks, and
this is, in my opinion, the environment where the paper’s analysis applies.2

However, in the same way as the fixed exchange regime tends to disappear,
so does this pattern of dollarization. Dollarization of deposits in an open
economy with low inflation and a floating exchange rate regime is a differ-
ent situation and one that is becoming more common in the world. There
is no convincing evidence up to now that in this type of regime countries
with higher deposit dollarization ratios are more likely to suffer bank runs.

One can dismiss the empirical evidence as insufficient if forceful theo-
retical results are available that higher deposit dollarization ratios make
the system more prone to bank runs. Despite the substantial progress rep-
resented by Chang and Velasco (2000) work on dollarization and financial
fragility, one cannot find such answer in the theoretical literature.3

Dollarization of demand deposits is usually partial when the exchange
rate is floating. In this case, we can separate the problem in two. One is the
problem of banks’ liquidity, and the other is their balance sheet. The central
bank can always act as a lender of last resort in pesos, solving the problem
of liquidity in pesos. The depositors in pesos, knowing this, will not make a
run on their deposits.4 Thus, the run should be only in dollar deposits.

Usually economies with a relatively high proportion of dollar deposits
have also a relatively high proportion of dollar loans. A bank must de-
liver the called dollarized deposit in dollars. Then it should buy dollars or
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1. This is once one controls for the exchange rate regime. In the case of an exchange rate de-
valuation, it is possible that the positive income effect due to the dollarization of households
or firms assets counteract the negative effect of dollar debts. A higher dollarization ratio may
be related to better integration with international financial markets and better management
skills. Both of those attributes could result in a better ability from domestic banks to deal with
banking crises, lowering their negative impact.

2. Note that, even in this situation, one interpretation of the evidence in Arteta (2003) is that
it is not the dollarization that increases the probability of banking crisis, but the fixed ex-
change rate regime.

3. Although they conclude that dollarization does make a flexible exchange rate regime
prone to bank runs, their special setup has some important shortcomings, which could alter
their results. One of them is that there are no goods in the home country. Thus, the exchange
rate is not a relative price that equilibrates demand and supply for goods but only a mecha-
nism that distributes income among owners of assets and liabilities in pesos and in dollars.
Another is that they do not consider a system where part of the deposits are denominated in
dollars and part in pesos.

4. Chang and Velasco (2000) argue that the threat of devaluation will deter the run on peso
deposits.



liquidate assets in dollars. Assuming that its assets in dollars are illiquid, it
should buy dollars. In a systemic run, all banks are doing it at the same
time, and the exchange rate should depreciate. Differently from a fixed ex-
change rate regime, where the excess demand for dollars would persist, the
depreciation should make demand and supply of dollars equal. It may also
make the liquidity shortage worse, but this can be solved by central bank
loans. The crucial issue is whether it will lead to the bank’s insolvency. The
potential loss of the bank will depend on the ratio between the bank’s dol-
lar assets (adjusted by the probability of default that increases with the de-
valuation) to its dollar liabilities. Then the effect will depend on the bank’s
balance sheet mismatch of risks and currencies.

The runners could make money with the devaluation, justifying the run.
But this is not different than a speculative attack in a flexible exchange rate
regime. The equilibrium exchange rate ex ante should reflect the probabil-
ity of runs (a “peso problem” valuation, reflected in the exchange rate, not
only in the local interest rate) and maybe could prevent runs from happen-
ing. If the resulting equilibrium exchange rate is higher because of the
threat of devaluation represented by dollar deposits, then the flow-supply
of dollars from the trade account will also become higher in this economy.

All this should be analyzed in a rigorous model. The bottom line is that
the situation is complex, and one cannot guarantee that dollar deposits will
make the economy prone to bank runs in a flexible exchange rate system.
If there is a run on the dollar deposits, the result should be banks losses if
the matching of dollar assets and liabilities is poor. Then the mechanism to
prevent bank failures could be the monitoring of the banks’ risk positions,
as it is currently made.

The analytical framework in the paper is not in any case appropriate to
answer those questions. First, bank runs are exogenous. Second, there is no
exchange rate in the models, and deposits have all the same denomination
(which is in dollars for the authors). When banks’ assets enter the analysis,
they are always in the same denomination. Thus, there is no explicit ex-
change rate on the banks’ balance sheet problem. There is no definition of
exchange rate regime either. The only implicit system consistent with the
models is a fixed exchange rate regime, as argued above. In fact, the only
assumption made by the authors that renders the dollarized banking sys-
tem different from a banking system entirely in pesos is that the central
bank cannot lend to the banks without limit. This should not cause prob-
lems if the exchange rate is free to float and the banks are well covered
against devaluation-related risks in their portfolio.
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Comment Alejandro Werner

The paper’s objective is to study the implications for liquidity runs in an
economy where domestic financial assets are dollarized. As a result, the pa-
per proposes a scheme to manage liquidity in an “interim period” in which
financial dollarization is still high.

According to the paper, this is an important topic given the extent of dol-
larization (or some type of indexation) around the world as shown in fig-
ure 6.1 in the paper and the correlation that exists between this variable and
the propensity that an economy has to suffer a bank run. However, as I will
argue in these comments, the relative importance of this topic could be put
into question with alternative data.

Although the paper stresses that this is a transitional issue and the in-
strument it proposes to deal with it should be transitory, an important
shortcoming is the absence of a discussion on what the long-term structure
of banking liabilities should be and how the implementation of the pro-
posed mechanism helps or hinders the transition toward that equilibrium.

In this discussion, the key question is whether it is desirable to have fi-
nancial intermediation in foreign currency by domestic financial institu-
tions. The alternative could be to leave this business to foreign banks abroad
or to allow branching at home. I think that depending on how this question
is answered, the mechanisms to handle the transition should be different.

Another key comment is related to the proposal to use clauses for ex-
ante suspensions of convertibility clauses to minimize the probability of a
liquidity run and to manage one once it happens. I am very skeptical that
an instrument such as this could be beneficial for the following reasons:

1. Once this mechanism is announced, there is a very high probability
that foreign currencies depositors will take their money out of the country
toward a system in which there are “real dollar deposits.” Therefore, the
announcement, or even the rumors of this measure, could trigger the crisis
that is supposed to avoid. Therefore, given the high degree of capital mo-
bility, this scheme could be very difficult to implement.

2. Given that most of the time a banking system liquidity crisis happens
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together with recessions, devaluations, and so on, domestic depositors
have the rest of their portfolio (real estate, human capital, other invest-
ments) exhibiting a high correlation with the ex post nonconvertibility of
their dollar deposits. Therefore they will be asking for a very high pre-
mium, or they will be rushing for the exit. In this case, it seems that the like-
lihood of finding an external lender of last resort is higher than successfully
implementing an ex ante suspension of convertibility.

In the empirical section, a correlation between deposit dollarization and
international reserves is established. However, the role that the exchange
rate regime plays in explaining both of these phenomena is not explored.
Obviously, the presence of a fixed exchange rate regime has promoted the
accumulation of international reserves and the dollarization of liabilities in
many countries.

Regarding the differences between self-insurance and external insur-
ance, the paper claims that the sole advantage of the latter is that the ex-
ternal insurance has a lower cost than the cost of funding that the govern-
ment faces when accumulating reserves for self-insurance. This seems to be
an odd conclusion because the investors who end up financing both alter-
natives are foreign (sometimes they are even the same) with similar fund-
ing opportunities and portfolio. The only difference is that the investors fi-
nancing the self-insurance option also face some “country risk” during
good times that the external insurer does not face. On the other hand, while
paying for this “extra risk,” the country guarantees that the money will be
there if the liquidity run scenario materializes, while under the external in-
surance option there is always the risk of noncompliance by the insurer. I
think this is the key issue between the two options. The other shortcoming
of external insurance is the dynamic hedging through which the insurer un-
loads his position. Although important, I think that there are two objec-
tions to this argument:

1. First, through the external insurance contract and dynamic hedging
the borrowing country can accomplish a desirable result to smooth capital
flows through different states of nature, reducing them in good times and
increasing them during bad times.

2. Dynamic hedging will be imperfect because of a lack of instruments
to short the country.

Regarding the widespread nature of dollarization that is shown in figure
6.1, the paper does not provide the definition used to construct the dollar-
ization ratio. This is important to the extent that maybe some of the dollar
liabilities that are included are not covered by the domestic lender of last
resort, are not held by domestic agents, or not all the dollars liabilities cov-
ered by the LLR are included in the measure and, therefore, this indicator
might be a misleading indicator of the problem addressed in the paper.
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When analyzing dollarization ratios of deposits, it is also important to
know the domestic regulation to understand the nature of this deposit. In
the case of Mexico, foreign deposits are only available for foreign compa-
nies and border residents: therefore, they respond to real transactional 
factors more than speculative issues. In addition, the regulation oblige the
banks to hold liquid dollar denominated assets to hedge these deposits,
therefore, eliminating any possible mismatch. Additionally, the presence of
a floating exchange rate regime suggests that if depositors want to shift
from peso to dollar deposits the banks should buy dollar assets to cover
these deposits increasing the price of this transaction and, therefore, re-
ducing the incentive to undertake it.

Finally, I think that the relevant measure should not be the dollarization
ratio of deposits but rather the dollarization ratio of foreign currency lia-
bilities of the banking system that are insured by the government. When we
do this calculation (table 6C.1) for the case of Mexico, the dollarization ra-
tio falls below 10 percent (table 6C.1).
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Table 6C.1 Deposits: Share of dollar denominated accounts in total (%)

In checking accountsa + 
Year In checking accountsa other depositsb

1995 10.1 7.3
1996 10.2 8.1
1997 10.4 5.8
1998 13.4 6.1
1999 12.9 6.0
2000 12.4 7.4
2001 17.0 8.8
2002 15.3 8.2
2003 12.1 6.9
2004 14.6 7.7
2005 12.6 7.7
Mar 2006 15.5 8.5

Source: Banco de México.
aThe amount per checking account is limited to that insured by the deposit insurance.
b“Other Deposits” include savings accounts.





7.1 Introduction

The debate over the role of the International Monetary Fund (IMF) in a
world of capital mobility shows no signs of dying down. There is broad
awareness that the single factor that most distinguishes our current eco-
nomic and financial environment from that of the preceding period is high
capital mobility. There is also a widely held view that while exposure to in-
ternational capital markets promises benefits, those benefits come packaged
with risks. But there is no consensus on what the IMF should do about it.
Should the Fund reduce its role as emergency lender on the grounds that
countries enjoy increasing access to markets as an alternative source of fi-
nance? Or should it expand its role as relations with international financial
markets expose countries to abrupt and potentially costly reversals in the di-
rection of capital flows? Are existing IMF facilities adequate for these needs?
Or is there a case for a new facility capable of disbursing large amounts of fi-
nancial assistance quickly, perhaps on the basis of prequalification, to coun-
tries experiencing sudden shifts in the direction of capital flows?1
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More evidence may help to answer these questions. There exists sub-
stantial empirical literature on both shifts in the direction of capital flows
(known by the moniker “sudden stops”) and the effects of IMF-supported
programs (see tables 7.1 and 7.2). Empirical analyses focus on the impact
of policies and characteristics like a country’s exchange rate regime, finan-
cial openness, and dependence on international trade on the incidence,
magnitude, and effects of sudden stops. Analyses of IMF-supported pro-
grams examine the behavior of inflation, output, fiscal effort, and, most
relevant to the questions at hand, the balance of payments, compared to a
control group of country-year cases with no program in place. But, to our
knowledge, there exists no study focusing on the impact of such programs
on the incidence, severity, and effects of sudden stops.

In this paper we take a first stab at developing such evidence. Our results
suggest that IMF-supported programs and IMF credits reduce the likeli-
hood of sudden stops. There is some evidence that this stabilizing effect is
stronger for countries with strong fundamentals. This can be interpreted in
terms of the literature on global capital account shocks and the stabilizing
effect of liquidity insurance. Even countries with strong policies may expe-
rience a sudden curtailment of capital inflows and a shift to outflows if in-
vestors suspect that other investors for whatever reason are primed to take
their money out of the country. Emergency financial assistance can then re-
assure individual investors of the country’s continued ability to finance its
international transactions and reduce their incentive to liquidate their po-
sitions. Emergency lending by the IMF can ensure the continued provision
of private finance in much the way that lender-of-last-resort intervention
by a central bank can limit the scope for bank runs. But if country funda-
mentals are weak, IMF financial assistance may only come in the front
door and go out the back door with no impact on the incidence of the sud-
den stop.

There are reasons to treat these results with caution. There is the dif-
ficulty of measuring both IMF-supported programs and sudden stops.
There is the challenge of identifying the impact of the former on the lat-
ter—of addressing potential endogeneity. Our solutions to these problems
are imperfect. Our analysis also leaves open a variety of issues such as ap-
propriate modalities for lending to countries in this position, the feasibil-
ity of identifying qualifying countries in the relevant time frame, and moral
hazard. While these are not our topics in this paper, this does not mean
they are unimportant. Still, we believe that our results are the first evidence
of the insurance properties of IMF-supported programs.

7.2 Sudden Stops and Multilateral Insurance

The fact that sudden stops cluster in time is taken as suggesting that they
have more to do with the behavior of global financial markets than with
country policies, which some commentators take to imply that their 
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incidence would likely decline with the stepped-up provision of multilat-
eral insurance. Calvo (2005) takes the often rapid recovery of growth from
sudden stops as evidence that country policies are not at the root of this
phenomenon. He concludes that sudden stops in emerging market coun-
tries reflect inefficiencies in international financial markets and argues for
emergency financial assistance to countries suffering sharp interruptions
in capital flows.2

A number of questions can be raised about this argument. One is why
countries cannot obtain insurance by establishing credit lines on interna-
tional capital markets or issuing securities with embedded options that
have the same insurance properties. If the argument for insurance is strong,
then the private sector should be prepared to provide it for a fee. This ob-
jection seems especially compelling in light of the recent growth of inter-
national financial markets and transactions. It is not clear why contracting
for private insurance is not more widespread.3

• One possible explanation is that capital requirements and other regu-
lations prevent potential suppliers from providing insurance on the
requisite scale. Commercial counterparties may also be worried about
concentrated country exposures and demand a prohibitive price for
the provision of contingent credit lines. Still, if the case for private in-
surance is strong, financial markets and institutions adept at diversi-
fying and repackaging risks should find a way around these obstacles.

• Another possibility is adverse selection. If asymmetric information
prevents potential insurers from discriminating among borrowers in
different risk categories, then only risky countries will wish to contract
for such lines. The higher are the fees and interest rates charged, the
greater will be the riskiness of willing clients, causing the private mar-
ket to collapse. The limitation of this argument is that insurers are far
from ignorant of variations in country risk. Thus, while information
asymmetry is a concern, especially when crisis conditions begin to de-
velop, lenders should still be able to establish ex ante differences in
charges for borrowers subject to different levels of country risk.4
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2. Calvo’s preferred variant of the mechanism would have the stabilization fund purchase
the bonds of adversely affected economies to prevent their spreads from rising (Calvo 2002).

3. There has, in fact, been some experimentation with private insurance by, inter alia, Ar-
gentina in the 1990s. (The experiment in question involved a contingent repurchase contract
between the Argentine central bank and a consortium of foreign banks, under which the cen-
tral bank was allowed to withdraw funds in the event of a crisis via a renewable credit line col-
laterialized by dollar-denominated government bonds.) But the Argentine credit line was
small, and execution was delayed until well into the crisis. There is also the recent develop-
ment of credit derivatives markets, which offer the possibility of purchasing protection
against a range of emerging market credit events, although data on these markets are hard to
come by. This is especially true of their use—for obvious reasons—by emerging market sov-
ereigns.

4. A related argument is that a public insurance agency may have more ability or stronger
incentives to gather information on the financial condition of its clients, in turn enabling it to



• Yet another possibility is that commercial insurance providers have an
incentive to take a short position against the country when the latter is
likely to draw down its credit line. In turn this will destroy the effec-
tiveness of the insurance (Broda and Levy Yeyati 2003). Presumably
this problem does not carry over to public insurance providers.5

A second question is whether bunching—that multiple countries tend to
experience sudden stops simultaneously—limits the feasibility of multilat-
eral insurance. If a substantial subset of IMF members needs to draw on
the resources of the Fund simultaneously because they experience shocks
simultaneously, then the financial feasibility of an insurance arrangement
may be questionable.

A third question is whether it is, in fact, correct that sudden stops are 
not really a function of country policies. Empirical analyses from Calvo,
Izquierdo, and Mejia (2004) to Edwards (2005) identify roles for both in-
ternal and external factors.6 Insofar as the relevant characteristics include
policies under the control of the domestic authorities, this means that the
moral hazard problem must be addressed.7

Moral hazard does not render insurance infeasible, but it requires that a
reasonable insurance scheme be designed to limit its extent. An obvious
way of doing so is through surveillance and conditionality. A key question
is whether such conditions are better applied ex post or ex ante. Specifi-
cally, should the IMF announce in advance what countries are eligible for
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better tailor incentive-compatible contracts. The obvious objection here is that private finan-
cial institutions with their own performance at stake have at least as strong an incentive to in-
vest in these monitoring functions.

5. This problem would be ameliorated if the insurance liability was securitized and widely
distributed as diversification would then provide the insurers with the protection they need
(obviating the need to hedge on a large scale). But in turn this begs the question of why emerg-
ing market countries find it hard to place innovative securities containing put and call options
that kick in, reducing debt service or even calling for reverse payments, when economic con-
ditions deteriorate.

6. To quote Calvo (2005, 26), “Econometric studies do not reject the hypothesis that Sud-
den Stops are largely prompted by external factors but, at the same time, strongly suggest that
the probability of Sudden Stops reflects domestic characteristics.” In other words, even ana-
lysts emphasizing the importance of global factors acknowledge that domestic characteristics
shape the impact and response to external shocks.

7. The extent and economic importance of moral hazard in this context is disputed; for a
review of the evidence, see Lane and Phillips (2000). There is also the possibility that, in the
presence of other distortions, adding insurance will lead to less risk taking rather than more.
Thus, in a model of finite-lived governments, where the probability of government survival
declines with the incidence of financial crises, Cordella and Levy Yeyati (2004) show that in-
surance, by reducing the risk of financial collapse, may in fact encourage the authorities to in-
vest more in policy reform (in the present context, to reduce the riskiness of their policies). Of
course, there are actually two effects of insurance here: insurance reduces the pressure on the
government to head off a crisis, but it also strengthens the incentive to pursue reforms that
pay off in the future. Predictably, the net effect is ambiguous. Cordella and Levy Yeyati show
that insurance is more likely to encourage reforms that pay off in good times (because it re-
duces the risk of falling into a crisis in the first place) than reforms that reduce the risk of a
crisis in the event that one occurs.



a credit line and specify the amount of assistance that they can expect to
receive? Or should it proceed on a case-by-case basis and decide whether
to provide additional credit once the sudden stop and the severity of the
output decline have been observed?

Those who argue for insurance against sudden stops generally favor ex
ante contracts. First, the problems of illiquidity that arise when capital
flows are interrupted can lead to problems of insolvency unless funds are
disbursed quickly. Determining eligibility quickly requires that countries
be deemed eligible for assistance ex ante. Second, if the terms and amounts
of external assistance are specified ex ante, then the government has a
stronger incentive to take steps to expedite the economy’s recovery from
the sudden stop.

Cohen and Portes (2004) describe an insurance contract in which coun-
tries prequalify for assistance if their debt ratios remain below a critical
ceiling consistent with moderate spreads, say 400 basis points above Lon-
don Interbank Offered Rate (LIBOR). By assumption, any crisis that the
country then experiences is a crisis of liquidity, not a crisis of debt sustain-
ability. Payments are triggered when spreads on the debt rise above the
threshold level. The IMF would then lend to the country at the threshold
spread. It would thus contain the effects of the sudden stop that caused
spreads to rise and prevent the liquidity crisis from degenerating into a sol-
vency crisis. Cordella and Levy Yeyati (2005) propose a country insurance
facility that would provide eligible countries with automatic access to a
credit line at a predetermined interest rate, where eligibility criteria would
again focus on debt sustainability—not just the level of the debt but also its
maturity and currency composition. Dervis and Ozer (2005) similarly pro-
pose a Stability and Growth Facility that would provide insurance against
unforeseen shocks and for which countries would prequalify on the basis
of their policies.

Chami, Sharma, and Shim (2004) provide a model laying out the ana-
lytics of this approach. They assume that the insurer has two objectives:
safeguarding its assets and providing for the borrowing country’s welfare,
which it can enhance by extending a loan. A governmental counterparty
decides in each of two periods how much unobserved effort to exert in or-
der to avoid and, if necessary, recover from a financial crisis, which in turn
affects how much will be asked to repay to the insurance pool.

In this model it is preferable for the insurer to specify eligibility and the
terms of the credit line—how much assistance will be extended as a func-
tion of the severity of the decline in output that occurs in the first period—
before the country enters a crisis and the full output consequences are re-
vealed. Knowing that it stands to receive official support, the efforts of the
national authorities to avert the crisis are correspondingly less. But the ex-
tent of the moral hazard affecting the authorities’ efforts to recover from the
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crisis varies with the form of the contract. Under an ex post contract, the
crisis country repays more if it makes a greater effort to recover from the cri-
sis, which works to depress adjustment effort. In contrast, under the ex ante
contract, when terms are agreed prior to the government’s decision of how
much adjustment effort to extend, repayment is independent of effort;
hence adjustment will be greater, and outcomes will be superior. In general,
an insurer that both has a fiduciary responsibility to safeguard its assets and
that cares about the welfare of the crisis country will prefer an ex ante con-
tract in which the operator of the reserve pool specifies who is eligible and
the terms and amounts of the assistance that will be forthcoming.

But there may be a problem of time consistency with the ex ante con-
tract. The insurer may want to renege on its fixed commitment if it observes
that the recession is unusually severe. Because it values the welfare of the
insured, it may then wish to offer more generous terms. Hence ex ante con-
tracts fixing the amount and terms of the credit line will not be credible.
And because the insured knows this, moral hazard lending to less adjust-
ment effort will still be a problem, surveillance and conditionality or not.8

This suggests that the IMF may wish to deem certain countries eligible
for a fixed credit line as this is better than a discretionary, case-by-case ap-
proach at preserving its financial solvency, while at the same time support-
ing the welfare of its members, but that the time-consistency problem may
undermine the feasibility of this approach and aggravate moral hazard.
And if moral hazard is serious, such an insurance arrangement may turn
out to be welfare reducing rather than welfare improving for the member-
ship as a whole.

Two further questions can be raised about these ideas. First, doesn’t the
unsatisfactory experience of the IMF’s contingent credit line (CCL), for
which no country applied prior to its expiration in 2003, raise questions
about the enthusiasm of countries for ex ante insurance? Insofar as execu-
tive directors have a responsibility for the IMF’s own solvency, members
running risky policies that may prevent them from paying back credits
would have to be denied the privilege of borrowing. Such an outcome
would send a negative signal to the markets. This seems to have been what
deterred governments from applying for a CCL. A further problem was
that eligibility could be rescinded at some future date, sending a negative
signal that might precipitate a crisis.

The Fund could meet its fiduciary responsibility by announcing unilat-
erally which members were eligible for financial assistance. But it would
then send a negative signal about the financial condition of other countries
when it declared them ineligible for insurance. In turn this might render
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8. Theoretically, this problem could be solved by repeated interaction between the insurer
and the country, through which the former develops a reputation for acting consistently.



countries reluctant to participate in the insurance arrangement in the first
place. And the exit problem would remain.9

Finally, such schemes assume the ability of the agency operating the fa-
cility to discriminate between solvent and insolvent countries, where the
solvent countries are still susceptible to liquidity crises and should thus be
made automatic beneficiaries of the new facility. Cohen and Portes (2004)
assume the existence of a well-defined amount of debt that forms the ceil-
ing on what is sustainable and a stable linkage running from debt levels to
spreads. Cordella and Levy Yeyati (2005) argue that a ceiling should be de-
fined for the overall debt-gross domestic product (GDP) ratio but also rec-
ommend that foreign-currency debt and short-term debt should receive
heavier weights in the calculation of this total. They suggest imposing a
ceiling on the fiscal deficit in each of the preceding three years.

In the real world, sustainability depends on forecasts of future growth
rates and interest rates that are disputable and uncertain. It depends on es-
timates of the political will of a government and society to mobilize and
transfer resources for purposes of debt service. Given this uncertainty, it
seems unavoidable that any insurance facility will occasionally lend to
countries that find it impossible to repay. Or it will not lend to countries
whose problems are liquidity related, leading to complaints and recrimi-
nation. Any automatic scheme that depends on the existence of an opera-
tional distinction between insolvent and illiquid crisis countries is unlikely
to be feasible in practice.10

7.3 Capital Flows and Sudden Stops

As our measure of capital flows we use the financial account balance, a
summary measure of net capital flows that includes net foreign direct in-
vestment, net portfolio investment, and other investments. The advantage
of this measure is its comprehensiveness; in principle, it should capture net
capital flows of all kinds.11 One exception is that it does not include official
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9. Cordella and Levy Yeyati (2005) suggest “smoothing” the eligibility criteria so that ex-
ogenous shocks temporarily pushing a country above the eligibility threshold do not precip-
itate a sudden jump in interest rates or a crisis. While this might help for small exogenous
shocks that the authorities wish to offset, it will not help for large exogenous shocks that can-
not be offset in the medium term.

10. This argument is developed and defended at greater length in Eichengreen (2000).
11. Other investigators, presumably with stronger priors about which capital flows are the

primary source of instability, have focused on narrower measures (considering only financial
flows for example) or on the change in gross rather than net inflows. Some have adjusted their
preferred measure of capital flows for identifiable exogenous shocks to the current account
(exports, the terms of trade, etc.). Some will argue for the exclusion of foreign direct invest-
ment (FDI) from the capital flow measure on the grounds that FDI flows are more stable and
less prone to sudden stops. However, this conclusion is not universally accepted (for a flavor
of the debate, see, e.g., Sarno and Taylor 1999). If FDI inflows fall dramatically, this is as
much a problem for capital-importing countries as if portfolio inflows fall abruptly. This ap-
proach is not without implications for our sample of sudden-stop cases; see note 16.



transfers associated with IMF programs, a fact that is important for what
follows.

Following Calvo, Izquierdo, and Mejia (2004) and Cavallo and Frankel
(2004), we consider both the first and the second moments of the capital
flow series in identifying sudden stops. First, we identify the years where
the financial account balance exhibited a large decline relative to its long-
term average. We require this to be a large discrete drop and not just a cor-
rection of a large temporary inflow. Second, we calculate the mean and
one-standard-deviation band of the financial account balance using the
data up to the years identified in the first stage as potential sudden stops
and retain only years that qualify on the basis of this criterion.12 Other au-
thors have used two-standard-deviation bands, but because we are using
annual data, a two-standard-deviation criterion turns out to be very strict.

Our empirical analysis focuses on emerging market countries signifi-
cantly involved with international capital markets. For the period 1980 
to 2003, we identified twenty-four such countries (listed in appendix A),
which in turn experienced thirty-five sudden stop episodes.13 Our dates are
very similar to those of Calvo, Izquierdo, and Mejia (2004) and Cavallo
and Frankel (2004). However, they differ from those of Edwards (2005),
where a sudden stop is said to occur when a country had previously been
receiving significant capital inflows (where it ranked in its region’s third
quartile in terms of capital inflows in the two previous years) and their vol-
ume declines by at least 5 percent of GDP in a given year. This is a lenient
criterion that tends to capture episodes where the financial account bal-
ance declines only from, say, 20 percent to 15 percent of GDP, as well as
episodes where there is a correction of a temporary increase in the balance
the year before.14

For this group of countries we present descriptive statistics for the
twenty-four year period 1980 to 2003.15 In our sample, there a 5.5 percent
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12. The moments were calculated using data up to the crisis year and not including the po-
tential crisis year.

13. The “significant contact with international capital markets” criterion means that not all
countries feature for the full length of the period. Thus, of the countries that transitioned
from central planning, we include only Hungary and Poland and only after 1990, when they
had moved significantly toward functioning markets. We include Bangladesh, Bolivia,
Ghana, and Pakistan, which were recipients of concessional finance and were not as exposed
to large market-based capital inflows. But even if these last four countries are dropped from
the regression analysis, our findings remain robust, as we report in the following.

14. We note the omission from this list of a couple of cases—Russia and Brazil in 1999—
that feature prominently in qualitative discussions of capital market disruptions. For Russia,
the short time series precluded the estimation of a reliable measure of standard deviation of
the financial account. Brazil in 1999 is a close call by our measure; in this instance, the decline
in portfolio and bank flows was offset by an increase in FDI, cushioning the decline in the fi-
nancial account. In the section on robustness checks in the following, we show that the key re-
sults remain the same when we treat these observations as sudden stop cases.

15. For purposes of regression analysis, however, we concentrate on the period 1990
through 2003, when capital flows to emerging market countries, bond-market intermediated



probability of a sudden stop in a given country in a given year. Figure 7.1
shows the time profile of these events. There is a clear bunching of sudden
stops, as emphasized by Calvo (2005). Peaks coincide with the 1982 debt
crisis, the Asian crisis of 1997, and the aftermath of the Argentine crisis in
2002. Typically, countries experience a net capital outflow on the order of
5 percent of GDP in the first year of a sudden stop episode (figure 7.2). The
swing in the net portfolio capital flow is on the order of 2 percent of GDP.
In contrast, there is no discernible impact on net FDI flows.16 By implica-
tion, net capital outflows consist mostly of other forms of capital, such as
funds channeled through the banking system, commercial credits, and so
forth (see also table 7.3).

Typically, countries experiencing a sudden stop also experience an im-
provement in the current account balance on the order of 4 percent of GDP
(figure 7.3). Note that we are not looking here at “current account rever-
sals,” where a current account reversal is typically defined as an episode
when there is a large reduction in the size of an existing current account
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flows in particular, were especially prominent. It is this subperiod that is most relevant for
thinking about the future. Calvo, Izquierdo, and Mejia (2004) also consider the period since
1990. They draw a sample of fifteen emerging market economies and also include seventeen
developed economies in their sample. By using monthly data, they are able to increase the
number of their observations. Note that to ensure that our findings are not dictated by the pe-
riod considered, in the section on robustness checks we also present regressions covering a
longer period.

16. Recall that in the preceding we addressed the question of whether it was appropriate to
include changes in net FDI in our measure of sudden stops and argued that the answer is yes
on the grounds that one should not prejudge the stability of different forms of imported cap-
ital. Figure 7.2 suggests that this procedure does not have strong implications for our findings.

Fig. 7.1 Year-wise probability of a sudden stop
Source: Authors’ calculations.



Fig. 7.2 Magnitude and composition of financial flows (in percent of GDP): 
A, Financial account balance; B, Net FDI flows; C, Net portfolio flows; C, Net 
other flows
Source: Authors’ calculations.

Table 7.3 Magnitude and composition of capital flows during and prior to sudden
stops (percentage of GDP)

Three year average During the first year 
prior to a sudden stop of a sudden stop

Total net financial inflows 4.2 –4.6
(6.8) (4.8)

Net FDI 1.5 1.2
(1.9) (1.6)

Net portfolio flows .62 –.21
(1.5) (1.46)

Net other capital flows of which: 2.1 –5.6
(6.5) (4.6)

Net government flows .52 –1.2
(2.8) (3.5)

Net banks flows .82 –2.0
(3.6) (3.0)

Net other flows .92 –1.9
(3.1) (3.6)

Note: Standard deviations are given in parentheses.



deficit; rather, we are summarizing the average behavior of the current ac-
count balance in our episodes of capital account reversal. The current
account being the difference between savings and investment, the conse-
quences are necessarily reflected in these variables. Figure 7.3 shows that the
action is mainly on the investment side—that capital formation declines
sharply. It follows that GDP growth is close to zero although it rebounds
after one year. A statistical summary of these patterns is in table 7.4.

Sudden stops are also not the same as currency crises. For comparison,
we use crisis dates from Kaminsky and Reinhart (1999), Berg and Patillo
(1999), Frankel and Rose (1996), and Milesi-Ferretti and Razin (1998).17

Only about one-third of the sudden stops in our sample are associated with
contemporaneous currency crises (see the first panel of table 7.5). The pic-
ture is the same when we lag the currency crises (as in the second panel of
table 7.5). While we have fewer observations for banking crises, a larger
share of sudden stops (about a half) appears to coincide with banking
crises (see third panel of table 7.5).18
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17. For recent years we supplement these with the dates from Frankel and Wei (2004).
These data are merged following the procedures in Gupta, Mishra, and Sahay (2003).

18. This suggests a complex relationship between sudden stops, currency crises, and bank-
ing crises—which we leave for another paper.

Fig. 7.3 Macroeconomic effects of sudden stops: A, Gross capital formation
(percentage of GDP); B, Current account balance (percentage of GDP); C, Real
growth of GDP
Source: Authors’ calculations.
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Table 7.4 Real effects of sudden stops

Three year average During the first year 
prior to a sudden stop of a sudden stop

Current account balance (% of GDP) –4.2 –0.20
(5.2) (6.2)

Real growth 3.7 0.39
(4.2) (5.5)

Export growth 1.2 1.2
(5.4) (4.1)

Capital formation (% of GDP) 25.3 22.5
(7.4) (6.9)

Fixed capital formation (% of GDP) 23.8 20.8
(6.6) (6.5)

Note: Standard deviations are given in parentheses.

Table 7.5 Sudden stops and banking and currency crises

No CC CC Total

A. Sudden stops and currency crises

No SS 546 45 591
SS 23 10 33
Total 569 55 624

B. Sudden stops and lagged currency crises

No CC (Lag) CC (Lag) Total

No SS 544 47 591
SS 25 8 33
Total 569 55 624

C. Sudden stops and banking crises

No BC BC Total

No SS 430 133 563
SS 13 15 28
Total 443 148 591

D. Sudden stops and lagged banking crises

No BC (Lag) BC (Lag) Total

No SS 412 135 547
SS 20 8 28
Total 432 143 575

Note: SS = sudden stops; BC = banking crises; CC = currency crises.



7.4 IMF-Supported Programs

Information on IMF programs is drawn from a data base maintained by
the Fund’s Policy Development and Review Department. We have infor-
mation on the years in which a program started and ended, whether it was
precautionary from the outset or turned precautionary in the course of its
operation, the value of the funds approved, and the amount used under the
program. (Under precautionary programs, the IMF and the country agree
on conditionality and monitoring, but the country declares its intention to
not draw on resources from the Fund, though this declaration is not bind-
ing.) Slightly more than 12 percent of the Fund programs in our sample
were precautionary from the start.19

Table 7.6 is a first look at the association of Fund programs and sudden
stops. We differentiate between “new” programs initiated in either of the
two years prior to the sudden stop, and “existing” programs in place in still
earlier years.20 In approximately a third of sudden stop cases, a new IMF
program was negotiated in one of the two years immediately preceding the
sudden stop, and in 20 percent of the sudden stop cases a program was al-
ready in place in still earlier years. Whereas the unconditional probability
of a sudden stop in our sample is 5.5 percent, the probability of a sudden
stop is about 1 percentage point lower if an IMF program was in place
(whether the program was contracted in the two immediately preceding
years or existed previously). This with and without IMF program differen-
tial is more pronounced if we limit ourselves to data for the period after
1989.

The raw data are consistent with the idea that whether a Fund program
is in place matters for consumption, the trade balance, and the current ac-
count. Here the averages (in figure 7.4) refer to all programs, whether initi-
ated in the two years immediately preceding the crisis or prior to that. Pro-
gram countries indicated by the broken line receive access to credit from
the IMF that enables them, not surprisingly, to run larger current account
deficits (or smaller surpluses) and to maintain higher levels of consump-
tion. The impact on the other variables is unclear. Program countries ap-
pear to enjoy more stable portfolio capital flows following the sudden stop,
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19. We use the outstanding amount of the credit disbursed. The alternative is to use the “ap-
proved” lending amount, that is, the amount that a country can draw on. The approved
amount has the advantage of measuring the prospective envelope of resources. However, the
country must go through a review process to access those resources. In practice the results
were more robust when we used the outstanding credit variable. The implication is that where
programs were precautionary and no amounts were disbursed, IMF credit should take on a
value of zero. This is the approach we use to testing separately for the influence of precau-
tionary programs in what follows. Finally, because the outstanding credit also includes funds
borrowed by a country under concessional credit programs, we check in our robustness anal-
ysis if dropping those countries (Bangladesh, Bolivia, Ghana, and Pakistan) makes a differ-
ence to our results (the answer is that it does not).

20. The rationale for this will become clear in the following.



but investment is no stronger, and the recovery of growth is not obviously
superior.

7.5 Multivariate Analysis

We now present a regression analysis of the association of IMF pro-
grams with sudden stops, conditioning on other determinants of the
change in the financial accounts and instrumenting for the endogeneity of
the program variable. This section presents the benchmark regressions
with just the conditioning variables. The choice of conditioning factors is
important as omitting an important country-specific or global determi-
nant of the risk of sudden stops creates the danger that we may incorrectly
impute this risk to the presence or absence of an IMF program.

We construct the dependent variable two ways: first, as a simple binary
indicator equaling one in the first year of a sudden stop; second, as the fi-
nancial account balance if and only if a sudden stop occurred as a way of
capturing the severity of the event.21 Regressions using the first dependent
variable are estimated by probit (we report the marginal probabilities),
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21. In addition to the financial account balance, we also look at the change in financial
account balance in the year of the sudden stop as compared to the average of presudden 
stop years. The two measures are highly correlated, and the results are similar across the two
measures.

Table 7.6 IMF-supported programs and sudden stops: Number of sample
observations

IMF Program

Sudden Stop No Yes Total

A. New IMF-supported programs and sudden stops (1980–2003)

No 396 256 652
Yes 26 13 39
Total 422 269 691

B. New or existing IMF-supported programs and sudden stops (1980–2003)

No 300 373 673
1 21 18 39
Total 321 391 712

C. New IMF-supported programs and sudden stops (1990–2003)

No 261 148 409
Yes 18 6 24
Total 279 154 433

D. New or existing IMF-supported programs and sudden stops (1990–2003)

No 185 224 409
Yes 15 9 24
Total 200 233 433



while regressions using the second dependent variable are estimated by To-
bit. In principle, the Tobit regressions should make more complete use of
the available information. Country fixed effects are used throughout. But
because we also use global time-varying variables, time-period fixed effects
are not included in the analysis of sudden stops.

The benchmark regressions for the determinants of sudden stops in table
7.7 suggest that global factors matter, as emphasized by, inter alia, Calvo
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Fig. 7.4 IMF-supported programs and effects of sudden stops: A, Financial ac-
count balance (as percentage of GDP); B, Current account balance (as percentage
of GDP); C, Net other flows (as percentage of GDP); D, Real growth; E, Capital
formation (as percentage of GDP); F, Net portfolio flows (as percentage of GDP)
Source: Authors’ calculations.



(2005), although the obvious suspects are not always prominent.22 The U.S.
high-yield spread (the spread over risk-free U.S. government bonds) is gen-
erally positive and on the margin of significance. The high-yield spread is
often used as a measure of the global risk premium, with the implication
that a rise in the risk premium can trigger reversals in capital flows to
emerging markets. At its strongest, the coefficient estimate implies that
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22. We do not claim that we provide here a definitive analysis of the role of global factors
in sudden stops—nor do we attempt to do so, given that the available space is fully occupied
by our analysis of the effects of IMF programs. But this deserves to be a high priority for fu-
ture work on the feasibility of an insurance facility, insofar as the importance of common
global factors is directly related to the capacity of the IMF as a financial pool to provide as-
sistance to different countries experiencing sudden stops.

Table 7.7 Determinants of sudden stops

Indicator for the first year of sudden stop

Dependent variable 1990–2003 1984–2003

Treasury bill rate 0.007
[0.97]

High yield spread 0.008 0.006 0.011 0.012* 0.013*
[1.36] [1.08] [1.61] [1.68] [1.88]

Change in real oil prices –0.001*** –0.001*** –0.001*** –0.002*** –0.001***
[3.29] [3.08] [2.98] [3.10] [2.91]

GDP growth 0.011*** 0.012*** 0.008** 0.007** 0.0001
[3.15] [3.11] [2.12] [1.99] [0.05]

Trade balance/GDP –0.006* –0.006 –0.006 –0.007* –0.008***
[1.73] [1.63] [1.51] [1.74] [2.70]

Debt servicing/Exports 0.001 0.002 0.002* 0.002* 0.001
[1.64] [1.64] [1.81] [1.89] [0.99]

Domestic credit/GDP 0.002*** 0.002** 0.002** 0.002** 0.002***
[2.69] [2.49] [2.25] [2.35] [3.04]

Change in domestic credit/GDP 0.004*** 0.004*** 0.005** 0.005*** 0.003**
[2.99] [2.91] [2.47] [2.72] [2.05]

Debt/GDP 0.003*** 0.003***
[2.87] [2.83]

Change in debt/GDP 0.001 0.001 0.001
[1.23] [1.25] [0.86]

Country fixed effects Yes Yes Yes Yes Yes
Time fixed effects No No No No No
Pseudo R2 0.26 0.26 0.21 0.20 0.17
No. of observations 227 227 227 227 332

Notes: Columns reporting probit results present marginal probabilities, based on the STATA command
“dprobit.” Robust z statistics are presented in brackets.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



every 100 basis point increase in this spread increases the probability of a
sudden stop by between 1 and 1.5 percentage points. In contrast, the U.S.
treasury bill rate is not significant.23 A somewhat surprising result is that
an increase in the real price of oil appears to reduce the risk of a sudden
stop—surprising because many emerging markets countries are net oil im-
porters. However, not all emerging market economies are oil importers; in-
deed, some of those that have been historically most susceptible to sudden
stops are substantial oil exporters. High oil prices tend to coincide with
high commodity prices generally, and it is not surprising that emerging
market countries, many of which are commodity exporters, enjoy larger
and steadier capital inflows when commodity prices move in their favor.
Moreover, a rise in oil prices also improves global liquidity because oil-rich
nations run balance of payments surpluses that need to be reinvested, and
this may work to the advantage of emerging market countries.

Among the country-specific factors, high and rising ratios of domestic
credit to GDP are strongly associated with sudden stops, as emphasized in
the credit-boom literature (IMF 2004). There is some suggestion that peri-
ods of rapid growth associated with credit expansions are likely to end in
sudden stops.24 Presumably, some of these high credit growth episodes are
fuelled by the inflow of foreign capital, which can reverse abruptly. A high
ratio of debt to GDP (in levels but not rate-of-change form) also increases
is vulnerability. A smaller trade balance and a larger ratio of debt service
to exports increase the likelihood of a sudden stop. The message seems to
be that the combination of a domestic credit boom and the emergence of
external payment risks heightens the risk of a sudden stop.

A variety of sensitivity analyses left these basic results unchanged.

• We dropped the country dummies, thus adding cross-section variation,
without significantly altering our findings. However, it remains the case
that most of the variation in the dependent variable is still explained 
by within-country variations rather than by cross-country differences.

• Results for the longer period 1984 to 2003, in the last column of table
7.7, continue to produce qualitatively similar findings.
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23. That the usual measures of global financial stress are not prominent in their explana-
tion of the incidence of sudden stops is not necessarily inconsistent with their bunching in
time. It is possible that measures of “common vulnerability” may attract the attention of in-
ternational investors, causing them to retreat from a broad range of countries (see Mody and
Taylor 2003). As such, country factors remain important in understanding the frequency of
sudden stops. A previous study showing that the correlation between changes in U.S. Trea-
sury yields and capital flows to emerging markets was not always stable (that the correlation
depended on the reason behind the change in U.S. Treasury yields) is Eichengreen and Mody
(1998).

24. As in Calvo, Izquierdo, and Mejia (2004), we also included a measure of dollarization.
Confirming their finding, dollarization is associated with a higher probability of a sudden
stop. However, our other findings do not change, and we do not include dollarization in the
regressions to preserve the sample size.



• We relaxed our stringent criteria and mechanical procedures for iden-
tifying sudden stop episodes, adding additional borderline cases such
as Russia and Brazil at the end of the 1990s. Again, the results carried
over.25

• Using the Reinhart-Rogoff classification of exchange rate regimes, we
added dummy variables for pegged rates and regimes of limited flexi-
bility (managed- and freely-floating regimes are the omitted alterna-
tive).26 We find (in table 7.8) that the more rigid the regime, the greater
the likelihood of a sudden stop.27 This negative association of sudden
stops with exchange rate flexibility is consistent with the literature in
which it is argued that currency flexibility encourages creditors and
debtors to more fully internalize the risks of foreign lending and bor-
rowing (see, e.g., Goldstein 1998). This is also the same result as in Ed-
wards (2005). While the vector of exchange rate regime variables is not
significant here, it turns out to be significant in some of the additional
specifications below.28

• Because exchange rate regime and capital account regime choices are
related, we also considered the effects of financial opening. We use a
one-period lag of the Mody and Murshid (2005) measure of financial
integration.29 The point estimate (again in table 7.8) suggests that
countries that are more deeply integrated with global financial mar-
kets are less vulnerable to sudden stops, as if countries better inte-
grated into international financial markets have stronger institutions.
Again, this is the same result as in Edwards (2005). And although this
variable is also not significant here, it turns out to be significant in
some of the further specifications in the following.

7.6 IMF Programs and Sudden Stops

Table 7.9 adds IMF programs. Recall that we distinguish “existing” pro-
grams (in place at least two years prior to the occurrence of the sudden stop)
from “new” programs negotiated in the immediately preceding two years.
The coefficient on preexisting programs is arguably less contaminated by
simultaneity (which should in any case bias the coefficient in a positive di-
rection, the opposite of the sign we find). Preexisting programs, as a mea-
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25. Similarly, all the results reported in the following continue to obtain when we add these
borderline cases to our list of sudden stop episodes.

26. See Reinhart and Rogoff (2004). In principle, it captures the de facto operative regime.
27. Although the effect is not statistically significant, it is found to be significant in the later

tables.
28. Note, however, that the new IMF classification of exchange rates produces more am-

biguous results.
29. The financial integration index is based on four measures of the intensity of capital con-

trols that are published in the IMF’s annual Report on Exchange Arrangements and Exchange
Restrictions.



sure of the IMF’s ongoing commitment to the country, may also have a
stronger signaling effect. In practice, we find that both preexisting and new
programs negatively affect the probability of a sudden stop. In the present
specification, the coefficient on new programs is larger in absolute value,
although it does not differ significantly from that on existing programs.30

The insurance analogy is sometimes taken as an argument for excep-
tional access—as justifying a credit line sufficiently large to reassure private
investors. This suggests distinguishing effects by the size of the program.
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30. The size of the coefficients differs more noticeably when we correct for endogeneity, as
suggested by the observation that preexisting programs should be less contaminated by this
bias (see the following).

Table 7.8 Financial mobility, exchange rate regimes, and sudden stops

Dependent variable Indicator for first year of sudden stop

High yield spread 0.012* 0.013* 0.011 0.012*
[1.84] [1.91] [1.61] [1.73]

Change in real oil prices –0.002*** –0.002*** –0.002*** –0.002***
[3.11] [3.08] [3.17] [3.19]

GDP growth 0.007** 0.007** 0.007* 0.007**
[2.16] [2.21] [1.90] [2.02]

Trade balance/GDP –0.006 –0.007* –0.007* –0.008**
[1.47] [1.66] [1.76] [2.08]

Debt servicing/Exports 0.002** 0.002** 0.002** 0.002**
[2.03] [2.01] [2.05] [2.09]

Domestic credit/GDP 0.003** 0.002** 0.002** 0.002**
[2.41] [2.28] [2.35] [2.41]

Change in domestic credit/GDP 0.005*** 0.005*** 0.005*** 0.005***
[2.68] [2.70] [2.75] [2.82]

Exchange rate regime: Pegged 0.028 0.033
[0.54] [0.61]

Exchange rate regime: Limited flexibility 0.03 0.03
[0.69] [0.53]

Exchange rate regime: Pegged (IMF) –0.03 –0.04
[1.15] [1.27]

Exchange rate regime: Limited flexibility (IMF) 0.02 0.02
[0.52] [0.57]

Financial mobility –0.01 –0.02
[0.75] [1.06]

Country fixed effects Yes Yes Yes Yes
Time fixed effects No No No No
Pseudo R2 0.21 0.21 0.21 0.21
No. of observations 227 227 227 227

Note: See table 7.7 notes.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



We do so in two ways, scaling programs by short-term external debt and
GDP. Both ratios are lagged by one period. International Monetary Fund
credit as a share of GDP is negative and significant at conventional confi-
dence levels, but not so IMF credit scaled by short-term debt.

Next we test for whether IMF programs have a more powerful preemp-
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Table 7.9 IMF program and probability of sudden stops (probit estimates)

Dependent variable Indicator for first year of sudden stop

High yield spread 0.011* 0.011** 0.011* 0.012** 0.006
[1.81] [1.98] [1.94] [2.04] [1.03]

Change in real oil prices –0.001*** –0.001*** –0.001*** –0.001*** –0.001***
[3.15] [3.19] [3.18] [3.10] [3.69]

GDP growth 0.006* 0.007** 0.007* 0.007** 0.009***
[1.73] [2.00] [1.93] [2.11] [2.66]

Trade balance/GDP –0.005 –0.002 –0.002 –0.003 –0.003
[1.37] [0.63] [0.62] [0.96] [0.99]

Debt servicing/Exports 0.002** 0.002*** 0.002*** 0.002** 0.001
[2.29] [2.69] [2.70] [2.46] [1.49]

Domestic credit/GDP 0.002*** 0.003*** 0.003*** 0.003*** 0.002***
[2.66] [3.08] [3.06] [3.02] [2.95]

Change in domestic credit/GDP 0.004*** 0.003** 0.003** 0.004*** 0.004***
[2.63] [2.53] [2.49] [2.59] [3.18]

Exchange rate regime: Pegged 0.067 0.07 0.071 0.069 0.022
[1.14] [1.23] [1.24] [1.20] [0.53]

Exchange rate regime: Limited flexibility 0.007 –0.006 –0.005 –0.006 –0.003
[0.20] [0.20] [0.16] [0.19] [0.11]

Financial mobility –0.018 –0.017 –0.016 –0.017 –0.016
[1.45] [1.59] [1.40] [1.52] [1.51]

Existing IMF program –0.054*** –0.046** –0.046** –0.049** –0.043**
[2.98] [2.57] [2.56] [2.56] [2.47]

New IMF program –0.053*** –0.042* –0.041 –0.047* –0.040
[1.99] [1.73] [1.63] [1.81] [1.64]

New program � Fundamentals 0.046**
[2.32]

Precautionary IMF program –0.014 –0.01
[0.51] [0.38]

IMF credit/GDP –0.008* –0.008*
[1.66] [1.66]

IMF credit/Short-term debt –.0001 –.0001
[0.63] [0.84]

Country fixed effects Yes Yes Yes Yes Yes
Time fixed effects No No No No No
Pseudo R2 0.26 0.28 0.28 0.27 0.30
No. of observations 227 217 217 217 217

Note: See table 7.7 notes.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



tive effect in countries with strong fundamentals, as suggested by the in-
surance analogy. We construct the first principal component of the vector
of variables capturing country policies and conditions included in table
7.9.31 We normalize the resulting variable so that it has zero mean and so
that a positive value indicates worsening fundamentals. We then interact
the resulting index of fundamentals with the new IMF program variable.
The positive and significant coefficient on the interaction term in table 7.9
suggests that as the strength of domestic fundamentals declines, the effec-
tiveness of IMF programs in reducing the likelihood of a sudden stop di-
minishes.32

A key question is whether the negative association of programs and sud-
den stops reflects causality running from the latter to the former. Actually,
it is not clear that endogeneity is a serious problem; one can argue that re-
verse causality should bias the coefficient toward zero because a sudden
stop will increase the likelihood of a Fund program and thus produce a pos-
itive relationship, whereas we find a negative coefficient.33 Be that as it may,
the appropriate treatment is instrumental variables. These authors argue
that decision making in the Fund is influenced by the organization’s prin-
cipal shareholders, above all the United States. They model the likelihood
of a program as a function not just of country characteristics but also of its
links with the United States.34 To capture the latter they include U.S. aid as
a percentage of total foreign aid received by the country and the share of
votes in the United Nations (UN) General Assembly in which the country
voted the same way as the United States, both lagged.35 In our sample, U.S.
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31. We use high-yield spreads, oil prices, real GDP growth, the trade balance-GDP ratio,
the debt service-export ratio, and the domestic credit measure in calculating principal com-
ponents. The first principal component captures 21 percent of the variation in the underlying
series. In theory it would be possible to interact the IMF program dummy with each of the
variables used to represent fundamentals (or to include additional principal components be-
yond the first), but this creates problems of multicollinearity and complicates interpretation.
We could also construct our own linear combination of the variables representing funda-
mentals, but it seems preferable to let this simple statistical methodology do so for us.

32. This is a congenial finding for those who advance the insurance analogy for IMF pro-
grams. In earlier work analyzing the catalytic effect of the IMF on capital flows, we find sim-
ilar evidence of threshold effects, especially for access to bond markets (Mody and Saravia
2003; Eichengreen, Kletzer, and Mody 2006). In particular, countries in an intermediate state
of vulnerability seemed to benefit from improved market access, while others did not.

33. We provide some evidence on this in the following.
34. Dreher and Jensen (2003) take a similar empirical approach but take as their depend-

ent variable the number of conditions attached to a program. Oatley and Yackee (2004) con-
sider instead the political determinants of the size of IMF loans.

35. The authors also use past participation in Fund programs as an instrument. The prob-
lem with using lags of the endogenous variable as an instrument is, of course, that they may
be picking up omitted country characteristics that are slow to change and durably associated
with financial problems; see Mody and Stone (2005). Alternatively, we can follow Celasun and
Ramcharan (2005) by using the share of G3 exports going to each subject country as a mea-
sure of the importance the principal shareholders may attach to extending assistance through
the Fund. However this variable turns out to be a poor instrument for the incidence of the



aid enters the first-stage regression positively, as predicted, and is signifi-
cantly different from zero.36 United Nations voting patterns, in contrast, do
not exhibit the expected sign.37 Given the counterintuitive sign on this vari-
able, we rely on the specification in the first column of table 7.10, which ex-
cludes UN voting patterns, for purposes of instrumentation.38

Table 7.11 shows the second-stage estimates. The presence of a new IMF
program continues to negatively influence the probability of a sudden stop.
Both the statistical significance and absolute value of the coefficient are
greater than before. This is to be expected: if susceptibility to a sudden stop
increases the likelihood of an IMF program, then reverse causality will bias
the coefficient in a positive direction; correcting for simultaneity thus yields
a more significant negative coefficient whose absolute value is larger. Preex-
isting programs are significant as well. All this is consistent with the hypoth-
esis that IMF programs provide valuable insurance against sudden stops.

Given the strong policy implications of these findings, we considered a
number of further robustness checks.

• When we consider the longer period starting in 1984, as in the last col-
umn of table 7.11, the strength of preexisting programs remains. In
contrast, the coefficient on new programs becomes less significant. It
would thus appear that the signaling effect of an ongoing IMF com-
mitment to the country is particularly important in the more recent
period. The interaction between new programs and fundamentals re-
mains unchanged even in the longer period, pointing to continued im-
portance of country fundamentals in determining the influence of
IMF programs.
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IMF program. The coefficient of this variable is consistently negative and significant in the
first stage regressions of IMF programs. One interpretation is that it is a proxy for the size of
the country, and the larger countries are probably less susceptible to problems necessitating
an IMF program.

36. Use of voting in the UN General Assembly has been criticized in the political science
literature for being dominated by nonconsequential votes and thus containing relatively little
information on political affinity. This is one interpretation of what we find in the first-stage re-
gressions.

37. Note that we include also a number of addition global and country-specific variables
that may influence the decision to approach the Fund (and the Fund’s decision to extend as-
sistance). While these variables do not provide identification in the second stage (they do not
plausibly satisfy the exclusion criterion for an instrumental variable), they reassure us that any
significance we impute to the U.S. aid in the first stage is really attributable to these other char-
acteristics.

38. Of interest also in the determinants of IMF programs are the similarities and contrasts
with the determinants of sudden stops. External debt and debt service indicators work in the
same way (though with differing strengths): more debt and debt service increase the likelihood
of both IMF programs and of sudden stops. In contrast, domestic growth based on high and
growing levels of credit are associated with a lower likelihood of IMF programs. Thus, coun-
tries experiencing such exuberant growth are unlikely to contract with the IMF and remain
susceptible to sudden stops.



• As in the preceding, we analyzed whether our results held up when we
relaxed the stringent criteria used to identify sudden stops. First, we
added Brazil and Russia in 1999, two cases that many would regard 
as sudden stops but which are not picked up by our criteria. Second,
we dropped Bangladesh, Bolivia, Ghana, and Pakistan, which drew
on the Fund’s concessional financing facilities, indicating that their
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Table 7.10 Determinants of IMF programs

Dependent variable New IMF program in T-1 or T-2

U.S. aid 0.058*** 0.078*** 0.072*** 0.079*** 0.071*** 0.080***
[3.79] [3.09] [3.24] [3.15] [3.16] [3.15]

Real growth –0.011 –0.027** –0.018* –0.027** –0.018* –0.028**
[1.53] [2.56] [1.76] [2.51] [1.68] [2.47]

Trade balance/GDP 0.024*** 0.047*** 0.038*** 0.046*** 0.042*** 0.046***
[3.49] [3.95] [3.15] [3.69] [3.52] [3.69]

Debt servicing/Exports 0.008*** 0.009** 0.008** 0.009** 0.009** 0.009**
[2.95] [2.36] [2.11] [2.37] [2.06] [2.23]

Domestic credit/GDP –0.004* –0.006* –0.006 –0.006* –0.005 –0.006*
[1.83] [1.68] [1.62] [1.71] [1.54] [1.74]

Change in domestic credit/GDP –0.007* –0.006 –0.008 –0.007 –0.007 –0.007
[1.79] [1.23] [1.38] [1.35] [1.25] [1.37]

Debt/GDP 0.007*** 0.009*** 0.01*** 0.01*** 0.01*** 0.01***
[3.84] [3.49] [3.73] [3.70] [3.55] [3.64]

Change in debt 0.002 0.007* 0.009** 0.008* 0.009** 0.008
[0.57] [1.76] [2.29] [1.88] [2.14] [1.89]

Reserves/Imports 0.001 –0.001 0.001 0.001 0.001 0.0003
[0.63] [0.10] [0.53] [0.19] [0.21] [0.13]

Short-term Debt/Reserves –0.001*** –0.001*** –0.001*** –0.001*** –0.001*** –0.001***
[2.68] [2.76] [2.63] [2.82] [2.58] [2.77]

Exchange rate regime: Pegged 0.28*** 0.45** 0.37* 0.46** 0.40** 0.47**
[2.69] [2.29] [1.86] [2.21] [2.29] [2.27]

Exchange rate regime: –0.006 –0.035 –0.103 –0.071 –0.052 –0.067
Limited flexibility [0.08] [0.27] [0.75] [0.48] [0.41] [0.46]

UN voting –0.045*** –0.046*** –0.046***
[2.92] [3.00] [2.95]

Exposure of U.S. banks –0.004 –0.011
[0.18] [0.51]

Exports by G3 countries 0.017 0.076 0.067
[0.14] [0.60] [0.53]

Country fixed effects Yes Yes Yes Yes Yes Yes
Time fixed effects Yes Yes Yes Yes Yes Yes
Pseudo R2 0.27 0.36 0.32 0.37 0.26 0.37
No. of observations 379 284 302 283 303 283

Note: See table 7.7 notes.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.
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international capital market linkages were qualitatively different from
those of the other country samples. The results remained the same.39

• We considered alternative instrumentation strategies. For example, fol-
lowing Oatley and Yackee (2004), we constructed a measure of coun-
try indebtedness to U.S. banks as a further instrument. Adding it has
relatively little impact on the results (perhaps because this variable
turns out to be a relatively weak instrument in this context).

7.7 Extensions

We also asked whether IMF programs reduce the intensity (as opposed 
to the frequency) of sudden stops. For this purpose we constructed our de-
pendent variable as the financial account outflow if and only if a sudden stop
occurs. Regressions using this dependent variable are estimated by tobit.

The results, in table 7.12, are similar to the earlier probit estimates,
though with some noteworthy differences. There is stronger evidence for an
increase in high-yield spreads, reflecting a rise in risk aversion, to be asso-
ciated with a reduction in capital inflows. As before, a rise in oil prices
works in the opposite direction. Among country factors, a high credit-to-
GDP ratio and rapid credit growth are associated with larger capital out-
flows, and a more open capital account regime appears to reduce the
intensity of a sudden stop.40 Compared to new programs, preexisting pro-
grams seem to have a clearer effect in reducing the intensity of capital out-
flows; also while new programs and their interaction with fundamentals
work in the same way as before, the statistical significance is weaker. Note
that when new programs are instrumented, the size of the coefficient again
becomes noticeably, even implausibly, large in absolute-value terms. Fi-
nally, when all the relevant IMF variables are included, as in the last two
columns of table 7.12, the precision of the estimates declines.

We also considered the impact of IMF programs on growth around the
time of sudden stops. The raw data in the second panel of table 7.13 sug-
gest the recessionary impact of sudden stops in countries both with and
without Fund programs. Growth is even slower following sudden stops in
those cases where IMF programs are present. But the financial balance (in
the first panel of table 7.13) is also worse when a Fund program is pres-
ent—suggesting, plausibly, that programs are put in place in cases where
economic circumstances are worse—reminds us that other things are not
in fact equal, and the slower growth cannot be attributed to IMF programs
without further investigation.
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39. In fact, dropping the country with concessional financing strengths the results, point-
ing especially to the risks to the others of pegging exchange rates and indicating greater value
to a more open capital account (see appendix A, 7A.1 and 7A.2).

40. Other conditioning variables are less significant, though virtually always of the same
sign as in the probit estimates.



It turns out to be difficult to draw firm conclusions about the impact on
output of IMF programs in these episodes. As a first cut, we regressed an-
nual growth (again in a country panel covering the period 1990–2003) on a
vector of controls, the presence or absence of a sudden stop, a dummy vari-
able for the presence of a Fund program, and the interaction of the sudden
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Table 7.12 IMF programs and intensity of sudden stops

Dependent variable Financial account outflow if a sudden stop occurred

High yield spread 1.38** 1.35** 0.49 1.23* 0.73
[2.17] [2.12] [0.73] [1.74] [1.00]

Change in real oil prices –0.11* –0.11* –0.16** –0.12* –0.15**
[1.86] [1.87] [2.32] [1.93] [2.20]

GDP growth 0.61 0.58 0.97* 0.67 1.04*
[1.30] [1.24] [1.72] [1.26] [1.71]

Trade balance/GDP –0.35 –0.35 –0.32 `0.20 0.17
[0.89] [0.88] [0.74] [0.41] [0.34]

Debt servicing/Exports 0.23** 0.23** 0.16 0.38** 0.29*
[2.16] [2.19] [1.21] [2.50] [1.80]

Domestic credit/GDP 0.20* 0.19* 0.09 0.21* 0.16
[1.81] [1.79] [0.74] [1.67] [1.23]

Change in domestic credit/GDP 0.53*** 0.52*** 0.59*** 0.51*** 0.58***
[3.35] [3.30] [3.41] [3.08] [3.27]

Exchange rate regime: Pegged 1.94 1.96 3.16 6.28 5.69
[0.37] [0.38] [0.50] [1.00] [0.88]

Exchange rate regime: Limited flexibility 2.47 2.56 2.90 3.06 3.34
[0.54] [0.56] [0.63] [0.59] [0.67]

Financial mobility –2.73* –2.57* –3.23** –3.48** –3.62**
[1.85] [1.70] [1.99] [2.06] [2.09]

Existing IMF program –7.98** –7.79** –5.44 –6.48 –5.04
[2.03] [1.99] [1.62] [1.54] [1.46]

New IMF program –4.75 –4.54
[1.60] [1.52]

New IMF program, instrumented –16.94 –12.60 –18.18
[1.56] [1.16] [1.58]

Fundamentals � Program, instrumented 7.80* 6.01
[1.69] [1.27]

Precautionary IMF program –2.32
[0.37]

IMF credit/GDP –1.23 –1.35
[1.30] [1.43]

Country fixed effects Yes Yes Yes Yes Yes
Time fixed effects No No No No No
Pseudo R2 0.18 0.18 0.19 0.20 0.21
No. of observations 227 227 227 217 217

Note: These estimations are based on the “tobit” procedure, with a cut-off at zero outflows.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



stop and the presence of a program (table 7.14). In the benchmark regres-
sion in the first column, per capita income in the previous year enters nega-
tively and significantly, suggesting some short-term mean reversion. More
rapid U.S. growth is conducive to more rapid recovery in emerging market
countries. A sudden stop leads to slower growth, as expected. The dummy
for the presence of a Fund program is negative and significant, with two al-
ternative interpretations: the strict conditionality generally associated with
programs leads to slower growth in the short run or that programs are as-
sociated with weak fundamentals not included in the regression.

Importantly for present purposes, the interaction between the IMF pro-
grams and sudden stops is not significant. In other words, even if Fund
programs reduce the incidence of sudden stops, they do not obviously
shape their impact on growth in one direction or the other. We find the
same basic results on adding additional financial controls in columns (2)
and (3) of table 7.14.

We know from earlier sections that countries with IMF programs are
not randomly selected from the larger population. Before drawing conclu-
sions about their impact on growth, we therefore need to control not just
for observed differences between program and nonprogram countries but
also for unobserved heterogeneity. In columns (4) to (5) we use the two-
stage Heckman procedure, adding as an additional regressor the Inverse
Mills ratio, denoted Lambda, derived from the first-stage regression of the
determinants of IMF programs (in the first column of table 7.10).41 Sudden
stops continue to exert a negative impact on growth (significant in column
[4], insignificant in column [5], where the financial balance is introduced di-
rectly). IMF programs now have a positive rather than a negative impact
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41. Dropping the interaction term allows us to estimate the same relationship using
STATA’s more efficient Heckman procedure (where the selection and growth equations are es-
timated simultaneously). In the present instance, results using the two estimation procedures
are virtually indistinguishable.

Table 7.13 Unconditional growth effects

Sudden Stop

Program No Yes Total

Financial account balance (% of GDP)

No 3.05 –2.73 2.46
Yes 2.23 –6.56 1.61
Total 2.7 –4.01 2.1

Real growth

No 4.18 0.68 3.82
Yes 2.54 –2.5 2.19
Total 3.48 –0.38 3.14



on growth (though with weak statistical significance). The change in sign
is consistent with the negative coefficient on the Inverse Mills ratio, which
implies that unobserved country-specific factors that raise the likelihood
of an IMF program also reduce the country’s growth rate. But the t-
statistics leave us reluctant to push any conclusion about this too far. The
key finding remains: the interaction of sudden stops and IMF programs is
still indistinguishable from zero. Thus, while the presence of a program
may reduce the incidence of sudden stops, there is no evidence that pro-
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Table 7.14 Growth regressions: Effects of sudden stops and IMF programs

GDP growth

Dependent variable (1) (2) (3) (4) (5)

GDP growth, lagged 0.003*** 0.002** 0.001 0.002** 0.001*
[4.88] [2.60] [1.62] [2.57] [1.93]

Per capita income, lagged –0.064*** –0.066*** –0.057*** –0.062*** –0.050***
[4.90] [3.90] [3.48] [3.64] [3.02]

Sudden stop –0.041*** –0.027*** –0.015 –0.025*** –0.011
[3.88] [2.94] [1.63] [2.72] [1.22]

IMF program –0.013** –0.009* –0.010** 0.007 0.016
[2.31] [1.88] [2.10] [0.55] [1.24]

Sudden stop � IMF program 0.002 –0.004 0.003 –0.006 0.002
[0.09] [0.25] [0.20] [0.40] [0.11]

Debt/GDP –0.001*** –0.001*** –0.001*** –0.001***
[4.18] [2.75] [4.56] [3.28]

Change in debt/GDP –0.001*** –0.001*** –0.002*** –0.001***
[7.78] [6.37] [8.51] [7.27]

Debt service/Exports 0.0001 –0.0002 –0.0001 –0.0003
[0.81] [0.12] [0.29] [1.28]

Financial balance/GDP 0.002*** 0.003***
[4.14] [4.42]

Lambda –0.01 –0.016**
[1.28] [2.11]

Country fixed effects Yes Yes Yes Yes Yes
Time fixed effects Yes Yes Yes Yes Yes
No. of observations 238 230 230 227 227
No. of countries 17 17 17 17 17
R2 0.32 0.51 0.55 0.54 0.58

Notes: Robust t-statistics are presented in brackets. Columns (4) and (5) were estimated to allow for the
possibility of selection bias on account of countries selecting themselves into IMF programs because
they expect slow growth. The two-step “heckman” procedure was used. A first-stage selection equation
estimated the probability of an IMF program (using the specification in table 7.10, column 1) and the es-
timated inverse-Mills ratio was added to the determinants of growth.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.



grams affect short-term output losses, one way or the other, when sudden
stops do occur.

7.8 Conclusions and Implications

In this paper we have presented a first attempt to identify the impact of
IMF programs on sudden stops. The literature on self-fulfilling crises and
the insurance motive for IMF lending suggests that Fund programs could
reduce the incidence of these episodes characterized by disruptive capital-
flow reversals. In contrast, a literature critical of IMF programs suggests
that such programs, especially those negotiated in the Asian crisis, have
tended to be too small or too late and too laden with burdensome eco-
nomic and political conditions to restore confidence.42

Much of the evidence invoked in this debate is, however, anecdotal. A
more systematic analysis such as that we have sought to provide here is
clearly needed. Our results are broadly consistent with the notion that IMF
programs have some effect in reducing the incidence of sudden stops. The
evidence that negotiation of a Fund program in immediately prior years re-
duces the likelihood of a sudden stop is relatively robust. As economic logic
suggests, this finding is, if anything, strengthened when we correct for en-
dogeneity. The results further suggest that this effect operates more power-
fully in countries with strong fundamentals, consistent with the insurance
argument.

One should be cautious with these findings. The literature on the effects
of IMF programs is notorious for its methodological limitations. Coun-
tries approaching the Fund differ systematically from other countries, cre-
ating problems of endogeneity and selectivity. In this paper we have de-
scribed some instrumental-variables strategies and statistical adjustments
for these problems. However, these approaches have limitations, and many
of the same critiques levied against the related literature apply to the results
reported here. These are more reasons for regarding the results as a first cut
and not a definitive guide to policy.

Even if one accepts that there is evidence that IMF programs reduce the
incidence and virulence of sudden stops, this leaves open the question of
whether and how the institution’s lending practices should be adapted. One
view would be that such findings strengthen the case for a generously en-

Sudden Stops and IMF-Supported Programs 257

42. Experience during the Asian crisis does not, of course, negate our findings on the in-
surance value of IMF programs, as when we limit the sample to the 1990s and after we find
that preexisting programs were most effective, and in fact programs were not already in place
in the countries with the most severe crises. Thus, in the case of Thailand, it can be argued that
the problem was the absence of a program prior to the sudden stop—and that by the time an
arrangement was negotiated, things had gotten out of hand. In contrast, the Philippines,
which did have a program in place, experienced a milder sudden stop.



dowed, quick disbursing, automatic facility for which countries with
strong policies would presumably be prequalified. A different view would
be that prequalification is impractical and automaticity is infeasible but
that the Fund can still streamline and enhance access to its resources for
countries with strong fundamentals.43 The results in this paper will not re-
solve this debate, but they will be more grist for the mill.

Appendix A

Sudden Stop Dates and Sensitivity of 
Results to Sudden Stop Sample

As described in the main text, a sudden stop is defined as occurring both
when the financial balance is negative, that is there is a capital outflow, and
there is a sharp increase in the capital outflow, measured by an increase
equal to at least one standard deviation from the country’s own history.
These criteria lead to the identification of sudden stops listed in table 7A.1.

As also discussed in the text, there remain ambiguities and close calls in
identifying a sudden stop. Some, for example, would argue that Brazil ex-
perienced a sudden stop in 1999. This would be true if attention was fo-
cused only on non-FDI flows. However, FDI inflows partially compen-
sated in that year for non-FDI outflows. Another instance widely viewed
as a sudden stop is Russia in 1999, following the events in the final quarter
of 1998. Because we have only a short time series on Russia, the measured
standard deviation of the financial balance is not very informative. Be-
cause these events are plausible candidates for sudden stops, we examined
if our results were robust to their being so identified. The first column in
table 7A.2 shows that the results remain largely unchanged. The condi-
tioning variables retain their direction of influence and statistical strength.
A pegged exchange rate regime is clearly associated with a higher proba-
bility of a sudden stop than are more flexible regimes. All the IMF variables
are, in this sample, solidly significant.

There is also a concern that sudden stop measured by our procedure may
not always reflect the same pressures. Specifically, countries differ in the
degree to which they have contact with international financial markets
and, hence, in the degree to which they are subject to sharp changes in mar-
ket sentiment. One criterion for differentiating countries in this dimension
is the degree to which they have access to concessional official finance. Pre-
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43. Thus, the IMF’s then managing director suggested in a February 9, 2006,  speech (de
Rato 2006) “an instrument carrying relatively high access, available in a single purchase if a
capital account crisis occurred, subject to a Fund-supported program being in place and on
track.”



sumably, countries that can borrow from the IMF on a concessional basis
have less sustained interactions with financial markets than countries that
do not so borrow. Four instances of sudden stop are associated with coun-
tries that borrowed on concessional terms: Bangladesh (1998), Bolivia
(1983), Ghana (2002), and Pakistan (1998). Also, it is possible that the
Ghana’s sudden stop is misidentified to the extent that capital inflows were
recorded as an unusual change in errors and omissions. The second column
in table 7A.2 reports the results when these four sudden stops are dropped.
The results stay robust. Finally, in column (3), we add Brazil and Russia
1999 and drop the four countries with concessional finance. Once again,
our results are confirmed.
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Table 7A.1 Countries in the sample and sudden stop dates

Country Year

Argentina 1989
Bangladesh 1998
Bolovia 1983
Brazil 1983
Chile 1983
Colombia 1991
Costa Rica 1982
Czech Republic 1997
Egypt, Arab Republic of 2002
Ghana 2002
Hungary 1990
Indonesia 1997
Korea, Republic of 1986
Malaysia 1998
Mauritius 1985
Mexico 1983
Pakistan 1998
Peru 1983
The Philippines 1998
Poland 1990
South Africa 1985
Thailand 1997
Turkey 1994
Uruguay 2002

Note: China, El Salvador, Jordan, Jamaica, and India were included in the sample but they
did not have a sudden stop.



Table 7A.2 Determinants of sudden stops: Sensitivity to sample composition

Dropped  Added Brazil and Russia 
Added Bangladesh, 1999 and dropped

Brazil and Bolivia, Ghana, Bangladesh, Bolivia, 
Russia 1999 and Pakistan Ghana, and Pakistan

High yield spread –0.002 0.0004 0.0004
[1.03] [0.08] [0.11]

Change in real oil prices –0.001*** –0.001*** –0.001**
[3.07] [3.18] [2.11]

GDP growth 0.005*** 0.002*** 0.007***
[2.82] [3.35] [3.11]

Trade balance/GDP 0.001 0.0002 0.0002
[0.51] [0.06] [0.20]

Debt servicing/Exports 0.001** 0.0002** 0.001**
[2.37] [2.21] [2.05]

Domestic credit/GDP 0.001** 0.0002*** 0.001**
[1.97] [2.76] [2.39]

Change in domestic credit/GDP 0.001* 0.0002** 0.001**
[1.71] [2.03] [1.98]

Debt/GDP 0.002*** 0.001*** 0.003***
[3.80] [4.34] [3.65]

Change in Debt/GDP 0.001** 0.0001** 0.001**
[2.47] [2.50] [2.51]

Exchange rate regime: Pegged 0.145** 0.188*** 0.238***
[2.41] [2.72] [2.60]

Exchange rate regime: Limited flexibility 0.03 –0.004 0.046
[1.41] [0.22] [1.42]

Financial mobility –0.004 –0.001* –0.005
[1.10] [1.65] [1.25]

Existing IMF program –0.010** –0.002* –0.015**
[1.99] [1.74] [2.10]

New IMF program, instrumented –0.071*** –0.021*** –0.089***
[2.91] [3.25] [2.61]

Fundamentals � Program, instrumented 0.020** 0.005** 0.025*
[1.97] [2.09] [1.82]

IMF credit/GDP –0.011*** –0.003*** –0.014***
[2.58] [4.07] [2.59]

Country fixed effects Yes Yes Yes
Time fixed effects No No No
Pseudo R2 0.38 0.48 0.48
No. of observations 217 175 175

Note: Dependent variable = indicator for first year of sudden stop. Columns reporting probit results
present marginal probabilities, based on the STATA command “dprobit.” Robust z statistics are pre-
sented in brackets. Probability of IMF program estimate as in the first column of table 7.8.
***Significant at the 1 percent level.
**Significant at the 5 percent level.
*Significant at the 10 percent level.
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Comment Ilan Goldfajn

This is a very nice and important paper that the authors have written. It
asks the relevant question whether the IMF helps reduce the incidence and
impact of sudden stops. Sudden stops are abrupt declines in net capital in-
flows, leading to balance of payment crises and output losses. Given their
importance and high incidence, it is quite surprising that this question was
not analyzed earlier.

The main results of the paper could be summarized as follows:

II. Economies that have IMF programs in place (existing or recently ne-
gotiated) reduce their probability of suffering a sudden stop.
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a. IMF programs work best for countries with stronger fundamentals.
b. Larger IMF programs reduce the incidence of sudden stops.

II. IMF programs do not attenuate the impact of sudden stops on GDP
growth.

Let’s concentrate on the first result. Do IMF programs reduce the inci-
dence of sudden stops? The paper provides a clear yes answer to the ques-
tion with convincing evidence: The results hold notwithstanding that there
is a reverse causality (sudden stops generate IMF programs) that tends to
bias the coefficients to zero. When using the U.S. “friendship” instrument
(proxied by U.S. aid to the country and UN voting with U.S. record, bor-
rowed from Barro and Lee), as expected, the coefficients become stronger.

This result is a very important policy issue since it provides evidence in
favor of the insurance role of the IMF. The insurance role is the provision
of emergency financial assistance that reassures investors of the country’s
ability to pay its liabilities and avoid costly defaults. This insurance result
gives support to those who would like to strengthen the IMF role in pro-
viding facilities with quick disbursements in order to prevent and reduce
the incidence of sudden stops.

Since larger IMF programs (and not only the existence of a program)
and stronger fundamentals also help reduce the incidence of sudden stops,
the results call for facilities with larger disbursements that are conditional
on economies that follow strong economic policies. This would mimic the
lender-of-last-resort role of central banks: quick, large, automatic facilities
for prequalified countries.

The results of the paper cannot distinguish completely the insurance role
of IMF programs from other roles of the IMF programs as the signalling
effect: the positive signal that an IMF program in place gives investors re-
garding the willingness of countries to adopt strong measures and also to
pay the existing liabilities.

It is important to note that the insurance role of the IMF is broader than
what the regressions in the paper can capture. The sheer IMF existence
(and potential lender of last resort role) should reduce the incidence of sud-
den stops, even if there are no programs in place in a specific country. The
lender of last resort role affects expectations even before IMF programs are
designed and take place. It is clear that the insurance role of the IMF is
even stronger than what the results of the paper suggest.

One could even test this broader insurance role using the data in the pa-
per. One could regress the U.S. support proxy on sudden stops. A positive
coefficient would provide a first pass evidence for this broader insurance
role (provided one believes that U.S. support increases the probability of
receiving an IMF program ceteris paribus).

Given the importance of the insurance role, one should take seriously
into consideration the moral hazard issue: do countries adopt less strin-
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gent policies because of the lender of last resort role of the IMF? The pa-
per does not address this issue, but it is clearly an important topic for dis-
cussion.

In this regard, any IMF facility for insurance purposes should target
countries with preexisting conditions (good policies, etc.). The recent
failed IMF’s Credit Contingent Line (CCL) is an important warning for
practical obstacles: the facility failed not only because of the exit problem
(any IMF expelled country is a crisis-prone one) but also because of its
negative signalling (if a country applies, it must believe there is a problem
in the making. It is the Groucho Marx paradox).

The second result of the paper is more negative for the role of the IMF.
Do IMF programs reduce the impact of sudden stop on growth? Although
figure 7.4 in the paper (and my prior—more reserves to intervene and
avoid the need for sharp current account reversals) suggests this is the case,
the empirical results in the paper do not back this proposition.

In sum, the paper asks very important questions and provides useful pre-
liminary evidence. Further work on the impact of IMF programs on the
costs of sudden stops is needed.
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In the past decade or two, we have all become acutely aware of the impor-
tance of strong financial markets and particularly of their crucial impor-
tance for sustained economic growth. As a result of the lessons we have all
learned in recent years, considerable progress has been made in strength-
ening financial markets in emerging economies. But much remains to be
done, and the currently benign global environment is exactly the right time
to press ahead with further reforms.

The importance of the opportunity afforded by the favorable present
conjuncture is not to be underestimated. Reforms introduced in such cir-
cumstances have many advantages and a better prospect of long-term suc-
cess. They can be properly thought through, rather than, as is the case at
times of crisis, introduced hastily and with an increased risk that mistakes
will be made in either the formulation or the implementation. Reforms in-
troduced in an upturn also have fewer adjustment costs and, in general,
face less opposition. Adjustment is more easily absorbed in the context of
growth.

In this chapter I want to examine some of the lessons we learned during
the financial crises of the 1990s. I want particularly to focus on what we
learned about the close relationship between financial markets and the
macroeconomic environment that provides the framework for rapid and
sustained economic growth—and the rise in living standards and reduc-
tion in poverty that growth makes possible. And I want to comment on the
way the International Monetary Fund (IMF) is ready to help its member
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countries to undertake and implement reforms, especially those in the fi-
nancial sector.

8.1 The Role of the Financial Sector

We have long known about the importance of the financial sector in 
supporting economic growth. As economies grow more sophisticated, an
efficient banking and financial system becomes increasingly important in
helping to ensure the allocation of scarce resources in an efficient manner.

When economic activity is at its most basic and is carried out within a
confined geographical area, bartering and, in time, the reliance of family
finance to provide limited capital for investment might suffice. But as pro-
ductive activities increase, reliance on family finance soon starts to inhibit
growth. More financial intermediation is needed if economic activity is to
reach its productive potential because of constraints otherwise imposed on
the growth of more profitable activities (especially when small). Banking
comes to play a greater role in increasing resources for high-return activi-
ties and reducing the amount wasted in lower return ones. As economic 
activity becomes more sophisticated and complex—a consequence of
growth—so the banking and financial system becomes more important.
Banks need to grow in order to meet the demand for investment capital.
And at the same time they need to develop their ability to assess risk and
creditworthiness.

Without banks able to assess risk, creditworthiness, and potential rates
of return, resources are allocated inefficiently, and growth is slower than
would otherwise be the case. The banking system performs a crucial role in
the early stages of economic growth by making credit available to the po-
tentially most productive sectors of the economy. It allocates—or ought to
allocate—much of the increment in resources available for investment.
And this allocation does a great deal to determine the growth rate of the
economy as a whole.

As the economy grows, and also grows more complex, the financial sec-
tor needs to keep pace. Banks need to grow and become more sophisticated
in their ability to assess prospects for returns; risk; and to allocate re-
sources efficiently; and, in parallel, there needs to be the development of
other financial sources of investment capital. Sustained and rapid growth
needs to be underpinned by a broadening and deepening of the financial
sector, capable of serving the needs of agriculture, industry, and services.
The breadth and depth of financial markets becomes ever more important
as growth accelerates. High growth rates are only attainable and sustain-
able if they are supported by a strong and efficient financial sector. The
economies that have sustained rapid growth over the long term are those
whose financial sectors have become increasingly sophisticated, complex,
and adaptable as the economy grows.
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This was certainly the history of the industrialized countries. As they
grew in the eighteenth, nineteenth, and twentieth centuries, their financial
systems grew in depth and breadth. In the nineteenth century, London
achieved its status as the world’s leading financial center because it had de-
veloped rapidly in order to serve the needs of British industry and British
exporters. As it grew in order to support Britain’s economic growth, it 
also became a major contributor to that growth—and, for that matter, to
growth in other parts of the world as it exported capital and financial skills.

In the twentieth century, New York played a similar role in relation to the
American economy. As New York developed as a financial center to serve
the needs of the dynamic and rapidly growing American economy, so it de-
veloped skills and services that could themselves be exported.

And this process has continued. As the industrial economies have grown
ever more complex, so their financial sectors have continued to develop in
order the meet the changing needs of the economies that they serve. The
growth of hedge funds in recent years is an example of this continuing de-
velopment in financial markets. And as the financial sector in industrial
countries has become more complex, it has posed fresh challenges for
those charged with ensuring that the financial sector is sound and well
functioning.

Even twenty or thirty years ago, no one would have quarreled with what
I have just said. Ronald McKinnon, my Stanford colleague, wrote of “fi-
nancial repression” and its costs in terms of foregone growth in the 1970s.

But the financial crises of the 1990s brought home to all of us an in-
creased understanding of the importance of the financial system and its
smooth functioning. What we had perhaps not fully appreciated was the
extent to which the health and effectiveness of the financial sector was
bound up with the performance of the economy as a whole. It took a series
of crises in emerging market countries to enable us to understand more
about the linkages between the financial sector and the rest of the economy
and their importance.

I want to illustrate my argument by examining the extent to which fail-
ings in the financial sector contributed to the Korean crisis of 1997–1998.

8.2 Korea

By the time the Korean financial crisis broke in late 1997, the crises in In-
donesia and Thailand had already occurred. Initially, the Korean crisis
manifested itself as a foreign exchange crisis: capital flows out of Korea
forced the government both to float the won and to raise interest rates in
order to stem the outflows. That, in turn, exposed the degree to which Ko-
rean firms and banks had a mismatch between their assets (in won) and lia-
bilities (many of which were denominated in foreign exchange). The prin-
cipal source of Korea’s problems lay in the low and falling rates of return
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of the Chaebol, the large conglomerates that were so important to the
economy and, hence, of the banking system. These low rates of return were
a consequence of credit rationing in earlier years that in turn had led to an
overreliance on debt financing for business investment.

For most of the three decades following the start of Korea’s reform pro-
gram in the 1960s, this Asian tiger was the example that other developing
countries sought to emulate. It is hard to remember that what is today the
world’s eleventh largest economy and one of the richest economies in Asia
was, in the 1950s, one of the poorest in the world and the third poorest in
Asia. Many economists and policymakers believed at the time that this was
an economy that could never be viable without sustained transfers of for-
eign aid.

Yet the reforms introduced in the late 1950s and early 1960s had a re-
markable—and remarkably swift—impact. Korea’s growth record is daz-
zling even with hindsight. Real gross domestic product (GDP) grew at an
average of 10 percent a year in the ten years from 1963. By the mid-1990s,
real per capita income was close to nine times what it had been in the early
1960s.

The thrust of the reform program was to turn Korea into an open econ-
omy, with a consistent and single-minded focus on exports. In 1960, at the
start of the reforms, Korean exports accounted for 3 percent of GDP and
imports for 13 percent of GDP. By 1970, the export share of GDP had risen
to 14 percent, and by 1980 it stood at 33 percent. Between 1959 and 1969,
exports and export earnings grew at an annual average rate of 41 percent.

The Chaebol played a central role in this spectacular export perfor-
mance. The Chaebol were conglomerates, usually family-owned, that grew
rapidly as a result of the reforms introduced from the early 1960s that pro-
vided strong incentives for exporters. The Chaebols’ success in exporting
was aided by government policies that allocated low interest toward suc-
cessful exporters, gave exporters tax breaks, and provided a realistic ex-
change rate. As companies grew rapidly and expanded, access to credit was
vital: and this was made available on the basis of their export performance. 

It is important to remember that the export incentives on offer were uni-
form, available to any that increased exports: they were not geared specif-
ically toward the Chaebol. Rather, the Chaebol were those firms, or con-
glomerates, that grew most rapidly and were exporters. For much of the
three decades or so of spectacular Korean growth, the Chaebol were na-
tional heroes—they were seen as spearheading the remarkably successful
growth performance, itself understood to be the result of opening up the
economy.

Trade was liberalized at an early stage in the Korean reform process, but
in the early years, the banking system was tightly controlled. Credit ra-
tioning according to preset criteria—predominantly export performance—
continued well beyond the mid-1960s. The real interest charged on these
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loans was positive but below the market-clearing rate. Deregulation of in-
terest rates only started in the late 1980s.

At the outset of the reforms, rationed credit financed a very large part of
investment, and that credit enabled more rapid expansion of exporting
companies than would have been possible if companies had relied on rein-
vested profits. It also ensured very high rates of return: in the first decade,
the Chaebol enjoyed rates of return estimated at 35 percent or more—so
high that most Chaebol would have borrowed even more, had they been
able to. Of course, these high rates of return resulted from the allocation of
resources to exportables, earlier seriously underdeveloped.

But over the next three decades, as growth and investment continued,
these rates of return fell, as indeed they should have. The real interest rate
charged on loans rose, and the gap between the controlled rate and the
market-clearing rate narrowed.

By the 1980s, the rates of return were slightly lower for the Chaebol than
for Korean manufacturing firms as a whole. By the latter part of that
decade, rates of return in Korea were, on average, slightly above 4 percent;
they fell to under 2 percent in the early 1990s and were negative by 1997.
This is in marked contrast to rates of return in the United States, which
were higher and more sustained, and with Japan, where even after falling
after the Asian crisis were still 2.3 percent.

The Chaebol continued to increase in importance relative to the economy
as a whole, as credit continued to be allocated to them, with dangerous con-
sequences. From the mid-1980s, the largest thirty, and the largest five Chae-
bol, were growing at around 20 to 30 percent annually. By the time of the cri-
sis in 1997, their assets were many times higher than they had been in 1985
(fourteen times for the largest thirty and nineteen times for the Big five). By
1997, the Big Five Chaebol firms accounted for about 40 percent of manu-
facturing sector assets. But the close links between firms in a Chaebol in-
cluded investing in each other and guaranteeing bank debt for each other
and, indeed, borrowing from some banks owned by the same Chaebol.

Because of the history of credit rationing and the reliance on debt fi-
nance, Korean firms were highly leveraged. Firms in the manufacturing
sector had debt equivalent to about three and a half times their equity in
the mid-1990s. This figure declined somewhat in the 1990s, but it was still
around two or three times higher than in the United States. Chaebol firms
were even more highly leveraged than Korean firms as a whole. And they
had strong incentives to continue to rely on debt financing, not least be-
cause the equity market was so small.

The highly leveraged position of the Chaebol had serious implications
for the Korean economy as a whole. Sustaining rapid growth meant pro-
viding a continuing flow of credit to the Chaebol. But as rates of return, of
manufacturing firms and the banks, declined, so maintaining the credit
flow became more difficult.
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Although bank assets rose sharply between 1992 and 1997, net income
had peaked in 1994, and the rate of return on bank assets was falling con-
tinuously, as was the rate of return on equity. Nonperforming loans (NPLs)
had not increased prior to the crisis—although NPLs rose sharply after the
crisis started—but in hindsight that appears to be, at least in part, the re-
sult of “evergreening.” This is the practice by which banks extend new
loans to enable borrowers to avoid default and service old debts. In other
words, the financial health of borrowers was deteriorating before the onset
of the crisis.

Conventional wisdom at the time of the crisis attributed the source of the
trouble to the foreign currency exposure of the banking system. But this
foreign borrowing had been needed to help sustain the rapid credit expan-
sion at home. Foreign borrowing was needed to cover the problem of
(mainly disguised) NPLs at home. The real source of Korea’s problems was
homegrown, as the quality of bank loan portfolios declined.

In a paper I prepared with Jungho Yoo, we described early-1997 Korea
as a disaster waiting to happen. Because of the need to sustain lending to
the Chaebol, the banking system and, ultimately, the economy had become
so vulnerable that any relatively small shock would have been enough to
bring the system to breaking point. The trigger was the foreign exchange
crisis that resulted in the sharp rises in interest rates needed to stem the out-
flow of capital. But it was the rise in interest rates that made debt servicing
impossible for many firms and so ultimately brought the banking system to
its knees. The situation was complicated by the need to restructure the
Chaebol as well as tackling the problems of the banks themselves.

Korea’s painful experience helped bring home to economists and the
policy community the importance of a well-regulated and transparent bank-
ing system—and the damage that can be inflicted on the economy as a
whole by the absence of a healthy financial sector. Tackling the problem 
of nonperforming loans is always challenging for policymakers, as we can
observe from Japan’s long (albeit ultimately successful) efforts to do this.
But NPLs must be easily identifiable by bankers and regulators. Lack of
transparency in the system, which gives bankers an incentive to ignore de-
terioration in the quality of their loan portfolios, can mean that NPLs only
become apparent at a late, and even more dangerous, stage. And attention
to balance sheet soundness, and the degree of open exposures, is crucial.

The events in Korea showed that weaknesses in the financial sector feed
through directly into economic performance. A problem for the banking
system is a problem for the economy as a whole. But this was greatly com-
pounded in Korea’s case by the absence of well-functioning financial mar-
kets beyond the banking system—the lack of efficient bond and equity
markets made the vulnerability of the banking system all the more danger-
ous. Crises and chronic weaknesses in the financial sector lead to low
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growth rates—or, in the worst cases, a contracting economy. Output is lost,
and poverty reduction efforts are halted, at least temporarily.

8.3 Lessons from the 1990s

It is difficult with an open trading economy to have other than a fairly
open capital account. But in the absence of a strong regulatory framework,
there is always a risk that financial deregulation will lead to a lending boom
and create vulnerabilities in the banking system. The rapid expansion of
domestic credit such as occurred in Korea in the 1980s and 1990s is always
dangerous. When credit expands too rapidly, the quality of bank portfolios
declines. Credit allocation becomes increasingly indiscriminate. The abil-
ity to assess risk is severely impaired, not least because the banks will lack
sufficient experienced personnel to judge risk properly in a credit boom.

In such a scenario, even a small shock can be sufficient to turn many
loans into nonperforming ones. That damages the banking system. But the
too-rapid expansion of credit and the growth of poor quality loans also
hamper economic growth.

A healthy banking sector is crucial. But it should not be the only source
of finance and credit allocation. I noted at the outset that as an economy
grows in size and complexity, the financial sector needs to grow with it. It
must become wider and deeper in order to spread risk and fund high-
quality investment. The more sources of finance and the more sources of
credit—and the greater the competition—the better placed the financial
sector is to assess risk and potential rates of return. The more efficient
credit allocation is, the more likely it is that credit goes to where it will de-
liver the best return, so raising the potential growth rate of the economy as
a whole. The better risk assessment and management, the better credit is
allocated; and the better-regulated the financial sector, the more resilient
the economy as a whole will be to external shocks.

Economies need well-developed bond and equity markets. As firms
grow in size, diversity, and complexity, they need access to credit on the
best terms; they also need access to different kinds of finance according to
their needs. The ability to raise longer term finance through equity or se-
curities reduces firms’ reliance on short-term bank finance that might
make long-term investments vulnerable to shifts in interest rates. And citi-
zens and institutions of different countries need to be able to hold each
others’ securities. This is a natural part of the process of global economic
integration and can also reduce the concentration of risk in each country
in any one sector. The problems that Korea experienced underline the dan-
gers of overreliance on bank loan finance for investment.

A final lesson pertains to the importance of assessing balance sheet risks.
The severity of the Korean crisis had much to do with the mismatch in cur-
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rency exposure between bank assets (won) and liabilities (more foreign
exchange).

8.4 The Impetus for Reform

So the role of domestic policymakers is clear. A healthy efficient finan-
cial sector is a vital component of economic growth. Putting the necessary
measures in place to ensure the banking system is sound, that nonbank fi-
nancial systems are well managed, and that banks have incentives to iden-
tify both risk in the system and potential rates of return all contribute sig-
nificantly to growth, even in the short term. But such measures bring
significant rewards in the medium and longer term. And as those involved
in the aftermath of the financial crises on the 1990s can attest, financial sec-
tor reform is far more difficult when undertaken in a crisis atmosphere.

Hence my earlier emphasis on the need to push ahead with reforms now,
when change can be implemented in a relatively benign global environ-
ment. It is important for emerging market economies—here in Latin
America as elsewhere—to address remaining vulnerabilities while the out-
look remains favorable. It is not simply a matter of creating a stable macro-
economic framework, important though that is. Reforms need to go be-
yond this and lay the foundations for more rapid and sustained growth.
The aim should be to raise the potential growth rate of an economy. Macro-
economic stability is a prerequisite for this, of course. But it is not enough.
Structural reforms aimed at making economies more flexible and thus ca-
pable of achieving more rapid growth are also essential.

And financial sector reforms are a vital element of these structural re-
forms. The latest issue of Doing Business, published annually by the World
Bank, underlines the importance of financial sector reforms and the contri-
bution they can make to stability and growth. Each issue of Doing Business

assesses individual country performance against a wide range of measures
that create a business-friendly environment. It makes for interesting—and
salutary—reading.

The latest issue has a section entitled “Getting Credit” and illustrates the
links between such factors as legal rights for borrowers and lenders and the
level of nonperforming loans and between the quality of credit information
and the strength of the financial system.

The evidence clearly shows that the more legal rights that borrowers and
lenders enjoy, the lower the level of nonperforming loans a country is likely
to have. As you might expect, many of the industrial countries score highly
on the strength of legal rights index that includes the ability of lenders to
enforce collateral, for instance, as well as the time such enforcement takes.
Out of a possible score of 10, the United Kingdom gets full marks, Aus-
tralia 9, Germany 8, and the United States 7. But Botswana and Albania
also score 9, whereas Italy only manages 3. Latin American countries also
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tend to have low scores: Argentina manages 3, while Brazil and Mexico
only score 2. Many countries elsewhere in the world score 1 or 0.

Strengthening the legal rights of borrowers and lenders is crucial if pro-
ductive investment is not to be stifled. Lenders are understandably reluc-
tant to lend to any but the lowest-risk borrower if they cannot enforce col-
lateral contracts or if such enforcement takes an unreasonable length of
time. Businesses with investment possibilities offering potentially good re-
turns find it hard to obtain credit in such an environment. And credit allo-
cation in an economy with weak legal protection for financial transactions
is likely to be suboptimal at best, with the inevitable consequence that
growth is below potential.

Doing Business also notes a correlation between ratings of financial 
system strength and the presence of private credit bureaus that are seen 
as improving the provision of credit information. The provision of good
credit information—including negative as well as positive information on
would-be borrowers—makes it easier for business to obtain credit because
lenders are more accurately able to assess creditworthiness and risk. Mak-
ing it hard for lenders to obtain information simply penalizes all would-be
borrowers, including those whose creditworthiness is sound and whose
borrowing would bring good returns.

Again, the industrial countries score well on credit bureau coverage. The
United States, Sweden, Ireland, and Canada are among those countries
where credit bureaus cover the entire adult population. Argentina also
scores highly on this measure, with 95 percent coverage. But Brazil and
Paraguay have coverage of barely half the population, while Mexico doesn’t
quite have 50 percent. Chile has 22 percent coverage and Costa Rica less
than 5 percent. More than half the 155 countries surveyed have no private
credit bureau coverage at all.

Reforms are under way in some areas. Brazil, for example, was one of ten
countries in 2004 that made it easier to create and then enforce collateral
agreements, which make access to credit easier for borrowers and provide
better incentives for lenders. Among the others introducing similar re-
forms were India, Japan, Finland, and Croatia—a mixed group that dem-
onstrates that reform is, and ought to be, an ongoing process for all coun-
tries, be they low income, emerging market, or industrial.

8.5 The Role of the IMF

The IMF has an important role to play here. Our central task, according
to our mandate, is the promotion of international financial stability. That
is not meant to be an end in itself, of course. Our Articles of Agreement
make clear that a stable international financial system is a vital ingredient
in promoting the sustained rapid economic growth that brings rising living
standards and poverty reduction. And, as our Articles also emphasize, in-
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ternational financial stability is essential for the expansion of trade that en-
ables rapid growth.

But international financial stability needs sound national financial sys-
tems. So the Fund, in the context of our Article IV and surveillance work,
as well as in our work with program countries, focuses much of its work on
the health of the financial sector. We have introduced new tools, including
the Financial Sector Assessment Program, about which I will say more in
a moment, to help us in this work.

We try to assess financial sector robustness in a variety of ways. We pay
close attention to banks’ balance sheets and the extent of NPLs. We also
examine the extent to which risk is clearly defined in the financial system as
a whole. And we look at the degree of competition within both the bank-
ing system and the financial sector as a whole: competition improves the
efficiency of credit allocation, and it also helps diversify financial risk and
cut borrowing costs. We examine issues such as the rate of credit expan-
sion; and we look for mismatched exposures as these are a potential source
of instability.

I noted earlier that the breadth of financial instruments is important, as
is the transparency of the system that enables more accurate assessments
to be made of the asset and risk position of individual institutions. And a
strong, effective regulatory regime, following international best practice, is
vital.

I mentioned the Financial Sector Assessment Program (FSAP). Intro-
duced in 1999, this is part of the attempt to enhance the Fund’s work in this
area. It is a voluntary program—member countries request an FSAP,
which involves bringing in a team of experts to undertake a detailed exam-
ination of the financial system of the country in question. The work carried
out under an FSAP program involves a broad range of financial experts,
many of them from outside the Fund. Some come with substantial experi-
ence in regulating the financial sector of individual member countries; oth-
ers are involved with international regulatory bodies. Still others have spe-
cific qualifications needed for the tasks involved.

The FSAP program—which the Fund runs jointly with the World Bank
when low-income countries are involved—aims to help member govern-
ments strengthen their financial systems by detecting vulnerabilities in fi-
nancial supervision at an early stage, to identify key areas which need fur-
ther work, to set policy priorities and to provide technical assistance when
this is needed to strengthen supervisory and reporting frameworks. The
end result is intended to ensure that the right processes are in place for
countries to make their own substantive assessments.

Financial sector assessment programs don’t examine the balance sheets
of individual banks, or even the banking sector as a whole. Their purpose
is to help our member countries ensure that an appropriate framework is
in place so that domestic regulators and supervisors are able to make ac-
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curate judgments about the health of the banks and other financial insti-
tutions under their jurisdiction.

A large number and a wide range of our member countries have now had
an FSAP program. The feedback we get is overwhelmingly positive, from
both industrial countries with highly developed financial sectors as well as
others.

The FSAP also forms the basis for Financial Stability Assessments
(FSAs) in which IMF staff address issues related to the Fund’s surveillance
work. These include risks to macroeconomic stability that might come
from the financial sector and the capacity of the sector to absorb shocks. Is
the level of NPLs a cause for concern? Are the banks well regulated and
sound? How would the financial sector be affected by sharp rises in inter-
est rates—would this lead to a rise in NPLs? Again, these FSAs cut across
the full breadth of our membership.

We have also worked with the World Bank to develop a system of Stan-
dards and Codes—using internationally recognized standards—that re-
sult in Reports on Standards and Codes (ROSCs). These cover twelve ar-
eas, including banking supervision, securities regulation, and insurance
supervision. The financial sector ROSCs are an integral part of the FSAP
and are published by agreement with the member country. They are used
to sharpen discussions between the Fund—and, where appropriate, the
World Bank—and national authorities and, in the private sector, including
rating agencies, for risk assessment purposes.

It is perhaps worth noting that some Fund research done a couple of
years ago suggests that there is a tangible payoff—in the form of lower
spreads—for member countries where the Fund has undertaken ROSCs
and where the reports have been published in full. The markets take a fa-
vorable view of this transparency which can translate into lower borrowing
costs.

8.6 Conclusion

For economists and policymakers, the experience of the 1990s taught us
a great deal. Of course, we learned that reliance on fixed exchange rates can
make economies vulnerable in the event of crisis (and most emerging mar-
ket economies have, as a consequence, adjusted their exchange rate re-
gime). We learned that in an increasingly integrated world economy a
strong macroeconomic framework is essential both to make possible more
rapid and sustained growth and to reduce vulnerability to shocks.

But we learned perhaps above all that financial sector soundness is vi-
tal—for its own sake, yes, but also for the health of the economy as a whole.
Weaknesses in the financial sector result in lower growth than would oth-
erwise be possible and make the economy more vulnerable to crises.

Financial sector health depends on a sound regulatory framework, rely-
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ing on incentives, sound banking procedures that permit the proper as-
sessment of risk, and the progressive widening and deepening of the finan-
cial sector to ensure that it continues to meet the needs of the economy.
Like economic policy reform in general, financial sector reform cannot be
a one-off. It has to be a continuous process, partly to reflect our growing
understanding of the issues and partly to reflect the need for constant
adaptation and refinement in the financial sector and in the economy as a
whole.

Let me emphasize once again that policy made on the hoof in a crisis sit-
uation is always difficult to get right. Reforms forced on the authorities as
they respond to a crisis stand less chance of long-term success because they
are less likely to be well-thought out. But planned reforms implemented in
the context of an expanding national and global economy have lower ad-
justment costs and present fewer political difficulties.

Financial market strength is vital in a successful and growing national
economy. It is also vital for the smooth functioning and long-term growth
prospects of the global economy. It is a central part of the economic policy
reform process and, as such, is an important priority for the Fund in its role
of promoting international financial stability and growth.
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