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Preface

“Midway upon the journey of our life, I found myself within a forest dark, for the straightforward pathway
had been lost.” These words from Dante Aliguieri can summarize the main motivation that we had for
writing this book: trying to cover and explain recent advances in THz frequencies from a semiconductor
technology perspective. Our motivation started with a meeting in Nürnberg (Germany) in October 2013,
where we (all authors of this book) had agreed to meet to discuss the objectives and structure of the book
in its present form.

THz frequencies have been investigated for a long time, since the middle of the twentieth century,
having coined popular terms such as the “THz gap” to indicate the underdevelopment of this part of the
electromagnetic spectrum. However, the technological challenge to develop efficient devices for both
generation and detection of THz waves has only recently started to be addressed. The mechanisms that
govern the propagation, emission, and characterization at THz frequencies have been studied and devel-
oped by both physicists and engineers. We have realized that, very frequently, there is a huge lack of
knowledge about the different perspectives that are involved. Let us illustrate this point with an example:
the photomixing technique for the generation of THz waves. Photomixing uses two lasers emitting at
slightly different wavelengths that beat in a semiconductor device, obtaining the difference of the two
lasers as the THz emitted frequency. It must thus be studied, taking semiconductor physics into account.
Conversely, the study of the antennas and/or lenses attached for extracting the THz wave generated (or for
the propagation and guiding of THz signals) is typically done by the classical approach of macroscopic
electrodynamics. Engineers typically treat the photomixing process as a “black box” where they have
to insert their antennas to get the best matching. On the other hand, the physicists who developed the
device sometimes forget about the technology limits or have modest knowledge about antenna radiation
mechanisms, and use classical topologies on the basis that they worked previously, not being aware that
more efficient approaches are available. The result is that both research approaches, although totally valid
and rigorous, have a lack of knowledge in the other area. In order to optimize the devices, the researchers
need to address design issues that lead them into areas of expertise that they do not master. That is what
we call entering into “the forest dark” of Dante.

We believe that partnership among researchers is the best approach to explore the new regions. With
this spirit in mind, we organized the meeting at Nürnberg, contacting specialists from all the regions
of the THz forest. The main objective for this book in the beginning was to shed some light into the
different parts of the THz forest. We can affirm that the book is a self-contained manual for both physi-
cists and engineers who are working or starting their research in semiconductor THz technology. The
international team of authors, which comes from both areas of knowledge, that is, Physics and Engineer-
ing, wrote all the contributions with extreme care, explaining the basic concepts of their areas up to the
current state-of-the-art. For this reason, an expert in an area could find a few pages of the book “rather
elementary”. These are, however, strictly necessary to provide total consistency and the self-contained
aspect of the book, and to cover fully the current state-of-the-art.

In Chapter 2, the theoretical background of terahertz generation by photomixing is discussed in detail.
Basic design rules are specified for obtaining highly efficient optical to THz power conversion for both
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photoconductive and high frequency p-i-n diodes, considering pulsed as well as continuous-wave oper-
ation. State-of-the-art realizations of photomixers at 800 and 1550 nm laser wavelengths are shown.
Limiting electrical and thermal constraints to the achievable THz power are also addressed. Finally,
this chapter gives an overview of electronic means for THz generation, such as Schottky diodes, negative
differential resistor oscillators, and plasmonic effects that are used in THz generation. The chapter starts
with a quick overview of the most relevant THz generation schemes based on nonlinear media, accel-
erating electrons, and actual THz lasers. This serves to place in context the two schemes discussed in
detail thereafter: photomixing and electronic generation. The chapter goes through the theoretical frame-
works, principles of operation, limitations, and reported implementations of both schemes for pulsed
and continuous-wave operation when applicable. The chapter also covers to a lesser extent the recently
explored use of plasmonics to improve the efficiency of THz generation in photomixing, nonlinear media,
and laser schemes.

Chapter 3 presents the theoretical background of antenna theory, tailored to terahertz applications. A
general discussion is provided on the issues of THz antennas, especially for matching to the photomixer.
Array theory is presented, together with an exhaustive and precise analysis of one of the most promising
and new solutions for generating THz emission with high power levels, that is, the large area emitter
concept.

In Chapter 4 we first briefly introduce Maxwell’s equations and derive the Helmholtz equation, that is,
a special case of the wave equation, and introduce its different solutions for fields that may propagate in
THz waveguides. The second section describes different waveguides operating at THz frequencies, and
the third section is devoted to the beam waveguide and quasi-optics. Material issues related to waveguides
and quasi-optical components are also discussed. The chapter concludes with THz wave propagation in
free space.

Chapter 5 is a comprehensive review of the physical principles and engineering techniques associated
with contemporary room-temperature THz direct detectors. It starts with the basic detection mecha-
nisms: rectification, bolometric, pyroelectric, and plasma waves. Then it addresses the noise mecha-
nisms using both classical and quantum principles, and the THz coupling using impedance-matching
and antenna-feed considerations. Fundamental analyses of the noise mechanisms are provided because
of insufficient coverage in the popular literature. All THz detectors can then be described with a com-
mon performance formalism based on two metrics: noise-equivalent power (NEP) and noise-equivalent
temperature difference (NETD). The chapter concludes with a comparison of the best room-temperature
THz detector experimental results to date above ∼300 GHz, and suggests that as none of these detector
types are operating very close to fundamental theoretical limits there is room for significant performance
advances.

Several key topics in THz electronics are discussed in Chapter 6. We describe operating principles, lim-
itations, and state-of-the-art of resonant-tunneling diodes (RTDs) and THz RTD oscillators. Furthermore,
THz fundamental or sub-harmonic flip-chip Schottky diode mixer configurations are described. Differ-
ent measurement techniques are commented and their properties outlined. The chapter also describes
the use of advanced mixer configurations. Fabrication technologies for Schottky-diode based structures
for THz wave applications are included, together with the low-barrier Schottky diode characterization
for millimeter-wave detector design. Finally, low noise amplifiers (LNAs) for sub-millimeter waves are
discussed, including up-to-date design approaches and resulting performance, with emphasis on the nec-
essary technological modification to extend monolithic microwave integrated circuit (MMIC) approaches
toward the THz region.

The THz spectral range has not yet been fully exploited to its full potential due to the current limitations
in sources and detectors. To open the THz frequency range for applications, photonic solutions have
been at the technological forefront. For instance, the advances of time domain spectroscopy techniques
using short pulse lasers have enabled the provision offull spectroscopy data across the range. There are
different types of systems and their development should be governed by the requirements of the potential
application. Photonic techniques are desirable solutions for millimeter wave and THz generation in terms
of their energy efficiency and, above all, their tuning range. Recent developments in this area target the
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improvement of optical-to-THz converters as well as enhancing the level of integration of semiconductor
laser sources in order to address their main drawbacks, cost, and spectral purity. The purpose of Chapter
7 is to describe the main types of photonically enabled THz systems and the expected performances from
their components. A description is provided of the key elements in designing each of the components
and their limitations. The final part of the chapter is a discussion on potential future development and the
importance of integration.

Finally, Chapter 8 summarizes and explains some novel approaches and applications of THz, such as
liquid crystals, graphene technology, or resonator theory based on a nonlinear up-conversion process.
This makes the approach very appealing for its use as highly-sensitive receivers.

We expect that the reader will find in the book not only answers but also at least some hints for con-
tinuing the advances in THz technology. Of course, we hope that the reader shares the same feeling of
satisfaction experienced by the authors when writing and discussing the present book.

Prof. Dr. Guillermo Carpintero
Prof. Dr. Luis Enrique García Muñoz

Madrid, Spain, November 2014

Prof. Dr. Hans Hartnagel
Prof. Dr. Sascha Preu

Darmstadt, Germany, November 2014

Prof. Dr. Antti V. Räisänen
Espoo, Finland, November 2014





Foreword

Terahertz technology is one of the most exciting areas being explored today by researchers interested
in high frequency electromagnetic systems and associated solid-state devices, antennas, quasi-optical
components, and related techniques. Although tantalizing in its potential, terahertz technology has also
been frustratingly slow to develop to maturity. This book represents the most detailed and up-to-date
exposition of the current state of the art for terahertz technology, and an exposition of the reasons for
its slow progress. It contains discussions of terahertz sources, including the scaling up of microwave
and millimeter wave oscillators and frequency multipliers, as well as the mixing of infrared or optical
lasers to produce difference frequencies in the terahertz band. Radiation of terahertz signals is described,
including the use of antennas as well as the direct radiation from emitting sources. Terahertz propagation
in various types of waveguides is discussed, in addition to propagation characteristics of the atmosphere.
Detection of terahertz signals by direct detection methods using diodes, bolometers, and pyroelectric
devices is presented, along with noise characteristics of these techniques. Electronic devices useful for
detection, mixing, generation, amplification, and control of terahertz signals are thoroughly described.

This book includes seven chapters written by the leading researchers in terahertz technology research
today. Chapter authors represent research groups from around the world, including workers from Spain,
Germany, Italy, the United Kingdom, Japan, Finland, Ireland, and the United States. Again reflecting the
uniqueness of terahertz technology as an interdisciplinary effort, contributors come from the fields of
both engineering and physics, as do the subjects reported here. For these reasons, this work should prove
to be of interest and value to researchers, teachers, and students.

The terahertz frequency band (100 GHz to 10 THz) is located between microwave frequencies at the
low end, and far-infrared frequencies at the high end. Although initial work at terahertz frequencies was
done as early as the 1970s, major progress on systems using such frequencies has been slow due to
the difficulty in fabricating sources, detectors, amplifiers, antennas, and other components at such high
frequencies. On the other hand, terahertz technology, being positioned between microwave technology
and optical technology, can benefit from the unique methods and techniques of each of these domains.
A good example of this is presented in Chapter 2, where the generation of terahertz power is described
using solid state oscillators and frequency multipliers (scaling up of techniques and devices commonly
used at microwave and millimeter wave frequencies), as well as generation using photomixing of two
lasers (a common technique in the optical domain). Several other examples of how terahertz technology
capitalizes on both electronics technology and optical technology are described in other chapters. As
most new technology is built “on the shoulders of giants”, terahertz technology has two sets of “giants”
to build upon.

Applications of terahertz technology include sensors, imaging for medical and security purposes, and
short-range communications. One of the earliest applications of terahertz frequencies was for astronomi-
cal spectroscopy, as many of the more complex molecules being searched for in space have resonances at
these frequencies. Terahertz frequencies also provide unique features for communications systems, pro-
viding extremely high bandwidth, and built-in resistance to eavesdropping due to extremely high rates
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of atmospheric attenuation. As more progress is made with solid state components for terahertz frequen-
cies, it is certain that more applications will be found for this unique technology. Such progress seems
to be accelerating: it was just recently announced that the first MMIC amplifier operating above 1 THz
has been developed in the US. Developments like this mean that we can look forward to seeing terahertz
technology move from the research lab into practical and affordable commercial and science applications
in the near future. This book will provide the background that workers will need to be productive in this
exciting field.

David Pozar
Professor Emeritus

Electrical and Computer Engineering
University of Massachusetts Amherst

Amherst, MA USA
November 2014
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General Introduction
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In this book, we define TeraHertz (THz) waves as the part of the electromagnetic spectrum with wave-
lengths ranging from 3 mm down to 30 μm, that is, from 100 GHz to 10 THz covering the upper part of
millimeter waves (30–300 GHz), the whole range of submillimeter waves (300 GHz to 3 THz), and the
lower end of infrared waves (from 3 THz to visible light).

THz science and technology is a relatively young area both in research and applications. THz appli-
cations started from radio astronomy in the 1970s. This was based on the property that molecules and
atoms can be identified by their radiation spectrum caused by their rotational and vibrational resonances.
Since then the THz band has found many other potential applications because it provides unprecedented
bandwidth and opportunities for completely new sensor applications. It is feasible and potential for many
ground-based commercial applications as well as for Earth science applications: remote sensing of the
Earth’s surface and atmosphere, broadband high data-rate indoor (e.g., smart home) and short-range out-
door wireless communications, short-range, long-range, and multi-function automotive radars and ultra
wide band (UWB) high-resolution radars, telematics for road traffic and transport, both between vehicles
and between vehicles and infrastructures, imaging for security, medical, and other purposes.

In free space, transmission of THz waves typically requires line-of-sight between the transmitter and
the receiver. The length of a terrestrial communication hop cannot be very long since the water vapor
of the atmosphere is highly absorbent, ranging from not more than a few meters to hundreds of meters.
On the other hand, this high attenuation enables one to limit THz-communication distances to secure
distances. Depending on the relative humidity (between 25 and 100%), the atmospheric attenuation at sea
level and at a temperature of 25 ∘C ranges from 0.3 to 1 dB km–1 at 100 GHz and from 50 to 250 dB km–1

at 700 GHz. At water vapor absorption peaks, for example, at 557 GHz, the attenuation may reach values
over 104 dB km–1.

So far the employment of THz systems for applications has been slow because of the immature tech-
nology. The frequency range from 0.1 to 10 THz is often called the terahertz gap, because technologies
for generating and detecting this radiation are much less mature than those at microwave or infrared
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2 Semiconductor Terahertz Technology

frequencies. Mass production of devices at the terahertz gap frequencies and operation at room tem-
perature have mostly not yet been realized. High-power THz waves (beyond the kilowatt levels) with
microwave concepts can be generated by using vacuum tube generators, such as backward wave oscilla-
tors (BWOs) and free electron lasers (FELs), and lower THz power waves by multiplying semiconductor
oscillator frequencies from the microwave or low millimeter wave bands by Schottky diode multipliers
to the THz waves. On the other hand, THz radiation with photonics means may be generated by using
optically pumped gas lasers or photomixers pumped with two infrared semiconductor lasers. In the latter
case, the power of the THz signal is typically only microwatts. Additionally it is possible to generate
THz signals of very low power values (nanowatt levels) by ultrashort bias pulsing, and this technique has
been very successful in THz characterization of chemical elements.

However, recent strong advances in the development of semiconductor components and their manufac-
turing technology are making THz systems and applications more feasible and affordable. The terahertz
gap is shrinking slowly but definitely due to strong developments from both directions, from microwaves
and from photonics.

New approaches to the design and manufacturing of THz antennas are another indispensable basis
for developing future applications. THz frequencies require integration of antennas with the active
electronics. In most applications, electronic focusing and beam steering is needed or is at least a very
valuable asset. One of the main components of a radar sensor is a beam-steering device that scans sur-
roundings for hidden objects. Another application that requires implementation of the same technology
is point-to-point wireless communication systems. If beam steering is implemented in receiving and
transmitting antennas, a self-adapting mechanism can be elaborated for innovative performance of the
future secure high-capacity communication links. Because the RF (radiofrequency) spectrum in the
microwave region is highly populated with different communication standards, a possible frequency
range for high-capacity communication systems, which require a wide bandwidth, can be found at
millimeter wavelengths, for example, at 86, 150, and 250 GHz.

This book is intended to be valuable for researchers in this field, for industrialists looking to open
new markets, and particularly also for teaching at university level. Therefore it concentrates on those
parts of the subject which are important for these aspects. Other important scientific areas such as THz
spectroscopy are not treated in detail, except for the possibility of its use in security by identification of
explosive materials.
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2.1 Overview
The THz frequency range (100 GHz to 10 THz) is situated between microwaves and infrared optics. For
a long time, it was called the “THz gap”, since there were no efficient sources and detectors available,
in contrast to the neighboring microwave and optical domains. In the meantime, a multitude of means to
generate THz radiation has been developed in order to close this gap. For the highest THz power levels,
that is, tens of watts average power and tens of microjoules pulse energies [1–3], factory hall sized
free electron lasers (FELs) and synchrotrons have been constructed. A heavily accelerated, relativistic
electron beam is guided into an undulator, a structure where the electron is deflected back and forth
by alternating magnetic fields. The acceleration of the relativistic electrons perpendicular to their main
direction of propagation results in dipole radiation along the propagation axis. In FELs, the undulator is

* Presently with Canon Inc., Frontier Research Centre, THz Imaging Division, Tokyo, Japan
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4 Semiconductor Terahertz Technology

usually situated inside a THz cavity [4, 5]. The cavity field acts back on the electron beam, resulting in
microbunching, that is, dicing the electron beam into packets. Constructive interference of all electron
packets occurs, resulting in a laser-like behavior.

Another source is the backward wave oscillator (BWO). This could be considered as the small brother
of a synchrotron or FEL. It consists of a vacuum tube that houses an electron source and a slow wave
circuit (instead of an undulator). At resonance, a wave is built up in the slow wave circuit that propagates
in the opposite direction to the electron beam, hence the name “backward wave” oscillator. In contrast
to FELs, BWOs are table-top sources. They provide power levels in the range of milliwatts (at 1 THz) to
100 mW (at ∼100 GHz) [6].

True THz lasers are gas lasers, p-germanium (p-Ge) lasers and quantum cascade lasers (QCLs). Gas
lasers use polar molecules as the laser medium. Many spectral resonances of molecule rotations of basi-
cally all polar molecules (e.g., methanol) are situated in the THz range and therefore suited as THz
laser levels. The gas cell, set up within a THz cavity, is usually pumped with an infrared laser, in most
cases a CO2 laser [7]. Only the THz wavelength that is in resonance with both the cavity and a rota-
tional resonance of the molecule is amplified. Average power levels in the milliwatt range can easily be
achieved with record continuous-wave (CW) levels above 1 W [8]. However, the frequency is limited
to the molecule-specific resonance frequencies. The p-Ge laser consists of p-type germanium mounted
in a crossed E (electric) and B (magnetic) field. The laser transitions are either transitions from light
to heavy hole valence subbands or transitions between cyclotron resonances [9, 10]. The laser cavity
is the crystal itself or an external cavity [11]. So far, p-Ge lasers have to be operated in a cryogenic
environment. QCLs consist of a superlattice of quantum wells which is electrically biased [12]. Each
superlattice period consists of several quantum wells of different width and barrier thickness. The upper
and lower laser levels are extended over several suitably designed wells. Strong coupling through a nar-
row barrier allows filling of the upper laser level. In order to achieve population inversion, fast depletion
of the lower level is ensured by resonant longitudinal optical (LO) phonon-assisted transitions to lower
states and strong coupling to the neighboring “ground state” through a narrow barrier. This ground state
represents the injector into the upper laser level of the next period of the “quantum cascade” structure,
which is comprised of the order of N≈ 100 periods. Ideally, a single electron produces 1 THz photon
for each sequence in the cascade. As the spontaneous radiative transitions between the upper and lower
laser levels are competing with by orders of magnitude more efficient non-radiating phonon-assisted
transitions, the dark current density in QCLs is high. With sophisticated design, it has become possible
to achieve very high THz photon densities in high-Q laser cavities, such that ultimately the stimulated
laser transitions largely outnumber the non-radiative processes. Although the threshold currents are high,
the quantum efficiency above threshold becomes high and CW power levels in the tens of milliwatts are
available in the upper part of the THz range [13]. However, the tunability is limited by the linewidth
of the THz resonator (usually the QCL chip itself), and it is very challenging to operate a QCL below
1 THz [14]. Both p-Ge lasers and THz QCLs require cryogenic operation. This often hinders commercial
applications.

Another very important optical method of THz generation is nonlinear frequency conversion [15].
Many materials show nonlinear components of the electric susceptibility, 𝜒 . The polarization, P(t), of a
crystal caused by incident light with field strength E(t) is given by

P(t) = 𝜀0

(
𝜒 (1)E(t) + 𝜒 (2)(E(t))2 + 𝜒 (3)(E(t))3 + …

)
, (2.1)

where E(t) is the sum of all incident electric fields. The strength of the nonlinear components (i.e., 𝜒 (n)

with n> 1) depends strongly on the crystallographic structure of the material. For THz generation, the
second-order nonlinearity, 𝜒 (2) , is most commonly used. For two incident lasers that differ slightly in
frequency, this term contains a component of the difference frequency. P(t) then oscillates and emits pho-
tons at the difference frequency that can easily be chosen to be in the THz range. Since P(2)(t)∼ (E(t))2,
high fields are required for efficient generation. Therefore, mostly pulsed laser sources are used, with a
few CW examples also demonstrated. It also works for single to few THz cycle pulses, since the pulses
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contain a broad frequency spectrum. The optical laser signal and the THz signal have to co-propagate
through some length, l∼ 0.5 mm, of the nonlinear crystal. The THz (phase) refractive index and the
optical (group) refractive index have to be matched in order to assure propagation at the same speed
of light (“phase-matching”). Due to the Manley–Rowe criterion (simply speaking, one pair of optical
photons can only generate 1 THz photon), 𝜒 (2) THz generation is very inefficient the further the THz
frequency and the optical frequencies are apart (if secondary photons are recycled, however, efficiencies
above the Manley–Rowe limit are possible). Typical power efficiency values for THz generation with
near-infrared (NIR) lasers are in the range of 10−5 [15]. However, the high available power of state of the
art pulsed laser systems, the high THz peak power (50 kW in Ref. [16]), the large frequency coverage,
and room-temperature operation make nonlinear THz generation very attractive for many applications.

A detailed description of all these approaches is beyond the scope of this book. This chapter will
therefore focus only on THz generation by photomixing and by electronic means.

Much like nonlinear THz generation, photomixers down-convert optical photons to THz photons. In
contrast to polarization of a crystal, where one pair of optical photons generates one THz photon, a pair
of optical photons generates one electron–hole pair in a semiconductor. Each electron–hole pair can
emit many THz photons. Therefore, THz generation via photogenerated electron hole pairs is typically
much more efficient than nonlinear generation, particularly at the lower end of the THz spectrum. This
approach works well at room temperature and under ambient conditions, and offers an extremely large
tuning range. These sources can be operated with a single, few cycle pulsed laser (broadband operation),
two pulsed lasers with pulse widths much longer than the inverse THz frequency (quasi-continuous-wave
operation), and in the CW mode (requiring two CW lasers). They are very versatile and are used in many
applications. In this chapter, we will develop the theoretical framework, the limitations, and provide
various realizations of photomixers.

In Section 2.3 we will discuss the fundamentals of electronic generation of THz radiation. This includes
electronic high frequency oscillators such as negative resistance devices (resonant tunneling diodes, and
Esaki diodes) and electronic up-conversion of microwave radiation to the THz domain using Schottky
diodes and hetero-barrier varactors. Since microwave circuits offer high power levels and high efficien-
cies, electronic THz generation is very successful and offers many applications. Such applications range
from astronomic applications on satellites to table-top applications in the laboratory.

2.2 THz Generation by Photomixers and Photoconductors

2.2.1 Principle of Operation

For simplicity, we start with CW or quasi-continuous-wave photomixing. The formalisms are simpler to
understand since all equations have to be derived only for a single THz frequency. However, most results
will also be valid and applicable for pulsed operation. A photomixer consists of a semiconductor that
is excited with a pair of lasers with powers P1 and P2, and optical frequencies 𝜐1,2 = 𝜐 ± fTHz∕2, that is,
they differ in frequency by the THz frequency. The frequency of the lasers must be sufficiently high in
order to generate electron–hole pairs in the semiconductor by absorption, that is 𝜐1,2 >EG/h, where EG

is the band gap energy of the semiconductor (e.g., EG = 1.42 eV for GaAs) and h is the Planck constant.
The lasers with electric field strengths E1,0 ∼

√
P1 and E2,0 ∼

√
P2, are heterodyned, resulting in a total

optical field strength of

E⃗(t) = E⃗1(t) + E⃗2(t) = E⃗1,0ei(𝜔+𝜔THz∕2)t + E⃗2,0ei(𝜔−𝜔THz∕2)t−i𝜑, (2.2)

where 𝜔i = 2𝜋𝜐i are angular frequencies and 𝜑 is the relative phase. The optical intensity is

IL(t) ∼ |E⃗(t)|2 = E2
1,0 + E2

2,0 + 2|E⃗1,0 ∘ E⃗2,0| cos(𝜔THzt + 𝜑), (2.3)

as illustrated in Figure 2.1a–d.
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Figure 2.1 Schematic of the photomixing process. (a) Two lasers are heterodyned, (b) resulting electric
field, (c) resulting power modulation with a beat node at the difference frequency and (d) the heterodyned
lasers are focused on a photomixer. It is connected to an antenna to radiate the THz signal. A silicon lens
assists to couple out the THz beam to free space.

Expressing Eq. (2.3) in terms of power yields

PL(t) = P1 + P2 + 2
√

P1P2 cos 𝛽 ⋅ cos(𝜔THzt + 𝜑), (2.4)

where 𝛽 is the angle between the electric fields (polarizations) of the lasers. An ideal semiconductor
device (i.e., all light is absorbed, no losses) will generate a photocurrent

Iid
Ph(t) =

ePL(t)
h𝜐

=
e(P1 + P2)

h𝜐
+ 2

e
√

P1P2

h𝜐
cos 𝛽 ⋅ cos(𝜔THzt + 𝜑), (2.5)

with a DC component of Iid
DC = e(P1 + P2)∕h𝜐 and an AC amplitude of Iid

THz = 2e
√

P1P2 cos 𝛽∕h𝜐. The
AC current is maximized for P1 =P2 =PL = 1/2 Ptot and 𝛽 = 0, that is, the two lasers have identical power
and polarization, yielding Iid

THz = ePtot∕h𝜐 = Iid
DC = Iid, where Ptot = 2PL is the total laser power. The total

current reads
Iid

Ph(t) = Iid[1 + cos(𝜔THzt + 𝜑)]. (2.6)

The AC current is usually fed into some kind of antenna with radiation resistance RA and an (ideal) THz
power is radiated,

Pid
THz =

1
2

RA(I
id
THz)

2 = 1
2

RA

( e
h𝜐

)2
P2

tot (2.7)

To summarize, two laser beams that differ in frequency by the THz frequency are absorbed by a semi-
conductor device. The device produces an AC current at the difference frequency of the lasers, namely
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the THz frequency. This current is fed into an antenna for THz emission. At first glance, this seems to
be a complicated scheme. However, the photomixing concept has several outstanding advantages:

• It is very simple to tune a laser by 1 THz (see Chapter 7 for details). For 1550 nm (800 nm) lasers, this
corresponds to a wavelength offset of 8 nm (2.2 nm). Most lasers are tunable by several nanometers
to tens of nanometers, so photomixers are inherently tunable over an extremely wide range. This is
particularly important for spectroscopic applications.

• The linewidth of the THz radiation from a CW photomixer is determined by the linewidth of the
lasers. Typical values are a few MHz to a few tens of MHz. This is sufficient for most applications.
Long cavity lasers can offer linewidths in the 100 kHz range. To obtain even narrower linewidths, it is
also possible to stabilize the lasers [17].

• The interaction length of the laser beam with the semiconductor is short compared to the THz wave-
length. In contrast to nonlinear mixing there are no phase matching problems.

• Most importantly, photomixers can be operated at room temperature, but are not limited to that.

For pulsed operation, the device absorbs a single, short optical pulse. By using some kind of radiating
structure, such as an antenna, the photocurrent yields THz radiation. The emitted THz field is proportional
to the first time derivative of the photocurrent,

ETHz(t) ∼
𝜕IPh(t)
𝜕t

(2.8)

In order to obtain the frequency spectrum of the emitted signal, the THz field has to be Fourier trans-
formed, yielding

ETHz(𝜔) ∼ FT

[
𝜕IPh (t)
𝜕t

]
= i𝜔IPh(𝜔), (2.9)

where IPh(𝜔) is the spectrum of the photocurrent. In the ideal case, the photocurrent spectrum is pro-
portional to the optical pulse spectrum. According to the Fourier theorem, the spectral width, Δ𝜔, is
inversely proportional to the temporal width (current pulse duration), Δ𝜏, that is, Δ𝜔Δ𝜏 = 0.5. There-
fore, the optical pulse duration must be (much) shorter than the period of the maximum THz frequency to
be obtained. In real devices and in contrast to the CW case, the relation between photocurrent and optical
power is more complicated: The photocurrent density at time t of a carrier density generated at time t′ is
given by jPh(t, t′)= en(t′)v(t− t′), with the carrier velocity v(t – t′). When an optical photon is absorbed
close to the band edge, it generates an electron–hole pair that is at rest. The carriers are subsequently
accelerated, for instance by an applied DC bias. Thus, not only the carrier concentration (generation
rate 𝜕n(t)/𝜕t∼PL(t)) but also the carrier velocity is time dependent. The THz pulse is thus temporally
broader than the optical pulse and depends on the details of the carrier transport in the semiconductor.
These broadening mechanisms will be discussed in the next section.

2.2.2 Basic Concepts and Design Rules

There exist two kinds of photomixers: p-i-n diode-based mixers and photoconductive mixers. In order to
develop the limiting factors of photomixers at high THz frequencies, we will start with p-i-n diodes and
discuss photoconductive mixers subsequently.

2.2.2.1 p-i-n Diode-Based Photomixers

At DC and at low and intermediate RF frequencies, p-i-n diodes are implemented to generate photocur-
rent from incident light in many applications. For instance, p-i-n diodes are used in solar cells and also
as receivers in communication electronics, where they act as optical to RF converters. A p-i-n diode



8 Semiconductor Terahertz Technology

n-contact

hυ

z

E

EF

p-contact Intrinsic (i)

absorption

layer

Figure 2.2 Double hetero p-i-n diode structure as used in RF electronics or solar cells. The vertical
arrows indicate the photon energy, h𝜐. Optically generated holes move toward the p-contact, electrons to
the n-contact. Due to the larger band gap, absorption in the field-free contact layers is not possible.

consists of a p-doped semiconductor, followed by an intrinsic (undoped) part, i, and an n-doped semi-
conductor. For moderately n/p-doped samples, an electric field of strength Ei =EG/di builds up in the
intrinsic layer of length di, where EG is the band gap of the semiconductor. Electron–hole pairs gener-
ated in the i-region are efficiently separated by the built-in field. In order to suppress slow contributions
due to diffusion of photogenerated electrons from the field-free p-layer into the i-layer and the corre-
sponding contributions due to holes generated in the field-free n-layer, the band gap of the doping layers
is increased to energies exceeding the photon energy, for example, by adding aluminum to GaAs or to
In0.53Ga0.47As. These “double-hetero” (DH) p-i-n diodes with carrier generation restricted to the i-region
(see Figure 2.2) can – in principle – also be used at THz frequencies.

Although each absorbed photon fully contributes an elementary charge, e, to the photocurrent, there
are several mechanisms that limit the efficiency of the device. First, the semiconductor surface will reflect
some of the laser power. This reflection (R) can be minimized by an anti-reflection coating (ARC). Sec-
ond, not all optical power is absorbed within the i-layer. A real device has a finite absorption length (p-i-n
diodes in communication applications typically ∼1 μm) for an absorption coefficient 𝛼 in the range of
104 cm−1. Typical materials used for 800 nm (GaAs) and 1550 nm (In0.53Ga0.47As), exhibit an absorbance
A= 1− exp(−𝛼di)= 67 % (55 %) for a 1 μm absorption length and an absorption coefficient (close to the
band edge) of 1.1× 104cm−1 for GaAs (0.8× 104cm−1 for In0.53Ga0.47As) . The reduction of both the
AC and DC photocurrent with respect to the ideal photocurrent is summarized in the external quantum
efficiency,

𝜂I
ext = (1 − R) ⋅ [1 − exp(−𝛼di)]. (2.10)

Since the THz power is proportional to the square of the photocurrent, the external THz quantum
efficiency is

𝜂ext = (1 − R)2 ⋅ [1 − exp(−𝛼di)]
2. (2.11)

At high frequencies, two further effects reduce the AC current amplitude: Any electronic device has a
certain capacitance. In the case of a p-i-n diode, the capacitance is simply that of a plate capacitor with
a plate spacing of di, the intrinsic layer thickness:

Cpin = 𝜀0𝜀r
A
di

, (2.12)

where A is the cross-section of the diode. This capacitance is parallel to the radiation resistance, RA, of
the antenna, as illustrated in Figure 2.3. At high frequencies, the antenna is shorted by the capacitance,
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CdevI(t) RA

Figure 2.3 Simplified equivalent circuit of a THz emitter. The device capacitance, Cdev =Cpin is parallel
to the radiation resistance of the antenna, RA. Real devices may further feature a finite conductance
parallel to the current source.

reducing the power delivered to the antenna according to

𝜂RC = 1
1 + (2𝜋RACpinfTHz)2

. (2.13)

This roll-off is called the RC roll-off. At high frequencies, the THz power decreases as f −2
THz, the 3 dB

frequency (i.e., the frequency where the THz power is reduced by a factor of 2) is f RC
3dB = (2𝜋RACpin)−1.

Another roll-off is attributed to the carrier transport inside the diode. Carriers that are generated at
different times cause currents while being transported to the respective n- or p-contact. These currents
interfere. We will discuss two extreme cases of diodes, namely a diode with a strongly confined absorp-
tion region and a diode with homogeneous absorption along the intrinsic layer. For a diode where a
narrow absorption region is confined close to the p-contact, hole contributions are negligible since they
remain stationary and only electrons are transported. For simplicity, we assume for now that electrons are
instantaneously accelerated to the saturation velocity, vsat, and then transported at that constant velocity.
This is a reasonable approximation for diodes operated at high transport fields. More realistic cases will
be treated later. The total current is

I(t) = 1
𝜏tr

𝜏tr

∫
0

I(t, 𝜏 ′)d𝜏 ′, (2.14)

where 𝜏 tr = di/vsat is the transport time of the carriers and I(t, 𝜏 ′)= Iid{cos[𝜔(t− 𝜏 ′)]+ 1} is according to
Eq. (2.6) the current at time t that has been generated at time 𝜏 ′. Integration yields

I(t) = Iid
[
1 + cos

(
𝜔t −

𝜔𝜏tr

2

)
⋅ sinc

𝜔𝜏tr

2

]
, (2.15)

where sinc x= (sinx)/x. The AC current amplitude is thus reduced by sinc(𝜔𝜏 tr/2), whereas the DC ampli-
tude remains the same. The 3 dB frequency of the THz power, PTHz ∼ I2, is given by sinc2(𝜔𝜏 tr/2)= 0.5.
This yields a 3 dB frequency of f tr

3dB = 0.44∕𝜏tr ≈ 1∕(2𝜏tr). The reduction of the THz power with increas-
ing frequency due to the transport of the carriers is called transit-time roll-off. At higher frequencies,
the THz power rolls off quickly, as illustrated in Figure 2.4. The nodes are attributed to our simplifying
assumptions of identical carrier velocity and the same transit-time for all carriers. This is, of course, an
unrealistic case for real diodes. The envelope function of the roll-off can be estimated by

𝜂tr ≈
1

1 + (2𝜏tr fTHz)2
. (2.16)

This envelope is illustrated in Figure 2.4. A saturation velocity of ∼107 cm/s (GaAs) and a transport
length of 300 nm yield a 3 dB frequency of only 147 GHz. The THz power at higher frequencies will
be strongly reduced. The envelope function decreases as f −2

THz , similar to the RC roll-off. Obviously, the
3 dB frequency must be increased for efficient devices. One way would be to reduce the transport length.
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Figure 2.4 (a) THz power versus frequency for a diode with a narrow absorption region close to the
p-contact where carriers are quickly accelerated to the saturation velocity, vsat, and then transported across
the intrinsic layer with vsat as calculated in Ref. [18]. The nodes are due to neglecting the required accel-
eration period of the carriers and to the infinitely narrow absorption region. (b) Approximate roll-off
according to Eq. (2.16). Below the 3 dB frequency, Eq. (2.16) reproduces the roll-off well; above, the
envelope shows the same power law dependence. The exact frequency dependence, however, depends
on the details of the carrier transport [18].

According to Eq. (2.12), however, this increases the capacitance and therefore increases the effect of
the RC roll-off. Our example of di = 300 nm yields for a fairly small device of 8 μm× 8 μm, an antenna
with a radiation resistance of 70Ω, and 𝜀r = 13 an RC 3 dB frequency of only 93 GHz. Such a device is
already strongly RC-limited at THz frequencies and thicker intrinsic layers are required, opposing the
transit-time limitation. Reducing the device cross-section may be an alternative. In this case, the power
density within the device will increase for a given optical power. This limits the maximum photocurrent
due to thermal and electrical issues occurring at high power densities. Since the THz power is pro-
portional to the square of the photocurrent, smaller cross-sections strongly reduce the maximum THz
power. Thermal limitation will be discussed in detail in Section 2.2.3. The transit-time performance can
be improved without affecting the RC-time by optimizing the charge carrier transport within the diode.
If the (average) velocity of the carriers can be increased, the same intrinsic layer length results in shorter
transit-times and, hence, higher transit-time 3 dB frequencies. This requires a closer look on high-field
transport in semiconductors on a short-time scale. In Figure 2.5a, the band structure of GaAs, a typical
semiconductor with a direct band gap at the Γ-point, EΓ, is shown. Apart from the Γ-valley there are addi-
tional minima in the conduction band at the L- and the X-points of the Brillouin zone. As they are higher
in energy by several 100 meV, the L- and X-valleys are normally not occupied by electrons and, hence,
do not contribute to transport. The absorption of photons with energy h𝜐 larger than the band gap, EG,
results in the generation of electrons in the Γ-valley, (and of holes at the top of the corresponding valence
bands). Due to the very small effective mass (e.g., meff = 0.067m0 for GaAs) the acceleration, a, of elec-
trons by electric fields E, a = eE/mΓ, is very efficient. For electrons at the bottom of the Γ-valley, there
exist no efficient mechanisms for scattering. Therefore, they are “quasi-ballistically” accelerated, that is,
their velocity increases with time according to v = at = eE

mΓ
t. This quasi-ballistic motion persists until the

electrons reach the energy of the first side valley, EΓL. Here, extremely efficient inter-valley phonon scat-
tering from the Γ- into the L-side valley sets in. The effective masses in these valleys (reflecting the much



Principles of THz Generation 11

0

1

2

3

E/eV

Conduction
band

EΓL

Γ

EG = 1.42 eV

k

XL

Valence band

hν

0

1

2

3

E/eV

Conduction
band

Γ

EG = 1.1 eV

k

XL

Valence band

hν

k

(a) (b)

Figure 2.5 Bandstructure of GaAs (a) versus silicon (b).

smaller curvature of the band near the respective conduction band minima) are much larger. Further,
very efficient phonon scattering between various side valleys randomizes their direction of motion,
limiting the (average) drift velocity to the nearly field-independent saturation velocity vsat ≈ 107cm/s.

Particularly, InGaAs-based devices benefit from ballistic effects since the inter-valley energy of
InGaAs of EΓL = 0.46 eV [19, 20] is more than 50% higher than that of GaAs1 (EΓL = 0.29 eV [20, 21])
and the effective mass in the Γ-valley is smaller (mΓ = 0.04m0 vs. mΓ = 0.067m0 for GaAs). For InGaAs,
the maximum ballistic velocity, vbal ≈ 2 × 108 cm/s (≈108 cm/s in GaAs) is about ten times higher than
the saturation velocity, vsat. Results of Monte-Carlo simulations of the transient velocity v(t) of an
ensemble of electrons generated at t= 0 for InGaAs are depicted in Figure 2.6 for different electric fields.

With increasing field, the “velocity overshoot” approaches the maximum ballistic velocity. The left
panel of Figure 2.6b, depicting the distance covered by an electron within the time, t, is particularly
instructive. At a field of 20 kV/cm the electron travels over a distance of about 250 nm within less than
300 fs. At a field of 40 kV/cm the ballistic transport turns into propagation with saturation velocity already
at about 150 fs and it takes several picoseconds (!) before the electron will have covered the same distance
of 250 nm. With increasing field the situation becomes even worse.

In semiconductors with an indirect band gap, like silicon (Si), the bandstructure in momentum space
is illustrated in Figure 2.5b. X-valleys are situated at the bandgap energy above the top of the valence
bands, whereas the Γ-valley is found at higher energies. Therefore, the electrons always occupy these val-
leys, exhibiting a rather large effective mass, high scattering rates (particularly between the X-valleys),
and, hence, much lower mobilities (𝜇 < 1400 cm2/Vs for intrinsic Si) compared with direct gap semicon-
ductors. The short-time high-field transport exhibits no velocity overshoot due to scattering between all
X-valleys. The high-field drift velocities do not exceed the value v=𝜇E at any time. For Si, for example,
the stationary velocity is <107cm/s, even at 100 kV/cm. Apart from the unfavorable transport properties,
indirect bandgap semiconductors exhibit very low absorption coefficients near the bandgap as absorption
takes place only via second order phonon-assisted processes. For these reasons, the “standard semicon-
ductor” Si is practically not used for THz photomixing; all work focuses on (direct band gap) III/V
semiconductors.

Unfortunately, holes do not show any (remarkable) velocity overshoot. If electrons are quasi-
ballistically transported, holes are much slower. There is a great benefit to generate holes close to or
in the p-contact such that their transport length remains short. This is achieved by implementing a
semiconductor with a band gap EG < h𝜐 at the p-contact where absorption and carrier generation

1 Materials parameters for various semiconductors taken from www.ioffe.ru\SVA\NSM\Semicond\index.html and ref-
erences thereof.

http://www.ioffe.ruSVANSMSemicondindex.html
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Figure 2.6 (a) Illustration of the electron transport in InGaAs (energy axis not to scale); in region
I the electrons are accelerated by an applied field, E, with a= eE/mΓ. In region II, the electrons have
surpassed a kinetic energy of ELO. Longitudinal optical (LO) phonon emission results in a somewhat
reduced acceleration of the electrons. III: The electrons reached the inter-valley energy EΓL. Scattering
in one of the 6 equivalent L-valleys strongly reduces the average velocity of the electron ensemble. (b)
Monte-Carlo simulation of the covered distance and the electron velocity for InGaAs for electric field
strengths from 1 to 160 kV/cm. The regions I–III are indicated for the accelerating field of 10 kV/cm.
Reproduced and adapted with permission from Ref. [18] S. Preu et al., J. Appl. Phys. 109, 061301 (2011)
© 2011, AIP Publishing LLC.

can take place, followed with another, intrinsic semiconductor with EG > h𝜐 such that no carriers are
generated there. The latter is called the transport region or transport layer. Since only electrons are
transported, such devices are called Uni-Traveling-Carrier (UTC) photodiodes. A typical band structure
is illustrated in Figure 2.7. Another way to restrict the hole transport to a small fraction of the intrinsic
layer is just modifying the intrinsic layer of a DH – p-i-n diode (see Figure 2.2) by a gradually increasing
Al-content toward the n-layer.

In order to get the optimum transport field, that is, the field in the intrinsic layer where the electrons are
transported ballistically as far as possible (see Figure 2.6), a small external DC bias can be applied to the
diode. Since quasi-ballistic electrons can reach peak velocities that are about a factor of 10 higher than the
saturation velocity, their average velocity is up to a factor of 3–5 higher. For our example with an intrinsic
layer length of 300 nm, this yields a transit-time 3 dB frequency of about 0.75 THz and increases the THz
power at high frequencies by a factor of 25 according to Eq. (2.16). The RC roll-off can be improved
by using smaller devices (which will ultimately limit the maximum photocurrent) or by using a series
connection of p-i-n diodes, as realized by the n-i-pn-i-p superlattice photomixer concept [22]. Various
layouts of p-i-n diode-based photomixers will be discussed in Section 2.2.6.
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in the (thin) InGaAs absorption region and generate electron–hole pairs. The electrons are transported
across the InP transport layer to the n-contact, Holes drift to the p-contact. Reproduced and adapted with
permission from Ref. [18] S. Preu et al., J. Appl. Phys. 109, 061301 (2011) © 2011, AIP Publishing
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2.2.2.2 Photoconductive Mixers

The second type of photomixer is the photoconductive mixer. It consists of a highly resistive semicon-
ductor that is covered with metal contact electrodes, as illustrated in Figure 2.8. The heterodyned laser
beams are absorbed by the semiconductor in the electrode gap, leading to the generation of electron–hole
pairs. Since there is no built-in field as in p-i-n diodes, an external DC bias is required in order to separate
the carriers and generate a photocurrent. Typical bias levels range from a few volts to ∼100 V, depending
on the electrode gap, wG, and the semiconductor break-down field strength.

Figure 2.8a shows the side view of the electrode structure. The electric field in the gap is inhomoge-
neous. The field lines become longer the deeper we look in the photoconductive material. The highest
field strengths are at the surface in the vicinity of the electrodes. In addition, the electron–hole generation
rate is highest at the surface. The absorption follows Lambert–Beer’s law according to Eq. (2.10). Typical
values of the absorption coefficient of 11 000 cm−1 (GaAs at 840 nm wavelength) yield a 1/e penetration
depth of 0.9 μm. This value is roughly the required thickness of the photoconductive material for high
absorption. The thickness of the active photoconductive layer and the inhomogeneity of the absorption
may be reduced by growing a Bragg reflector below the photoconductor. Often, an ARC (a transparent
dielectric layer of width d = 𝜆0/(4n), where n ≈

√
nsc is the refractive index of the dielectric) is applied

on top of the electrode structure in order to reduce reflection and to passivate the structure. The latter is
very important since both carrier generation and electric fields are highest at the surface. The generated
heat can lead to oxidation and finally to destruction of the device.

In most cases, an antenna is connected to the electrodes in order to emit THz radiation. Similar to
p-i-n diode-based photomixers, photoconductors also show an RC roll-off toward high frequencies. The
capacitance of a finger-like electrode structure as illustrated in Figure 2.8b is [19]

C = K(k)
K(k′)

⋅
𝜀0(1 + 𝜀r)
w + w

A, (2.17)
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Figure 2.8 (a) Cross-section of a photoconductor. The electric DC fields, due to biasing the electrodes,
are indicated by the bowed lines. The gradient illustrates the amount of photo-generated carriers in the
gap (logarithmic scale; bright: many carriers, dark: few carriers). (b) Top view of a photoconductive
mixer with fingers for CW operation. (c) Fingerless gap for pulsed operation. See plate section for color
representation of this figure.

with k= tan2(𝜋wE/[4(wE +wG]), k′ =
√

1 − k2, and K(k) = ∫
𝜋∕2

0

d𝜃√
1−k2sin2𝜃

is the complete elliptic func-

tion of the first kind, wG is the gap width, wE is the electrode width, and A is the total (square) active area.
In order to assure efficient coupling of the lasers, the diameter of the electrode structure must be of the
same order as the laser beam diameter. Typical values are 10× 10 μm2. An electrode width of wE = 0.2
μm and an electrode gap of 1.8 μm, requires five electrodes in order to cover 10 μm. This yields a capac-
itance of 1.7 fF. For an antenna with 72Ω, the RC 3 dB frequency is 1.3 THz, already leading to an RC
roll-off-free performance at lower frequencies. We see that much smaller electrode gaps are not beneficial
for RC-roll-off-free operation below 1 THz. Further, the area covered by the metal electrodes cannot be
optically excited. Smaller gaps at a fixed, finite electrode width therefore reduce the optically active area.

CW Operation
Similar to p-i-n diodes, the transport of carriers also results in a roll-off. For CW operation, the semi-
conductor is always populated with optically generated carriers. In p-i-n diodes, transport lengths of a
few 100 nm already result in a transit-time 3 dB frequency below 1 THz. Typical gaps of (CW oper-
ated) photoconductors, however, are in the range of 2 μm. In order to speed up the carrier transport, high
biases have to be applied to the electrodes. For a close-to breakdown field of ∼300 kV/cm for GaAs at
the surface, a maximum bias of 60 V can be applied for a 2 μm electrode gap. For high quality GaAs
with a mobility of 𝜇 = 8000 cm2/Vs, carriers can easily reach the saturation velocity of ∼107 cm/s at
such accelerating fields. This results in a transport time of 𝜏 tr ∼ 16 ps where the time for accelerating
the carrier was even neglected. Velocity overshooting effects can be neglected at these time scales since
they only play a role in the first few 100 nm of the transport and require lower fields. For intrinsic GaAs,
the transit-time 3 dB frequency is only f tr

3dB = 1∕(2𝜏tr) = 31 GHz. Such a low value would result in a
severe roll-off at THz frequencies since most carriers would need too much time to cross the electrode
gap. Therefore, (CW) photomixers use materials with a short carrier lifetime, where carriers are trapped
(and subsequently recombine with their counterparts) on their way to the electrode and no longer con-
tribute to the displacement current. In order to calculate the displacement current, we assume transport
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at the (constant) saturation velocity without any velocity overshoot (which does not play any role in
short-lifetime material). We further simplify the transport by assuming that the transport length equals
the electrode gap since most electrons are generated close to the surface. The number of charges generated
at time t′ within a time interval Δt′ by the beating of the lasers is ΔN(t ′) = 𝜂I

extI
id[1+ cos(𝜔THzt

′)]Δt ′,
according to Eq. (2.6). They undergo exponential damping due to fast trapping and recombination within
𝜏 rec. At a time t> t ′, onlyΔN(t′) exp(−[t – t′]/𝜏 rec) carriers have survived. In order to calculate the current,
all remaining carriers (i.e., non-trapped) have to be considered to contribute to the current. The current
density is given by j= envdr, where vdr is the drift velocity, and en=N/V is the charge density per volume.
The volume is spanned by the gap width, wG, along the x direction, the 1/e penetration depth of the laser,
z0, and the length of the electrode, ly, yielding V= z0 ly wG. The area A= z0 ly is the cross-section of the
current, I= jA. At time t, the generated current is ΔI(t, t ′) = ΔN(t′) vdr/wg exp(−[t− t ′]/𝜏 rec) for carriers
generated at time t′. The term wg/vdr = 𝜏 tr is the transport-time of the carriers. The current at time t is the
integration over all generation times, t′,

I(t) = 1
𝜏tr

t−t′=𝜏tr

∫
t−t′=0

𝜂I
extI

Id[1 + cos(𝜔THzt
′)] exp(−[t − t′]∕𝜏rec)dt′, (2.18)

where t – t′ is the transport time of a carrier after its generation. Since most of the carriers should be
trapped on their way to the contact, we can assume that the transport time is much larger than the trap-
ping/recombination time, 𝜏 tr ≫𝜏 rec, and therefore we can shift the upper integration boundary toward
infinity with marginal error. For the same reason, we can also ignore the dependence of the transit-time
with respect to the place of generation of the carriers relative to the electrodes. Substituting t – t′ = 𝜏 and
integrating Eq. (2.18) yields

I(t) = 𝜂I
extI

id 𝜏rec

𝜏tr

[
sin

(
𝜔THzt − 𝜑

)√
1 + (𝜔THz𝜏rec)2

+ 1

]
, (2.19)

with 𝜑= arctan(𝜔THz𝜏 rec). We see that both the time-dependent (AC) and the DC part of the current
are damped due to trapping by a factor of g= 𝜏 rec/𝜏 tr. Although this quantity is usually (much!) smaller
than 1, it is called the photoconductive gain. The time-dependent (AC) current is further reduced by a

factor of

(√
1 +

(
𝜔THz𝜏rec

)2
)−1

. Since the THz power is P∼I2, the power is reduced at high frequencies

by

𝜂LT = 1
1 + (2𝜋fTHz𝜏rec)2

, (2.20)

where we replaced 𝜔THz = 2𝜋fTHz. Mathematically, this lifetime roll-off has the same form as the transit
time roll-off for p-i-n diodes in Eq. (2.16), however, with a 3 dB frequency of f LT

3dB = 1∕(2𝜋𝜏rec) that is
formally a factor of 𝜋 smaller than the transit-time 3 dB frequency. Compared to an ideal device, the
emitted THz power of a photoconductor is reduced by

𝜂PC =
g2

1 + (2𝜋fTHz𝜏rec)2
. (2.21)

In order to obtain a flat frequency response of the device, short lifetimes, 𝜏 rec, are required. However,
they should not be too small since the photoconductive gain is also proportional to the lifetime (the
latter becomes important when we discuss thermal limitation of a photoconductor in Section 2.2.3).
A low lifetime reduces the mobility of the carriers, requiring higher fields in order to accelerate them.
Particularly for CW operation, engineering of the carrier lifetime of the photoconductive material is of
key importance for efficient operation. For a flat frequency response up to 1 THz, a lifetime of 160 fs is
required. Examples of materials with such a short carrier lifetime will be given in Section 2.2.5. Optimum
values for both lifetime and electrode gap for photoconductors have been calculated in Ref. [23] for both
a typical resonant antenna and a typical broadband antenna.
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Pulsed Operation
For pulsed operation, a short lifetime is not so crucial for the photoconductor (or Auston switch, named
after David Auston who first used photoconductors for generation of THz pulses). According to Eq. (2.9),
the (ideal) THz spectrum is proportional to the spectral width of the photocurrent. Even if the decay of the
current is slow (i.e., on the time scale of 20 ps as for the case of intrinsic GaAs), the turn-on can be fast,
providing high frequency components in the Fourier spectrum. Further, the material can relax on long
time scales between two subsequent pulses – in contrast to the CW case where carriers are continuously
generated.

In order to derive the emitted THz spectrum under pulsed operation, the details of the photocurrent
generation have to be investigated. The generated field by a radiating structure (such as an antenna or
by any current) is proportional to the time-derivative of the current [24–26]. The photocurrent density at
time t resulting from a carrier density, n(r⃗, t, t′) at position r⃗, generated at time t′ at depth z with respect
to the surface is given by

𝜕j⃗Ph(r⃗, t, t
′) = ev⃗(r⃗, t − t′) 𝜕n(r⃗, t, t′), (2.22)

where v⃗(r⃗, t − t′) is the velocity of the carriers at time t. The photoconductor may feature a short carrier
lifetime, yielding n(r⃗, t, t′) = n0(r⃗, t′) exp(−[t − t′]∕𝜏rec) as for the CW case. For the total current, holes
and electrons have to be considered. Since the formulas are formally the same for both carrier types, we
will restrict our treatment to electrons only. However, holes feature a larger effective mass and do not
show any velocity overshoot, resulting in smaller values for v⃗(r⃗, t − t′). Consequently, the contribution
of hole currents is usually smaller. Further, we will for now only treat the small-signal limit, neglecting
any saturation effects which will be treated later in Section 2.2.4. The electron–hole generation rate is
proportional to the optical power,

𝜕n0(r⃗, t′)
𝜕t′

= 𝛼
PL(r⃗, t′)

h𝜐A
= 𝛼

ΦL(r⃗, t′)
h𝜐

, (2.23)

where A is the device cross-section where the optical power, PL(r⃗, t − 𝜏) = exp(−𝛼z)PL,0(x, y, t − 𝜏), is
distributed, and 𝛼 is the absorption coefficient of the photoconductor. ΦL(r⃗, t′) = PL(r⃗, t′)∕A is the optical
intensity. Using the same formalism for Eq. (2.23) for the current as in Eq. (2.18) and integrating over
the photoconductor cross-section yields for the local current

IPh(x, t) = ∫
t−t′=𝜏tr(x)

∫
t−t′=0

e𝛼
ΦL(r⃗, t′)

h𝜐
exp(−[t − t′]∕𝜏rec)vT(r⃗, t − t′)dt′ dz dy, (2.24)

where vT(r⃗, t − t′) is the surface-tangential component of the velocity. In order to get the total current,
we have to sum over all components generated at all coordinates x,

IPh(t) =
1

wG

wG

∫
0

IPh(x, t)dx (2.25)

The same formula applies to the current generated by holes. The two contributions have to be summed
in order to provide the total current, and hence, the emitted THz field which is proportional to the time
derivative of the current.

Since the carrier velocity depends on both the field strength of the accelerating DC field (see
Figure 2.6b) and the carrier dynamics in the semiconductor (ballistic acceleration vs transport at the
saturation velocity), Eq. (2.25) can only be solved analytically by making a few simplifying assumptions.
We are only interested in the temporal evolution. The majority of the carriers will be generated close to
the surface. The fields at small penetration depths are very similar, resulting in little spatial variation of the
carrier velocities. Since the electric field is proportional to the time derivative of the current, we are only
interested in time-varying components. This means that either the pulse duration or the carrier lifetime
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(or both) should be much shorter than the transit-time. We further assume a homogeneous illumination.
Gaussian beams could also be considered, however, they make the derivations more complicated. Under
these simplifying assumptions, the integrand no longer possesses any spatial dependence. The spatial
integrals result in the total absorbed power. Dropping all other constants and substituting t – t′ = 𝜏 yields

ETHz(t) ∼
𝜕

𝜕t

𝜏tr

∫
0

PL(t − 𝜏)e
−𝜏∕𝜏rec v(𝜏)d𝜏. (2.26)

In order to investigate the influence of the optical pulse width and the lifetime of the carriers, we will
now focus on a few important special cases. The first case is that of a photoconductor with a long lifetime.
The exponential damping due to the lifetime can be neglected. The transit-time should be long compared
to the pulse duration. The transport shall be non-ballistic providing v(𝜏)= vsat = const. The device is
excited with a very short Gaussian pulse, PL(t) = P0 exp(−t2∕𝜏2

pls), where 𝜏pls is the pulse duration. The
THz-field becomes

ETHz(t) ∼
𝜕

𝜕t

∞

∫
0

PL(t − 𝜏)vsatd𝜏 ∼ vsatPL(t). (2.27)

The generated electric field is then simply proportional to the optical pulse, ETHz(t) ∼ P0 exp(−t2∕𝜏2
pls)

as illustrated in Figure 2.9a with a power spectral density of

PTHz(𝜔) ∼ |ETHz(𝜔)|2 ∼ v2
satP

2
L(𝜔), (2.28)

with PL(𝜔) = P0 exp(−𝜔2𝜏2
pls∕4). This calculated field, however, is not the emitted THz field. It is strictly

positive and therefore contains also a DC component which cannot be radiated. In addition, any kind of
THz set-up has a cut-off frequency: At lower frequencies, larger implemented antennas and apertures
must be used (size of the order of the wavelength at least) which ultimately will hit experimental limits.
Often, low frequency components may be suppressed by the detection technique due to a detector cut-off
or similar. Therefore, low frequency components are always filtered. Removing the low frequency com-
ponents results in a single cycle THz pulse, as obtained in experiments and shown in Figure 2.9a by
the black line. Its frequency spectrum is shown in Figure 2.9b. It is of Gaussian shape, dropping fast at
frequencies above f3dB =

√
ln 2∕(

√
2𝜋𝜏pls). Here, no RC roll-off was taken into account. Similar to CW

operation, the RC roll-off will reduce the power at higher THz frequencies.
For most practical cases, the transit-time, 𝜏 tr, is orders of magnitude longer than all other involved time

scales. For the following cases, the upper integration boundary of Eq. (2.25) will therefore be shifted to
infinity and explicit dependences on the transit time of the carriers will be neglected. By continuing the
velocity, v(𝜏) toward negative values of 𝜏 by adding zeroes, that is, setting v*(𝜏)= v(𝜏)𝜃(𝜏), where 𝜃(𝜏)
represents the Heaviside step function, the lower integral boundary of Eq. (2.26) can be set to −∞. With

h(𝜏) = exp(−𝜏∕𝜏rec)v(𝜏)𝜃(𝜏) (2.29)

Equation (2.26) becomes a convolution of the pulse shape and the function h(𝜏),

ETHz(t) ∼
𝜕

𝜕t
[PL(t) ∗ h(t)], (2.30)

where “*” represents the convolution operator. If both functions are integrable, the Fourier transfor-
mation of Eq. (2.26) yields the simple result [27]

ETHz(𝜔) ∼ i𝜔PL(𝜔)H(𝜔), (2.31)

with H(𝜔) being the Fourier transform of h(𝜏). The THz power spectrum is [27]

P (𝜔) ∼ 𝜔2|P (𝜔)|2 ⋅ |H(𝜔)|2, (2.32)
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Figure 2.9 (a) Bright line: Calculated field according to Eq. (2.28) for 𝜏pls = 100 fs. Solid black line:
pulse resulting from the bright line by suppressing frequency components below 1 THz as∼𝜔2. Line with
symbols: An experimentally obtained THz pulse with a comparable pulse duration. (b) Fourier spectra
of the fields: solid line with points according to Eq. (2.28) for semi-insulating (SI) GaAs. Gray solid
line: Response of a material with short lifetime according to Eq. (2.34). Dashed line: Spectrum of a
material with ballistic transport according to Eq. (2.36). Inset: Assumed velocity trace for ballistic and
non-ballistic transport. Reproduced and adapted from Ref. [27] S. Preu, J. Infrared Milli Terahz Waves
35, 998 (2014) with permission from Springer, © 2014 Springer.

that is, the product of the power spectrum of the laser, the power spectrum of the carrier dynamics (rep-
resented by the function H(𝜔)) and the term 𝜔2. The term ∼𝜔2 can be identified as the Hertzian dipole
radiation resistance RH

A ∼ 𝜔2 [28]. It needs to be replaced by the frequency dependence of the antenna
radiation resistance if any is used.

Equation (2.32) is a powerful tool in order to calculate the emitted spectra since it separates the influ-
ence of the pulse shape and the carrier dynamics. If the device shows an RC roll-off, it can simply be
multiplied to Eq. (2.32).

We now focus on two further important cases by using Eq. (2.32): first, a photoconductive material
with a short lifetime, 𝜏 < 1 ps. Since scattering dominates the transport in a low lifetime material,
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no velocity overshoot has yet been reported. Therefore, the carrier velocity can be assumed to be the
saturation velocity, v(𝜏)= vsat = const. For typical accelerating fields, the time required to accelerate the
carriers is very short. Therefore, the carriers are assumed to be moving at the saturation velocity for
the whole transport, neglecting slower velocities right after carrier generation. Furthermore, the short
lifetime assures that the dependence of the point of generation does not play any dominant role and the
transit-time can be set to infinity. This results in the integrable function h(𝜏)= exp(−𝜏/𝜏 rec)vsat𝜃(𝜏). The
power spectrum is |H(𝜔)|2 = v2

sat𝜏rec
2

1 + (𝜔𝜏rec)2
. (2.33)

The function |H(𝜔)| can be identified as the effective dipole responsible for THz generation, namely
the covered distance of separated electrons and holes, lD = vsat𝜏 rec, and a transit-time roll-off.

The power spectrum according to Eq. (2.26) is

PTHz(𝜔) ∼
(𝜔vsat𝜏rec)2

1 + (𝜔𝜏rec)2
P2

L(𝜔). (2.34)

It is also illustrated in Figure 2.9. Note that the transit-time roll-off term in |H(𝜔)| does not prevent
generation of high frequency components since PL(𝜔) contains these frequencies. Above f > (2𝜋𝜏 rec)

−1,
the frequency dependences of the prefactor in Eq. (2.34) cancel, resulting in PTHz(𝜔) ∼ v2

satP
2
L(𝜔) as in

the case of semi-insulating (SI) GaAs with transport at the saturation velocity.
The second case is that of a material with ballistic electron transport. Ballistic transport is not possible

in a short lifetime material because of excessive scattering at trap states. Therefore, the lifetime must
be long, the exponential term in Eq. (2.26) has to be dropped. The electron velocity distribution shown
in Figure 2.6b is quite complex. We approximate the onset of the transport by a ballistic acceleration
of a= e/mΓEDC, where EDC is the accelerating field resulting from the DC bias to the structure. This
acceleration prevails until the electron reaches enough energy to scatter into the side valley. This happens
after a ballistic flight time of

𝜏bal =

√
2mΓEΓL

e2E2
DC

(2.35)

Equation (2.35) was obtained by equating the inter-valley energy EΓL to the kinetic energy of the electron.
For simplicity, we assume that the deceleration due to scattering happens with an acceleration of a ′ =− a
until the electron is at rest. According to Figure 2.6b, right panel, this is a rather realistic assumption.
Of course, in the experiment the electron density will not be at rest but rather travel with the saturation
velocity. Due to the time derivative and the Fourier transformation, transport at a constant, comparatively
small saturation velocity does not play any role. For an optimum accelerating field of 20 kV/cm and an
effective electron mass of mΓ = 0.067m0, the acceleration is a= 5.25 × 1018 m/s2 and the ballistic flight
time is 𝜏bal = 0.24 ps. The power spectral density of the carrier dynamics, |H(𝜔)|2 is then

|H(𝜔)|2 = (vmax
bal 𝜏bal)

2
(

sinc
𝜔𝜏bal

2

)4

, (2.36)

where vmax
bal = a𝜏bal is the maximum ballistic velocity of the carriers. The power spectrum according to

Eqs. (2.32) and (2.36) generated by the electrons is shown in Figure 2.9b. Since holes do not show any
remarkable velocity overshoot, their contribution will follow Eq. (2.28) and has to be summed with the
electron contribution.

The derived spectra are the idealized cases only. We neglected contributions of carriers that are further
away from the surface. The accelerating fields are lower there, such that lower frequency components
will be generated. Further, any device specific roll-offs and the frequency dependence of the antennas
will alter the generated spectra. The latter, however, can simply be multiplied to the respective spectra
(Eqs. (2.28), (2.32), (2.34), and (2.36)).
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Comparing ballistic SI GaAs (Eq. (2.36)) with non-ballistic low-temperature grown (LTG) GaAs
(Eq. (2.28)) shows that the emitted power is proportional to the square of the product of the relevant trans-
port time and the transport velocity, dbal = vmax

bal 𝜏bal for the case of ballistic transport and dLT = vsat𝜏 rec for
a short lifetime material. This is the length of the respective dipole that is responsible for THz generation.
For the ballistic case, the dipole length can be as large as dbal = 300 nm, whereas the dipole length for
the short lifetime material is only of the order of 20 nm (for a lifetime of 𝜏 rec = 200 fs). For the specific
example, SI GaAs produces more than 200 times higher output power for the same biasing conditions
and same electrode layout. In the next section, we will see that SI material has some drawbacks in terms
of damage threshold and biasing which levels the performance of both materials.

We note that Eq. (2.32) is so general that it can also be used to derive the frequency response of
the material under CW operation for a Hertzian antenna and for p-i-n diodes as long as the respective
transport kinetics are taken into account. The spectral answer of the CW photomixer becomes [27]

PTHz(𝜔) ∼ rH
A(𝜔)|PL(𝜔)|2 ⋅ |H(𝜔)|2, (2.37)

where we used rH
A(𝜔) ∼ RH

A(𝜔)∕l2
D = 𝜔2∕(6𝜋𝜀0𝜀rc

3) for the radiation resistance of a Hertzian dipole
normalized to its length. For CW lasers with a (narrow) Gaussian linewidth, Δ𝜔, the optical power is
PL(𝜔)≈P0 exp(−𝜔2/Δ𝜔2). Typical values for the linewidth are in the few MHz range. The term |H(𝜔)|2

for all discussed transport mechanisms is spectrally much broader, that is, in the range of a few THz. The
generated THz power spectrum is therefore dominated by the spectral characteristics of the lasers, the
actual carrier transport only plays a minor role but decreases the amplitude at high frequencies. From a
physics picture, the non-harmonic components of the current under CW operation interfere away, only
the components at the difference frequency of the lasers survive.

2.2.2.3 Photoconductors as THz Detectors

Photoconductors can also be used as THz detectors. When no bias is applied, optically generated
electron–hole pairs just recombine without generation of a current. If, however, an antenna is coupled to
the electrodes in order to receive a THz signal, a bias at the THz frequency will be generated. This bias is
proportional to the THz field strength. For a CW signal, the bias is UTHz(t)∼ETHz cos(𝜔THzt+𝜑). If the
electrode gap is excited with the same laser signal that was used to generate the THz signal, the carrier
generation rate is modulated at the same THz frequency, n(t)∼PL(t)=PL(1+ cos𝜔THzt). The carrier
velocity is modulated by the received THz field as well, since v(t)∼𝜇UTHz(t)∼ETHz cos(𝜔THzt+𝜑).
The resulting current is proportional to the product of carrier velocity and carrier concentration,
I(t)∼ n(t)v(t)∼ cos(𝜔THzt)cos(𝜔THzt+𝜑) and the device behaves like a homodyne mixer generating a
DC component of

< I > ∼ < UTHz(t)PL(t) > ∼ ETHzPL cos𝜑, (2.38)

where the brackets stand for the time average of the quantities. The phase, 𝜑, is due to a finite delay, for
instance by different optical path lengths, d, between the optical and the THz wave, that is, 𝜑= kTHzd.
The photoconductor is therefore a homodyne mixer where both field amplitude and phase are detectable.

In a similar fashion, photoconductors can be used as detectors in pulsed systems. The optical pulse is
used to scan the THz pulse by including a delay time, 𝜏. The resulting DC signal is the convolution of
the optical signal and the THz field,

I(𝜏) ∼ ∫ ETHz(t)PL(𝜏 − t)dt. (2.39)

The optical pulse therefore “samples” the electric field THz strength. Its Fourier transform yields the
THz power spectrum. This technique is frequently applied in terahertz spectroscopy and is called “time
domain spectroscopy” (TDS). Often, the understanding of the detection mechanism is that the THz pulse
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is sampled with a much narrower optical pulse, similar to electronic sampling. Eq. (2.28), however,
shows that the THz field can have similar spectral shape and similar temporal width to the optical beam.
It is easy to show that the same Gaussian pulse shape of optical and THz beam, Eq. (2.39), results in a
broadening of the detected signal I(t) by a factor of

√
2. Other typical pulse shapes like sech2(t/𝜏pls) result

in similar factors. The measured signal appears temporally wider and spectrally narrower than the actual
THz signal. At a first glance, this result may render spectroscopic data of TDS systems useless, since the
measured spectrum differs from the spectrum of the actual THz signal. In spectroscopy, however, it is
not the individual spectrum that matters but rather the ratio of the spectrum of a transmitted or reflected
signal by a device under test, and the reference signal. The Fourier transform of Eq. (2.39) is

I(𝜔) ∼ ETHz(𝜔)PL(𝜔) (2.40)

The transmission (or alternatively, the reflection) coefficient for a transmitted (reflected) signal IM(𝜔)
and a reference signal IR(𝜔) is

t(𝜔) =
IM(𝜔)
IR(𝜔)

=
EM

THz(𝜔)
ER

THz(𝜔)
. (2.41)

The dependence of the spectrum on the optical pulse (and other experimental parameters) simply
cancels out. The time domain data result in the correct THz spectra, independent of the optical pulse
spectrum.

2.2.3 Thermal Constraints

The THz power of photomixers increases with the square of the laser power, PTHz ∼ P2
L. Therefore, the

highest possible laser power should be used, if reasonably large THz power is desired. This, however,
leads to excessive heating with several unfavorable effects on the device performance. First, the increased
phonon scattering rate at higher temperature reduces carrier mobility as well as ballistic benefits. The
transit time increases, reducing the THz power at high frequencies, (fTHz > f 3dB

tr ). Second, the device ages
faster, since high temperatures allow (exponentially) increased dopant and trap migration, finally leading
to breakdown of the device. To estimate the effects due to thermal dissipation, we look at the thermal
conductivity of a semiconductor, which can be approximated by [29]

𝜆th(T) ≈ 𝜆th(T0) ⋅ (T0∕T)c. (2.42)

For most semiconductors, the exponent c is larger than 1, resulting in a reduced thermal conduction at
higher temperatures. As an example, c = 1.375 for InGaAs lattice matched to InP or c= 1.55 for InP [29].
Further, the band gap shrinks with increased temperature, leading to a higher absorption coefficient and
increased optical power dissipation. Both effects may lead to thermal runaway of the device and, finally,
its destruction. In this section, the maximum optical power and electric fields for safe device operation
will be estimated. Furthermore, we will discuss device design issues in order to reduce thermal effects.

In the previous section, the lifetime roll-off for photoconductors was introduced in Eqs. (2.20) and
(2.21). An expansion of 𝜂PC with respect to 𝜏 rec yields 𝜂PC ∼ (𝜏 rec)

2 for f < f LT
3dB and 𝜂PC = f −2

THz for f ≫
f LT
3dB, independent of 𝜏 rec. So it seems that short lifetimes reduce the output power at low frequencies and

are of no use at high frequencies. The picture changes when we take thermal limitation into account. Any
photomixer experiences two heat sources: (i) current under an external bias results in Joule heating and
(ii) absorbed laser power. Photoconductors with small gain, g≪ 1, generate very little external current,
Iext = gIid, where Iid = ePL/h𝜐 is the ideal photocurrent due to absorbed optical power. The Joule heat is
PJ

H ≈ IextUDC = gIidUDC, with the external bias UDC. Joule heating can be reduced by using small gain
values in order to reduce the external current. This fact explains why materials with a short lifetime are so
successful in the THz range as compared to materials with a long lifetime: they can tolerate much higher
optical power levels due to reduced Joule heating. For p-i-n diodes, Joule heating is less dramatic than
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for photoconductors, since little external bias, UDC, is required during operation. Heating by absorbed
laser power is more important. P-i-n diode-based photomixers are typically operated under reverse bias.
Therefore, most of the optical power is transformed into heat, since carriers emit phonons while relaxing
to the band edge during transport to the respective contact. For photoconductors, just a small fraction
of the laser power is extracted as current due to the low gain. In both cases, the heat produced by the
laser is approximately given by the absorbed optical power, PL

H ≈ PL. The total heat dissipated by the
photomixer is given by [23]

PH = PL

(
1 + g

e
h𝜐L

UDC

)
, (2.43)

where g= 1 for p-i-n diodes. A maximum temperature change of ΔTmax = 120 K has been determined
empirically for GaAs photoconductors before damage occurs [30]. Given that there is sufficient lateral
heat spreading (i.e., a constant temperature in the cross-section), heat is transported across a mesa of
height, d, as

PH = ΔTmax𝜆A∕d, (2.44)

with the thermal conductance, 𝜆. In most cases, however, the heat source due to absorption of the lasers
can be identified as a thin disk (i.e., the absorbing semiconductor) on a thermal conductor (i.e., the
substrate) [19]. Taking the spreading resistance into account yields

PH ≈ ΔTmax𝜆
√
𝜋A. (2.45)

For GaAs with a thermal conductance of 𝜆= 0.43 W/cmK, a device cross-section of A= 50 μm2 results
in a maximum thermal power of PH = 65 mW according to Eq. (2.45) for ΔTmax = 120 K.

Since PL <PH this is also the maximum limit for the optical power. However, devices are illuminated
with a laser that often features approximately a Gaussian shape. The non-homogeneous optical power
distribution may lead to a failure at (much) lower optical power levels. Typically, an absorbed optical
power of the order of 50 mW for a photoconductor (A ∼ 50 μm2) is considered to be safe for long term
use in photoconductors. For UTC diodes, fabricated of mainly InP with a higher thermal conductance
of 𝜆= 0.68 W/cmK, maximum current levels in the range of 100–150 kA/cm2 have been reported [31,
32]. For the area of A= 50 μm2, as used in the above calculation, these current densities correspond to an
absorbed optical power in the range of 70 mW at 1550 nm (note that usually only a fraction of the optical
power is absorbed in p-i-n diodes; the used laser powers are typically much higher than the presented
value). Equation (2.45) predicts 100 mW for InP, very close to the experimental value. For long term use,
the optical power must be smaller in order to prevent rapid degradation of the device. This implies very
similar values for the maximum optical power for photoconductors and p-i-n diodes. In order to obtain the
maximum THz power from the given limit of optical power, three equations have to be optimized simulta-
neously: RC-roll off, Eq. (2.13), transit-time (CW p-i-n diodes only, Eq. (2.16)) or lifetime roll-off (CW
photoconductors only, Eq. (2.21)), and thermal dissipation (summarized by Eq.(2.43)–(2.45)). These
equations are not independent. The thermal transport depends either linearly on the device cross-section,
A ((Eq. 2.44)), or on

√
A (Eq. (2.45)). The RC-roll-off depends on the device cross-section and the trans-

port distance (intrinsic layer length, di, for p-i-n diodes and electrode gap, wG, and number of electrodes
for photoconductors). The transit-time or lifetime depends on the transport distance and the recombi-
nation time of the semiconductor. For photoconductors, the thermal dissipation and the lifetime roll-off
further depend on the gain. The optimization has to be performed for a specific THz frequency, fmax, since
transport- and RC roll-off are frequency-dependent. Brown calculated the ideal parameters for photocon-
ductors for both a resonant antenna with RA = 215 Ω and a broadband antenna with RA = 72 Ω in Ref.
[23]. For operation at 1 THz with a broad band photomixer, the optimum parameters have been deter-
mined to be wG = 0.99 μm, 𝜏 rec = 0.3 ps, A= 73 μm2, eight electrodes (in total). A minimum finger width
due to processing limitations of 0.2 μm was assumed.

Strategies to improve heat transport from the active area are of key importance for improving the
maximum power. This is particularly difficult for devices operated at 1550 nm. The absorption layer
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is typically made from In0.53Ga0.47As, a ternary compound with very low thermal conductance of
0.05 W/cmK [21]. InP, a standard substrate for telecom devices, features a 13 times higher thermal
conductance of 0.68 W/cmK [21]. In UTC diodes, the layers with low thermal conductance are kept as
small as possible. The n-contact, p-contact, and the transport layer are InP layers. Only the absorption
layer with a length in the range of 50–100 nm is InGaAs. GaAs-based devices benefit from a relatively
high thermal conductance of 0.43 W/cmK [20] as compared to In0.53Ga0.47As. Incorporation of AlAs
heat spreader layers [33] further improves the performance. Transfer onto a substrate with higher
thermal conductance has also been demonstrated [34].

Thermal effects are one of the main constraints of CW systems. For pulsed systems, the thermal power
is mainly generated during the pulse duration (typically much below 𝜏pls < 1 ps). It scales with the average
thermal power, PH, not the peak power, PH,pk. Thermal limitations can therefore be mitigated by using
lasers with low repetition rates, frep, since PH = PH,pk𝜏plsfrep. Electrical limitations, as being discussed
next, are more detrimental and challenging for pulsed systems.

2.2.4 Electrical Constraints

Besides thermal limitations, the carrier transport and other electrical effects also show a power depen-
dence. These effects play a particular role in pulsed operation where a high charge density is generated
within the semiconductor but only a moderate average thermal power is dissipated. In order to get
insight into the physical limits, some simplifying approximations are necessary in order to get analytical
expressions. For exact values, simulations are required, taking the time evolution of the carrier transport
into account. Since p-i-n diodes and photoconductors perform very differently, the two cases will be
treated separately.

2.2.4.1 p-i-n Diodes

We will see soon that p-i-n diodes are typically used in CW systems only. Therefore, this section specif-
ically focuses on CW operation. The main results, however, are also valid for pulsed excitation. In order
to minimize the transit-time roll-off for CW generation, and to increase the effective dipole length for
pulsed operation, carrier transport has to be optimized for operation in the THz range. This is especially
the case for THz frequencies where transport at the saturation velocity already causes a roll-off, that
is, fTHz > (2𝜏sat

tr )−1 = vsat∕(2di). For all p-i-n diodes, there exists an optimum transport field, ET, since
they benefit from ballistic transport: on the one hand, too low fields result in small carrier acceleration,
a= eET/mΓ. It simply takes too long to accelerate the carriers. On the other hand, too high transport
fields (>40 kV/cm, see Figure 2.6) are detrimental for ballistic transport. For efficient operation, it is of
key importance to maintain the ideal transport field throughout the whole structure. The ideal field can
either be the built-in field of the diode, Ebi, or being fine-tuned with an additional external field, Eext,
via a DC bias. However, photo-carriers will alter the local fields within the diode. When optically gen-
erated carriers, (nph(z) electrons and the same amount of holes, hph(z)) are separated in an electric field,
EDC = Ebi +Eext, they generate a field, Eph, that opposes EDC. According to the first Maxwell equation,

𝜕

𝜕x
Eph(z) = −

e[nph(z) − hph(z)]
𝜀0𝜀r

. (2.46)

Subsequently generated carriers experience a smaller acceleration of

a(z) = ± e
mΓ

[EDC − Eph(z)], (2.47)

Where the “+” sign is for electrons and the “–” sign for holes. In the small signal limit of low
optical powers (i.e., small nph(z), hph(z)), the screening field is much smaller than the original accel-
erating field, |E (z)| ≪|E | and the small perturbation of the carriers to the constant field E can
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Figure 2.10 (a) Band profile of an ideal UTC p-i-n diode with di = 280 nm in the small signal limit
(black solid line). The band profile is unperturbed and linear. (b) Intermediate optical power level: The
carriers are mildly screening the built-in field (shown here for 20 kA/cm2), particularly at the p-side of the
transport layer. A small external bias can restore the original field strength (dotted, (c)) at the beginning
of the i-layer, however, leading to higher fields close to the n-contact. (d) High power limit (approximate
solution according to Eqs. (2.51) and (2.52), shown for j= 40 kA/cm2). Without external bias, the carriers
screen the built-in field so strongly that a region with very low accelerating fields is formed at the p-side
of the intrinsic layer. In this limit, a self-consistent calculation would be required to calculate the exact
band profile. A strong reverse bias has to be applied (e) to restore the transport field at the p-side of the
intrinsic layer to its original value but the transport field is no longer homogeneous and shows strong
warping.

be neglected. For intermediate power levels, the perturbation by the photogenerated carriers can, at least
partially, be compensated with an external DC bias, as shown in Figure 2.10 for a photocurrent density
of j= env= 20 kA/cm2. A small deviation from the linear band profile is visible but the accelerating field
strength is still sufficient throughout the structure. At high power levels, the optically generated carriers
can create field kinks in the range of the built-in field, Ebi =EG/di, or even larger. Therefore, the band
profile gets strongly distorted, even regions of a flat band profile between the space charge accumulation
can occur. In such situations, transport will be heavily restrained, leading to saturation or even a decline
of the THz power with increasing optical power.

We will estimate the critical current densities and the corresponding optical power where the strong
screening sets in with a few simplifying assumptions. For exact solutions, self-consistent calculations
are required. This goes beyond the scope of this book.

From Figure 2.6 we can extract that efficient ballistic transport can be maintained for fields within
Epin = Eopt

bal ± ΔEbal = Eopt
bal ± 10 kV∕cm, where Eopt

bal is the optimum ballistic field. Eopt
bal is slightly depen-

dent on the intrinsic layer length and on the material of the transport layer, with typical values around
Eopt

bal = 20 kV∕cm. A variation of the electric field within the intrinsic layer cannot be compensated with
an external bias since the external field just adds to the internal field. In order to allow for analytical
solutions, the p-i-n diode is subject to the following assumptions:

• Absorption takes place in a very narrow area close to the p-contact (ideal UTC diode). Holes remain
stationary and only electrons move.

• For CW operation, the carriers within one THz wave are assumed to be generated instantaneously, that
is, the CW signal is approximated by a pulse train instead of a cosine shape. For pulsed operation, all
carriers shall be generated at once (i.e., the pulse duration is much shorter than the transit-time).
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For a device operated at the transit-time 3 dB frequency where only a single electron bunch propagates,
the electron density that has propagated to a distance s(t) after generation at time t is

n(z) =
j
max

bal 𝜏tr

e
𝛿(z − s(t)), (2.48)

where j
max

bal is the maximum current density for ballistic transport that will be derived in the follow-
ing. Since holes are stationary, they do not produce any current. The induced field kink according to
Eq. (2.46) is

ΔEPh(z) =
j
max

bal 𝜏tr

𝜀0𝜀r

. (2.49)

For a device with a transit-time 3 dB frequency of f 3dB
tr = 1∕(2𝜏tr) = 1 THz, and a maximum kink

of ΔEPh(z)= 10 kV/cm in order to achieve ballistic transport before and after the kink, the maximum
current density for 𝜀r = 13 is j

max

bal = 23 kA∕cm2. For the 50 μm2 device that was used for the estimates
regarding the thermal limitations, the maximum current is 11.5 mA, and the absorbed optical power for
operation at 1550 nm is 9.2 mW. For current densities above j

max

bal , only part of the transport region can
be covered ballistically. This increases the transit-time of the carriers and reduces the transit-time 3 dB
frequency. Since we assumed that all carriers are generated at once, this value represents only a lower
limit. Continuous carrier generation will lead to slightly higher values.

For low frequencies, where transport at the saturation velocity is sufficient in order to achieve roll-off
free operation, the THz power will still increase quadratically with the optical power. The screening can
be compensated with an external bias as long as this bias does not exceed the breakdown voltage of the
semiconductor. The latter case is the ultimate power limit for the photomixer. The exact photo-induced
screening of the field in the intrinsic layer depends strongly on the transport properties. The
maximum current density will, however, certainly be higher than j

max

bal . In order to provide an analytical
estimate for the maximum current density (optical power), we assume that the majority of the transport
takes place with the saturation velocity, vsat, and the device is operated above its transit-time 3 dB
frequency under CW operation in the quasi-steady state, such that the time-dependent quantities can be
replaced with their time-averages (indicated by bars). The following calculation is not valid for pulsed
operation since there is no steady state. The space charge that builds up during carrier propagation
can relax slowly between the pulses, recovering the original internal fields as without photogenerated
carriers. For the case of pulsed excitation, time-dependent quantities would have to be used. Since
p-i-n-diodes are typically used in CW experiments, we will restrict the discussion on the CW case and
use again the case of an ideal UTC diode with a very narrow absorption region close to the p-contact.
The average carrier density in the device is given by the continuity equation,

en(z) = j∕vsat = const. (2.50)

The average photo-generated bias at position z according to the first Maxwell equation is

UPh(z) = −∫ ∫
en(z′′)
𝜀0𝜀r

dz′′dz′ = − nez2

2vsat𝜀0𝜀r

= −
jz2

2vsat𝜀0𝜀r

, (2.51)

as illustrated in Figure 2.10. For the boundary condition j= const (Eq. (2.50)) an external bias has to
be applied to compensate for the photo-voltage. We allow a small additional external bias, Uext for
fine-tuning the field in the intrinsic layer in order to compensate the photo bias and to allow a minimum
transport field, Emin. The external DC bias becomes

Uext = U0 + UPh(di) = U0 −
jd2

i

2vsat𝜀0𝜀r

, (2.52)

where U0 is the bias at low optical power. The total (average) field in the transport layer is

jz
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with Ebi the built-in field and E0 =U0/di. The field is lowest at the p-contact, where the carriers are
generated, and highest at the n-contact, z= di. In order to sustain efficient carrier transport, the field
inside the diode should not fall below a minimum value of Emin = 5 kV/cm. Below this value, carriers are
accelerated too slowly and may not even reach the saturation velocity. By setting Etot(0)=Emin, Eq. (2.53)
yields E0 =Emin −Ebi and

U0 = di(Ebi − Emin). (2.54)

Note that typically U0 > 0, that is, in the small signal limit, even a small forward bias can be tol-
erated. On the other hand, the field must not exceed the breakdown field of the semiconductor. For InP
(InGaAs), the breakdown field is EB = 500 kV/cm (200 kV/cm) [19]. By setting Etot(di)=EB in Eq. (2.53)
the maximum current is

j
max

Ph (Eext) =
vsat𝜀0𝜀r(EB − Ebi − E0)

di

=
vsat𝜀0𝜀r(EB − Emin)

di

. (2.55)

For a device with an InP transport layer, an InGaAs absorption region, (safe) operation at
EB = 200 kV/cm, a band gap energy of the transport layer of EG = 1.34 eV, 𝜀r = 12.5, vsat = 1.5 ⋅ 107 cm/s
and an intrinsic layer length of di = 280 nm the maximum current is jmax = 115 kA∕cm2. This current
density is five times higher than the maximum current density for ballistic transport. The assumption that
the carriers mainly move with the saturation velocity is satisfied. If there is still a ballistic contribution,
the maximum current can be somewhat higher since jmax ∼ ve. Substituting U0 from Eq. (2.54) and
the maximum current for Eq. (2.55) into Eq. (2.52), the required external bias is Uext =− 1.6 V. These
values are in excellent agreement with data found in the literature [31] where jmax = 60 − 150 kA∕cm2

(area 13 μm2, maximum current 8–20 mA) and a DC bias between −1.5 and −2 V are reported for
diodes with di ∼ 280 nm. Equation (2.55) shows that the maximum current scales with the inverse
intrinsic layer length. Higher current densities can be achieved with shorter intrinsic layers without
electrically destroying the device. This is also beneficial for the transit-time roll-off but deteriorates the
RC optimization. However, the above approximations of using the average values are only valid if the
device is operated far above the transit-time 3 dB frequency, requiring rather thick intrinsic layers. For
operation below the transit-time limit, a rigorous simulation using the time-dependent quantities must
be performed. Further cases of other types of p-i-n diodes have been calculated in Ref. [18].

In order to reduce the photo-induced field according to Eq. (2.53), the transport layer can be slightly
n-doped. The positive space charge of the ionized donors results in a band bending opposite to that of the
free electron space charge and less external bias is required to maintain the transport field in the intrinsic
layer. An example is illustrated in Figure 2.11.

For comparison of electrical and thermal limitations, we use the same geometry as in the last
section. The maximum optical power for a 50 μm2 device with an electrically limited current density of
115 kA/cm2 is PAbs = 75 mW. This power level is similar to the maximum thermal power (70–100 mW
had been estimated with Eqs. (2.43)–(2.45)). CW operated p-i-n diodes with intrinsic layers in the
range of 200–300 nm are both electrically and thermally limited at the same time with little room for
improvement. For pulsed operation, however, electrical limitations dominate the performance since the
carrier concentration during the pulse is much larger. Much shorter intrinsic layers would be required
to achieve both electrically and thermally limited performance. However, this would degrade the RC
roll-off drastically. Therefore, p-i-n diodes are typically used in CW applications only.

So far, we have treated an idealized p-i-n diode with a very narrow absorption region (of width wA),
much narrower than the transport layer. In real devices, this is not practicable since the absorbed optical
power (and, consequently, the photocurrent) would be very small according to Lambert–Beer’s law (see
Eq. (2.10)). As an example, even a 200 nm absorber layer with an absorption coefficient of 𝛼 = 8000 cm−1

(a typical value for InGaAs) absorbs a laser power of only Pabs/PL = 1− exp(−𝛼wa)= 14.8 %, if no power
was reflected. However, a 200 nm thick absorber layer cannot be considered as very narrow compared
to a 280 nm transport layer. The thickness of the absorber must be thinner in order to prevent large hole
transport lengths, which would deteriorate the transport performance of the device. A further problem
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Figure 2.11 Approximate conduction band diagram of a UTC diode with an absorber doping of
p− = 1017/cm3, and a transport layer doping of n= 2× 1016/cm3. The band diagram is depicted for an opti-
cally generated current density of 80 kA/cm2. The curvature of the transport layer due to photo-generated
carriers under strong illumination is much smaller than for the undoped case. The doping also substan-
tially reduces the required DC bias for maintaining the transport field at the beginning of the transport
layer (at the p−-layer). The self-biasing effect in the p- region is also shown.

is the structure of the absorber layer. As discussed in Section 2.3.1, in terms of thermal conduction, InP
is more preferable than InGaAs. However, InP does not absorb 1550 nm light. InGaAs layers have to
be used for the absorbing layer. Therefore, many THz p-i-n diodes consist of an InGaAs absorber layer
with a length in the range of 50–120 nm, followed by an InP transport layer in the range of 200–300 nm
[31, 35, 36]. A key challenge in sample growth is the transition from InGaAs to InP, particularly con-
cerning the exchange of the Group V element (As, P). Smooth transitions (such as graded layers) are
difficult to grow, therefore most diodes with InP transport layers consist of a sequence of two to three
InGaAsyP1–y layers. Each transition results in a step in the band edge that gives rise to carrier accumula-
tion and scattering. In order to reduce the step in the conduction band, the transition layers are slightly
n-doped [36] in most cases. Since the InGaAs absorber is at the p-side of the junction, the n-doping could
result in formation of a junction with a large field drop right in the absorber layer instead of the transport
layer. Therefore, the InGaAs absorber layer must be p−-doped and the transition length should be kept
short. The p−-doping results in very low accelerating fields in the absorber layer (see Figure 2.7). This
deteriorates the transit-time performance since the electron transit-time from their point of generation
to the transport layer through the absorber layer can be very long if it is diffusion-dominated. For pure
diffusion, the transit-time through the absorber layer is [37]

𝜏diff
A =

w2
A

2D
+

wA

vth

, (2.56)

where D= kBT𝜇e/e is the diffusion constant and vth is the electron thermal velocity. For an average drift
length of wA = 50 nm (total absorber length 100 nm), the diffusion transit-time through the absorber is
in the range of 𝜏diff

A ≈ 0.5 ps, depending on the doping level which alters the carrier mobility. The same
accounts for holes. Fortunately, holes are much slower than electrons and generate a space charge field
in the absorber layer similar to Eqs. (2.51) and (2.53), but with opposite sign. The amplitude of the space
charge field generated by stationary holes, however, is much smaller due to the p− doping of the absorber
that is usually higher than the photogenerated carrier density. It is illustrated in Figure 2.11. The small
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space charge field due to holes supports field-driven acceleration of the electrons in the p- -layer toward
the transport layer. For high optical powers, the acceleration can be high enough to allow drift-limited
transport [37]. Still, the average transit-time through the InGaAs absorber layer, 𝜏A, increases the total
transit-time, 𝜏 tr = 𝜏A + 𝜏T, where 𝜏T is the transit-time through the InP transport layer.

In order to mitigate the dilemma between increased absorption (requiring a long absorber) and small
transit-time (requiring a short absorber), the propagation direction of the laser light can be adapted. So far,
we have considered direct illumination from the top. Several groups employ a waveguide design, where
the absorption takes place along the p-i-n diode’s lateral dimension [36, 38]. Narrower absorption regions
can be used by elongated diodes, still achieving large optical responsivities in the range of 0.36 A/W [36]
(the maximum responsivity at 1550 nm is e/h𝜐= 1.25 A/W).

2.2.4.2 Photoconductors

Space Charge Screening
For a material with short lifetime, such as LTG GaAs, carriers are trapped soon after their generation.
The average distance an electron or hole can move with a drift velocity vdr before it is trapped is

lD = vdr𝜏rec, (2.57)

as illustrated in Figure 2.12a,b. The maximum drift velocity is the saturation velocity, vsat. However,
the mobilities for electrons in LTG GaAs are much smaller than in undoped GaAs, with values around
400 cm2/Vs. At high optical fluences, the large amount of optically generated carriers can additionally
result in increased carrier–carrier scattering, further reducing the mobility [39]. To accelerate electrons
to the saturation velocity, fields in the range of 25 kV/cm are necessary in LTG GaAs and it takes already
tens of femtoseconds. In the following calculation, we will use vdr = vsat. The results will only be upper
limits for space charge effects. We will first treat the CW case.

CW Operation: A recombination time of 𝜏 rec ∼ 200 fs and transport with vsat results in a dipole length
of lD ∼ 20 nm. Electron and hole clouds are displaced, as illustrated in Figure 2.12b. The electric field
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Figure 2.12 Illustration of the screening effect in photoconductors for a short pulse. (a) Electron and
hole distribution right after their generation. For better visibility, electron and hole clouds are vertically
offset. (b) The charge clouds can only move a length lD before they get trapped. Carriers at the contact are
withdrawn. In the central part of the structure, there are both electrons and holes available. The carriers
can quickly recombine without leaving any net charge. (c) The external bias is mainly screened close
to the contacts, lowering the effective transport field throughout most of the structure. The electric field
(slope in (c)) right at the contact is higher than the average transport field.
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in the gap is

Etot(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

E0 −
en0

𝜀0𝜀r

x for 0 ≤ x < lD

E0 −
en0

𝜀0𝜀r

lD for lD ≤ x < wG − lD

E0 −
en0

𝜀0𝜀r

(
wG − x

)
for wG − lD ≤ x < wG

(2.58)

with E0 the field right at the electrode, as illustrated in Figure 2.12c. For CW, we assume
that the carrier density, n0, is the average space charge carrier density at the electrodes and is
time-independent. The external bias source can deliver a constant average bias of UDC to the elec-
trodes, maintaining the average potential. The boundary conditions are therefore chosen such that

Utot = ∫
wG

0
Etot(x)dx = UDC = EDC∕wG, with EDC the unperturbed field in the gap. This yields for the

field at the electrodes E0 = EDC + en0

𝜀0𝜀r

lD
wG

(wG − lD) ≈ EDC + en0

𝜀0𝜀r
lD. The field in the gap center (Eq. (2.58),

center) is reduced by screening due to photo-generated carriers to

Escr = EDC − ΔEPh = EDC −
n0e

𝜀0𝜀r

l2
D

wG

, (2.59)

The total screened bias at the electrodes is

ΔUph =
n0el2

D

𝜀0𝜀r

. (2.60)

For CW operation, it is necessary to clearly distinguish between trapping and recombination. His-
torically, the trapping time of carriers in photoconductors is termed the recombination time, 𝜏 rec. Since
the carrier is captured, it no longer contributes to the current and the trapping time enters in the life-
time roll-off Eqs. (2.20) and (2.21). However, this does not necessarily mean that the carrier has already
recombined with another carrier of opposite sign. Sufficiently far away from the electrodes, the photo-
generated electron and hole densities are equal. Therefore, fast recombination due to alternate electron
and hole capture by a sufficiently large number of deep traps is a very fast process. However, close to
the electrodes within a drift length lD the carriers of opposite sign are missing and the deep defects can
no longer act as recombination centers but only as traps. Once a trap is occupied, it cannot trap more
carriers of the same charge. But these carriers will remain trapped for very long times compared to the
recombination time: thermal “detrapping” requires a thermal activation energy of about 1/2EG to get back
into the respective band. Overall relaxation or detrapping times, 𝜏DT, between 100 ps [25] and several ns
have been reported [40]. Therefore, under CW conditions, nearly all the recombination centers within
the drift length lD from the electrodes will become charged traps with space charge density −en0 and
+en0 , respectively. The number of occupied deep traps, n0, can largely exceed the photogenerated elec-
tron/hole density created on the recombination time scale, that is, n0 ≫𝛼Pabs𝜏 rec/(h𝜐A). This justifies the
initial assumption of a time-independent, averaged space charge carrier density, n0. But the number of
trapped charges, n0, cannot exceed the number of trap states, which is estimated to be in the range of
2 × 1018/cm3 [41], roughly representing an upper limit to the space charge. This value, however, depends
strongly on the growth and annealing conditions of the photoconductor and can vary within a wide range.
A trap density of 2 × 1018/cm3 leads to a reduction of the field strength of ΔEPh = 5.5 kV/cm for a gap
of 2 μm and lD = 20 nm, a screened bias of ΔUph = 1.1 V, and an increase of the field at the electrode of
ΔE0 = E0 −EDC = 550 kV/cm which is in the range of the breakdown field strength. In summary, bias
field screening for CW excitation is small, but space charge effects can cause early breakdown close to
the electrodes due to drastic increase in the local field to values clearly above those derived from gap
spacing and DC bias.
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A calculation of the maximum number of optically generated carriers (and, therefore, the maximum
optical power for CW generation) requires precise knowledge of the de-trapping time and may require a
dynamic calculation. This calculation goes beyond the scope of this book.

Pulsed Operation: Under pulsed operation, the material can relax between pulses such that only the
carriers generated in a single pulse contribute to the space charge. There is no accumulation due to long
de-trapping times, as long as the repetition rate of the laser is slower than the inverse detrapping time.
The carrier generation and separation happens on the (sub-) ps time scale without formation of a con-
stant, average space charge carrier density, n0 at the electrodes. The external source that provides the bias,
UDC, will be too slow to react on the THz time scale. Various capacitances, inductances and resistances
(including the device resistance) hinder supplying charges from the bias source that compensate photo-
generated carriers on such a short time scale – in contrast to the CW case where it needed to supply an
average bias only. It is therefore inappropriate to assume a constant potential of UDC at the electrodes. It
is more realistic to assume that the constant DC bias is screened by optically generated carriers, leading
to a reduction in the electrode potential during the THz pulse. Therefore, Eqs. (2.58)–(2.60) need modi-
fication and have to be calculated time-dependent. In order to get an estimate of the maximum screening
effects, we assume an extremely short optical pulse and quick charge trapping in order to calculate the
fields in the junction right after generation and trapping where screening effects are maximal. The electric
field in the gap becomes

Etot(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

EDC −
en0

𝜀0𝜀r

x for 0 ≤ x < lD

EDC −
en0

𝜀0𝜀r

lD for lD ≤ x < wG − lD

EDC −
en0

𝜀0𝜀r

(
wG − x

)
for wG − lD ≤ x < wG

(2.61)

with EDC =UDC/wG. Note that Eq. (2.61) is almost identical to Eq. (2.58). Only the (CW steady state)
field at the electrode, E0, is replaced by the external DC field, EDC, since we assumed that the structure
can relax between the pulses. Further, n0 is the optically generated carrier density per pulse. The field in
the gap center is reduced by screening due to photo-generated carriers by

ΔEPh =
n0e

𝜀0𝜀r

lD, (2.62)

The electrode potential is screened by

ΔUph =
n0elD

𝜀0𝜀r

(wG − lD). (2.63)

Comparing the screened field of Eq. (2.62) with that of p-i-n diodes (with z= di and j= en0vsat) in Eq.
(2.53) of ΔEph =

n0edi

𝜀0𝜀r
, the maximum screened field is a factor of di/lD∼10 smaller for photoconductors,

where di is the transport length for p-i-n diodes. Most pulsed systems therefore use photoconductors
instead of p-i-n diodes. Much higher carrier densities, n0, are possible in pulsed operation before reach-
ing any space charge limit. For the same values as above (lD = 20 nm, wG = 2 μm, n0 = 2 × 1018/cm3),
however, the screened bias is ΔUph = 110 V, that is, a factor of lD/(wG − lD)= 100 larger than for the
CW case. This value is larger than typical biases of 30–60 V that can be used for a gap width of 2 μm
before breakdown occurs. Therefore, saturation certainly plays a role at such high carrier concentrations.
But bias field screening saturation is a dynamic process: the space charge builds up on a time scale of
𝜏 rec. This is the same time scale where THz radiation is efficiently emitted. In low field regions, carriers
can no longer reach the saturation velocity, resulting in a slower response and a reduced spectral width.
Therefore, not only the THz amplitude will be altered by bias field screening but also the spectral shape.
The change in the THz spectra requires simulations [42]. The maximum bias and breakdown voltage,
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however, can be estimated by a quasi-static approach since de-trapping takes much longer than trapping.
The bias due to space charge and the space charge field are given by Eqs. (2.61) and (2.62). In contrast to
CW operation, n0 = 𝛼Epls/(h𝜐A) is the carrier concentration generated by one pulse. The external applied
bias must compensate the space charge field in Eq. (2.62). To sustain the transport in the gap, a mini-
mum field of about 25 kV/cm is necessary. Nowhere in the gap, particularly close to the electrodes, the
breakdown voltage (EB = 500–1000 kV/cm for LTG GaAs [23, 43]) may be exceeded. This leads to a
maximum carrier density of

nmax
0 =

𝜀0𝜀r

elD

(EB − Emin) (2.64)

For 𝜏 rec = 200 fs, vsat = 107 cm/s, and EB = 1000 kV/cm the maximum optically generated carrier den-
sity is n0 = 3.6 × 1018 cm−3 (pulse energy for GaAs of 40 pJ for A = 50 μm2, or pulse fluences of
80 mJ/cm2). On the one hand, this calculation is fairly optimistic: carriers are generated within a thickness
of 1/𝛼 in the semiconductor. But the electrodes are planar. Carriers from the depth of the photoconductor
have to drift toward the electrodes, increasing the local space charge density and reducing the maximum
pulse energy. On the other hand, space charge screening will reduce the local field inside the gap, therefore
reducing the carrier velocity and the dipole length, lD. In turn, higher optical densities are allowed accord-
ing to Eq. (2.64). The device saturates and the THz pulses become wider. Estimates on the trap state den-
sity are of the same order of magnitude (2× 1018/cm3 [41]). The photoconducting material will not be able
to trap more charges, resulting in longer effective trap times and temporal broadening of the pulse. The
calculated order of magnitude for saturation is in excellent agreement with experimental data [39, 41, 44].

For a photoconductor without traps, such as SI GaAs, the carriers drift toward the contacts due to
the applied DC bias. This is similar to a p-i-n diode with absorption throughout an intrinsic layer of
length wG. SI GaAs is very inefficient as a CW source due to the extremely long transit-time, resulting
in a severe roll-off, and the high electrical power consumption, resulting in early thermal breakdown. In
pulsed systems, however, SI GaAs has proven to be competitive with LTG GaAs. Thermal limitation is
alleviated since practically no heat is generated between pulses where the device is in its high resistive
dark state. Due to a sharp onset of the current when the pulse illuminates the sample, a broadband spec-
trum is obtained, as illustrated in Figure 2.9. However, due to a lower breakdown voltage of the order
of 300 kV/cm as compared to 500–1000 kV/cm for LTG GaAs, the maximum bias voltage is lower. In
addition, the carriers drift longer since they are not trapped, resulting in larger space charge effects. The
devices saturate earlier than LTG GaAs devices. An early experimental comparison of SI GaAs with LTG
GaAs from Ref. [44] is shown in Figure 2.13.

Impedance Matching and Radiation Field Screening
If an antenna is used to emit the radiation resulting from the changes in the photocurrent generated by
the device, the radiation impedance, ZA =RA + iXA, and the impedance matching to the photoconductor
determine the radiated power. The radiated THz power for CW operation is given by [23, 45]

PTHz =
1
2

I2 GA(𝜔)
(GA(𝜔) + GP)2 + (BA(𝜔) + 𝜔C)2

(2.65)

with GA(𝜔) = ℜ[Z−1
A (𝜔)] and BA(𝜔) = ℑ[Z−1

A (𝜔)], C is the capacitance and GP = I/UDC is the conduc-
tance of the device. Note that the emitted THz power in Eq. (2.65) becomes maximal for a fixed radiation
resistance for GP → 0. For CW operation, the source resistance of p-i-n diodes can be in the range of the
radiation resistance (typical values are between 27 and 100Ω for an antenna on a GaAs/air or InP/air
interface) and impedance matching is possible [46]. The resistance of photoconductors is much higher
than the radiation resistance of any practical antenna for CW operation. Typical dark resistances for
GaAs-based devices are in the MΩ to GΩ range. Even with strong pumping, it is difficult to get the
device resistance below ∼1 kΩ in CW operation, with very few exceptions (such as in Ref. [47]). The
conductance of the device, GP ≪ GA(𝜔), can be omitted in Eq. (2.65). For low and intermediate power
levels this remains the same for pulsed operation. For the highest optical power levels, however, the
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Figure 2.13 Integrated powers for pulsed operation (𝜐rep = 82 MHz, 𝜏pls = 80 fs) of an LTG GaAs pho-
tomixer (A∼ 100 μm2) equipped with a dipole antenna (open circles) at EDC = 20 kV/cm, and a SI GaAs
photomixer with the same antenna (open squares) at EDC = 36 kV/cm. The other graphs represent data
with LTG GaAs using other types of antennas. A linear increase with the square root of the pump power
represents the non-saturated regime. Despite the 80% higher bias, the SI GaAs saturates earlier (pulse
fluence ∼25 mJ/cm2 compared to ∼100 mJ/cm2 for LTG GaAs). Saturation occurs probably due to both
bias screening and radiation field screening. Under similar biases and excitation conditions the order of
magnitude of the emitted power was the same. Figure reprinted from Ref. [44] with permission from the
Optical Society of America, © 1997 Optical Society of America.

conductance may become higher than the antenna admittance GA(𝜔). This decreases the THz power
according to Eq. (2.65). The antenna is short circuited by the device. However, Eq. (2.65) is difficult to
use in pulsed operation in the limit of low device conductance: the frequency dependence of the excita-
tion, I(𝜔)∼PL(𝜔) is contained in the current. The device conductance GP(t) is time varying, for example,
by trapping of the carriers. Its Fourier transform also shows a frequency dependence. A similar approach
as in Eq. (2.32) could be used. In order to estimate the power level where GP becomes comparable to the
antenna admittance we will use a simplified approach. For an exciting optical pulse that is much shorter
than 𝜏 rec, the instantaneous conductivity of a photoconductor right after absorption of the optical pulse is

GP = en0𝜇 ⋅
Nly

𝛼wG

, (2.66)

for a finger structure with fingers of length ly and N gaps of width wG. 𝛼 is the absorption coefficient,
and

n0 = 𝛼
Epls∕N

h𝜐wGly

(2.67)

with an absorbed pulse energy of Epls. Substituting Eq. (2.67) into Eq. (2.66) yields

GP = 𝜇
eEpls

h𝜐
⋅

1
w2

G

. (2.68)

For an antenna with a frequency-independent radiation resistance of RA = 72Ω (e.g., a self-
complementary broadband antenna), negligible reactance, X , a mobility of 400 cm2/Vs, h𝜐= 1.5 eV
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(830 nm, LTG GaAs) and a gap width of 2 μm, the instantaneous device resistance becomes equal to the
radiation resistance of the antenna at an optical pulse energy of 2.1 pJ. This is more than an order of
magnitude smaller than the laser power where bias field screening becomes apparent, as derived in the
previous section for a 50 μm2 device. For SI GaAs, the mobility can be up to a factor of 20 higher than
for LTG GaAs, resulting in impedance matching at a pulse energy of only 0.1 pJ. Equation (2.68) scales
inversely quadratic with the gap width. It is therefore reasonable to use larger gaps for pulsed operation,
in order to allow for higher optical powers and consequently higher THz powers. On the one hand,
larger gaps reduce the photoconductive gain, g= 𝜏 rec/𝜏 tr, which reduces the current fed to the antenna
(Eq. (2.21)). On the other hand, larger gaps show less capacitance, improving the RC performance
particularly above 1 THz, compensating the smaller current. For a single gap of wG = ly = 7 μm
(area∼ 50 μm2), impedance matching is achieved at 50 pJ absorbed energy for LTG GaAs (optical pulse
fluence of 100 μJ cm2), corresponding to an optical carrier density of n≈ 4.2 ⋅ 1018/cm3. In this range,
trap saturation and field screening may also influence the device performance in LTG GaAs, since the
trap density is estimated to be in the range of 2× 1018/cm3 [41]. The carrier density (pulse energy) for
impedance matching does not represent a limit. At higher pulse energies, the device impedance will be
lower than the antenna impedance right after absorption of the optical pulse. It will cross the point of
impedance matching within the time scale of the recombination time, and become highly resistive again
afterwards. Broadening of the pulse was reported [41] and a sub-linear increase of the emitted THz
field with increasing fluence [39]. In many cases, 𝜏 rec is in the same range as the pulse duration, 𝜏pls,
such that many carriers are trapped before the optical pulse is over. The presented values are therefore
underestimates.

At very high optical power levels where GP ≫GA, it will not make sense to further increase the
optical power, since the device will saturate. Equation (2.65) becomes in this limit P = 1

2
I2 GA(𝜔)

G2
P

=
1

2
GA(𝜔)U2

DC → 0 since GA(0 Hz)= 0 and UDC possesses only the DC component. The frequency depen-
dences of current and conductance cancel, there is no longer noticeable AC modulation of the current
fed into the antenna, and no power will be generated during the time where GP(t)≫GA. Note, however,
that for GP(t)∼GA increasing the bias, UDC, still quadratically increases the THz power (particularly
during pulse times where GP(t)≤GA). This leads to the name of the device: “photoconductive switch”.
The laser pulse modulates the resistance of the photoconductor from highly resistive to low-ohmic and
therefore switches the current due to the external DC bias on and off.

A term that is more frequently used to describe the saturation with respect to increasing optical power
is radiation field screening. At high fluences, the emitted THz field can reach the same order of magnitude
as the accelerating DC field, EDC =UDC/wG, supplied to the electrodes. In the following, we will show
that radiation field screening is indeed described by Eq. (2.65). For simplicity, we neglect the reactance of
both the antenna and the device and discuss only the 1D problem of carrier transport along the x-direction
between the electrodes where all z-dependences have been integrated. We further assume long electrodes
without any y-dependence on fields and currents. Due to the induction law, the THz field reduces the
accelerating field, [48, 49]

Eloc(x, t) = EDC − ΔEPh(x, t) − ETHz(x, t), (2.69)

where ΔEPh(x, t) is the (time-dependent) screened bias by charges in the photoconductor according to
Eq. (2.62), and ETHz(x,t) is the radiated THz field that back-acts on the carriers. The bias field screening
by ΔEPh(x, t) will be neglected in the following since it was discussed in the last section. The radiated
field is proportional to the time derivative of the 2D photocurrent density, ETHz(x, t)∼ 𝜕/𝜕t j(2D)(x, t) (with
j(2D) in units A/m due to z-integration). The current density is x-dependent since we have to calculate the
total displacement current which is the sum of all currents generated within the device. The 2D current
density can be understood as an effective surface current. In the frequency domain, this reads

ETHz(x, 𝜔) = 𝛽 ⋅ i𝜔j(2D)(x, 𝜔) (2.70)

where 𝛽 is a proportionality constant defined by the radiation resistance of the antenna, ZA(𝜔) =
U (𝜔)∕I (𝜔) = ||∫ E (x, 𝜔)dx|| ∕ ||∫ j(x, 𝜔)dA|| = i𝛽𝜔, where j(2D)(x,𝜔) is the surface current
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density generated by the device. The 2D current density is related to the local accelerating field by
j(2D)(x,𝜔)=GP(x,𝜔)Eloc(x,𝜔). The radiated field at the antenna in Eq. (2.70) can then be expressed in
terms of the local field as

ETHz(x, 𝜔) = ZA(𝜔)GP(x, 𝜔)Eloc(x, 𝜔) (2.71)

Substituting the local field from Eqs. (2.69) into Eq. (2.71) and solving for ETHz(x,t) yields

ETHz(x, 𝜔) =
ZA(𝜔)GP(x, 𝜔)EDC

1 + GP(x, 𝜔)ZA(𝜔)
=

ZA(𝜔)j
(2D)
id (x, 𝜔)

1 + GP(x, 𝜔)ZA(𝜔)
, (2.72)

with GP(x, 𝜔)EDC = j(2D)
id (x, 𝜔), the ideal current density generated by the device with 1

wG ∫ j(2D)
id (x, 𝜔)

dxdy = I(𝜔). For a device conductance comparable to the inverse radiation resistance, the current fed into
the antenna in order to generate THz radiation is reduced by the denominator in Eq. (2.72). Replacing
the radiation resistance by the admittance, the THz field becomes

ETHz(x, 𝜔) =
j(2D)
id (x, 𝜔)

GA(𝜔) + GP(x, 𝜔)
(2.73)

Using PTHz(𝜔) =
1

2
GA(𝜔)

||||∫ ETHz (x, 𝜔) dx
||||
2

and replacing the local conductance, GP(x,𝜔), by the

externally accessible value of the lumped element, GP(𝜔), yields the impedance matching formula in
Eq. (2.62), however, without imaginary parts since they were neglected in this calculation. These can
easily be accommodated in Eq. (2.73) by replacing GP(x,𝜔) and GA(𝜔) by their respective complex
quantities.

Equation (2.72) is frequently used to describe radiation field screening for large area or large aperture
emitters [24, 50] where the spatial dependence can be omitted for homogeneous illumination. In large
aperture emitters, the carriers situated at a semiconductor/air interface directly emit the THz power into
free space. The radiation resistance therefore has to be replaced by the wave impedance, Z0/(1+ n), where
n is the refractive index of the substrate. Further, the lumped element conductance must be replaced by
the surface conductivity (i.e., the conductivity integrated over depth, z), 𝜎(2D), since the device cannot be
considered as a lumped element but rather as an array of distributed emitters (see also Section 3.6.2).
The current responsible for radiation reads [24]

j(2D)(t) =
𝜎(2D)(t)EDC

1 + 𝜎(2D)(t)Z0

1+n

(2.74)

The numerator is the ideal current density. Since the THz power is proportional to PTHz ∼ [j(2D)(t)]2,
radiation field screening reduces the THz power as 𝜂RFS = [1+ 𝜎(2D)Z0/(1+ n)]−2.

From large area emitters based on SI GaAs, pulse fluences in the range of ∼1 mJ/cm2 for accelerating
fields of 2–2.5 kV/cm [50, 51] to about 10 mJ/cm2 for 20 kV/cm [52] have been used at the onset of
radiation field screening (i.e., sub-linear increase of the emitted THz field with increasing fluence). Higher
DC accelerating fields allow (linearly) higher saturation fluences since a higher radiated THz field is
required for screening. From the presented values, each mJ/cm2 requires at least 2 kV/cm of DC field in
order to prevent radiation saturation of the field screening for GaAs. However, early data [39] suggest later
saturation at fluences in the range of 80 mJ/cm2 for a bias field of 4 kV/cm (extrapolated from Figure 8
of Ref. [39]).

For LTG GaAs, Loata et al. [49] found radiation field screening saturation of the device for optical
pulse fluences in the range of 50–100 mJ/cm2 (n0∼few 1018 cm−3) for an accelerating field of 20 kV/cm.
It saturates at higher optical fluences than SI GaAs.

For pulsed operation, trap saturation, bias field screening, and impedance matching/radiation field
screening are becoming important at similar optical power levels for both low lifetime material and SI
GaAs. It is often difficult to distinguish the different contributions.
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2.2.5 Device Layouts of Photoconductive Devices

The development of THz photoconductive devices is mainly electrical engineering and materials science.
For CW operation, the material must feature (i) a low carrier lifetime in order to improve the transit-time
performance, (ii) a high dark resistance for reducing the DC electrical load, (iii) a high breakdown field
in order to allow for high DC biases, and, last but not least, (iv) an acceptable carrier mobility. For pulsed
operation, a low carrier lifetime (i) is not desperately necessary, however, it helps to increase the break-
down field and the dark resistance. It is fairly simple to accomplish (i)–(iii) for instance by destroying or
damaging the semiconductor lattice, however, at the cost of mobility (iv). Materials with low mobility,
𝜇, do not allow transport at the saturation velocity, if v=𝜇EDC < vsat for the applied maximum DC field.
This results in low photocurrents and little emitted THz power. Materials need to be engineered in order
to optimize items (i)–(iv) at the same time. Several examples for both 800 and 1550 nm operation are
discussed below.

2.2.5.1 Photoconductors at 800 nm

Photoconductors based on GaAs are the work horses in many THz laboratories. GaAs can be grown with
a very small amount of unintentional doping. Due to the sufficiently large band gap of 1.42 eV, there are
practically no thermally generated carriers and the dark resistance is high (∼GΩ). These photoconductors
require laser wavelengths shorter than 870 nm. They are often excited with Ti:sapphire lasers, particularly
for pulsed operation. CW systems often consist of distributed feedback (DFB) diodes that are amplified
with (tapered) semiconductor optical amplifiers (SOAs). Typical optical power levels for CW operation
are 50 mW. A difference frequency of 1 THz requires 2.4 nm wavelength offset at 800 nm center fre-
quency. Typical DFB diodes can be tuned by more than 2.5 nm, and a tuning range of ∼5 nm (∼2.1 THz)
can easily be achieved. In the GHz range, SI GaAs can be used for fast optical receivers [53]. In the THz
range, however, intrinsic or SI GaAs features a very pronounced transport-time roll-off for CW operation
due to the lack of trapping centers. Space charge saturation occurs at fairly low optical power levels (see
Eqs. (2.59) and (2.60) for lD =wG) and the electrical power dissipation is high. The lower breakdown
voltages and the lack of traps lead to nonlinearities in the IV-characteristics at substantially lower biases
than in materials with low carrier lifetime [44]. In pulsed operation, however, SI GaAs devices perform
very well: The space charge limitations occur much earlier than for LTG GaAs, but the THz power emit-
ted by an electron–hole pair is much higher, as described in Section 2.2.2.2, Figure 2.9 and discussion
thereof. Since thermal dissipation scales with the average power but THz power scales with the peak
power, thermal limits are suppressed by a factor of 𝜐rep𝜏pls. Therefore, pulsed SI GaAs devices perform
as well as devices based on materials with a short lifetime [44]. In the following, however, we focus on
low lifetime material since such materials can be used in both CW and pulsed applications.

Low Temperature Grown GaAs (LTG GaAs)
LTG GaAs is typically fabricated by molecular beam epitaxy (MBE) at low growth temperatures
(∼200 ∘C) under As overpressure on SI GaAs substrates [23]. At this low temperature, up to 1.5%
excess arsenic is incorporated. By annealing at temperatures up to 500–580 ∘C the excess As forms
antisite defects, which act as deep (double) donors, and quasi-metallic clusters. A very low lifetime in
the range of 100 fs [54] and a reasonable mobility around 400 cm2/Vs can be achieved. Carrier lifetimes
and resistance can be widely engineered by the growth temperature and the subsequent annealing
temperature (Figure 2.14). Carrier trapping and scattering by the As clusters prevents any velocity
overshoot. The IV characteristics remain linear. The breakdown field is about two to three times higher
than for SI GaAs. For operation at 800 nm, the 1/e absorption length is about 0.8 μm. A typical sample
structure for CW operation is 1–2 μm thick and consists of two electrodes with three to four fingers
each that are deposited on top of an LTG GaAs layer (see Figure 2.8). The finger width is in the range
of 0.2 μm, the gap width, w ∼2 μm, depending on the design frequency. The area covered by the
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Figure 2.14 Carrier life time of LTG GaAs versus annealing temperature. The growth was performed
at 230± 10 ∘C. At low annealing temperatures (region I and below), the material is dominated by defects,
showing a comparatively low resistance and also a short lifetime. In region II, the lattice begins to relax;
doping defects are reduced, increasing the resistance but the lifetime remains on a similar level. Region
II is ideal for producing photoconductive switches. Above region II, point defects are cured, the lattice
constant relaxes toward that of the substrate. The annealing also reduces the trap state concentration,
resulting in an increase in the lifetime to ∼1 ps or even more. Reproduced from Ref. [54], © 2003, AIP
Publishing LLC.

fingers is in the range of 100 μm2 [23], resulting in an RC 3 dB frequency around 1.3 THz for a 72Ω
load. No mesa etching is required due to the high dark resistance in the GΩ/square range [23], since a
noteworthy conductance only occurs in optically excited areas. Usually, an ARC (thickness ∼140 nm
for an SiO2-film at 800 nm) is deposited on top of the active structure; this also prevents oxidation
of the semiconductor at high optical powers. In order to improve thermal conduction, often an AlAs
heat spreader layer is deposited below the active material. A Bragg mirror, consisting of AlGaAs-AlAs
𝜆/2 layers, can be grown underneath the active material to reflect the incoming laser and enhance
the absorption [55]. This allows thinner LTG GaAs absorber layers. It also improves the electrical
performance since the electric field applied by the finger electrodes is more homogeneous close to the
surface. Several groups also reported improvement in the thermal management by sample transfer onto
a highly thermally conductive material, such as sapphire or silicon [43, 47]. Industrial diamond and SiC
have also been proposed as thermal substrates.

To the knowledge of the authors, the highest reported CW THz power in the low THz-frequency range
is around 1.8 mW at 252 GHz [47]. A tunability range from<100 GHz to 3.8 THz with a single device has
been reported [55] with still microwatt-level powers at 1 THz. LTG GaAs-based photoconductors have
not only been used as antenna coupled devices but also as large area emitters (see Section 3.6.2) [43].

LTG GaAs photoconductors have to be operated with laser wavelengths shorter than 870 nm due to
their band gap. Although absorption can also take place via the mid-gap trap state [56] or by two photon
processes (only in pulsed operation) [57], the absorption cross section is so low that very little has been
reported with 1550 nm excitation.



Principles of THz Generation 37

ErAs:GaAs at 800 nm
ErAs:GaAs is a promising alternative to LTG GaAs. It consists of continuous growth of a superlattice
sequence of GaAs-ErAs-GaAs with up to two monolayers (ML) of ErAs [58] and a thickness for the GaAs
layers in the range of 10–30 nm. Erbium tends to precipitate and form ErAs nanoparticles with a size in
the range of ∼2 nm [58] and a density in the range of 7× 1012 cm−2 [59]. Bulk ErAs is a semi-metal
with a Fermi energy slightly above the band gap center of GaAs. Due to quantization effects, small
particles have been reported to show a transition from semi-metallic to semi-conducting [60]. In con-
trast to LTG GaAs, ErAs:GaAs is grown at only slightly lower temperatures than standard GaAs, with
typical values around 535–580 ∘C [59, 61]. Due to the position of the Fermi energy in the band gap of
GaAs, the ErAs particles are very efficient in capturing carriers. The trapping times mainly depend on the
drift/diffusion time from the point of generation (by optical absorption) to the next ErAs particle. Higher
particle density results in shorter trapping times, however, also in lower mobilities due to increased scat-
tering. Trapping times in the range of 𝜏 rec ∼ 120–250 fs [33, 62, 63] and a significantly higher mobility
than LTG GaAs [23] have been reported. The incomplete surface coverage of ErAs allows continuous
overgrowth with defect-free GaAs, because of the available GaAs surface where growth can continue.
The electrical performance is comparable to that of LTG GaAs. A breakdown voltage of 200–500 kV/cm
has been reported [33, 59]. The dark resistance is about 100 times lower than LTG GaAs [23], however,
still high enough in order to produce useful photoconductors with a dark resistance in the several MΩ
range [23]. The comparable electrical properties and lifetimes result in comparable performance as LTG
GaAs photoconductors. Interestingly, a special growth mode of ErAs:GaAs allows noticeable absorption
at 1550 nm, allowing implementation of ErAs:GaAs photomixers at telecom wavelengths. This will be
discussed in the next section.

2.2.5.2 Photoconductor Concepts at 1550 nm

1550 nm compatible photomixers benefit from the huge variety and low cost of telecom components. A
wavelength difference of 8 nm is required for a difference frequency of 1 THz. CW systems often consist
of two DFB diodes that are commercially available with a mode hop free tuning range of about 4.5 nm.
Two diodes can therefore cover a frequency range of about 1.2 THz. For a larger tuning range, one of the
DFB diodes can be replaced with a grating tuned source. In both cases, the laser linewidth is in the low
MHz range. DFB diodes are also very stable (on the same scale as the linewidth, see Chapter 7). If more
power is required, erbium-doped fiber amplifiers (EDFAs) are used. The systems are often completely
fiber-based (with polarization maintaining fibers), allowing simple handling and very little alignment
effort. Only the free space THz path needs alignment. In 1550 nm CW systems, photoconductors are
mainly used as coherent detectors. Although they can also generate THz radiation, p-i-n diode-based
mixers are typically more efficient.

Pulsed systems frequently use 1550 nm fiber lasers. Due to dispersion, the fiber laser length, l, is usually
kept fairly short, resulting in high repetition rates in the range of 𝜐rep = c/2l ∼ 70 MHz. Photoconductors
are used both as sources and coherent detectors. If coherent detection by electro-optic sampling (EOS)
is desired, the 1550 nm signal can be frequency-doubled such that EOS crystals with phase-matching at
∼800 nm (e.g., ZnTe) can be used.

In contrast to well-established 800 nm photomixers, devices for 1550 nm operation suffer intrinsically
by the ∼2 times lower band gap (∼0.74 eV). It is very challenging to obtain deep traps and high
dark resistances while maintaining a sufficiently high carrier mobility and absorption coefficient.
LTG In0.53Ga0.47As, for instance, is strongly n-type [64], in contrast to LTG GaAs. Further, the
breakdown voltage, EB, is lower. From semiconductor physics, the breakdown field tends to vary
with band-gap energy superlinearly and studies have yielded universal empirical relationships such as
EB[V/cm] = 1.73 × 105(UG[eV])2.5 for low-doped direct-band-gap materials [65]. Hence, the difference
between the GaAs EB (UG = 1.42 eV) and the EB of InGaAs is predicted to be a factor of 4.9, which 
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is rather close to the observed difference in the maximum bias voltage between homogeneous GaAs
and InGaAs ultrafast PC devices. Several strategies have been demonstrated to fulfill the needs and to
overcome the discussed problems of telecom-compatible photomixers.

Extrinsic Photoconductivity at 1550 and 1030 nm of ErAs:GaAs
A promising alternative to InGaAs is to use GaAs with 1030 or 1550 nm drive lasers and utilize
sub-band-gap photon absorption mechanisms via the high concentration of defect- or impurity-levels
that ultrafast materials generally have. In pulsed-mode, for example, attempts have been made to utilize
two-photon absorption and sub-picosecond recombination via the mid-gap states associated with As
precipitates in LTG GaAs [66, 67]. This was then used to demonstrate a PC switch, but the resulting
photoconductivity was found to be impractically weak compared to the intrinsic cross-gap effect. In
CW mode, attempts have been made to overcome the weak 1550 nm absorption by embedding the LTG
GaAs in a dielectric-waveguide, distributed p-i-n photodiode [68]. But the waveguide length required
for strong absorption reduces the electrical bandwidth because of difficulties in velocity matching the
photonic and RF waves.

To date, the most attractive extrinsic photoconductive material has been co-doped (homogeneous)
Er:GaAs. Test structures such as the PC switch in Figure 2.15 have yielded valuable data pertaining to
DC photoconductive and THz performance [69]. First, the DC photoconductivity was characterized at
1550 and 1030 nm with up to P0 = 140 mW of average laser power at each wavelength. This limitation is
necessary on the one hand to guard against damaging the PC switch, and on the other hand for consistency
between the 1550 and 1030 nm measurements, since this was the maximum power available from the
1550 nm laser but not the 1030 nm laser. The 1550 nm laser was an EDFA mode-locked laser with a
repetition frequency of frep = 36.7 MHz and pulse width of 𝜏pls ∼ 300 fs. The 1030 nm laser was an YDFA
(ytterbium-doped fiber amplifier) mode-locked laser with a repetition frequency of frep = 31.1 MHz and
pulse width of 𝜏pls ∼ 190 fs. Laser power measurements were taken with a commercial thermopile-type
detector. The laser beam at both wavelengths was focused into the active (central) gap of the PC switch
in Figure 2.15 with a standard 10× microscope objective. The bias voltage was fixed at 77 V – a value
found low enough to provide reliable operation at the maximum 140 mW laser power level. The DC
photoconductivity results are plotted in Figure 2.16a,b for 1550 and 1030 nm light, respectively. The two
curves are substantially different at low P0, but similar at high P0 where they both approach a linear
asymptote. This is in contrast to the continuous quadratic-up behavior displayed by LTG GaAs switches
with 1550 nm drive [67]. At low P0, Figure 2.16a,b also show nonlinear behavior, but concave-down in
Figure 2.16a and concave-up in Figure 2.16b, which is not yet understood. At the low end of the linear
asymptotic region of Figure 2.16a, the current responsivity is ℜ≈ 5 μA/mW, and at the high end it is
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Figure 2.15 ErAs:GaAs self-complementary square-spiral photo-conductive switch.
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Figure 2.16 (a) DC photocurrent versus average 1550 nm laser power at 77 V bias. (b) Same as (a)
except with 1030 nm laser.

ℜ≈ 1.0 μA/mW. The former is about four times less than the ℜ from an identical type of PC switch
(same ErAs:GaAs material) measured at the same UDC with a 780 nm sub-picosecond pulsed laser.

In contrast, the photocurrent for the 1030 nm laser in Figure 2.16b reaches a maximum value of
44.9 μA, corresponding to ℜ≈ 0.32 μA/mW, which is about three times less than the 1550 nm result.

However, it still supports our interpretation of the new effect as extrinsic photoconductivity rather
than two-photon absorption. This is because 1030 nm photons would not match the energy-momentum
conservation criteria for two-photon transitions across the GaAs band gap, so would experience a far
weaker absorption coefficient than 1550 nm photons. The promising 1550 nm photocurrent suggests that
this PC switch should produce measurable THz power, assuming of course that the photocarrier lifetime
associated with the new photoconductive mechanism is comparable to that of the traditional intrinsic,
cross-gap effect (typically ≪ 1 ps). The THz output power was first measured with a broadband, cali-
brated pyroelectric detector having a crude low-pass filter (0.010-inch-thick black polyethylene) to block
the mid-IR-to-visible radiation. Its resulting THz responsivity is roughly 5000 V/W. The pyroelectric
signal versus bias, UDC , (Figure 2.17a) was measured at a fixed 1550 nm laser power of 140 mW, and
the signal versus P0 (Figure 2.17b) was measured at a fixed bias voltage of 77 V. The vertical scale
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Figure 2.17 (a) RMS output from THz pyroelectric detector versus bias voltage with a constant
1550-nm laser power of 140 mW. (b) RMS output from THz pyroelectric detector versus 1550-nm aver-
age laser power at a constant bias of 77 V.
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in both plots is RMS lock-in amplifier reading; when adjusted for this, the maximum reading in both
Figure 2.17a,b corresponds to a peak-to-peak reading of approximately 520 mV (confirmed on an oscillo-
scope). Hence the maximum power measured from the switch is ≈105 μW [69]. In stark contrast, no THz
power was measured from the same PC switch driven by the 1030 pulsed laser under the same operating
conditions. This suggests that the photocarrier lifetime associated with the extrinsic photoconductivity
is quite sensitive to laser drive wavelength, but for reasons that are not yet understood.

Inspection of Figure 2.17a,b provides an interesting contrast to the operating characteristics usually
displayed by intrinsic photoconductive switches driven at 780 nm [70]. The nearly quadratic dependence
on bias voltage in Figure 2.17a is stronger than at 780 nm, whereas the sub-quadratic [PTHz ≈ (P0)1.6]
dependence on drive power in Figure 2.17b is weaker than at 780 nm [71]. The maximum 1550 nm-driven
THz power is comparable to the broadband THz power measured from an identical type of switch (same
ErAs:GaAs material) at the same UDC, but driven with 25 mW of average 780-nm power. Hence, the new
1550-nm-driven photoconductive mechanism is about five-times less efficient in terms of THz-to-laser
power conversion. An obvious way to improve this efficiency would be to increase the thickness of
the active epitaxial layer, which is approximately 1.0 μm in all the devices tested to date. To estimate
the power spectrum and bandwidth of the 1550-nm-driven PC switch, we carried out spot-frequency
power measurements using a set of Schottky-diode zero-bias rectifiers mounted in a rectangular waveg-
uide and operating in three distinct bands centered around 100 (W band), 300 and 500 GHz, as shown
in Figure 2.18a [69]. These rectifiers act as band-limited filters with very sharp low-frequency turn-on
(waveguide cut-off) and more gradual high-frequency roll-off. This enables a discrete estimate of the
THz switch power spectrum knowing the external responsivity of the rectifiers and their noise equivalent
bandwidth. The resulting data are plotted in Figure 2.18b, normalized to the signal from the 100 GHz
rectifier. The bandwidth is obtained by fitting the discrete spectrum to a single-pole Lorentzian func-
tion, S(f)=A/ [1+ (2𝜋f𝜏)2]−1, where A is a constant and 𝜏 is the photocarrier lifetime. This has been
found to be a good fit to the THz power spectrum of PC switches whose photocarrier lifetime is sig-
nificantly longer than the RC electrical time constant – a likely condition in the present case since the
gap capacitance of the switch is ≪1 fF. For the experimental data in Figure 2.18b, the best fit to the
data occurs when A= 1.08 and 𝜏 = 0.45 ps. This corresponds to a 3 dB frequency-domain bandwidth
of B= (2𝜋𝜏)−1 = 354 GHz, which is comparable to the bandwidth deduced from 780-nm time-domain
measurements for the identical type of switch (same ErAs:GaAs material and antenna) with a 780-nm
femtosecond laser [70]. However, the laser pulse in the present experiments (300 fs) is considerably
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longer than that used at 780 nm, so that the lifetime-limited bandwidth of the extrinsic PC switch could
be even higher than 354 GHz.

ErAs:InAlAs/InGaAs Devices
The fairly low absorption of ErAs:GaAs at 1550 nm can only be overcome if the inter-band transition
is used for absorption: for In0.53Ga0.47As, the absorption coefficients are in the range of 8000/cm. How-
ever, the typical problems for InGaAs-based photoconductors have to be faced: the Fermi energy of
semi-metallic ErAs in InGaAs is close to (or even above) the conduction band edge [72]. Although
carriers are still trapped by the semi-metal, the high density of states of ErAs result in a strong n-type
background that has to be compensated with a p-dopant. Typically, either beryllium or carbon is used.
The large p-doping (of the order of 1020/cm3) and scattering by the ErAs particles results in rather low
mobilities in the range of 900 cm2/Vs [73] for material with sufficiently low lifetime, getting lower with
higher Er concentration and stronger doping. In most cases, the n-background cannot be completely
compensated, leading to fairly low resistances in the range of 10–100 Ω cm (100 kΩ/square for a 1 μm
thick sample) [74]. In Ref. [75] a resistivity of 343 Ω cm was specified, however, without specifying the
mobility. Furthermore, exact compensation is difficult: a small error in the doping concentration around
the point of perfect compensation can push the Fermi energy from the center of the band gap right to
the conduction- or valence band edge if no deep traps are present that pin the Fermi energy. In contrast
to ErAs:GaAs, a compromise between short carrier lifetime (requiring high ErAs concentration), low
dark conductivity (low ErAs concentration and high p compensation doping beneficial) and mobility
(low ErAs concentration and low p-doping) has to be found. The problem of low breakdown voltage
cannot be overcome. However, functional photomixers have been fabricated from ErAs:InGaAs with
lifetimes in the range of 200–300 fs [75, 76]. Low-temperature operation can help to freeze out carriers
for overcoming thermal heating limitations [77] by excess dark conductance.

In order to reduce the large n-background, a superlattice of InGaAs-ErAs:InAlAs has been imple-
mented, as illustrated in Figure 2.19a,b [78]. ErAs is a deep trap in InAlAs. If the InAlAs layer is chosen
only a few nm thick, carriers can tunnel into the ErAs states in InAlAs and are efficiently trapped. Some
p-doping is still necessary in order to compensate for the n-background by carriers tunneling out of
the ErAs states. Since carriers have to tunnel into the ErAs states (with limited tunnel probability), the
carrier-lifetime can be quite long. However, it is already sufficient to grow the ErAs between an InAlAs
and an InGaAs layer (Figure 2.19b), as a compromise between lifetime and resistance. Generally, the
resistance of such a structure can be much higher than that of the ErAs:InGaAs material. The absorp-
tion takes place in the adjacent InGaAs layers between the InAlAs layers. The band structures shown in
Figure 2.19a,b resemble quantum wells. Shifts of the absorption edge toward longer wavelengths due to
quantization effects remain small if the InGaAs layer is chosen fairly wide, with thicknesses in the range
of 15 nm. The absorption coefficient is just slightly lowered at 1550 nm as compared to bulk InGaAs.
Besides the higher resistance, another advantage is the much higher carrier mobility due to the absence of
ErAs in the absorber material and less p-background doping. Since carriers first have to drift toward the
InAlAs barriers and then have to tunnel into the ErAs trap states, the carrier lifetime is longer than that of
ErAs:InGaAs. The layer thicknesses of both the InAlAs tunnel barriers and the InGaAs absorber layers
are a compromise between high resistance, absorption, and low lifetime. Typical values are 2.5 nm for the
p-doped InAlAs layers, followed by a 15 nm InGaAs layer. In order to achieve an absorber thickness in
the range of 1 μm, a sequence of N= 70 superlattice periods has been used, resulting in a total thickness
of 1400 nm. Such InGaAs-ErAs:InAlAs photomixers have been used for pulsed measurements [78]. A
representative measurement with a large area emitter is shown in Figure 2.19c. The material showed a
resistivity of 670Ω cm, a mobility of 1100 cm2/Vs and a carrier lifetime of 1.2 ps.

LTG InAlAs:InGaAs Devices
A further concept for the realization of suitable photoconductors for the operation at 1.5 μm optical
wavelength is a LTG InGaAs/InAlAs multilayer structure, which is additionally doped with beryllium.
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Figure 2.19 (a) InGaAs-ErAs:InAlAs photomixer ideal band diagram. The ErAs-layer is sandwiched
between InAlAs tunnel barriers in order to increase the dark resistance of the material. (b) Device
with only one tunnel barrier. The sheet resistance is still strongly increased. (c) Typical power spec-
trum obtained with an InGaAs-ErAs:InAlAs large area emitter (design as in (b)) under pulsed operation
(laser wavelength 1550 nm, 100 mW average power, pulse duration 100 fs, repetition rate 78 MHz).
Electro-optic sampling with ZnTe was used for detection. This results in the stronger roll-off above
3 THz where the detection crystal absorbs. The inset shows the time domain pulse. The ringing is due to
reflections by an attached heat spreader.

Grown at temperatures below 200 ∘C, excess arsenic is incorporated as point defects on Ga lattice sites
(antisite defect, AsGa), which form deep donor levels in the material. In LTG GaAs these defects are
mid-bandgap, whereas AsGa defects in LTG InGaAs lie energetically close to the conduction band (CB)
edge with activation energies around 30–40 meV. The reduction in the electron lifetime in LTG material
compared to standard temperature grown (STG) semiconductors is attributed to electron capture by ion-
ized arsenic antisites (AsGa

+). In LTG GaAs the arsenic antisites are ionized by Ga vacancies, whereas
ionization in LTG InGaAs is mainly thermal due to the low activation energy of the defect. This shift of
the Fermi level toward the conduction band leads to highly n-conductive material at room temperature.
To increase the resistivity of the material, the InGaAs-layers are sandwiched between InAlAs-layers bar-
riers which trap the residual carriers. These layers are high bandgap and therefore transparent for the
incident optical signal. By using the p-dopant beryllium, the resistivity is further increased.

The structure illustrated in Figure 2.20 (i.e., 12 nm InGaAs, 8 nm InAlAs), typically features a Hall
mobility of 600 cm2/Vs, a resistivity of 300Ω cm and a carrier lifetime of 500 fs for a Be-doping con-
centration of 2× 1018 cm−3. This multilayer photoconductor successfully combined the required material
properties for THz generation at 1.5 μm optical wavelength for the first time and enabled the first fully
fiber-coupled pulsed THz-system in 2008, featuring a bandwidth of roughly 3 THz and a dynamic range
of 30 dB [79].

A general disadvantage of photoconductive antennas with on-top metal contacts results from the
decreasing in-plane electrical field component in the depth of the photoconductor. In the depicted mul-
tilayer structure, this problem is enhanced due to the many interfaces at the intermediate InAlAs layers
with higher bandgap. The interaction of photocarriers with the electric field is reduced, which results in a
low mobility limiting the obtainable THz power. This problem was solved by mesa-type structures with
electrical side contacts. Here, the electrical field is directly applied, even to deeper layers, and the current
in the receiver does not need to cross heterostructure barriers. As compared to their planar counterpart,
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Figure 2.20 (a) Schematic of InGaAs/InAlAs heterostructure, with 100 periods of a 12 nm InGaAs
layer followed by an 8 nm InAlAs layer with cluster-induced defects acting as electron traps.
(b) Schematic of the respective band-diagram in real space with deep cluster-induced defect states.
Reproduced and adapted with permission from Ref. [83], © 2013 Optical Society of America.
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Figure 2.21 Mesa-structured InGaAs/InAlAs photoconductor (a) and corresponding THz-
spectrum (b). The photoconductor features a stripline geometry with 25 μm gap, which was biased
with 5 V and illuminated with 10 mW optical power. Reproduced and adapted with permission from
Ref. [83], © 2013 Optical Society of America.

the mesa-type photoconductor increased the peak–peak amplitude of the THz-pulse by a factor of 28 and
the bandwidth of the system exceeded 4 THz [80] (Figure 2.21).

A quick comparison of the mobility of the multilayer structure (600 cm2/Vs) and the mobility of bulk
InGaAs (10 000 cm2/Vs) reveals that the photoconductor does not profit from the high InGaAs mobility,
which limits the obtainable THz power. This is due to the high defect concentration of the material causing
a strongly reduced carrier mobility due to elastic and inelastic (i.e., trapping) scattering of carriers at
defect sites. A device which better matches the mentioned requirements can be realized by MBE growth
of InGaAs/InAlAs multilayer heterostructures by utilizing a special characteristic of MBE growth of
InAlAs. Within a substrate temperature range TS = 300–500 ∘C the growth of InAlAs shows strong alloy
clustering effects with InAs-like and AlAs-like regions featuring clusters sizes of several nanometers,
with a maximum cluster density for TS ≈ 400 ∘C.
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Figure 2.22 Emitted THz power of a 100 μm stripline antenna from a sample grown at 400 ∘C
(HHI33141) and 200 ∘C (HHI33122) in dependence on the optical excitation power at a bias field of
15 kV/cm. In combination with an optimized receiver, a dynamic range of 100 dB was obtained, with
a bandwidth of 6 THz. Reproduced and adapted with permission from Ref. [84], © 2013 AIP Publish-
ing LLC.

The activation energies of these cluster defects have been measured to be in the region of
EA = 0.6–0.7 eV, which leads to semi-isolating InAlAs. By exploiting the above characteristics it is
possible to obtain InAlAs/InGaAs photoconductors with low defect density and high mobility InGaAs
layers adjacent to InAlAs layers with high defect densities at the same growth temperature for efficient
carrier trapping. In such a way, the mobility of the material can be increased up to 5000 cm2/Vs with a
resistivity of 300Ω cm. With this highly mobile material, THz powers up to 64 μW have been obtained
for an optical illumination power of 32 mW [81] (cf. Figure 2.22).

In addition, photoconductors are also excellent detectors for CW THz systems operating with 1550 nm
drive lasers. These detector applications will be discussed in detail in Chapter 7.

Ion-Implanted Photoconductors
Another option to generate deep traps in InGaAs is by means of ion damage. Ions with energies in the
high kiloelectronvolt to megaelectronvolt range irradiated onto a semiconductor create many defect states
by penetrating through the lattice, for example, by kicking out atoms or pushing atoms into interstitials.
This results in a variety of trap states of different flavors, reducing both the carrier mobility and lifetime.
A variety of ions has been used such as Br [82], Fe [83, 84], H, Au [85], and others. The optimum
dose depends strongly on the implanted ions (weight) and implantation energy. For Be at 11 MeV, a
dose around 1011–1012/cm2 was used [86]. The type of ion is secondary: In most cases, ion energies are
chosen high enough to ensure that most of the ions come to rest far below the THz-active zone (∼1–2 μm
below the surface, defined by the absorption depth of the laser light). As-irradiated material is usually
so strongly distorted that it cannot be used for THz applications; the carrier mobility is extremely low.
An annealing step at temperatures between 500 and 800 ∘C [83, 84] is required to partially restore the
lattice and allow accumulation of trap centers. Mobilities up to 3600 cm2/Vs with lifetimes of 0.3 ps
have been reported [87]. An average THz power of 0.8 μW was obtained under pulsed operation [87].
A pulse is shown in Figure 2.23a and the respective spectrum is shown in Figure 2.23b. The breakdown
field increased to EB ≈ 7.5 kV/cm [86] by about a factor of 4 compared to non-implanted samples. The
resistivity of that specific device was not reported. In Ref. [88], the same group reported on a value of
∼5Ω cm only. The authors pointed out that the residual carrier density is fairly invariant with respect to
the ion dose. Some compensation doping would be required to reduce the dark conductivity. For further
reading on ion-implanted materials, we refer to Ref. [86].
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Figure 2.23 (a) THz pulse generated by Be+ ion-damaged InGaAs excited with a 𝜏pls = 80 fs 1550 nm
laser and recorded with a DAST crystal. (b) Fourier spectrum. The dip at 1 THz is due to absorption of
DAST. Figure reprinted from Ref. [86] with permission from Springer, © 2012 Springer.

2.2.5.3 Plasmonic Enhancement for Photoconductors

Plasmonic effects have recently been explored for improving the performance of photoconductors
[89–91]. There exist two types of plasmonic enhancements that have been implemented: (i) Optical
absorption enhanced structures: Well designed, nanometer-sized, metallic objects can feature plasmonic
resonances that are excited by the incident laser power. The plasmons strongly increase the absorption
close to the metallic obstacle. This allows much shorter penetration depths of the laser light, where the
DC field by the electrodes is fairly strong. Further, the reduced absorption depth allows thinner InGaAs
layers with low thermal conductance. Often, the nanometer-sized plasmonic structures are implemented
in the electrodes. One carrier type (typically the electron) has very short transit lengths, resulting in
high quantum efficiency. (ii) THz field enhanced structures: Due to sharp tips or nanometer-sized gaps
and structures, the THz field is locally strongly enhanced. This improves, for instance, the performance
of a photoconductive detector where the enhancement factor due to plasmonics is directly proportional
to the detected photocurrent. In the following, we will briefly discuss some examples for plasmonic
enhancement of photoconductors from the literature. Plasmonic enhancement for other THz generation
concepts will be discussed in detail in Section 2.3.3.

Park et al. [91] reported on a photoconductive gap that was modified with silver nanoparticles with a
diameter of ∼170 nm. The lasers induced a plasmonic response, resulting in enhanced absorption close
to the nanoparticles. This increased the THz power by a factor of 2 for the same excitation conditions.
However, the authors pointed out that the breakdown DC voltage may be reduced by the particles, leading
to lower maximum THz power.

Tanoto et al. [90] have designed a nano-gap electrode structure, as illustrated in Figure 2.24, which
benefits from both aforementioned effects. The strong field enhancement at each electrode tip (particu-
larly in the gap) results in efficient carrier extraction. Further, the capacitance of the structure is fairly
small since it obtains interdigitated electrodes. Although the active area (i.e., the nano-gap area) is small,
a strong improvement of the emitted THz power of up to a factor of ∼100 as compared to a standard
design, was reported.

Another approach by Berry et al. [89, 92] that applies both types of plasmonic enhancements uses
plasmonic grating contact electrodes, as illustrated in Figure 2.25. The lasers illuminate the gratings that
are attached to the antenna arms. A fairly large gap is used that is not illuminated. Typical parameters
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Figure 2.24 Nano-gap electrode structure as reported by Tanoto et al. [90]. A THz antenna is connected
to the electrodes.
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for the grating are gold electrodes with 200 nm pitch, 100 nm spacing, and 50 nm height. In order to
improve coupling to the plasmons in the electrodes, an ARC with 150 nm SiO2 is deposited on top of
the grating. The thickness is optimized for maximizing the plasmonic resonance for 800 nm. Due to the
small grating spacing of only 100 nm and to plasmonically enhanced absorption close to the electrodes,
electrons feature a very short transit-time resulting in a large gain for electrons. Holes, however, are
either trapped or have to move several microns to the opposite electrode. They produce a space charge
background and do not contribute to the THz response. The large distance of the electrodes results in a
low capacitance and a high DC resistance. The small electron transit-time results in a fast response. A
30 times improvement of the THz detection sensitivity has been reported [92].

2.2.6 Device Layouts of p-i-n Diode-Based Emitters

There are very few examples for p-i-n diodes at 850 nm in the literature. Most results are for 1550 nm-
based operation using InGaAs/InP-based devices.

2.2.6.1 UTC Diodes

UTC diodes are, up to now, the most successful p-i-n diode-based photomixers for CW operation. They
were invented by researchers at Nippon Telegraph and Telephone (NTT, Japan). A typical band structure
is depicted in Figure 2.7. In UTC diodes, the p--doped absorber layer is attached to the p-contact. The
transport and current is mainly due to electrons with at least partial ballistic transport. This is achieved
by using a transport or collection layer with a larger band gap as compared to the absorption layer.
A few groups have reported on ∼830 nm UTC diodes based on (Al)GaAs [93]. The majority of UTC
diodes, however, are designed for 1550 nm operation with InGaAs absorbers, followed by two to three
transition steps with InGaAsP layers to the InP transport (or collection) layer. Typical lengths for the
absorber and transport layers are 100 and 300 nm, respectively [31, 36]. Besides telecom compatibility,
InGaAs/InP UTC diodes also benefit from the larger inter-valley energy of InGaAs (EΓL = 0.46 eV) and
InP (EΓL = 0.59 eV) as compared to GaAs (EΓL = 0.29 eV). The electrons can gain much higher energy
before being scattered which allows larger ballistic transport lengths. An increase in the average transport
velocity by a factor of 3 as compared to the saturation velocity, vsat, has been reported in Ref. [94],
indicating partial ballistic transport.

The original design by NTT, Japan [31] features an output power of 2.6 μW at 1.04 THz with a broad-
band logarithmic-periodic antenna and even 10.9 μW with a resonant antenna. The device cross-section
was 13 μm2, with photocurrent densities in the range of 100 kA/cm2 (i.e., photocurrents of 13 mA). The
photocurrent responsivity was 0.02–0.03 A/W, the transit-time 3 dB frequency was 170 GHz, the RC 3 dB
frequency of the device with broadband antenna 210 GHz. With a design optimized for 100 GHz, 20 mW
of output power has been reported [46].

Other designs, including backside illumination and side illumination by a waveguide design have
been realized [36, 38]. In Ref. [36], Renaud et al. describe a traveling wave UTC diode with a reso-
nant antenna, delivering 24 μW at 914 GHz (at 100 mW optical power). The optical responsivity was in
the range 0.14–0.36 A/W. The absorber layer was 70 nm and the transport layer was 330 nm long.

Beck et al. [32] have designed a TEM-horn-coupled UTC diode with a diameter of only 2 μm allowing
a high RC 3 dB frequency. The transport layer was also chosen short (only 137 μm) in order to increase the
transit-time 3 dB frequency. With a photocurrent of only 2.75 mA (optical power 50 mW) they achieved
1.1 μW at 940 GHz.

Waveguide coupled 1550 nm UTC diodes by the Heinrich-Hertz Institute, Germany, so-called waveg-
uide integrated photodiodes with a THz antenna (WIN-PDA), are commercially available. An output
power of 5 μW at 500 GHz has been achieved at an optical power of only 25 mW [95]. 
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2.2.6.2 Triple Transit Region Diodes

The UTC diode has been demonstrated to have the highest performance within the THz frequency range,
as reported in the sections above. In contrast to the conventional p-i-n diodes, where both types of the
photogenerated carriers contribute to the overall photocurrent, there is only electron drift in the UTC
diode, which is a key feature for high-frequency operation and for overcoming saturation effects such
as the space charge effect. In a conventional UTC diode, this is achieved by using an undepleted p-type
absorber instead of a depleted non-intentionally-doped (n.i.d.) absorber as is the case in the p-i-n diode.
Thus, one can assume hole relaxation and neglect hole diffusion in the absorption region of the UTC
diode. However, the transit-time-limited bandwidth of a UTC diode still suffers from the slow electron
diffusion in the highly p-doped (InGaAs) absorber layer. This drawback has been tackled by further
inventions that have led, for example, to the development of the so-called modified uni-traveling-carrier
(MUTC) diodes which also greatly overcome the saturation effects [96, 97]. In contrast to the original
UTC diode, the absorption region of a MUTC not only consists of an undepleted p-doped absorption
region but also of an additional depleted InGaAs absorption layer. This, however, implies that there is a
substantial hole drift in the depleted absorber of MUTC PDs, which is somewhat in contradiction to the
expression “uni-traveling-carrier.”

To overcome the limiting low electron diffusion occurring in UTC and also in MUTC diodes, a new
structure called a triple transit region (TTR) photodiode was invented and reported in Ref. [98] by
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Figure 2.26 (a) Schematic view of the developed TTR-PD (b) with band diagram and (c) layer struc-
ture. See plate section for color representation of this figure. 
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Rymanov et al. A schematic view of developed TTR diodes, the band diagram and the entire TTR diode
layer structure, including a monolithically integrated lower InGaAsP/InP passive optical waveguide
(POW) grown on a semi-insulating (SI) InP substrate (thinned to 125 μm), is shown in Figure 2.26.
The key innovation of the TTR diode manifests in the active waveguide section of the diode. Top-down,
it consists of a highly p-doped InP upper cladding layer (800 nm) which also serves as a diffusion blocker
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Figure 2.27 (a) Electric field and (b) electron velocity across the TTR diode at different optical intensity
levels for a reverse bias of 8 V. Figure reproduced from Ref. [98] with permission from the Optical Society
of America, © 2014 Optical Society of America. See plate section for color representation of this figure. 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

               
              

           
 



50 Semiconductor Terahertz Technology

for electrons. This is followed by three 10 nm thick highly p-doped electric field clamp layers, which
were introduced between the upper InP cladding layer and an undepleted InGaAs absorber (40 nm).
Furthermore, there is a 70 nm thick depleted InGaAs absorber that acts as an electric field booster for the
graded p-doped absorber. This is to ensure that the electric field in the graded p-doped absorption layer is
always higher than the critical electric field. Thus, electron drift in the p-doped absorber determines the
transit time rather than slow electron diffusion as is the case in UTC and MUTC diodes. Thanks to the
three clamp layers between the upper InP cladding and the undepleted InGaAs absorber, strong electric
fields beyond the critical electric field, and thus overshoot velocity, are maintained, even for high optical
input intensities. In addition, the clamp layers also reduce carrier trapping at the InP/InGaAs interface
[99], which further enhances the overall transit time.

Below the 70 nm thick depleted InGaAs absorber, three 10 nm thick slightly n-doped InGaAsP layers
function as electric field balancing layers between the InGaAs field booster layer and the slightly n-doped
InP collector layer (280 nm). Furthermore, these bridging InGaAsP layers are used for handling the band
discontinuity [99].

As discussed above, and as can be derived from the name “triple transit region”, there are three transit
sections contributing to the drift motion of electrons for enhancing the transit-time-limited bandwidth. In
contrast to MUTC PDs [96] and UTC-PDs [100], there are strong electric fields even in the undepleted
absorption layer (overshoot launcher) of the TTR diode, which exceed the critical electric field in InGaAs
of 3 kV/cm [101]. Thus, drift motion at overshoot velocity of about 6.1× 106 cm/s instead of electron
diffusion distinguishes the overshoot launcher of the TTR structure from the doped absorber in MUTC
or UTC diodes [97, 100].

For a theoretical study of the electric fields and velocities in the different layers of the TTR diode,
numerical simulations based upon the drift-diffusion-model (DDM) were performed [98]. Figure 2.27
shows the electric field and the resulting carrier velocities across the TTR diode at a reverse bias of 8 V.

As can be seen in Figure 2.27b, the three InGaAsP clamp layers ensure that the electric field strength
in the absorber always exceeds the critical electric field, even at high optical excitation. Thus, even for
very high optical intensities up to 500 kW/cm2, the electron velocity remains in the regime of ballistic
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Figure 2.29 200–300 GHz operation of TTR diodes with integrated planar semi-circular bow-tie anten-
nas. Figure reproduced from Ref. [103] with permission from VDE VERLAG, Berlin, © 2014 VDE
VERLAG.

transport (>6.1× 106 cm/s). Also in the intrinsic and quasi-intrinsic InGaAs and InP regions, electrons
drift at the saturation velocity of 5.4 and 7.5× 106 cm/s, respectively [102]. For the holes, relaxation can
be assumed for the undepleted absorption layer, whereas in the depleted absorber, holes will drift at a
somewhat slower velocity of ∼4.8× 106 cm/s. Only at optical intensity levels exceeding 500 kW/cm2 and
due to the resulting accumulation of holes and electrons in the depleted absorber, will the electric field
fall below the critical electric field level, leading to saturation effects.

Experimentally, TTR diodes achieved broadband operation with a 3 dB bandwidth beyond 110 GHz
as well as output power levels exceeding 0 dBm. Related output RF power measurements at 110 GHz are
plotted in Figure 2.28 and were reported in Ref. [98].

Furthermore, TTR diodes were integrated on-chip with planar semi-circular bow-tie antennas
(SCBTAs) as reported in Ref. [103]. Here, a wireless operation within 200–300 GHz, along with a 6 dB
bandwidth, was demonstrated for the SCBTA-integrated TTR diodes, as shown in Figure 2.29.

2.2.6.3 n-i-pn-i-p Superlattice Diodes

The previous designs of p-i-n diode-based photomixers are optimized for high THz powers at lower THz
frequencies. The n-i-pn-i-p superlattice diodes, in contrast, are explicitly optimized for transit-time-free
operation up to 1 THz. For operation above a few 100 GHz, all previous concepts have a trade-off between
transit-time and RC limitation: The transit-time is given by the transport layer length divided by the
average transport velocity𝜏tr = di∕v. The transit-time can be reduced by making use of ballistic trans-
port, allowing peak velocities of the order of 108 cm/s and average velocities in the region of 5× 107 cm/s
for InGaAs. Therefore, a maximum intrinsic layer length of 250 nm can be used for f 3dB

tr = 1∕(2𝜏tr) =
1 THz. At the same time, the RC roll-off 3 dB frequency, scales with (di)

–1. For f 3dB
RC = 1∕(2𝜋RACpin) =

1THz, and Cpin = 𝜀0𝜀rA/di, a device with a cross-section of 50 μm2 and an antenna resistance of only
27Ω (resonant half wave dipole on InP/air interface), an intrinsic layer length of di = 975 nm would be
required. This is in conflict with the previous value of 250 nm for the transit-time 3 dB frequency. Smaller
device cross-sections, A, would allow reduction of the capacitance and, hence, increase the RC 3 dB fre-
quency accordingly, however, at the cost of maximum current, Imax = jmaxA∼A, and therefore THz power.
A way out of this dilemma is the n-i-pn-i-p superlattice photomixer concept: The capacitance can be
reduced without affecting the intrinsic layer length and the device cross-section by connecting a number
N of p-i-n diodes in series. The capacitance decreases as CSL =Cpin/N. Only N= 4 periods are required in
order to shift the RC 3 dB frequency above 1 THz for the same device parameters as above. The serial con-
nection is obtained by stacking N p-i-n diodes during growth. A band diagram is depicted in Figure 2.30.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



52 Semiconductor Terahertz Technology

p

Absorption region

E

EF

UrecVB

ErAs

Al

z

Al

Graded intrinsic
layer 

Recombination

diode

hν hν

CB(L)

CB(Γ)

i in np p

Figure 2.30 Band diagram of a n-i-pn-i-p superlattice photomixer (N= 2). Conduction band, valence
band and L-sidevalley (dotted) are shown. The dashed line depicts the band diagram under illumination.
A small forward bias, Urec, evolves at the recombination diodes due to charge accumulation. The bias
is only a fraction of the bandgap voltage. Reproduced and adapted with permission from Ref. [18] S.
Preu et al., J. Appl. Phys. 109, 061301 (2011) © 2011, AIP Publishing LLC. See plate section for color
representation of this figure.

Between the p-i-n diodes, an np junction is formed. Both optically generated electrons and holes
accumulate left and right of the resulting barrier. In order to prevent a flat band situation by charge
accumulation, the np junction is designed as a highly efficient recombination diode that allows recombi-
nation of electrons and holes. High recombination current densities at low forward bias (∼tens of kA/cm2

at a fraction of the band gap voltage for InAlGaAs-based devices [104]) are achieved by implementing
one to two monolayers of semi-metallic ErAs between the highly doped n and p layers. In order to sup-
ply the same optical power to each p-i-n diode, N times higher optical power is required for the same
photocurrent as in a single p-i-n diode. However, optical power at 1550 nm is usually not a problem due
to the availability of high power laser diodes and EDFAs.

The n-i-pn-i-p superlattice photomixing concept has been demonstrated both for 850 nm operation
(AlGaAs-based devices [22]) and 1550 nm operation (InAlGaAs based devices [35]). The approxi-
mately twice larger band gap in AlGaAs-based devices, however, reduces the current density of the
recombination diodes exponentially. Sufficiently high recombination currents in the range of 6 kA/cm2

at 1 V bias could be still demonstrated [105]. Further, the n-i-pn-i-p superlattice makes full use of
ballistic enhancement. Due to the larger inter-valley energy and higher recombination diode currents,
InGaAs-based devices are more successful than GaAs devices. In order to prevent scattering, no transi-
tions from InGaAs to InP are implemented, the whole structure consists of In(Al)GaAs. The absorption
region is confined to the p-side by smoothly increasing the aluminum content of the InAlGaAs intrinsic
(transport) layer. The maximum aluminum concentration is kept below ∼10% since the inter-valley
energy (and therefore the maximum ballistic velocity) decreases with increasing Al-content. For a
transport length of 200 nm, a transit-time 3 dB frequency of 0.85± 0.15 THz has been determined.

The quaternary compound, however, features a fairly small thermal conductance (𝜆InAlGaAs <𝜆InGaAs =
0.05 W/K cm), limiting the current density to about 15 kA/cm2. The n-i-pn-i-p superlattice photomixer
therefore produces less output power at frequencies below the transit-time 3 dB frequency of UTC diodes
(typically of the order of f 3dB

tr,UTC ∼ 200 GHz) but is an excellent emitter at frequencies a few times above
where the smaller current density is compensated by the excellent transit-time performance. With a

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



Principles of THz Generation 53

0.1

1E-3

0.01

0.1

T
H

z
 p

o
w

e
r/

μW

0.8 μW at 1 THz

1

10

~f–2

~f–4

Frequency/THz

1

Water lines

Fitted f tr    = 1 THz
3dB

Calculated fRC    = 0.14 THz
3dB

Figure 2.31 Power spectrum emitted by a logarithmic spiral by a three period n-i-pn-i-p superlattice
photomixer. A fairly large device with a cross section of 82 μm2 was used, resulting in an RC 3 dB
frequency of 140 GHz. The represented values are corrected for 30% reflection of the silicon lens. The
inset shows a schematic of the spiral antenna.

self-complementary broadband logarithmic spiral, a THz power of 0.65 μW at a photocurrent of 9.5 mA
has been obtained with a N= 3 period device. Under extreme operation conditions close to thermal satu-
ration, the power could be increased to 0.8 μW (17 mA photocurrent), as illustrated in Figure 2.31. With a
resonant antenna, more than 3 μW can be estimated. At low frequencies (∼75 GHz), a larger device with
a broadband logarithmic-periodic antenna produced about 0.2 mW without any specific optimization.

2.3 Principles of Electronic THz Generation
Generation of radiation by electronic means is a fairly advanced and well-studied topic, however, with
still a lot of active research, particularly in engineering. Electric and electronic generation and detection of
electromagnetic radiation dates back to the early experiments by Heinrich Hertz who succeeded in trans-
mitting electromagnetic signals for the first time. In the meantime, a rich spectrum of electronic sources
and detectors has been developed, covering frequencies up to the THz range. In the microwave range,
a large variety of powerful oscillators and amplifiers has been developed, with W-level output powers
[106, 107]. Oscillators include Gunn diodes, impact ionization avalanche transit time (IMPATT) diodes,
or tunnel-injection transit-time (TUNNETT) devices still with milliwatt power levels at 300 GHz [108].
Monolithic millimeter wave integrated circuits (MMICs) can be realized with transistor-based oscillators
and amplifiers; the active elements are, for instance, high electron mobility transistors (HEMTs; based on
III–V semiconductors), heterojunction-bipolar transistors (HBTs; SiGe or III-V devices), and field effect
transistors (FETs). There are efforts to shift the operation frequency of these devices toward Terahertz
frequencies. In the European DOTFIVE project [109], the development of SiGe HBTs with a maximum
frequency of 0.5 THz was successfully demonstrated [110]. Its follow up, DOTSEVEN [111] aims for

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



54 Semiconductor Terahertz Technology

SiGeC HBT development with an fmax = 0.7 THz. III–V-based transistors are also able to reach similar
frequencies. Maximum frequencies fmax = 0.8 THz and 1.1 THz have been reported in Refs. [112, 113].
The improvement of these devices is mainly incremental by trying to overcome technological limits such
as minimum structure size, reduction of access resistance and unwanted capacitances and inductances,
and so on. The main design issues and concepts are already covered by other books [114]. Scaling laws
are presented in Ref. [115]. In the following, we will give a brief overview of other room-temperature
operating approaches that are used for Terahertz systems. Details on these systems follow in Chapter 6.

2.3.1 Oscillators with Negative Differential Conductance

Let us assume that we have a resonant circuit consisting of an inductor (L) and capacitor (C) connected
in parallel, see Figure 2.32a. In the ideal case, such a resonant circuit is lossless and, if we excite some
oscillations in the circuit, the circuit will oscillate forever, see Figure 2.32b. In reality of course, all
resonant circuits have losses. We can represent the losses by a resistor R connected in parallel to the
circuit, as shown in Figure 2.32c. Due to the resistor, the oscillations in the resonant circuit will atten-
uate with time, see Figure 2.32d. However, if we have a magic device, a negative resistor (RD), we can
use it to compensate for the losses in the resonant circuit, as illustrated in Figure 2.32e. If the negative
resistor, RD, has sufficiently low value (sufficiently high negative conductance), then the total combined
value (R′) of the resistors R and RD will be negative, see conditions in Figure 2.32e. The amplitude of
the oscillations excited in the resonant circuit will grow with time in this case. Small-amplitude ini-
tial seed oscillations are always present in the electronic circuits, particularly noise could be the source
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Figure 2.32 Ideal (a,b) and lossy (c,d) LC resonant circuits. (e,f) Resonant circuit with a negative
resistor.
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of such oscillations. The seed oscillations are then amplified by the negative resistor and, following
transient oscillations, the circuit comes to a regime with stable large-amplitude oscillations. In such a
way, a negative resistor can turn a simple lossy resonant circuit into an oscillator. Such resonant circuits
with negative resistors are, probably, the simplest existing oscillators. The simplicity of the oscillators
allows one to reduce their dimensions and to use the concept at very high and even THz frequencies.
Instead of an LC resonant circuit with lumped-element inductor and capacitor, one usually uses res-
onators based on hollow waveguides or planar resonant antennas, like slot-, patch-, and other types of
antennas. At high and particularly THz frequencies, the resonators have to be miniaturized, their char-
acteristic length scale is roughly determined by the wavelength at the given oscillation frequency. The
free-space half wavelength at 1 THz is 150 μm. If the resonator is immersed in a dielectric medium or
the device with the negative resistor has a high inherent capacitance, then the characteristic dimensions
of the THz oscillators should be reduced and they are usually on the scale of several tens of micrometers.
Since such oscillators include all the necessary elements within their resonators, they are one of the most
compact, if not the most compact, type of THz sources.

To make such oscillators, we need to be able to realize the magic devices with negative resistance
in practice. Luckily, this is possible. There are few tunnel semiconductor devices with very particular
I–V curves, sketched in Figure 2.33. The I–V curves have regions with negative differential conductance
(NDC). If we apply a DC bias to such devices, so that they are biased in the NDC region, then their
small-signal AC resistance will be negative and they could be used to make oscillators.

Resonant-tunneling diodes (RTDs) [116, 117] are double-barrier tunnel semiconductor structures.
Their two barriers are very close one to another so that the barriers form a quantum well (QW) between
them, see Figure 2.33a. The mechanism of the electron transport through the barriers is resonant tunneling
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Figure 2.33 Band diagrams (a,c) and typical I-V curves (b,d) of RTDs (a,b) and Esaki (c,d) diodes.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



56 Semiconductor Terahertz Technology

through the quantized subbands in the QW. As a consequence, their I–V curve has an N-type shape with
NDC region, see Figure 2.33b. RTDs will be discussed in detail in Chapter 6.

Another type of device with NDC is the Esaki diode [118]. The diode includes a pn junction with very
high doping level in the adjacent p and n regions, see Figure 2.33c. The electrons can tunnel between p
and n regions due to inter-band tunneling, since the transition layer between the p and n regions is very
thin in such diodes. At low biases, the electrons can tunnel from the n region into the empty states in the
p region above the quasi-Fermi level there. The tunnel current grows with increase in bias in this regime,
as shown in Figure 2.33d. At higher biases, the bottom of the conduction band in the n region gets higher
than the top of the valence band in the p region. The elastic inter-band tunneling becomes impossible in
this regime and the current drops. This leads to appearance of the NDC region in the I–V curve. With
further increase in bias, the electrons can flow from the n region to the p-region due to thermal excitation
and the diode current starts to grow again. That explains the particular form of the diode’s I–V curve
sketched in Figure 2.33d.

The above devices rely on the tunnel mechanism of electron transport. Tunneling can be, in principle,
an extremely fast process. Therefore the devices should be able to operate at very high frequencies.
Indeed, the oscillators with RTDs work at THz frequencies nowadays and RTDs are the highest-frequency
active electronic devices which exist presently [119, 120, 121].

When the amplitude of the initial oscillations in an RTD (or Esaki diode) is growing with time, the
AC voltage oscillation amplitude becomes larger than the NDC region, indicated in Figure 2.33b by the
dashed lines. The voltage swing extends into positive-differential-conductance regions of the RTD I–V
curve. The resulting averaged AC differential conductance of an RTD becomes less negative and the
amplitude of the oscillations grows slower and eventually stabilizes at a certain level. The behavior of
RTDs is essentially nonlinear in the regime of stable oscillations.

There are not many known tunnel devices with NDC, apart from RTDs and Esaki diodes. Superlattices
[122] are the best known example of other structures, although superlattice oscillators can operate only
at sub-THz frequencies so far. There are also a few other novel concepts, like tunneling between two
graphene layers [123], tunnel Schottky structures with a two-dimensional channel [124] and a few other,
although applicability of the structures for sub-THz or THz generation still remains to be proven.

Other examples for NDC devices are Gunn diodes and IMPATT diodes. These devices perform excel-
lently in the microwave range where they are frequently used as power sources. However, they are
typically not used as fundamental oscillators above 100–150 GHz.

2.3.2 Multipliers (Schottky Diodes, Hetero-Barrier Varactors)

In recent years and due to the increasing number of applications in the THz band, the need for power
sources operating at high frequencies is becoming crucial for the success of such applications. Up to
∼150 GHz this need can be satisfied with fundamental all-solid-state local sources, such as Gunn or
IMPATT oscillators. Output powers of the order of several hundreds of milliwatts to a few watts can
be achieved with these devices. Nevertheless, when the frequency increases up to several THz, these
solid-state fundamental oscillators are not able to provide power and therefore other alternatives have to
be implemented.

In this case, frequency multipliers are one of the best options. Frequency multipliers are nonlinear
devices that generate a specific harmonic of an input signal. In principle, any nonlinear impedance can
be used to generate such frequency harmonics; however, variable capacitance or varactor diodes present
better efficiency and power handling capabilities than variable resistance or varistor diodes. An input and
output matching network is required at the desired harmonic to maximize the transferred power from the
input signal. This requirement becomes difficult to comply with when the order of the harmonic is high;
in fact, rarely over four or five times the source frequency [125].

The nonlinear behavior is achieved through the use of non-symmetrical devices like Schottky diodes
[126], or symmetrical devices like heterostructure barrier varactors (HBVs) [127]. Note that Schottky
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structures are usually not used for multiplication factors higher than N= 4. In both cases, a nonlinear
capacitance or varactor is used to generate the higher harmonics. These multipliers generally take the
form of doublers (×2) or triplers (×3). Nevertheless when higher frequencies are needed, the solution is
a combination of several of them (cascades of multipliers) to achieve higher multiplication factors.

Schottky diodes are the preferred device for building frequency multipliers, mainly due to the sim-
plicity in the fabrication process. In fact, when the operating frequency increases, it is possible to reduce
the size of the active area of the diode during the fabrication process in order to improve its main param-
eters, such as the junction capacitance, parasitic capacitances, and series resistance. The value of these
parameters needs to be reduced to operate at THz frequencies.

On the other hand, HBV structures present current–voltage symmetry which simplifies the circuit
topology since only odd harmonics ((2n+ 1)fc) are produced and no bias is needed [128]. Nevertheless,
HBV diodes require a complex material engineering process to reduce the active area and thus achieve
good performance at THz frequencies.

In general, there is an important drawback in the THz multiplier systems; with each multiplication step,
the output power is much less than the input power due to the very low conversion efficiency (typically
0.5–30% [129]). This efficiency is reduced as the operational frequency is increased. Furthermore, the
matching requirements between different multiplier stages limit the operational bandwidth of the multi-
plier chain. A possible solution to short out the low efficiency problem is the use of balanced doublers
that share the input power between several diodes. This configuration is able to provide efficiencies on
the order of 50% [130]. On the other hand, HBV diodes, due to the cancelling of even harmonics, allow
one to work with higher harmonics, such as the 5th and 7th. Besides, HBV devices provide the handling
of higher input powers when compared with Schottky diode technology, which is an important advantage
in order to achieve higher output powers.

In general, two types of multipliers have to be distinguished; broadband and narrow band. The first
are able to cover a complete waveguide band, as WR10 (70–110 GHz), WR8 (90–140 GHz), and so on,
while the second operate in a narrow frequency band. Narrow band multipliers always offer a higher
efficiency and output power levels than broadband configurations.

The current state of the art of multipliers using planar GaAs Schottky diode technology (the most
typical used in current applications) for output power levels and efficiency values is described in Table 2.1

Table 2.1 Status of multipliers: narrow band operation.

Frequency Output power Efficiency Typical 3 dB bandwidth

250 GHz 80–100 mW 20–25% ≅8%
400 GHz ≅10 mW <10% ≅4%
500 GHz <70 mW <7% <4%

Table 2.2 Status of multipliers: broadband operation.

Frequency Output power Efficiency

260–400 GHz <5 mW <4%
400–600 GHz <3 mW <4%
600–900 GHz <300 μW <5%
750–1100 GHz <200 μW <2%
1100–1700 GHz <80 μW <1%
1400–2200 GHz <50 μW <0.6% 
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for the case of narrow band multipliers and in Table 2.2 for the case of broadband multipliers. Note that
Table 2.2 values are for multipliers based on triplers. Fabrication techniques for Schottky diodes will be
discussed in Section 6.5.

HBVs technology is not yet able to operate at frequencies around 1 THz. Some reported results in
the literature are 180 mW output power at the W-band (90–110 GHz) with efficiencies of 23% [131] or
1 mW at 450 GHz with efficiencies below 2% [132].

RF multipliers are known and have been developed for a long time, with a manifold of excellent books
on this topic. We refer to Ref. [133] for further reading.

2.3.3 Plasmonic Sources

In Section 2.2.5.3 we have already shown examples where plasmons are used to enhance the efficiency
of photoconductors. In the following, we will discuss more general applications of plasmons for THz
generation.

2.3.3.1 Plasmons

Plasmonics refers to a variety of techniques to generate, control, and detect electromagnetic radiation
using metals [134–136]. The term plasmonics derives from plasmon waves, more commonly called
surface plasmons (SPs), which, from a microscopic viewpoint, can be understood as collective elec-
tron oscillations that appear at a metal/dielectric interface under external p-polarized electromagnetic
illumination.

Alternatively, plasmons can be identified as transversal magnetic (TM) surface waves (bounded
modes) that propagate along the interface of two media with opposite signs of the real part of the
permittivity. Imposing this boundary condition and forcing bounded surface waves (i.e., evanescent
decay toward both media) plasmons can be directly derived from Maxwell’s equations, obtaining their
dispersion relation as well as complex propagation constants (the reader is referred to [137] for a simple
and elegant explanation). With this macroscopic perspective, plasmons are classical waves, members of
the more general family of complex waves, which also encompasses leaky waves, surface waves, and,
closely related to plasmons, Zenneck waves.

Although plasmonics is a time-honored topic (the first studies can be found in the works of Zenneck –
more than 100 years ago – about electromagnetic propagation on imperfectly conducting planes [138])
it has been revisited in the last decades due to the exciting properties and promising applications envi-
sioned with them, leading to the so-called SP resurrection [139]. A key property of SPs is that they
are confined to the metal/dielectric interface and thus wave–matter interaction is enhanced. Moreover,
the wavelength of plasmons is smaller than the free-space wavelength beating the diffraction limit, a
property that makes plasmons valuable for light manipulation at the nanoscale. In fact, plasmons have
been proposed as prominent candidates for merging photonics and electronics, which could enable the
long-desired all optics processing in plasmonic chips. All these features make them ideally suited for a
variety of applications in fields like biology, optics, material science, nanoelectronics and nanophotonics
and, recently, terahertz (THz) waves [136]. In fact, placed between microwaves and infrared, THz is the
natural playground where ideas from both regimes can be successfully applied.

One of the main actors in the resurgence of plasmonics research was the discovery of extraordinary
optical transmission (EOT) through subwavelength hole arrays by Ebbesen et al. in 1998 [140] and
other periodic structures on metals [141], where the explanation for the enhanced transmission was put
in terms of light–plasmon coupling. Soon after, similar phenomena were found in other regions of the
electromagnetic spectrum such as microwaves/millimeter waves [142, 143] where metals are classically
modeled as highly conductive, with a non-dispersive conductivity, rather than plasmonic, which implies a
dispersive permittivity modeled with a Drude equation, demonstrating the generality of the phenomenon.
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Under the high-frequency plasmonic perspective, this was interpreted as a generalization and extension
of plasmons to lower frequencies, called “spoof plasmons”, in diluted (i.e., perforated) metals, where
periodicity of the array served to tune the plasma frequency [144]. Alternatively, evolving from low
frequency concepts, EOT was explained in terms of leaky waves excited by the periodic structure [145].
Both explanations are complementary and describe the same phenomenon. The Drude model at low
frequency is practically equivalent to a finite conductivity model [146]. On the other hand, a leaky wave
excited by a periodic structure becomes a leaky plasmon at sufficiently high frequencies [147]. No matter
which explanation is preferred, the important conclusion is that, aside from subtle differences mainly
related to the exact metallic model, plasmonics research can benefit from mature techniques borrowed
from optics or microwaves to obtain interesting technological realizations [146].

Another important actor in the resurgence of plasmonics is the advance in nanofabrication, both
bottom-up and top-down processes [148]. Current nanofabrication techniques allow the realization
not only of texturized surfaces supporting propagating SPs, but also particles of almost any shape
with sub-nanometer precision. The latter support localized surface plasmons (LSPs), that is, collective
oscillation of conduction electrons experiencing a restoring force due to the induced surface charges at
the boundaries of the particle. LSPs hold promise for similar applications as SPs but, specifically, they
are becoming key for single molecule spectroscopy [149], local heat generation [150], and nonlinearities
[151] as a result of their high field enhancement in sub-wavelength volumes.

A variety of techniques have been proposed for the generation of THz waves where plasmons play a
prominent role: nonlinear THz generation based on optical techniques where the use of metals allows
relaxation of the constraint of phase matching; THz generation based on photoconductive materials
benefits from plasmonic resonances and their strong field concentration to enhance the absorption and
conversion of photons into electrons, as already discussed in Section 2.2.5.3; in modern quantum cas-
cade lasers (QCLs) plasmons play a key role for the performance at THz, both for waveguiding and also
beaming capabilities. In the following sections, we will review the main contributions of plasmons to the
topic of THz generation.

2.3.3.2 Plasmonic THz Generation Based on Optical Nonlinear Effects

One of the most popular methods for THz radiation generation is the excitation of nonlinearities employ-
ing a pulsed laser of higher frequency, usually in the NIR. Two main mechanisms have been identified
in the nonlinear process: optical rectification (OR) and multiphoton photoelectron emission (MPE),
which have many common aspects but also subtle differences. OR is a second-order nonlinear effect
in which broadband THz radiation is generated in a material with second-order susceptibility owing to
the difference-frequency mechanism among the frequencies components contained in the femtosecond
pulse. Consequently, the THz fluence generated depends on the square of the incident laser pump inten-
sity. If the material with second-order susceptibility is illuminated with two frequency-offset continuous
wave lasers, the difference-frequency mechanism leads to a continuous wave THz radiation similar to
the case of photomixers discussed in Section 2.2.1. On the other hand, within the MPE framework, the
dependence is of higher order (third-, fourth-, or even higher). In this case, THz radiation is mainly linked
with multiphoton ionization and ponderomotive2 acceleration of electrons. Although the debate is not
yet closed, it seems that both mechanisms are usually present in the nonlinear-pulsed THz generation,
with the main difference being the incident power and/or the repetition rate of the source which can mask
either of the mechanisms [152, 153], as will be elucidated at the end of this section.

Historically, the first evidence of THz emission based on OR was reported in the seminal paper of
Yang et al. in 1971 [154] where a picosecond pulsed laser was used to illuminate a LiNbO3 slab used as
the nonlinear material to produce THz radiation. Afterwards, the accuracy of the method was enhanced

2 A ponderomotive force is a nonlinear force exerted by an inhomogeneous oscillating electromagnetic field on a
charged particle.
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by Auston et al. [155] by using a femtosecond pulsed laser and lithium tantalate as the electro-optic
medium and was extended later to THz generation using the depletion layer of semiconductors [156].
More efficient techniques, such as coherent detection (i.e., amplitude and phase) of the THz radiation
[157] using a variety of electro-optic crystals [157, 158] were proposed later, launching definitely the
THz generation based on OR. The efficiency of OR and electro-optic detection depends decisively on
the so-called phase matching, which currently is achieved by coincidental, birefringent, and non-collinear
schemes. Recently OR in organic salt crystals has been explored for extremely intense THz pulses (on
the order of MV/cm) covering the full THz gap (0.1–10 THz) [159].

More recently, with the explosion of plasmonics, metals have also been proposed as candidates for
nonlinear THz generation, in which the constraint of phase matching is relaxed. The first realization of
OR employing metals was reported by Kadlec et al. [160] with flat silver and gold slabs illuminated by
a NIR pulsed femtosecond laser, obtaining a peak electric field of 200 V/cm and paving the way for the
investigation of nonlinearities in metals [161] and the development of novel THz emitters, potentially
more compact than previous solutions. In their experiments a second-order dependence between the
emitted THz fluence and the incident laser pump intensity was obtained and thus OR was identified as
the underlying mechanism in THz generation.

In Ref. [162] a gold grating instead of a flat metallic surface was investigated. The gold grating and
a reference ZnTe slab were illuminated with a high power pulsed laser source to excite nonlineari-
ties. Experiments at different angles were done and it was observed that maximum THz-pulse fluence
appeared near the angle where SPs were excited by the periodic structure under p-polarized illumina-
tion, demonstrating the importance of SPs in the efficiency of the nonlinear process. Interestingly, a third-,
fourth-, or even higher order dependence of the emitted THz fluence on the incident light was noticed, in
sharp contrast to the results of [161]. Therefore, MPE was invoked as the underlying mechanism. It was
argued that nanoscale structures are able to interact strongly with light, strengthening the field concen-
tration in very small volumes and enhancing nonlinearities. The study was extended in Ref. [163] where
the involvement of SPs was again explicitly mentioned as well as evanescent-wave acceleration of pho-
toelectrons in the THz emission. The coupling of incident photons to SPs causes a high confinement of
electromagnetic energy in a very small (subwavelength) area, accompanied by a strong field confinement
(i.e., high gradient) at the metal/dielectric interface favoring the MPE process [164].

The strategy of structuring metals was extended in the analytical and numerical study of Ref. [165].
There, the performances of several nanostructured metallic surfaces were compared: flat gold films, metal
gratings, single nanoparticle and nanoparticle arrays with circular (disks), coaxial and pyramidal shapes.
The study demonstrated that THz emission can be optimized by judiciously choosing the nanoparticle
parameters, that is, by tuning the SP resonance of the array. An experimental proof was presented in
Ref. [166] by comparing semicontinuous (percolated) silver films and ordered arrangements of silver
nanoparticles, arrayed as a honeycomb of triangular particles. The SP role in the THz emission was
investigated here by modifying the thickness of the silver deposited, which shifts the plasmon resonance,
demonstrating that the excitation of the plasmon resonance is directly related to an enhancement of the
THz emission process. The dependence of THz emission on pump laser intensity was found to be between
second and sixth order. Thus MPE was proposed as the underlying mechanism.

However, in Ref. [167] percolated silver films were analyzed and a clear second-order dependence
was found, giving evidence of OR. Even more intriguing, for a flat metal surface, no THz emission
was observed, seemingly contradicting the results of [161]. These apparent inconsistencies were finally
resolved in Refs. [152, 153]: when low peak-power laser pulses are used as sources, high-order nonlin-
earities are faintly excited. However, with a high repetition rate a sensitive lock-in detection of relatively
weak signals is possible, and thus second-order nonlinear optical processes, like OR, can be detected. On
the other hand, high peak power amplified lasers can excite high-order nonlinearities to generate THz
pulses. However, these high-power sources usually have a low repetition rate which makes it difficult
to detect weak THz pulses from a second-order nonlinear process. In general, both OR and MPE will
be present but depending on the characteristics of the sources one of them will dominate in the THz
generation process.
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Very recently, metamaterials have been proposed for the generation of broadband THz radiation from
0.1 to 4 THz [168]. Screens of split-ring resonators (SRRs) [169] are illuminated with infrared radiation
and THz emission emerges through the excitation of the magnetic resonance.

2.3.3.3 Applications of Plasmonics in Quantum Cascade Lasers

Since their first experimental demonstration at 70 THz [170] by Faist et al., QCLs have become by
their own merits one of the most promising sources in THz technology. At difference with the sources
discussed in the previous section, QCLs provide direct and powerful CW THz radiation.

The fundamentals of QCLs can be found in the theoretical works of Kazarinov and Suris in 1971
[171]. The operation principle relies on the emission of THz waves by relaxation of electrons between
subbands of quantum wells. The first experimental realization had to wait for more than 20 years [170]
and, after formidable efforts, the operation frequency was finally reduced to 4.4 THz [172] in 2002 by
Köhler et al., more than 40 years after the first theoretical study. Since then, research on QCL has evolved
spectacularly [173].

A severe hurdle in THz-QCLs is the guidance and confinement of the THz signal. Although metallic
waveguides operate with relatively low loss in microwaves and millimeter-waves, it is a fact that metallic
losses increase with frequency, deterring their use at THz frequencies [174]. Similarly, dielectric waveg-
uides usually present high loss, since many polymers have absorption bands at these frequencies [174].
An alternative to circumvent these issues is to take advantage of plasmonic concepts developing plas-
monic waveguides. The key idea is that by high doping of semiconductors a negative permittivity can
be synthesized. In this way, doped semiconductors behave like metals at infrared but with a plasma fre-
quency in the mid- or far-IR instead of ultraviolet. In fact, in the seminal paper of Köhler et al. [172],
a plasmonic waveguide with superior characteristics than previous designs was synthesized by doping a
GaAs semiconductor layer surrounded by an undoped GaAs substrate. Soon after, a DFB QCL design
was proposed [175] to improve the single mode operation of the source. This was accomplished by intro-
ducing a grating into the doped GaAs layer, imitating infrared lasers, where corrugations are etched on
metals. In Ref. [176] a different topology for DFB QCL is analyzed, with a metal–metal ridge waveg-
uide. Moreover, in Ref. [177] a periodic array of thin slits etched on a metallic slab is used as a grating
for SPs. This is further extended in Ref. [178] where the semiconductor is also removed from the slit to
avoid coupling of the SP inside the slit. Further developments of THz-QCL relying on SPs guiding can
be found in Ref. [179].

Plasmons are also employed to enhance the directivity (beaming) of QCL sources. In Ref. [180] a
corrugated structure was placed at the output of a mid-IR QCL, imitating antennas initially developed in
microwaves [181, 182] and later evolved at THz frequencies [183]. A similar design was implemented in
Ref. [184] where a double periodicity structure was proposed: a surface waveguide was designed using
a small period corrugated structure; to enhance radiation through leaky waves [147], a larger periodicity
was superimposed.
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3.1 Fundamental Parameters of Antennas
In this section, the main parameters of antennas are briefly reviewed. These parameters are explained in
a simple way, but there exists a vast literature where the reader can go into further detail [1–6].

3.1.1 Radiation Pattern

The radiation pattern is a representation of the radiation properties of an antenna as a function of the
different directions of space at a fixed distance. Normally, spherical coordinates (r, 𝜃,𝜑) are used and the
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representation is referred to the electric field. As the electric field is a vector magnitude, two orthogonal
components, normally 𝜃 and 𝜑, must be calculated at each point of the constant radius sphere defined by
the spherical coordinates. Field radiation pattern or power radiation pattern have the same information,
since the power density is proportional to the square of the electric field module.

It is common to represent the radiation pattern in a three-dimensional plot or in a two-dimensional
one showing different cuts of the radiation pattern. In linearly polarized antennas (see Section 3.1.6)
the E-plane and the H-plane can be defined. The E-plane is the plane containing the direction of prop-
agation and the E-field, while the H-plane is the plane containing the direction of propagation and the
H-field. Both planes are perpendicular and their intersection represents a line which defines the direction
of propagation.

Bi-dimensional cuts of the radiation pattern can be represented either in polar or Cartesian coordi-
nates. An example of both types of representation can be seen in Figure 3.1. In the first case, the radius
represents the intensity of the radiated electric field or the power density, while the angle represents the
space direction. In the second case, the angle is represented on the abscissa axis while electric field or
power density is represented on the ordinate axis. Field or power density can be represented in an abso-
lute or a relative way (normalized to the maximum), with natural or decibel scales. From a radiation
pattern representation, several parameters can be extracted. The direction of space where the radiation is
maximum is called the main lobe, whereas the secondary lobe is the lobe with more amplitude than the
rest of the lobes.

3 dB beamwidth (Δ𝜃3dB) or half power beamwidth (HPBW) is the angular distance in the directions where
the density power radiation pattern is equal to half the maximum.

Beam-width between zeros (Δ𝜃c) or first null beamwidth (FNBW) is the angular distance in the directions
where the main lobe has a minimum.

Side lobe level (SLL) is the relation between the value of the radiation pattern in the direction of maximum
radiation and the value of the radiation pattern in the direction of the secondary lobe. It is normally
expressed in decibel.

Front to back radiation is the relation between the value of the radiation pattern in the direction of
maximum radiation and the value of the radiation pattern in the opposite direction.

Depending on the shape of the radiation pattern three types of radiation patterns can be identified:
isotropic, omnidirectional, and directive (Figure 3.2).
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Figure 3.1 Radiation patterns. (a) Polar and (b) Cartesian representation.
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(a) (b) (c)

Figure 3.2 Radiation patterns. (a) Isotropic, (b) omnidirectional, and (c) directive.

3.1.2 Directivity

Directivity of an antenna is defined as the relationship between power density radiated in a direction at
a fixed distance and the power density that will be radiated at that distance by an isotropic antenna that
radiates the same power as the antenna:

D(𝜃, 𝜑) = P(𝜃, 𝜑)
Pr∕(4𝜋r2)

(3.1)

If no angular distribution is specified, it is understood that directivity refers to the maximum radiation
direction:

D =
Pmax

Pr∕(4𝜋r2)
(3.2)

Directivity can be obtained from the expression:

D = 4𝜋

∫ ∫4𝜋
t(𝜃, 𝜑)dΩ

(3.3)

where
t(𝜃, 𝜑) = P(𝜃, 𝜑)

Pmax

(3.4)

is the normalized radiation pattern.
In directive antennas, a good approximation to calculate the directivity is given by

D = 4𝜋
Δ𝜃1 ⋅ Δ𝜃2

(3.5)

where Δ𝜃1 and Δ𝜃2 are the 3 dB beamwidth in the two main planes of the radiation pattern.
Once the maximum directivity D and the normalized radiation pattern t(𝜃,𝜑) are known, it is easy to

obtain the directivity at any direction:

D(𝜃, 𝜑) = D ⋅ t(𝜃, 𝜑) (3.6)

3.1.3 Gain and Radiation Efficiency

3.1.3.1 Gain

Gain (G) is directly related to directivity. Its definition is the same as that of directivity, but instead of
comparing with the radiated power, delivered power is used. Then, it is possible to take into account the
losses of the antenna. Directivity and gain are related by radiation efficiency (𝜀rad):

G(𝜃, 𝜑) = P(𝜃, 𝜑)
Pdelivered∕(4𝜋r2)

=
Pr

Pdelivered

P(𝜃, 𝜑)
Pr∕(4𝜋r2)

= 𝜀rad ⋅ D(𝜃, 𝜑) (3.7) 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



72 Semiconductor Terahertz Technology

3.1.3.2 Radiation Efficiency

The existence of losses in the antenna means that not all the power delivered from the transmitter to the
antenna is radiated to the free space. The amount of power radiated to the free-space is defined by the
radiation efficiency (𝜀rad), which takes values between 0 (no power is radiated to the free-space) and 1
(all power delivered to the antenna is radiated to the free-space).

3.1.4 Effective Aperture Area and Aperture Efficiency

Effective aperture or effective area is defined as the relation between the power that the antenna delivers
to its load (suppose antenna working in reception) and the power density of the incident wave. It is related
to the gain by the following formula:

Aeff

G
= 𝜆2

4𝜋
(3.8)

The effective aperture cannot be larger than the physical dimension of the antenna, so an aperture
efficiency (𝜀aperture) that relates the effective area and the physical area of the antenna can be defined:

𝜀aperture =
Aeff

Aphy

(3.9)

3.1.5 Phase Pattern and Phase Center

Under some circumstances it is desirable to plot not the amplitude of the electric field (as in the radiation
pattern) but the phase of the electric field. Such a representation is called the phase pattern.

When observing an antenna at a great distance, its radiation can be seen as coming from a single point.
In other words, its wave front is spherical. This point, the center of curvature of the surfaces with constant
phase, is called the phase center of the antenna.

3.1.6 Polarization

Polarization represents the field vector orientation in a fixed point as a function of time. It can be identified
by the geometric figure described, as time goes, by the end of the electric field vector in a fixed point of the
space in the plane perpendicular to the direction of propagation. Three figures can be generated: an ellipse
(which is the most common one), a segment (linear polarization), and a circle (circular polarization).

The direction of rotation of the electric field, either in circularly or elliptically polarized waves, is
called right-hand polarization if it is clockwise and left-hand if it is counterclockwise.

The axial ratio of an elliptically polarized wave is defined as the ratio between the major and minor
axes of the ellipse. It takes values between 1 and infinity. For a circularly polarized wave the axial ratio
is 1, whereas for a linearly polarized wave it is infinity.

3.1.7 Input Impedance and Radiation Resistance

3.1.7.1 Input Impedance

The input impedance of an antenna is the relation between the voltage and the current at the input of the
antenna. It is normally an imaginary number that depends on the frequency:

Zin(𝜔) = R(𝜔) + jX(𝜔) (3.10)

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



Principles of Emission of THz Waves 73

If X(𝜔)= 0 at some specific frequency, it is said that the antenna is resonant at that frequency.
Knowing the input impedance of an antenna is a key factor because normally the antenna is connected
to a transmission line or to an active device (a field-effect transistor (FET), diode, etc.). If a mismatch
occurs between the antenna and the device, then not all the power transmitted through the device will be
delivered to the antenna (transmitter) or not all the power received by the antenna will be delivered to
the device (receiver).

3.1.7.2 Radiation Resistance

When delivering power to an antenna, a part of it is radiated through the free-space. This quantity can be
defined by a radiation resistance, Rr, which is defined as the resistance value that will dissipate the same
power as that radiated by the antenna.

Pradiated = I2Rr (3.11)

Not all the power delivered to an antenna is radiated into free-space. Associated to this we can define
the loss resistance RΩ. This resistance refers to the losses that appear in the antenna and is defined as the
resistance value that will dissipate the same power as that not radiated by the antenna.

Pdelivered = Pradiated + Plosses = I2Rr + I2RΩ (3.12)

This is related to the radiation efficiency (𝜀rad) defined previously:

𝜀rad =
Pradiated

Pdelivered

=
Pradiated

Pradiated + Plosses

=
Rr

Rr + RΩ
(3.13)

3.1.8 Bandwidth

The bandwith represents the frequencies at which the antenna works. It is the frequency interval at
which the antenna does not overcome some prefixed limits. It can be represented as the absolute value
(fmax − fmin) or relative value (fractional bandwidth, FBW):

FBW =
fmax − fmin

f0

(3.14)

In broadband antennas, it is common to represent the bandwidth in the form:

BW =
fmax

fmin

∶ 1 (3.15)

The criteria used to determine the bandwidth of an antenna are related to the radiation pattern (direc-
tivity, polarization purity, beamwidth, SLL) or to the impedance (input impedance, reflection coefficient,
or standing wave ratio).

3.2 Outcoupling Issues of THz Waves
THz antennas are typically placed lying on the interface of two media, one of them being a semiconductor,
which can be sometimes considered as a semi-infinite substrate. The use of typical commercial software
for the analysis of this electromagnetic problem may provide results far away from the actual solution.
This is the reason why a solution that exploits the Green’s function of the structure will be presented.

The analysis of antennas embedded or just lying on the interface between two electrically different
media has been compiled from a broad spectrum of research [7–13]. The interest in this kind of antenna

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



74 Semiconductor Terahertz Technology

and topology has increased in the last years due to, for example, the new devices for THz generation based
on the use of the substrate’s semiconductor properties, which avoids the use of antennas. The equivalent
electromagnetic model of these new devices called large area emitters (LAEs) is as simple as an array
of Hertzian dipoles lying on the interface of the semiconductor and air [14]. The lattice and geometry
of this array will be parameterized as a function of the excitation of the device and the geometry of the
semiconductor device. Knowledge of the radiation pattern of such arrays is required by the scientific
community.

Antennas lying on a dielectric medium have some special features that distinguish them from antennas
in free-space. In free-space, the power radiated by a planar antenna divides equally above and below the
plane by symmetry, whereas an antenna on a dielectric radiates mainly into the dielectric. This results
both from the way elementary sources radiate and from the way waves propagate along metals at a dielec-
tric interface [8]. The phenomenon can be explained by a reasoning based on the different impedances of
both media. Let us consider a dipole placed at the air/dielectric interface. If the dipole is used as a receiv-
ing antenna, it measures the electric field parallel to it. This electric field is the field transmitted through
the interface. In the transmission-line model of wave propagation [15], a wave from a high impedance
material (air) is incident on a low-impedance material (dielectric). The transmitted electric field is small,
so the dipole response is small. The effect is the same as that of the voltage across a coaxial cable termi-
nated with a low resistance. When the wave is incident from the dielectric side, the transmitted electric
field is large and the dipole response is large, since the material has a lower impedance than air. The anal-
ogous situation in a coaxial cable corresponds to the voltage seen at a high-impedance load. The result
is that the response is larger when the wave is incident from the dielectric. By reciprocity, the power
transmitted from the dipole is larger in the dielectric. Since any antenna can be seen as a collection of
elementary Hertzian dipoles, one can state that the antenna will ordinarily radiate more strongly into the
dielectric [8]. Another factor that favors the radiation into the dielectric is the way waves propagate along
metals at an air/dielectric interface. The waves tend to propagate at a velocity that is between the velocity
of waves in the air and the velocity of waves in the dielectric [9, 16]. Indeed, the wave propagates with a
velocity close to the characteristic velocity of a material with a dielectric constant equal to the mean of
the two dielectric constants. The effect is that the wave is slow as far as the air is concerned and mainly
evanescent waves are excited. On the other hand, for the dielectric the wave is fast, and the radiation is
strong there. The effect is that of a leaky-wave antenna, with radiation primarily in the dielectric [8]. So
it seems clear that the energy should be focused in from the dielectric side.

Another issue that has to be taken into account is the thickness of the substrates, which is of the order
of some wavelengths at THz and sub-THz frequencies. Under these conditions, the substrate is very thick
and its effect has to be properly taken into account. From a ray tracing point of view (Figure 3.3), the rays
incident at an angle larger than the critical angle are completely reflected and trapped as surface waves.
The issue of power coupled into surface waves will be discussed in Section 3.2.2.2; this is a key issue

Air

Transmitting
antenna

Trapped rays

Air

Substrate 2αc

Figure 3.3 Transmitting antenna on a dielectric substrate showing the rays trapped as surface waves.
The critical angle is represented by 𝛼c.
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Transmitting
antenna

Transmitting
antenna

(a) (b)

Figure 3.4 Substrate lenses. (a) Hemisphere and (b) extended hemisphere.

since it can dominate the radiated power under some circumstances. Nevertheless, the presence of surface
waves can be controlled by the inclusion of a lens on the back side of the substrate with the same dielectric
constant. This eliminates the problem, since, as shown in Figure 3.4, the rays’ angle of incidence is now
nearly normal to the surface and, hence, rays do not suffer total internal reflection. The substrate lens
takes advantage of the sensitivity of an antenna to radiation from the substrate side and eliminates the
surface waves. In addition, directivity is improved. The disadvantages of the substrate lens are those
of any system using refractive optics: absorption and reflection loss [8]. Among the available dielectric
lenses, two are particularly attractive because they are aplanatic, adding no spherical aberration or coma
[17]. These are the hemispherical lens (Figure 3.4a) and the extended hemispherical lens (Figure 3.4b).
A thorough analysis of the latter is carried out in Section 3.4.

3.2.1 Radiation Pattern of a Dipole over a Semi-Infinite Substrate

In some cases, a good approximation to obtain the radiation pattern of antennas lying over or on a dielec-
tric substrate is to consider the thickness of such a substrate as infinite. At THz frequencies, available
substrates have a thickness of the order of several 𝜆 (typical 350 μm thickness silicon wafers correspond to
∼4𝜆). Thus, commercial full-wave electromagnetic simulators would need a lot of CPU time and memory
resources to solve the problem due to its large electrical size. For the reasons above, it seems reasonable
to consider the substrate’s thickness as infinite. In some applications, such as the design of hyperhemi-
spherical dielectric lenses (Section 3.4) this radiation pattern over a semi-infinite substrate is needed. In
this section, we provide the radiation pattern of the most elementary antenna, a Hertzian dipole, over
a semi-infinite substrate. To do so, analytical expressions for the radiation pattern of an electric dipole
located in a dielectric medium 1 at distance z0 from the interface to a different dielectric medium 2 have
been derived, based on Lukosz’s work [10–12], and compared to those obtained using the structure’s
Green’s function [18]. In particular, the radiation patterns of dipoles located on the interface (z0 = 0) and
oriented perpendicular or parallel to it are examined. The results are similar to those presented in Refs.
[7–12] and the rigorous mathematical methodology can be followed in Refs. [10–12]. Both media, 1 and
2, are assumed to be isotropic, homogeneous, and non-absorbing dielectrics with refractive indices n1

and n2, respectively. The methodology presented in Refs. [10–12] can be summarized as follows. First,
the unperturbed dipole field is represented as a superposition of s- and p-polarized plane and evanes-
cent waves. Let us consider a plane of incidence z= constant, the waves are transverse electric (TE) or
s-polarized waves when the electric field is perpendicular to the plane of incidence. On the other hand,
a transverse magnetic (TM) wave or p-polarized wave has the magnetic field perpendicular to the plane
of incidence. This representation is rigorously valid both in the dipole’s far-field and near-field. Then,
the reflection and refraction of each of these plane and evanescent waves incident onto the interface are
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Z

y

Z0

n2
x

n1

D

n^β

Figure 3.5 Dipole located in medium 1 at distance z0 from the interface to medium 2. The unit vector
→
n in the direction of the dipole moment lies in the x-z-plane.

considered separately. In Figure 3.5 a schematic of the problem is depicted. In the following subsections
the horizontal dipole and vertical dipole cases are treated separately.

3.2.1.1 Vertical Dipole

In Figure 3.6, the radiation pattern of a vertical dipole lying on the interface between two semi-infinite
media is depicted. The upper medium is vacuum and the lower medium is GaAs (𝜀r = 12.9). One can
observe that the radiation pattern does not depend on the angular coordinate 𝜑 (as for a vertical dipole on
an unbounded medium) and that the maximum in the radiation pattern appears at the critical angle (𝛼c =
sin−1(1∕12.9) = 16.16∘ → 𝜃 = 180∘ − 𝛼c = 163.84∘). These results are equivalent to those presented in
the literature [7–12].

Figures 3.7 and 3.8 depict the angular distribution of the power emitted by a vertical electric dipole,
normalized to the unbounded medium (n1 = 1 and n2 = 1) case. The radiation patterns only depend
on the distance z0 and the refractive indices n1 and n2. The maximum of the radiation pattern occurs
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Figure 3.6 Radiation pattern of a dipole lying in the interface between two media with n1 =
√

12.9
(GaAs), n2 = 1, and 𝛽 = 0. (a) 3D plot and (b) polar plot comparing with the case of a dipole embedded

in a dielectric medium (n1 = n2 =
√

12.9).
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Figure 3.7 Angular distribution P(𝜃) of emitted power normalized to n1 = 1 and n2 = 1 case versus
angle 𝜃 for vertical electric dipoles located on the interface (z0 = 0). (a) n1 > n2 and (b) n1 < n2. See
plate section for color representation of this figure.
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Figure 3.8 Angular distribution P(𝜃) of emitted power normalized to n1 = 1 and n2 = 1 case versus

angle 𝜃 for vertical electric dipoles located at different distances z0. (a) n1 = 1 and n2 =
√

2 and (b)

n1 = 1 and n2 =
√

12.9. See plate section for color representation of this figure.

at the critical angle (𝛼c = sin−1(n2∕n1)), where the radiation pattern has an uncertainty and it remains
at the same angular point regardless of the distance z0. The power radiated in a direction beyond the
critical angle, 𝛼c, of the medium decreases exponentially with the dipole’s distance z0 from the interface.
Here, Δz(𝛼2) is the penetration depth of that evanescent wave in the dipole field whose refraction at the
interface gives rise to the transmitted plane wave with angle of refraction 𝛼2. For distances z0 ≫ Δz(𝛼2)
the evanescent wave does not reach the interface, and no transmitted light appears in medium 2 at 𝛼2 > 𝛼c.

3.2.1.2 Horizontal Dipole

In this section the case of the radiation pattern of a horizontal dipole (𝛽 = 90∘) lying on the interface
of two media (Figure 3.9) is analyzed. These results are also equivalent to those presented in the
literature [7–12].
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Figure 3.9 Radiation pattern of a dipole lying in the interface between two media n1 =
√

12.9
(GaAs), n2 = 1, with 𝛽 = 90∘. (a) 3D plot and (b) polar plot comparing with embedded dipole

(n1 = n2 =
√

12.9).
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Figure 3.10 Angular distribution P(𝜃) of emitted power normalized to the free-space (n1 = 1 and
n2 = 1) case versus angle 𝜃 for horizontal electric dipoles located on the interface (z0 = 0). (a) E-plane
and (b) H-plane. See plate section for color representation of this figure.

Figures 3.10 and 3.11 depict the angular distribution of the power emitted by a horizontal electric
dipole normalized to the unbounded medium (n1 = n2 = 1) case. The radiation patterns only depend on
the distance z0 and refractive indices n1 and n2. The maximum of the radiation pattern occurs at the critical
angle (𝛼c = sin−1(n2∕n1)) for the H-plane and a null appears at the same angle in the E-plane, where the
radiation pattern has an uncertainty, and it remains at the same angular point regardless of the distance z0.
The power radiated in a direction beyond the critical angle, 𝛼c, of the medium decreases exponentially
with the dipole’s distance z0 from the interface. Here Δz(𝛼2) is the penetration depth of that evanescent
wave in the dipole field whose refraction at the interface gives rise to the transmitted plane wave with
angle of refraction 𝛼2. For distances z0 ≫ Δz(𝛼2) the evanescent wave does not reach the interface, and
no transmitted light appears in medium 2 at 𝛼2 > 𝛼c.
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Figure 3.11 Angular distribution P(𝜃) of emitted power normalized to the free-space (n1 = 1 and
n2 = 1) case versus angle 𝜃 for horizontal electric dipoles located at different distances z0 with n1 = 1

and n2 =
√

12.9. (a) E-plane and (b) H-plane. See plate section for color representation of this figure.

3.2.2 Radiation Pattern of a Dipole in a Multilayered Medium

This section describes the radiation properties of a dipole (either vertical or horizontal) lying above or in a
planar multilayered medium. In the previous section the substrate beneath the antenna was considered to
have semi-infinite thickness, this case does not correspond to a realistic situation and is useful only under
certain circumstances. Next, it will be shown that this finite thickness substrate changes the radiation
pattern of antennas placed above or inside the substrate.

First, the case of both horizontal and vertical Hertzian dipoles placed on a typical 350 μm GaAs wafer
is analyzed at different frequencies, and compared with the radiation patterns obtained in the previous
section. Then, the Hertzian dipole is placed inside the InP wafer and the radiation pattern as well as the
radiated power is calculated. It will be shown that when a dipole is in the dielectric slab, a Fabry-Perot
behavior appears and part of the power is kept through the dielectric and is not radiated to the air.

3.2.2.1 Hertzian Dipole over a Finite Thickness Substrate

A 350 μm GaAs (n =
√

12.9) substrate and a Hertzian dipole lying on it is considered in this section.
For z> 350 μm and z< 0 air (𝜀r = 1) is set as the background material while for 0< z< 350 μm GaAs is
considered. Two positions of the Hertzian dipole are considered: placed along the z-direction (vertical
dipole) or along the x-direction (horizontal dipole), in both cases the dipole lies in the z= 350 μm plane.

Vertical Dipole
Figure 3.12 shows the radiation patterns of a vertical Hertzian dipole lying on a 350 μm GaAs substrate
and the results are compared with the semi-infinite case calculated previously. One can see that, while in
the semi-infinite case the radiation pattern does not depend on the frequency, in this finite case frequency
plays an important role. Although the physical dimensions of the GaAs wafer are the same, the electrical
thickness changes with frequency, so an effect on the radiation pattern is expected. A maximum at the
critical angle no longer exists and it is translated to angles close to 𝜃 = 90∘ (interface between air and
GaAs). So it appears to be that considering the substrate thickness as infinite is not a good option in most
cases, no matter how thick the substrate is.
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Figure 3.12 Radiation patterns of a vertical Hertzian dipole lying on a 350 μm GaAs substrate obtained
at different frequencies. The case of a dipole on a semi-infinite GaAs substrate is shown as a reference.
See plate section for color representation of this figure.

Horizontal Dipole
Figure3.13showstheradiationpatternsforahorizontal(x-direction,𝜑= 0)Hertziandipolelyingon350 μm
GaAs substrate and the obtained results are compared with the patterns on a semi-infinite substrate. One
can observe that, while in the semi-infinite case the radiation pattern does not depend on the frequency, in
the finite thickness case frequency plays an important role. Although the physical dimensions of the GaAs
wafer are the same, the wafer’s electrical thickness changes with frequency, so an effect in the radiation
pattern is expected. Neither maximum nor null exist at the critical angle and the maximum is displaced
to angles close to 𝜃 = 90∘ (interface between air and GaAs). Thus, it seems that considering the substrate
thickness as infinite is not a good option in most cases, no matter how thick the substrate is.

3.2.2.2 Hertzian Dipole Inside Finite Thickness Substrate

Recently, owing to the improvements in the CMOS (complementary metal oxide semiconductor) manu-
facturing process, antennas integrated with other circuits are receiving great attention at THz frequencies
[19]. In this technology, the antennas are included between different dielectric media so it is a key point
to correctly calculate their radiation pattern. Another important application where antennas are placed
inside a finite thickness substrate are LAEs. This antenna-free scheme is explained in detail in Section
3.6.2, where an electromagnetic radiation pattern equivalent circuit is obtained by discretizing the con-
tinuous currents into an array of Hertzian dipoles. As an example of the effect of the finite thickness of
a dielectric on the radiation pattern, both vertical and horizontal Hertzian dipoles are analyzed.

When a Hertzian dipole oriented across the z-direction (a vertical dipole) is placed in the GaAs wafer
25 μm away from the top air/dielectric interface, the radiation pattern displayed in Figure 3.14 is obtained.
In this configuration, the radiation pattern is no longer symmetric and, depending on the frequency, more
power is radiated toward the upper (z> 0) or lower (z< 0) semispace.

When a Hertzian dipole oriented across the y-direction (a horizontal dipole) is placed in the GaAs
wafer 25 μm away from the top air/dielectric interface, the radiation pattern displayed in Figure 3.15 is
obtained. Also in this configuration, where the dipole is horizontally oriented, the radiation pattern is no
longer symmetric and, depending on the frequency, more power is radiated toward the upper (z> 0) or
lower (z< 0) semispace.
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Figure 3.13 Radiation patterns of a horizontal Hertzian dipole lying on a 350 μm GaAs substrate
obtained at different frequencies. The case of a dipole on a semi-infinite GaAs substrate is shown as
a reference. See plate section for color representation of this figure.
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Figure 3.14 Radiation patterns of a vertical Hertzian dipole inside a 350 μm GaAs substrate obtained
at different frequencies. The dipole is placed 25 μm away from the upper part of the wafer. See plate
section for color representation of this figure.

Another key issue is to estimate the amount of power that is radiated outside the wafer and how much
power is retained in it, thus reducing the radiation efficiency. Figure 3.16 depicts the power radiated by the
dipole in the wafer, normalized to the power radiated by a dipole embedded in GaAs, as a function of fre-
quency. One can see that the power radiated by the horizontal dipole is much higher than the power radi-
ated by the vertical dipole (in the plot the radiated power for the vertical dipole is multiplied by a factor of
20 for clarity). This is because the vertical position of the dipole makes it easier to excite a guided dielec-
tric mode, thus reducing the radiated amount of power. In addition, there are certain frequencies at which
the radiated power is much higher than others. At these frequencies the Fabry-Perot behavior can be
appreciated. Those radiated power peaks are separated by 240 GHz approximately (𝜆eff ≈ 350 μm when
considering GaAs) and alternate maxima with minima every 120 GHz approximately (𝜆eff/2≈ 175 μm
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Figure 3.15 Radiation patterns of a horizontal Hertzian dipole inside a 350 μm GaAs substrate obtained
at different frequencies. The dipole is placed 25 μm away from the upper part of the wafer. See plate
section for color representation of this figure.
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Figure 3.16 Fabry-Perot behavior on the radiation pattern. Radiated power versus frequency normal-
ized to the case of a dipole embedded in a homogeneous medium with 𝜀r = 12.9 for: horizontal (dotted)
and vertical (full line) Hertzian dipoles lying in the middle of a 350 μm GaAs wafer.

when considering GaAs). The obtained results are exactly the same as those predicted by Brueck in his
paper related to the radiation pattern of dipoles embedded in a dielectric slab [13].

3.2.3 Anomalies in the Radiation Pattern

Several approaches have been applied for solving the problem of calculating the emitted power and the
radiation pattern of dipoles and slots lying at the interface of two media, as mentioned in the above
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sections [7–12]. However, even though all of them present pretty similar results based on the use of the
method of moments (MoMs) [7] or a rigorous mathematical methodology [10–12], there exists an issue
in the radiation pattern: The radiation pattern from a dipole lying on the interface of two media presents
some potential singularities that are discussed in this section and, to the author’s best knowledge, there
is no explanation in the literature for them.

If one tries to give an explanation for the radiation patterns shown before it is possible to extract some
interesting conclusions. As explained by Pozar, Brewitt-Taylor, and Rutledge in their seminal papers
[7–9], for the dipole, the H-plane pattern in the dielectric has a maximum at the critical angle 𝜃c =
𝜋 − sin−1(1∕

√
𝜀r) and the E-plane pattern has a minimum there. Both patterns have a null at the interface

except the H-plane pattern for 𝜀r = 1, as discussed by Rutledge et al. [8]. A maximum and/or minimum
at the critical angle does not occur for slot antennas, since the conducting plane effectively isolates the
two media, as is well explained by Pozar in Ref. [7].

However, it is interesting to have a look at the maximum of the radiation patterns. Coming back
to the results obtained from the semi-infinite case, one can plot the two cases, vertical and horizontal
dipoles, on the interface of a medium with relative refractive index n =

√
12.9 in rectangular coordinates

(Figure 3.17).
Let us consider now Bernstein’s theorem, well-known in Signal Theory and with direct application

to Antenna Theory, as discussed in detail in Ref. [20]. To apply this theorem to our radiation patterns,
one defines F1 as an upper limit of the radiation function F(𝜏), where 𝜏 = sin 𝜃, and D is the dimension
of the aperture. Supposing that the radiation pattern F(𝜏) possesses a bounded spectrum (−𝜐0, +𝜐0), it
follows from Bernstein’s theorem that the relative slope of the pattern is limited by the spatial frequency
bandwidth of the antenna:

1
F1

dF
d𝜏

≤ 2𝜋vo = 𝜋
D
𝜆

(3.16)

The slope limitation plays an important role, such as with the angular sensitivity of tracking antennas.
This is also the case with radar antennas where it is desired that the gain falls rapidly to zero below the
horizon to avoid ground clutter. More generally, Bernstein’s theorem implies a limit to all derivatives of
bounded signals with bounded spectra:

1
F1

F(n)(𝜏) ≤ (2𝜋vo)
n (3.17)

0
0

0.2

0.4

N
o

rm
a

liz
e

d
 r

a
d

ia
ti
o

n
 p

a
tt
e

rn

0.6

0.8

1

20 40 60 80

θ (°)

(a)

0
0

0.2

0.4

N
o

rm
a

liz
e

d
 r

a
d

ia
ti
o

n
 p

a
tt
e

rn

0.6

0.8

1

20 40 60 80

θ (°)

(b)

Figure 3.17 Radiation pattern of a dipole from the interface. Relative refractive index n =
√

12.9.
(a) Horizontal dipole H-plane and (b) vertical dipole E-plane.
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Figure 3.18 First derivative from the radiation pattern of a dipole from the interface. Relative refractive

index n =
√

12.9. (a) Horizontal dipole H-plane and (b) vertical dipole E-plane.

So, it is possible to deduce a relationship between the dimension D of the aperture and the half-power
beamwidth (the so-called 𝜃3dB) of the main lobe of the radiation pattern. This, easily manipulated, implies
the Rayleigh limit for the accuracy resolution in far-field.

Calculating the derivative of the radiation pattern of a dipole (horizontal and vertical) from Figure 3.17
results in the curve in Figure 3.18. In any event, the result of Bernstein’s theorem says that the first deriva-
tive is bounded, which could be right for our pattern of interest since the pattern has a slope discontinuity,
but the slopes are finite. But then the second derivative of the pattern versus angle will be infinite at the
point of the slope discontinuity, and so Bernstein’s theorem will not be satisfied. So if these results apply
to any size antenna, the patterns we are looking at seem to violate this theorem.

An alternative argument is that the far-field cannot have a slope discontinuity because the field must
satisfy Maxwell’s equations (in the far-field), and taking the curl of an E field with a slope discontinuity
will produce a step function in H, and doing a curl on H to find E would lead to a delta function, and so
on, which is clearly incorrect.

This discontinuity in the H-plane pattern occurs because the stationary phase (SP) approximation
(which has been used to derive the far-field expressions in most of the references) breaks down at the
critical angle. The SP method, in simple form, has an integrand of the form F(x)e−jkf (x)dx where F(x) is
assumed to have a well-behaved phase near the stationary point. Examination of the integrand for the
half-space problem, however, shows that F(x) goes from real to complex at the critical angle, thus vio-
lating this assumption, and producing the non-physical change in slope. The problem is apparently with
the application of the SP method.

This anomaly in the radiation pattern studied in this section is also presented in many other antenna
structures, as can be read in Ref. [21], so, one should be careful while applying the SP method.

3.3 THz Antenna Topologies
In this section, the most common antenna topologies used in the THz range are presented. Among these
topologies one finds resonant antennas such as dipoles or slot antennas, and self-complementary antennas
like spirals, log-spirals, log-periodic, and bow-tie antennas.
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Antenna

RF choke

Figure 3.19 SEM picture of a dipole antenna with a stepped impedance low pass filter acting as
RF choke.

3.3.1 Resonant Antennas

Regarding resonant antennas in the THz band, the most widely used are dipoles or related topologies.
Either detector or emitter devices possess a capacitive part in their input impedance that has a strong
influence at higher frequencies. Traditionally, this capacitive part is compensated by including a RF
(radio frequency) choke (normally a low pass filter) [22]. In Figure 3.19 an example of a dipole antenna
with a RF choke is plotted. In this case the RF choke is a stepped impedance low-pass filter.

Once this capacitive part is compensated, an antenna with the real part of its input impedance equal to
the real part of the device’s impedance is desired to maximize the power delivered to/from the antenna.
Depending on the class of device one topology or another will be more suitable. For instance, photocon-
ductors [14] possess a very high input impedance, so an antenna with a very high input impedance will
be the best option. On the other hand, devices such as Schottky diodes or FET have a lower real part of
the input impedance, so different antennas may be used. In Ref. [23] a detailed numerical study on some
of these resonant antennas at THz frequencies is presented.

3.3.1.1 Dipole Antennas

A dipole antenna is one of the most commonly used and simple antennas [1]. It consists of two conducting
arms that are fed at their junction. Depending on the shape of these two arms different topologies can be
identified.

𝝀/2 and 𝝀 Dipoles
The geometry and design parameters (LD, wd) of a single dipole are shown in Figure 3.20. Depending
on the total length (LD), two kinds of dipoles can be identified: 𝜆/2 and 𝜆 dipoles. The main difference
between them is the input impedance they provide at the feeding point. Indeed, in 𝜆/2 dipoles the voltage
is a minimum and the current a maximum at the feeding point (unfilled arrow), thus, a minimum is
obtained for the input impedance. Such impedance can be modified changing the gap and width of the
dipole. For a silicon substrate an impedance around 50Ω is typically obtained at resonance. On the other
hand, 𝜆 dipoles have a maximum of voltage and a minimum of current at the feeding point (unfilled
arrow), thus a maximum is obtained for the input impedance. Again, this behavior can be modified by
changing the gap and width of the dipole. For a silicon substrate around 250Ω are usually obtained at
the resonance frequency. A typical 𝜆/2 dipole antenna operating at 1 THz and lying on a silicon substrate
(𝜀r = 11.7) has Ld ≈ 45 μm and wd ≈ 3 μm, whereas a typical 𝜆 dipole antenna would have Ld ≈ 90 μm and
wd ≈ 3 μm.

LD
Wd

Figure 3.20 Geometry and design parameters of a dipole antenna.
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CB
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Figure 3.21 Geometry and design parameters of a dual-dipole antenna.

Dual-Dipoles
Dual antenna elements present several advantages over single antenna element designs. These advantages
include more symmetric beam patterns, which leads to higher Gaussian beam efficiency, and a higher
radiation resistance [24]. The geometry and design parameters of a dual-dipole are shown in Figure 3.21.
The feeding point (unfilled arrow) is placed in the middle of the antenna and two symmetric arms form
the dipole antenna. The input impedance achieved with this configuration is similar to that of a 𝜆 dipole,
but the radiation pattern is improved. The design parameters of a typical dual-dipole antenna on a silicon
substrate (𝜀r = 11.7) working at 1 THz are A≈ 70 μm, B≈ 50 μm, C≈ 3 μm, D≈ 1 μm, and E≈ 5 μm. This
topology has been widely used in THz and sub-THz resonant systems design [22, 25].

Meander Dipoles
A meander dipole antenna is similar to a dipole in which the radiating arms have been bent to a meander
shape in order to reduce the antenna size [26]. The geometry and main design parameters of a meander
dipole are shown in Figure 3.22. Traditionally, this antenna is used to reduce the antenna size (antenna
miniaturization) and in systems that need a very high value of the input impedance, since it provides
higher values of input impedance at its resonance than 𝜆-dipoles or dual-dipoles [26]. With this antenna
topology, the input impedance achieved at its resonance can be higher than 1000Ω. This antenna is also
very convenient for biasing the active device (photomixer, diode, etc.) placed in the middle of it. This is
because almost no current is excited at higher frequencies in the borders of the arms, so biasing circuitry
does not affect the high frequency behavior of the antenna. On the other hand, lower values of radia-
tion efficiency are achieved compared to conventional dipoles or dual-dipoles. The design parameters

W

d

L

Figure 3.22 Geometry and design parameters of a meander dipole antenna.
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Dy
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Gx

Dx

W

Figure 3.23 Geometry and design parameters of a full-wavelength four-leaf-clover antenna.

of a typical meander dipole antenna on a silicon substrate (𝜀r = 11.7) working at 1 THz are L≈ 45 μm,
w≈ 3 μm, and d≈ 3 μm.

Full-Wavelength Four-Leaf-Clover
The full-wavelength four-leaf-clover antenna was proposed in Ref. [27] and its geometry is shown in
Figure 3.23 along with its design parameters. This antenna provides an input impedance similar to that
of the meander dipole (more than 1 kΩ). Moreover, since this design is a dual antenna, it presents the
advantage of improving the radiation pattern with respect to meander dipoles. A typical full-wavelength
four-leaf-clover antenna over silicon substrate (𝜀r = 11.7) working at 1 THz has Dx =Dy ≈ 37 μm,
Gx =Gy ≈ 2 μm, and w≈ 3 μm.

3.3.1.2 Slot Antennas

The geometry and design parameters of a rectangular slot antenna are shown in Figure 3.24, where the
gray area represents the metallic part and the white area the aperture. Slot antennas are complementary to
dipole antennas, that is, while dipoles have an electric moment, slots present a magnetic one (Babinet’s
principle [1]). Accordingly, a single slot antenna has a maximum on the input impedance at Ls = 𝜆/2. All
the dipoles mentioned above can also be manufactured in a slot topology. A similar behavior regarding
the input impedance is expected. A typical single slot antenna operating at 1 THz and lying on a silicon
substrate (𝜀r = 11.7) has Ls ≈ 45 μm and ws ≈ 3 μm dimensions.

3.3.2 Self-Complementary Antennas

Self-complementary antennas are ones where the metallic and non-metallic areas have the same shape
and can be superimposed on each other by rotation. An antenna with a self-complementary structure
has a constant input impedance, independently of the source frequency and shape of the structure.
Self-complementary antennas are broadband antennas and can achieve a bandwidth of more than one
octave [28].

According to [28], the input impedance of self-complementary antennas is equal to:

Zin =
Z0

2
(3.18)

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



88 Semiconductor Terahertz Technology

LS

WS

Figure 3.24 Geometry and design parameters of a single slot antenna.

where Z0 is the intrinsic impedance of the medium. In the case of free-space, Z0 = 𝜂 = 120𝜋Ω. It can be
seen that this impedance is always real and constant with frequency.

Self-complementary antennas are very attractive because they have excellent wideband radiation
characteristics and because predicting resonant behavior of a source is extremely difficult in the
high-frequency region. Therefore, the use of antennas with a frequency-independent response allows
one to conduct tests over a wide spectral range with a single device. In applications such as spectroscopy,
self-complementary antennas are the preferred option due to their broadband nature.

Among the available self-complementary topologies [28], the most widely used are: log-spiral,
log-periodic, and bow-tie antennas. In the following sections each will be briefly described. In Ref. [29]
a detailed numerical study of these three antennas at THz frequencies is presented.

3.3.2.1 Log-Spiral Antennas

Log-spiral antennas are self-complementary antennas when designed with specific parameters such as
the proper arm length and width. The most important characteristic of these antennas is the constant
input impedance (theoretical) not depending on frequency [28], when both the width of the arms and
spacing between them are equal. Obviously, a log-spiral should be of infinite extent to be rigorously
self-complementary. Nevertheless, for practical reasons they are always truncated and the input
impedance cannot be constant over an infinite bandwidth, both in the high and the low band. The
truncation has effects on the low frequency limit, where the size of the element is comparable to the
wavelength and the energy spreads throughout all the structure. At high frequencies, the limitation is
due to the source feed itself because of the roll-off and also to the truncation of the spiral on the inner
side where the feed is placed.

The log-spiral design parameters are:

r1 = kea𝜑, r2 = kea(𝜑−𝛿) (3.19)

where r1 and r2 represent the inner and outer radius of the spiral, respectively. The angle 𝛿 determines
the arm width, and a and k are constants, which control the growth rate of the spiral and the size of the
terminal region, respectively. In Figure 3.25 the log-spiral geometry is depicted. Its lower frequency
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Dout

Figure 3.25 Geometry of a log-spiral antenna.

Dout r1

α

β

α

R1

Figure 3.26 Geometry and design parameters of a log-periodic antenna.

is determined approximately by 𝜆=Dout while its higher frequency is determined by the gap in the
center.

Log-spiral antennas provide a relatively constant input impedance and circular polarization. Their
radiation efficiency is high and they provide an almost constant radiation pattern.

3.3.2.2 Log-Periodic Antennas

The log-periodic antenna has a log-periodic circular-toothed structure with tooth and bow angles of
𝛼 = 𝛽 = 45∘ (for the self-complementary case). The ratio of the successive teeth (Rn+1/Rn)= 0.5 while

the size ratio of the tooth and anti-tooth (rn/Rn) is equal to
√

0.5. Figure 3.26 depicts the geometry of
this antenna. Its lower frequency of operation is determined approximately by Dout, whereas its higher
frequency is determined by the gap in the center.

Log-periodic antennas possess a non-constant impedance and their polarization is not constant with
frequency. In addition, their radiation efficiency decreases with frequency. On the other hand, they have
a good radiation pattern and can achieve a high directivity over a wide bandwidth. This topology is one
of the most used at THz frequencies.
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Dout

α

Figure 3.27 Geometry of a bow-tie antenna.

3.3.2.3 Bow-Tie Antennas

The bow-tie antenna has the shape depicted in Figure 3.27. It is similar to a dipole where its arms are
wider at their extremes. A self-complementary bow-tie has an angle 𝛼 = 90∘. This self-complementary
topology provides the most constant input impedance of the three analyzed cases but its radiation pattern
deteriorates with frequency.

3.4 Lenses
Dielectric lenses have been one of the most used elements as substrates for planar antennas in the millime-
ter and sub-millimeter frequency range. The use of substrate lenses allows one to improve the radiation
pattern of planar antennas, since the directivity is increased as well as the gaussicity, while the back
radiation is reduced [8, 25]. As mentioned before, at these frequencies available substrates are too thick
in terms of the wavelength. This results in an increase in the losses due to unwanted modes generated
inside the substrate [30], as has been shown in the above sections. Using a dielectric lens as substrate,
these modes are not generated because of the lens geometry.

The ideal shape of a dielectric lens is ellipsoidal [3, 5]. However, it is very difficult to manufacture
and using it is not practical. An elliptical lens can be approximated by an extended hemispherical one
[25] (Figure 3.28) or a hyper-hemispherical one (basically a truncated sphere), both of which are much
easier to fabricate. Hence they are the most commonly used lenses. Both extended hemispherical and
hyper-hemispherical lenses behave in a similar manner and the methodology explained here is valid
for both.

In order to design these lenses, the computational strength of current full-wave electromagnetic simu-
lators (CST [31], HFSS [32], FEKO [33], etc.) is combined with ray tracing techniques and conventional
physical optics. The problem in designing planar antennas with dielectric lenses is that the dimensions
of the dielectric lenses are on the order of several wavelengths (7–15𝜆), while typically planar antennas
are smaller than 𝜆. For that reason, simulating the whole structure (planar antenna+ dielectric lens) will
require a large consumption of memory and CPU time and, in some cases, the amount of computational
resources needed will exceed those available.

3.4.1 Lens Design

A planar antenna placed on a high permittivity substrate radiates most of the power into it (as shown in
Section 3.2), so a unidirectional radiation pattern is obtained [25]. An extended hemispherical geometry
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L

x
Φ

θ
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Figure 3.28 Extended hemispherical dielectric lens geometry.

is used for the dielectric lens since it can approximate the elliptical lens behavior and is easier to
manufacture.

The dielectric lens consists of a hemisphere with radius R and a cylindrical block with length L and
the same radius. The planar antenna is placed on the bottom of the lens with a displacement dx, dy from
the axis origin.

Dielectric extended hemispherical lenses satisfy the sine condition, which guarantees circular coma
absence, and they do not have spherical aberrations. This implies that if an optical system is designed
in such a way that all rays are focused to a point, an extended hemispherical lens can be included in the
system and the rays will be focused to the same point [25].

With this lens, the directivity of the planar antenna is increased and the radiation pattern fits well to
a Gaussian beam system. The parameter that most influences the system directivity is the length of the
cylindrical block (L), as will be shown in the next subsection. This is due to the fact that the antenna must
be placed at the focus of the lens, but in this case the lens is hemispherical so a cylindrical block must
be included to place the antenna in the focus of the equivalent elliptical lens.

The methodology followed for the design of planar antennas on dielectric extended hemispherical
lenses can be divided into two parts. The first consists in designing the planar antenna with a commer-
cial full-wave electromagnetic simulator (CST [31], HFSS [32], FEKO [33], etc.) or with an in-house
software (as the one used in previous sections). To do this, the antenna is placed over a semi-infinite
dielectric substrate with the same permittivity as the lens. With this simulation, the radiated fields are
obtained as a function of the spherical coordinates 𝜃 and 𝜑.

Once the radiated fields are obtained, a ray tracing technique is carried out from a point (antenna
position) in the same direction as the propagation. The lens geometry can be divided into four parts
(Figure 3.29, [34]). The first (Figure 3.29a) is limited by the total reflection angle. In this region both
transmitted and reflected waves appear and it is the main contributor to the radiation pattern of the lens.
In the developed software, this region is the only one considered to obtain the radiation pattern. The
second region (Figure 3.29b) is the one between the critical angle and the end of the hemisphere. Here
no transmitted waves appear since the incident angle is higher than the critical one and all incident waves
are reflected. Evanescent waves appear outside the lens but do not contribute to the radiated field. The
third region (Figure 3.29c) is limited by the end of the hemisphere and the critical angle in the slab.
Here the incident angle is higher than the critical angle, so only reflected waves appear. Even lower
evanescent waves than in the second region appear outside the lens because directive antennas are used.
The contribution to the far-field calculation can be neglected. Finally, the fourth region (Figure 3.29d)
is limited by the critical angle in the slab and the end of it (both transmitted and reflected waves).
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(a) (b) (c) (d)

Figure 3.29 Regions into which the extended hemispherical lens can be divided. (a) Spherical
region where transmitted and reflected rays appear, (b) spherical region where total reflection occurs,
(c) planar region where total reflection occurs, and (d) planar region where transmitted and reflected
rays appear.

Here the lowest radiation intensity of the antenna is obtained and the contribution to the far-field can
also be neglected. Reflected rays among the different regions can be reflected again and impinge on
the lens/air interface, thus contributing to the generated final field, but their contribution will be of low
significance [35].

After that, physical optics is applied to generate the currents in the surface of the first region of the
lens (Figure 3.29a). Finally, the radiation pattern generated by those currents is obtained. The steps of
this second part are summarized below.

The first consists in decomposing the electric and magnetic fields into TE and TM components at
the lens/air interface. Then, we can use the formulas that provide the reflection on a dielectric with
permittivity 𝜀r [36]:

ΓTE =

√
𝜀r cos 𝜃i −

√
1 − 𝜀rsin2𝜃i√

𝜀r cos 𝜃i +
√

1 − 𝜀rsin2𝜃i

(3.20)

𝜏TE = 1 + ΓTE (3.21)

ΓTM =

√
𝜀r

√
1 − 𝜀rsin2𝜃i − cos 𝜃i√

𝜀r

√
1 − 𝜀rsin2𝜃i + cos 𝜃i

(3.22)

𝜏TM = (1 + ΓTM)
cos 𝜃i√

1 − 𝜀rsin2𝜃i

(3.23)

where 𝜀r is the dielectric constant of the lens material, 𝜃i is the incidence angle with respect to the normal
lens surface, and Γ and 𝜏 are TE and TM reflection and transmission coefficients.

Once the electric and magnetic fields have been defined (primary fields), electric (J⃗s) and magnetic
(M⃗s) the current densities are obtained outside the lens surface [36]:

J⃗s = n̂ × H⃗ (3.24)

M⃗s = n̂ × E⃗ (3.25)

where n̂ is the vector normal to the interface.
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From this magnetic and electric density currents, 𝜃 and 𝜑 components of the electric field in far-field
are calculated [36]:

E𝜃 ≅ −
jke−jkr

4𝜋r
(L𝜑 + 𝜂N𝜃) (3.26)

E𝜑 ≅ +
jke−jkr

4𝜋r
(L𝜃 + 𝜂N𝜑) (3.27)

where N⃗ and L⃗ are the radiation vectors defined by [36]:

N⃗ = ∫ ∫S′
J⃗s ejkr′ ⋅ cos 𝜓ds′ (3.28)

L⃗ = ∫ ∫S′
M⃗s ejkr′ ⋅ cos 𝜓ds′ (3.29)

where S′ is the external surface of the lens, r′ is the distance from origin to where the equivalent magnetic
and electric density currents are calculated, r is the distance from origin to the observation point, and 𝜓
is the angle between r and r′.

3.5 Techniques for Improving the Performance of THz Antennas
Some novel and promising advances are presented in this section, which deals with the improvement of
the radiation efficiency presenting solutions from the antenna and RF point of view.

3.5.1 Conjugate Matching Technique

From the antenna point of view only two parameters can be optimized in order to improve the perfor-
mance of both an emitter and a receiver: the radiation efficiency (𝜀rad) and the mismatching factor (M).
The mismatching factor is defined with the M-factor given by [37]:

M =
4RaRp

(Ra + Rp)2 + (Xa + Xp)2
(3.30)

where Za =Ra + jXa is the input impedance of the antenna and Zp =Rp + jXp is the input impedance of
the active device (either acting as an emitter or a receiver).

The antenna efficiency can then be defined as the product of these two efficiencies and the polarization
efficiency (𝜀pol) [1]:

𝜀ant = 𝜀rad ⋅ M ⋅ 𝜀pol (3.31)

This efficiency expresses how far the system is from the ideal behavior of the active device. Maximiz-
ing this efficiency will enhance the performance of the device and it is the key factor that one should use
to optimize the design of the antenna. This design is based on the Active Integrated Antenna concept [38,
39] and tries to maximize the antenna efficiency as defined in Eq. (3.31). In the design phase, both the
mismatching factor and the radiation efficiency must be considered.

From now on, we will focus on the design of an antenna emitter (AE) based on a photomixer, but
the same methodology can be followed no matter what photomixer or active device is used. CW THz
generation by photomixing consists of generating a THz current in a semiconductor device using two
heterodyned laser beams of photon energies ℏ(𝜔0 ±𝜔THz/2) (with the same power, PL/2, and polariza-
tion), differing in photon frequency by the THz frequency 𝜔THz (where ℏ is the reduced Planck constant
and 𝜔0 the central frequency). In a first step, the heterodyned laser signal is absorbed on typical length
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THz
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Figure 3.30 Schematic of the CW THz photomixing antenna emitter. Two optical lasers impinge in the
photomixer device which is integrated with an antenna over a GaAs substrate. A silicon lens is included
to avoid substrate reflections and increase directivity.

scales shorter than 1 μm, that is, much shorter than the THz wavelength. In the second step the resulting
photocurrent is fed into an antenna, which then emits THz radiation [14]. A typical schematic of the CW
THz generation by photomixing device, can be seen in Figure 3.30.

An interdigitated low temperature (LT)-GaAs-based photomixer is used as the nonlinear device to
generate the THz signal. It consists of eight interdigitated fingers, with a finger gap equal to 1 μm, and
finger width of 200 nm. Figure 3.31a shows a SEM (scanning electron microscope) photograph of the
device. The small-signal equivalent circuit of the interdigitated photomixer is shown in Figure 3.31b [22],
where C= 2 fF is the parasitic capacitance from the fringing fields between the 200 nm wide fingers and
G= (10 kΩ)−1 is the conductance given by IDC/VDC. The antenna admittance (Ya(𝜔)) is also included in
the equivalent circuit of Figure 3.31b.

With the photomixer parameters mentioned before, the input impedance (Zp(𝜔)= 1/Yp(𝜔)= 1/(G
+ j𝜔C), Figure 3.31b) is found to be 0.57− j75.8Ω at 1.05 THz. Thus, an antenna with an input
impedance of 0.57+ j75.8Ω at that frequency will maximize Eq. (3.30). This low value of the real part
and relatively high value of the imaginary part is very difficult to obtain simultaneously with a simple
resonant antenna.

A meander dipole antenna is similar to a dipole in which the radiating arms have been bent to a
meander shape in order to reduce the antenna size [26]. The typical geometry of a meander dipole is
shown in Figure 3.32a along with its main design parameters. Traditionally, this antenna has been used
to reduce the antenna size (antenna miniaturization) and in systems that need a very high value of the input
impedance, since this antenna provides higher values of input impedance at its resonance than 𝜆-dipoles
or dual-dipoles [26], as shown in (Figure 3.32b).The novelty here stems from using the meander dipole
out of its main resonance region [39], since at frequencies lower than the resonant frequency its input

i(ω)

Yp(ω)

Ya(ω)G C

(b)(a)

Figure 3.31 (a) SEM photograph of the interdigitated LT-GaAs photomixer and (b) its equivalent
circuit.
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Figure 3.32 Meander dipole antenna. (a) Geometry and main parameters. (b) Simulated input
impedance of a meandered dipole antenna over a semi-infinite silicon substrate with parameters:
L= 37 μm, w= 3.5 μm, d= 2 μm, D= 105.5 μm, and nine bends per arm.

impedance exhibits a low real part and an inductive behavior (as shown in Figure 3.32b in the frequency
range from 0.9 to 1.3 THz) suitable for matching it with the photomixer capacitive behavior. With such
a design, we intend to achieve a conjugate matching between the antenna and the photomixer without
any additional element, thus increasing the mismatching factor. The antenna will show the optimal input
impedance to the photomixer, so an integrated active antenna is obtained [38]. According to Refs [38,
39], this design philosophy will improve the system parameters and the figure of merit of the overall
transmitter.

3.5.1.1 Parametric Study

In order to analyze the effect of the different parameters on the antenna efficiency, several simulations
have been carried out and the results are shown in Figure 3.33. The full-wave electromagnetic simulator
CST Microwave Studio was used to carry out the simulations. A silicon semi-infinite substrate was set
as the background material in order to reduce computational time [23]. Both the mismatching factor and
the radiation efficiency are shown, as well as the antenna efficiency (Eq. (3.31), assuming 𝜀pol = 1).

The design parameters of the meander dipole antenna are: the length (L) and the width (w) of the
dipole arms, the separation between arms (d) and the number of bends (see Figure 3.32a). Some conclu-
sions can be extracted from these simulations. The parameter L changes the resonant frequency of the
meander antenna: the higher the value of L, the lower the resonant frequency (larger size of the antenna).
In addition, the closer the lines of the meander dipole antenna (lower value of d), the lower the radia-
tion efficiency. This is because the currents have opposite directions so they cancel each other [26]. It is
important to keep enough space between lines in order to have a relatively high value of the radiation
efficiency. Regarding the number of bends, it has been noticed that for a number of bends higher than 3
(total length of the dipole >2𝜆), neither the input impedance nor the radiation efficiency change signif-
icantly. Finally, w does not have an important role in either of the efficiencies and can be kept constant
during the optimization process.

It is important to highlight that the radiation efficiency keeps a relatively high value up to frequencies
lower than 2/3 of its main resonance frequency. In all the above simulations, the main resonance is located
somewhere close to 1.5 THz (see Figure 3.32b) and our design frequency is 1.05 THz.
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Figure 3.33 Parametric study. L variation. (a) Matching efficiency, (b) Matching efficiency, (c) radia-
tion efficiency, and (d) radiation efficiency, (e) antenna efficiency. w= 0.044𝜆, d= 0.08𝜆. d variation and
(f) antenna efficiency. w= 0.044𝜆, L= 0.44𝜆.
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(a) (b)

Figure 3.34 Photograph of the manufactured antennas integrated with the LT-GaAs photomixer device.
(a) Meander dipole antenna and (b) log-periodic antenna.

3.5.1.2 Prototype at 1.05 THz

A prototype working at 1.05 THz as a local oscillator (LO) for a radioastronomy heterodyne detector
[40] was designed and manufactured. The final design parameters are L= 37 μm, w= 3.5 μm, d= 2 μm,
D= 105.5 μm, and nine bends per arm (Figure 3.34). The separation between the middle arm and the
following ones (up or down) was fixed to 3.5 μm to keep enough space for the photomixer device. The
simulated input impedance is shown in Figure 3.32b. With such a structure an antenna efficiency of 7.05%
at 1.05 THz is estimated, with matching and radiation efficiencies equal to 14.73 and 47.83%, respec-
tively. For the sake of comparison, a self-complementary log-periodic antenna [1] was designed and its
antenna efficiency calculated. Its maximum and minimum dimensions were 200 and 10 μm, respectively.
In contrast with the meander dipole design, broadband antennas exhibit an almost constant impedance
with frequency (self-complementary antennas: 60𝜋/

√
𝜀r for the real part and 0 for the imaginary part [1]),

so little improvement can be achieved in the matching efficiency. In this second AE, an antenna efficiency
of 1.73% is estimated with matching efficiency equal to 2.01% and radiation efficiency equal to 86.03%.
Figure 3.35 shows the simulated power improvement obtained with the meander dipole AE given by
𝜀meander

ant ∕𝜀log−per
ant . A 6 dB improvement at 1.05 THz is expected with the meander dipole antenna.

A typical CW THz photomixing measurements set-up was utilized to characterize the emitted power.
It consists of two 850 nm lasers that illuminate the photomixer device. The THz frequency is tuned and
the THz emitted power is measured from 80 GHz up to 2 THz. The photomixer output THz frequency
depends on the frequency of the two lasers impinging over it. In the measurements shown in Figure 3.36,
the frequency of one of the lasers remains constant while the other is changed to obtain the desired output
THz frequency. This frequency change can be done either by modifying the current or the temperature of
the laser. The THz radiation emitted by the antenna with the lens is first chopped with an optical chopper
and then beam focused with two parabolic mirrors. The THz signal impinges a diamond window Golay
cell connected to a lock-in amplifier which uses the chopper signal as the reference. Measured output
power with both meander and log-periodic AEs are shown in Figure 3.36.

It can be observed that at 1.1 THz a maximum in the emitted power is obtained with the meander AE
(0.26 μW). If we compare both power measurements (meander and log-per AE) the plot in Figure 3.35
is obtained. A small shift from 1.05 to 1.1 THz can be appreciated but the power improvement is more
or less the same (6 dB). In addition, the simulated quality factor (Q-factor) is 18.33, while the measured
one is 10.11. This Q-factor decrease is due to the fact that additional losses not contemplated in the
simulations, such as losses in the silicon dielectric, are occurring.

The meander dipole antenna has been presented as a solution to match both the capacitive susceptance
and the conductance of photomixers, while maintaining a relatively high value of radiation efficiency. To
achieve such a goal, the antenna is forced to work out of its main resonance, at lower frequencies, where
it exhibits an inductive behavior.
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Figure 3.35 Emitted power improvement when comparing meander dipole antenna with log-periodic
antenna.
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Figure 3.36 Measured THz emitted power of both antenna emitters: meander dipole antenna and
log-periodic antenna.

With this approach, there is no need to include a RF choke, so the design of an antenna for CW THz
based on photomixing is simplified to just the design of the meander dipole antenna. A joint design
process of the antenna is proposed where both matching and radiation efficiencies (AIA concept) are
taken into account. The proposed antenna design can be followed independently of the photomixer used
and it consists in trying to maximize the radiated power obtained from it.

A prototype working at 1.05 THz was designed, manufactured, and measured, and the obtained results
show a 6 dB improvement in THz output power when compared with the log-periodic prototype. This
result is comparable with previously reported ones [22] at 1 THz but with the novelty of not using the
RF choke.
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3.5.2 Tapered Slot Antenna on Electromagnetic Band Gap Structures

The goal of this section is to develop a class of antennas that allows us to get rid of the Si lens, while
achieving a high gain and symmetric radiation patterns. Moreover, these antennas are printed on a planar
substrate in order to reduce the cost and to facilitate their integration with devices such as photomixers
or diodes. One of the best candidates to meet all of these requirements is a tapered slot antenna [41–43].
Tapered slot antennas (TSAs) have been widely used as ultra-wide band radiating elements since they
were first introduced in Ref. [41]. Their use as the individual elements in ultra-wide band arrays has been
underpinned by their ease of fabrication in either microstrip or coplanar strip technology. The square
kilometer array (SKA) project is one of the most recent examples where TSAs have been employed in
a dense array for radio astronomy in low frequency bands (200 MHz to 1 GHz [44, 45]). TSAs are also
versatile candidates for application as antennas in the low THz band (0.3 to 3 THz). Their use can reduce
the effect of the increasing transmission losses and low efficiency in planar antenna systems due to the
use of dielectric lenses. Studies of TSAs printed on a substrate have been reported in Refs. [46–48], in
which the MoM yielded a comprehensive prediction of the TSAs properties. Other numerical methods,
such as FDTD (finite-difference time-domain method) and FEM (finite element method), have also been
developed to study the TSAs in a dense array configuration [49–51].

One of the main limitations in the manufacture of these antennas for use in the THz regime is the thin
substrate. The goal of this section is to study the possibility of new topologies that allow the construction
of TSAs in the THz range. In Refs. [42, 43] guidelines based on experimental results are provided for
the design of linear tapered slot antennas (LTSAs), that is, TSA antennas with a linear shape aperture, by
employing coplanar-strip technology with a substrate of permittivity 𝜀r. Moreover, the so-called Yngves-
son limit is introduced, which provides an experimental maximum thickness of the dielectric for which
the LTSA operates efficiently. If the effective thickness of the substrate is given as teff = t(

√
𝜀r − 1),

where t is the actual substrate height, the range for acceptable operation in terms of beam symmetry
of a TSA has been found experimentally to be 0.005 ≤ teff∕𝜆0 ≤ 0.03. For a substrate thickness above
or below these bounds the performance of the LTSA in terms of efficient endfire radiation deteriorates
[42, 43]. This limit is especially critical at very high frequencies, especially in the THz regime, where the
antenna dimensions are sometimes electrically larger than the Yngvesson limit because of manufacturing
considerations [42]. In Refs. [52] and [53] the authors discuss LTSAs suspended on membranes, printed
over EBGs (electromagnetic band gaps), as well as novel configurations allowing thicker substrates.

In this section, an application of the previous theory is developed by means of cutting off modes that
propagate on a thick substrate too, but with an EBG approximation. The theory for this application can be
understood from two perspectives: the reduction of the effective 𝜀r of the substrate, or the behavior as an
EBG of the structure, cutting off the vertical component of the modes on the substrate. It is important to
note that these kinds of structures should have their cut-off frequency within the operating frequency of
the antenna, so the structures are tuned. The drawback of this solution is the extremely narrow band oper-
ation of these kinds of structures, that only operate in a very restrictive range of frequencies when tuned.

The proposed structure consists of several dielectric layers with different permittivities and thick-
nesses stacked on top of each other. As shown in Figure 3.37, two types of layers with different effective
thickness are alternated in a periodic structure. In this figure, there are considered combinations of 𝜀r

and thickness, having therefore a different Z0 on each layer, that repeat periodically [54, 55]. Several
structure types are studied with the aim of characterizing the behavior of the structure. To this end, the
reflection coefficient is calculated according to Eq. (3.32).

Γ = E−

E+ (3.32)

The simulation was performed with CST Microwave Studio and the electric field results in the illumi-
nation of the structure with a plane wave, as illustrated in Figure 3.37. The electric field probes (one on
each axis) are located in the Z+ direction, in order to compute the reflection coefficient of the structure
[54, 55].
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Figure 3.37 Example of an EBG structure.

The higher order modes with a strong transversal component are those responsible for the non-endfire
radiation of the TSA antenna. With this EBG, these components are eliminated, having no modes with this
field configuration. The transversal direction agrees with the direction where the EBG is composed (̂z).
This component is suppressed, so all the power is concentrated again on the fundamental mode, allowing
end-fire radiation.

Different parametric studies have been carried out to predict the behavior of the structure as an EBG,
especially to determine accurately its working frequency band. The design parameters are Z0, which can
be tuned by changing the thickness, and 𝜀r of each of the layers, and the number of periods. It is expected
that the narrowband properties of the structure will be strengthened by the increasing periodicity [56],
so the selectiveness of the resulting filter is higher and also with more resonances within the band, while
the main operating frequencies will be set by a trade-off between the Z0 of each layer and the number of
periods.

Figure 3.38 shows an example with a period of six sequences, that is, seven layers with 𝜀r = 12.9 and
six layers with 𝜀r = 2.2. For these conditions, an additional resonance appears compared to a three period
structure (if we focus on the same band as for the three period case) and the operation bands are reduced
in bandwidth: the first is between 65 and 80 GHz and the second between 95 and 105 GHz.

These simulations are an example of how the reflection coefficient behaves with frequency and with
the variation of the layer thickness. The selection of these two substrates is due to the ease in finding a
feed for the TSA manufactured in a very high permittivity substrate and to the several Teflon substrates
available for microwave applications. These materials can be replaced by similar ones with analogous
properties.

Another tuning parameter is the variation of the thickness ratio between the high and low permittivity
substrate. In the previous example, this ratio was 1 : 1, but it can be modified to achieve the desired
impedance on each layer and the reflection coefficient on the bands. All these results are obtained for
frequencies centered at 80 GHz, when the thickness of each of the layers is comparable to the wavelength,
so the results can be applied to practical cases, as described in the next section.

Since the objective of this section is to design a TSA on a substrate with a higher overall dielectric
thickness, the EBG structure from previous studies will be employed as the substrate for several TSAs,
including array configurations and different shapes of the antenna to compare performances.

For manufacturing purposes, the chosen working frequencies are in the (60–100) GHz band. Therefore,
simulations are also carried out within this frequency band and the antenna is fed with a 50Ω coplanar
stripline (CPS).
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Figure 3.38 Reflection coefficients for six periods of stacking layers with 𝜀r1 = 12.9 and 𝜀r2 = 2.2 in
terms of frequency and substrate width. See plate section for color representation of this figure.

Two types of TSA are used: Vivaldi (with an exponential profile of the slot) and LTSA. The substrates
chosen to accommodate the selected frequencies are Rogers 3010 and Rogers 4450F. These substrates
are 0.127 and 0.202 mm thick and have 𝜀r1 = 10.2 and 𝜀r2 = 3.52, respectively. These laminates can be
found on the market and are easy to process. Besides, the characteristics of Rogers 4450F (Prepeg) allows
the stacking and gluing of all the layers. The antennas were printed on copper on the outer layers of the
dielectric.

The reflection coefficient for this structure between 60 and 100 GHz is shown in Figure 3.39. The oper-
ating frequencies for this particular stacking are between 65 and 85 GHz where the reflection coefficient
is 1 or close to this value (at least more than 0.5). If the frequencies are such that Γ> 0.6, the obtained
bands are 62–86 and 108–120 GHz. Beyond 120 GHz the antenna is not simulated due to the upper limit
bandwidth of the Schottky diode.

According to previous work [42], the aperture of a TSA should not be larger than 𝜆eff(𝜆eff being the
effective wavelength on the substrate) to obtain the best performances in terms of directivity and sym-
metrization of the beam. Moreover, the length of the TSA should not be larger than 12𝜆0, where 𝜆0 is
the free-space wavelength. Several designs have been simulated to obtain the best performance in the
(62–86) GHz band. To calculate 𝜆eff on the stacked layer substrate, 𝜀eff and teff are also calculated, tak-
ing into account both substrates as in Eqs. (3.33) and (3.34) [42], respectively. For the stacking used in
this work, the resulting relative permittivity is 𝜀eff = 6.58. If one simulates the same antenna on a sub-
strate with the same width and the equivalent 𝜀r, it does not radiate in any of the bands under study. For
conciseness the simulations are not shown here.

𝜀eff = 𝜀r1

4 × thickness1

total thickness
+ 𝜀r2

3 × thickness2

total thickness
(3.33)

teff =
(√

𝜀r − 1
)

t∕𝜆0 (3.34)

As the final implementation of the prototypes is based on a homodyne scheme with a Schottky detector,
a discrete port is used to feed the CPS in the simulations. The input impedance of the line is designed to
obtain 50Ω on the high permittivity substrate. The manufacturing method employed is micromachining.

Going further with the design and taking advantage of the isolation and component suppression of the
EBG, two TSA antennas can be printed on the substrate, one on each side. In this way, an array structure
can be implemented in the same device and the size of the element would be lower. This configuration
is implemented in a linear array, having therefore a 2×N array device. The behavior of this structure is
studied and compared with the single element in the following.
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Figure 3.39 Reflection coefficient for the EBG of seven layers (three periods).

3.5.2.1 Single Element One-Sided

In order to illustrate the performance of the structure, a LTSA has been designed and printed on a
stack made of several layers of the above-mentioned high frequency commercial dielectrics, from 50
to 100 GHz. The aperture of the LTSA is 0.8𝜆0 at 90 GHz and the antenna is 3.38𝜆0 long. The simula-
tions have been carried out with CST Microwave studio and the fields obtained in the aperture are shown
in Figure 3.40, where the EBG is suppressing the vertical component or not, respectively.

The radiation patterns of the structure in Figure 3.41a at 70 and 90 GHz are shown in Figure 3.41b,c,
respectively. The radiation pattern at 70 GHz is end-fire with a single main lobe, whereas at 90 GHz the
radiation is no longer end-fire. The dimensions of the EBG are within the limits of the typical design
parameters, but not the overall effective thickness of the substrate which is well beyond the limits pre-
dicted in Ref. [42] for the resulting 𝜀eff.

The first attempt to implement the described structure consists in a single antenna over the EBG studied
above. Several prototypes have been manufactured with the aim of validating the simulations made for
both linear and Vivaldi TSAs. This element will be the baseline for all other devices composed of more
than one antenna, in an array configuration.

The same Schottky diode as mentioned before is employed. The feeding region of the antenna must be
designed in order to accommodate the diode and to obtain the conjugate input impedance, reducing the
mismatch as much as possible. The most optimal feeding of the TSA antenna is the CPS when functioning
with a diode of around 50Ω impedance. The minimum spacing between the lines is fixed by the diode
dimensions of 265 μm to be able to bond the terminals to both of the lines. As studied by Simons [57],
the lower the gap between the lines, the higher the impedance. There is also a manufacturing limitation
of 100 μm for the thickness of the copper lines. With these constraints and bearing in mind the diode’s
impedance, the resulting CPS line is depicted in Figure 3.42a.

As a transition between the TSA antenna and the CPS line, a curve based on a tangent function is used,
due to the need for a smooth transition to both conductors of the antenna. The curve equation is defined
in Eq. (3.35), where C and the smooth factor are constants based on the transition smoothness and offset
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(a) (b)

(c) (d)

Figure 3.40 Fields on the aperture of a LTSA printed over an EBG. 70 GHz. (a) E-field and (b) E-field.
(c) H-field. 90 GHz and (d) H-field.
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Phi

Figure 3.41 (a) Simulated structure and far-field at (b) 70 GHz and (c) 90 GHz.

is related to the antenna total width.

Y = C ⋅ tan−1
( X − offset

smooth factor

)
− offset (3.35)

For the single element, some measurements have been performed to validate the simulations. First,
the change in the shape of the antenna strongly influences the performance of the EBG. The end-fire
radiation is only achieved at some of the working frequencies of the EBG. The range employed for the
TSA length is between 2𝜆c and 4𝜆c, while the aperture is between 0.7𝜆c and 1.2𝜆c, where 𝜆c = c/90 GHz.

The simulated input impedance of the antenna in Figure 3.41a is shown in Figure 3.42b with a discrete
port simulating the Schottky diode employed as excitation at the beginning of the CPS line. This antenna
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Figure 3.42 (a) Feeding CPS line transition for TSA antennas and (b) real (solid) and imaginary
(dashed) part of input impedance.

Figure 3.43 Manufactured Vivaldi over an EBG at 80 GHz.

is the same as for the fields in Figure 3.40. The real part of the impedance is oscillating around 100Ω
while the imaginary part is centered at 0. This is in accordance with the characteristic impedance of
traveling wave and ultra-wide band antennas [58].

Some examples of the simulated radiation patterns are shown in Figure 3.41 for the antenna with 𝜆0

aperture and 3.5𝜆0 length, with 𝜆0 being the free-space wavelength at 100 GHz. Figure 3.43 shows a
picture of one of the manufactured antennas, in this case a Vivaldi TSA with an exponential profile, and
a reference to compare the size. The two wires connected to each of the arms of the antenna are the
contacts for the DC bias of the Schottky diode.
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(a) (b)

Figure 3.44 (a) Example of a double Vivaldi antenna over an EBG substrate and (b) simulated
far-field 70 GHz.

3.5.2.2 Single Element Double-Sided

The next design consists of two antennas printed on each side of a dielectric EBG stacked structure. The
antennas are both excited with the Schottky diode employed in the previous section. In the measurement
set-up, only one of the antennas is in receiving configuration, while the other is passive and not biased,
connected to the equivalent resistance of the diode at the terminals of the antenna. Thus, it behaves as
a resistance that terminates the CPS in the TSA antenna. The same EBG composite structure used for
the single antenna has been employed in this simulation. Figure 3.44a shows the geometry of a Vivaldi
element, whereas Figure 3.44b presents the radiation pattern obtained at 80 GHz. The pattern obtained
biasing the diode of the other face is identical, since the structure is symmetrical. There is a small asym-
metry on the pattern regarding the z-axis, the EBG is acting as a high order mode suppressor and the
properties for wave propagation in the EBG are not the same as in free-space.

3.5.2.3 Linear Array

In order to increase the radiated power in the THz range, the structure in Section 3.5.2.1 is arranged in
an array configuration. In this experiment, the antennas are working with a homodyne detection scheme.
Nevertheless, the antenna concept of a TSA array with an EBG can be checked due to the reciprocity
theorem of antennas.

The first arrayed configuration is the single-sided system in Section 3.5.2.1. For this test Vivaldi and
linear TSAs have also been considered for simulation, measurements, and manufactured prototypes. The
structure, shown in Figure 3.45a, consists of three elements arranged in a linear array and printed on
the EBG substrate. Figure 3.45b,c shows the radiation patterns for one of the corner elements and the
central element in the 1× 3 array. The elements of the array are connected (side by side). The beam of
the corner element is tilted toward the direction of the array center, which also happens in a classical
array configuration with conventional substrates. This effect is due to the strong mutual coupling [49].
The elements are excited one by one, therefore only one of the antennas is receiving, while the other two
are loaded with the lumped port impedance (50Ω). The simulations are shown at 80 GHz, since there is
a shift in frequency with respect to the single element, as usually observed in this type of composition
[49].

Two pictures of arrays are shown in Figure 3.46 with a reference for size comparison, for five and nine
elements systems.
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(a) (b) (c)

Figure 3.45 1× 3 array of LTSAs and radiation patterns at 80 GHz: (a) structure simulated, (b) corner
element, and (c) central element.

(a) (b)

Figure 3.46 Manufactured arrays at 80 GHz (a) Vivaldi and (b) LTSA.

3.5.2.4 Measurements

The measurements in this section are intended to validate the EBG substrate designed before. Two anten-
nas have been measured, one single- and one double-sided. In such a way, the performance of the EBG
substrate can be checked as well as the isolation between the two antennas in the double-sided configu-
ration. The feed for the elements is a GaAs Beam Schottky diode MA4E2037 in a homodyne receiving
configuration. With this device, it is possible to measure the radiation pattern of the structure, checking
therefore the suitability of the EBG for these types of antennas. The diode is biased with 0.6 V, and con-
nected to a lock-in amplifier. The measurement set-up Figure 3.47b and polarizing circuit scheme for this
experiment is illustrated in Figure 3.47a, where the lock-in amplifier is connected in parallel to the diode.

Two different antennas have been measured. The first is an isolated, single sided antenna with a width
of 3.15 mm and length of 15.10 mm, that corresponds to Figure 3.48a. The two curves represent the
E-plane for two different frequencies 70 and 75 GHz. The difference in the level as well as the noise in
the measurement is due to the measurement set-up in an optical table more suitable for higher frequencies.
A broadside radiation, without deformation of the beam is obtained, as was the intention to demonstrate
according to the previous theory.

The second antenna measured is the double-sided Vivaldi, with a width of 3.92 mm and length of
13.07 mm, corresponding to Figure 3.48b. For this case only one measurement on the E-plane at 80 GHz
was taken due to the time limitation of the anechoic chamber. There is a maximum in the broadside
direction, which demonstrates once more the fundamental mode operation of the TSA.
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Figure 3.47 (a) Polarizing circuit and (b) set-up for pattern measurement.
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Figure 3.48 Measurements in E-plane for EBG antennas: (a) single sided at 70 GHz (Maximum level
around 300 mW) and 75 GHz (Maximum level around 200 mW). (b) Double sided at 80 GHz.

3.6 Arrays
Some novel and promising advances are presented in this section. First, a short introduction to array
theory is presented, then some state-of-the-art experiments which exploit an array configuration for
increasing the THz emitted power and/or the sensibility and the beam-steering properties. Finally, as
a direct application, the LAE concept is presented as a promising photomixing technique.

3.6.1 General Overview and Spectral Features of Arrays

In order to overcome the power limitations in THz AEs, the use of (planar) arrays of AEs has been
proposed as a promising approach. In addition, beam-steering capabilities can be achieved by means of
antenna arrays. In this section, basic array theory will be presented and an example of an array of AEs
working in the THz range is shown.
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Figure 3.49 Geometry of a planar array.

The radiation pattern of a planar rectangular array of antennas (Figure 3.49) can be obtained with the
radiation pattern of an isolated element and the so-called array factor (AF):

AF(𝜃, 𝜑) =
M∑

m=1

N∑
n=1

Imn ⋅ ej(m−1)(k⋅dx ⋅sin 𝜃⋅cos𝜑+𝛽x) ⋅ ej(n−1)(k⋅dy⋅sin 𝜃⋅cos𝜑+𝛽y) (3.36)

Earray(𝜃, 𝜑) = Eisolated(𝜃, 𝜑) ⋅ AF(𝜃, 𝜑) (3.37)

where 𝜃 and𝜑 are the spherical coordinates where the radiation pattern is calculated, k is the wavenumber,
Imn is the amplitude of the current of element at the position n×m, dx is the separation between elements
in the x-direction, dy is the separation between elements in the y-direction, and 𝛽x and 𝛽y are the phase
difference in the x- and y-directions between feeding currents in adjacent elements. With the amplitude
distribution (uniform, triangular, binomial, etc.) of the feeding currents one can control the SLL, whereas
with the phase of these currents chosen as in Eq. (3.38) the direction of the main lobe is fixed at (𝜃0, 𝜑0):

𝛽x = −kdx sin 𝜃0 cos𝜑0

𝛽y = −kdy sin 𝜃0 sin𝜑0 (3.38)

Changing the phase of the array elements, the main lobe direction can be changed and beam-steering
capabilities can be obtained.

Photomixers are ideally suited for coherently radiating arrays. The power of the two lasers used for
the generation of the mixing input signal can be coherently amplified and distributed to an (in principle)
unlimited number of array elements by using fiber amplifiers and beam splitters (including the possibility
of beam steering, which was discussed elsewhere [59, 60]).

First, we consider a planar array of AEs positioned at the points l⃗ = n⃗a = (nxx̂, nyŷ)a, with nx,
ny = 0,± 1,… ± nmax (or nx, ny =±1/2,… ± ( 1/2+ nmax)) and a pitch, a, in the lattice.

The radiation intensity pattern UAEA(𝜃,𝜑) of the antenna emitter array (AEA) is simply obtained by
multiplying the radiation intensity of a single AE, U0

AE(𝜃,𝜑), by the square of the array factor:

UAEA(𝜃, 𝜑) = U0
AE(𝜃, 𝜑)|AF(𝜃, 𝜑)|2 (3.39)
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The array factor in Eq. (3.39) is defined, for elements radiating with the same phase and intensity, as

AF(𝜃, 𝜑) =
∑

n

exp(ik⃗∘⃗l) (3.40)

where k⃗ = (2𝜋nsc∕𝜆0)(cos𝜑 sin 𝜃, sin𝜑 sin 𝜃, cos 𝜃) is the THz wave vector in the semiconductor, with
nsc being the refractive index of the semiconductor. The intensity normal to the surface (𝜃 = 0) is then
increased by a factor N2, where N= n2 for an n× n array. The pitch a of the array has to be of the order of or
larger than 𝜆0/2nsc, since the size of the individual antennas is, at least, in this range. Interference effects
are, therefore, strongly affecting the intensity at angles 𝜃 for which k⃗ ∘ l⃗max = (2𝜋anmaxnsc∕𝜆0) sin 𝜃
becomes comparable with 𝜃 ∼𝜋/2. As a consequence, the radiation pattern becomes more directional
with increasing nmax and increasing a/𝜆. It has to be noticed that antenna crosstalk (mutual effects) is
also taken into account. At these frequencies and with these distances between antennas, the mutual
coupling is extremely low. However, the devices also have to be electrically connected with bias lines
resulting in electrical crosstalk through the bias lines. This can affect the radiation pattern of the antennas
but this effect is not critical for the general results shown in this chapter.

Figure 3.50a shows the radiation intensity patterns UAEA(𝜃,𝜑) in the E-plane and H-plane for 3× 3,
5× 5, and 7× 7 AEAs along with the pattern of an isolated dipole. The patterns have been normalized
with respect to the directivity of U0

AE(𝜃 = 0,𝜑). In this case, both the radiation into the substrate and the
radiation into the air are plotted. The pitch of the arrays is a= 𝜆0/(2nsc)= 42 μm. The authors are well
aware that this is extremely difficult to realize experimentally. The only way would require the use of
microlenses. Even doing so, there would be too many problems for the alignment of the set-up [61].
However, the purpose of this section is to show the potential improvements or drawbacks for different
topologies. The maximum radiation intensity U0

AE(𝜃 = 0,𝜑) is increased by a factor 92, 252, and 492,
corresponding to 19, 28, and 34 dB, respectively, as expected. At the same time, the width of the lobes
decreases. Nulls of the intensity pattern in an n× n array occur for those angles for which the path dif-
ference between the waves originating from neighboring elements is (𝜆0/nsc)/n or a multiple of it. For a
pitch a this implies that the zeros for an n× n array are found at:

𝜃m
nxn,0 = arcsin

[(m
n

)(
𝜆0

ansc

)]
,

(m = 1, 2, … , n − 1, n + 1, … , 2n − 1, 2n + 1, …), (3.41)

whereas main maxima occur at

𝜃m
n× n,max = arcsin

[
m

(
𝜆0

ansc

)]
,(

m = 1, 2, … ,
int

(
ansc

)
𝜆0

)
(3.42)

Specifically, for a= 𝜆0/2nsc this yields for the angles 𝜃3× 3,0 = arcsin(2/3)= 41.8∘, 𝜃5× 5,0 = arcsin(2/5)
=23.6∘, and arcsin(4/5)= 53.1∘, and 𝜃7× 7,0 = arcsin(2/7)= 16.6∘, arcsin(4/7)= 34.8∘, and arcsin(6/7)
= 59.0∘. These results confirm the expected increase of directivity with the size of the array. Figure 3.50b
shows the radiation intensity patterns in the planes U2mm

AEA(𝜃,𝜑= 0), U2mm
AEA(𝜃,𝜑=𝜋/2) for 3× 3,

5× 5, and 7× 7 AEAs, composed of the same AEs but with one lens of radius Rl = 2 mm. Again, the
patterns have been normalized to the directivity of U0

AE(𝜃 = 0,𝜑) and the radiation intensity of the
isolated dipole (U0

AE(𝜃,𝜑= 0), U0
AE(𝜃,𝜑=𝜋/2)) is also presented. Figure 3.50c depicts the same

results for a lens with radius Rl = 5 mm.
Comparing the results with a lens to those without we notice a drastic additional increase in radiation

intensity at 𝜃 = 0. The increase is more pronounced for the smallest (3× 3) array and the larger lens. For
the larger arrays it is significant only for the larger lens. Nevertheless, in all the cases the increase in
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Figure 3.50 Radiation intensity patterns of a 3× 3 array of isolated dipoles (--), a 5× 5 array of iso-
lated dipoles (⋅⋅), and a 7× 7 array of isolated dipoles (-⋅-) with pitch a= 𝜆0/(2nsc). (a) Arrays without
lens, (b) with a 2 mm radius and 0.69 mm slab hyperhemispherical lens, and (c) with a 5 mm radius and
1.725 mm slab hyperhemispherical lens. For the sake of comparison also the radiation intensity pattern
for the single AE is depicted (-). See plate section for color representation of this figure.
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radiation intensity is less than the naive sum of the decibel increases due to the lens and the array. On the
other hand, we also observe a narrowing of the central lobe, which, however, is much less pronounced
than the narrowing achieved by the lens for the single AE. This will be explained below. In summary,
the results obtained for arrays without a lens appear very appealing, as an increase in radiation intensity
of 34 dB can be achieved for a 7× 7 AEA due to the lens focusing capability. The additional advantage
of a lens becomes marginal for large arrays, even if the lens is large. Only 10 dB or less can be gained
with a 7× 7 array with a lens of 5 mm radius compared to either a 7× 7 array without lens or a single AE
with 5 mm lens. A major advantage of the lens, however, is the possibility of extracting radiation emitted
under an angle exceeding the critical angle for total reflection 𝜃c ≈ 16∘. Although the radiation pattern of
the arrays is already rather narrow, it helps collecting a larger fraction of the emitted THz radiation.

There is, however, a problem regarding the implementation of arrays with small pitch a= 𝜆0/(2nsc)
≈ 40 μm, as assumed so far. Although there are problems with designing and fabricating arrays of res-
onant 𝜆/2-dipole antennas in combination with relatively large devices (of dimensions> 10× 10 μm2!)
and with connecting them to a DC bias, the main problem is the coherent illumination of such arrays.
Illumination by free space optics requires very sophisticated refractive or diffractive components and, in
addition, extremely demanding alignment efforts [61]. A more promising approach is based on a fiber
array with the same pitch as the AE array as they can be relatively easily aligned. The pitch of such
an array, however, is limited by the diameter of the core of the fiber to about a> 150 μm. Therefore,
we present in Figure 3.51a the results corresponding to Figure 3.50a but with the pitch increased from
a= 𝜆/2nsc ≈ 42 μm to a= 4𝜆/2nsc ≈ 168 μm. For the arrays without a lens (Figure 3.51a) the intensity
pattern now exhibits 2n lobes with zeros at the angles 𝜃(m)

n×n,0 = arcsin(m/2n) (m= 1, 2,… , n− 1, n+ 1,
n+ 2,… , 2n− 1) and main-maxima at 𝜃n=m

n× n,max = arcsin(1∕2) = 30∘. Therefore, zeros for the 3× 3 array
occur at the angles 𝜃(1)3×3,0 = arcsin(1/6)= 9.6∘, 𝜃(2)3×3,0 = arcsin(2/6)= 19.5∘, 𝜃(4)3×3,0 = arcsin(4/6)= 41.8∘,
and 𝜃(5)3×3,0 = arcsin(5/6)= 56.4∘, and a main maximum appears at 𝜃(3)3×3,max = arcsin(3/6)= 30∘. Accord-
ingly, the 5× 5 array exhibits 8 zeros and the 7× 7 array 12 zeros. The main maximum at 30∘ occurs for
all the arrays.

The radiation intensity patterns for the low-density arrays with lenses (Figure 3.51b,c) differ strongly
from the corresponding pattern found for the dense arrays. In particular, the radiation intensities at 𝜃 = 0
are even lowered for the 7× 7 array (by about 8 dB for Rl = 2 mm and about 3 dB for Rl = 5 mm). In order
to explain this behavior let us consider Figure 3.52. In a good approximation, an optimized hyperhemi-
spherical lens of radius R has a focal length f=Rl/nsc. Waves originating from a pixel at one pitch length
a away from the center position are directed to an angle:

𝜃a = arctan(a∕f ) = arctan(ansc∕Rl) (3.43)

away from the optical axis (Figure 3.52). If this angle becomes comparable with the angle of the central
diffraction-limited radiation lobe of the lens:

𝜃Ai,l = arcsin(1.22𝜆0∕2Rl) (3.44)

or even significantly larger, the field patterns originating from different pixels have a reduced or even
negligible overlap. Hence, even for a coherent phase, the constructive interference is strongly reduced.
As a result, the radiation intensity no longer reaches the naively expected maximum values, and, at the
same time, the radiation pattern becomes broadened. For the dense arrays with a= 𝜆0/nsc the angles 𝜃a

and 𝜃Ai,1 differ only by the factor 1.22 in Eq. (3.44).
Therefore, there is still constructive interference but it is already significantly reduced. The values for

the deviation from the optical axis are 𝜃a = arctan(ansc/Rl)= arctan(𝜆0/2Rl)= 0.3/4= arcsin 0.075= 4.3∘
(for Rl = 2 mm) and 𝜃a = arctan 0.030= 1.72∘ (for Rl = 5 mm). This explains why the maximum intensity
at 𝜃 = 0 is smaller and why the radiation pattern is broader than expected.

For the low-density array, however, 𝜃a = arctan(2𝜆0/Rl)= 16.7∘ (for Rl = 2 mm) and 𝜃a = 6.8∘ (for
Rl = 5 mm) turns out to be much larger than 𝜃Ai,1. Therefore, constructive interference hardly exists any-
more. As 𝜃a and 𝜃Ai,1 exhibit the same dependence on the lens radius, this problem cannot be overcome
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Figure 3.51 Radiation intensity patterns of 3× 3 array of isolated dipoles (--), 5× 5 array of isolated
dipoles (⋅⋅), and 7× 7 array of isolated dipoles (-⋅-) with pitch a= 4𝜆0/(2nsc). (a) Arrays without lens,
(b) with 2 mm radius and 0.69 mm slab hyperhemispherical lens, and (c) with 5 mm radius and 1.725 mm
slab lens. For comparison also the radiation intensity pattern for the single AE is depicted (-). The lobes
in (b) and (c) are directly related to the off-center positions of the pixels (three lobes for the 3× 3, five
lobes for the 5× 5, and seven lobes for the 7× 7 array). The angle between neighboring lobes closely cor-
responds to the values obtained from Eq. (3.43). See plate section for color representation of this figure.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

     (           

              
           
 



Principles of Emission of THz Waves 113

1.22 λ/2

(a) (b)

f = RI / nsc

RI
2ρ0

z

θ
Ai

θ
a

RI

Z a

x

a

x

Figure 3.52 Illustration of the geometrical imaging and the diffraction aspects of an array with lens.
(a) Angle 𝜃a between the collimated radiation originating from neighboring pixels and (b) angle 𝜃Ai,1

corresponding to the width of the first Airy disk.

by increasing the lens radius. Thus it appears that low-density arrays do not appear to be very promising.
This potentially would change if a very large lens without hyperhemisphericity (non-focusing) and a
parabolic mirror for collimation were used. However, apart from the alignment issues, this would not be
a compact and integrated system.

An alternative option is to use an array of AEs, each one having its own lens. This scheme implies
that the minimum pitch becomes a= 2Rl. Due to the large period the angular spacing between neighbor-
ing zeros of the intensity becomes narrow and even the number of main maxima increases drastically,
according to Eqs. (3.41) and (3.42), respectively.

In Figure 3.53 the radiation intensity pattern of a 3× 3, 5× 5, and 7× 7 arrays, obtained with the analyt-
ical solution of a dipole lying on semi-infinite substrate and the PO analysis for the lenses, are presented.
As expected, the radiation intensity U1

AEA(𝜃 = 0,𝜑) for the array is increased by a factor N2 = (n× n)2,
that is, by 19, 28, and 34 dB, for the 3× 3, 5× 5, and the 7× 7 arrays, respectively, compared with
the intensity from a single AE with lens, U1

AE(𝜃 = 0,𝜑). Apart from the central lobe the main inter-
ference maxima dominate the intensity pattern. They occur at the angles 𝜃(m)

n× n,max = arcsin[m(𝜆0∕a)] =
arcsin[m(0.3 mm∕4 mm)] = 4.3∘, 8.6∘, 13.0∘, 17.5∘, 22.0∘, … for the array of Rl = 2 mm lenses, that
is, between the main lobes there are 1, 3, or 5 side lobes (with much weaker intensity maxima). Conse-
quently, the width of the main lobes decreases with the size of the array. As the width of the radiation
pattern of the single AE with a lens, Ul

AE(𝜃,𝜑), is narrow (determined by the Airy disk), the intensity of
the side lobes is found to be strongly reduced, although the maxima of the array factor |AF(𝜃,𝜑)|2 in Eq.
(3.45) are not decreasing with the order m of the main maxima.

For the calculation of the angular radiation intensity of the array the angular radiation intensity pattern
of an AE without a lens, U0

AE(𝜃,𝜑), has to be replaced by the angular radiation intensity pattern of an
AE with a lens, U1

AE(𝜃,𝜑), in Eq. (3.39), that is,

Ul
AEA(𝜃, 𝜑) = Ul

AE(𝜃, 𝜑)|AF(𝜃, 𝜑)|2 (3.45)

3.6.2 Large Area Emitters

In the previous section, the concept of “conventional” arrays was discussed as one of the possibilities to
increase the intensity and the directivity of emitted THz beams. In addition, arrays provide the possibility
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Figure 3.53 Radiation intensity pattern of (a) 3× 3-, (b) 5× 5-, and (c) 7× 7-array consisting of n× n
AEs with individual lens.

of beam steering by controlling the phase of the laser beams. Although very appealing results can be
expected from two-dimensional arrays of lumped element photoconductive or p-i-n-diode THz emitters,
this concept still suffers from several drawbacks:

1. The maximum tolerable optical power and, hence, the THz power emitted by the individual elements
of the array is limited due to the small active device area required to keep the RC roll-off at a reason-
able level.
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Principles of Emission of THz Waves 115

2. (Hyperhemispherical) lenses are required for efficient collection of the radiation emitted into the sub-
strate under different angles.

3. As the minimum pitch of the arrays is determined by the diameter of the individual antennas only one
central element of the array can be positioned on the optical axis of the lens. Therefore, the off-axis
positions of the other array elements result in the emission of the focused beams under quite different
angles, unless the diameter of the lens is chosen unreasonably large. Even in this case, additional,
high quality THz focusing elements are required to obtain a reasonably collimated beam exhibiting
coherent superposition of the THz fields originating from the individual elements.

4. An alternate approach, avoiding these problems, is based on an array of emitters with individual
lenses. The realization of this approach, however, is technologically extremely demanding.

5. Last, but not least, the illumination of the individual elements of the array by laser beams focused
onto their small active areas requires a well-adjusted microlens array, a suitably designed diffrac-
tive element, or a fiber bundle. An even distribution of the optical power and the alignment are
challenging.

To overcome such problems, large area emitters (LAEs) will be presented and discussed in the follow-
ing sections. LAEs can be considered as high-density arrays, or, more correctly, as continuous arrays. It
will be shown that they represent an elegant approach which avoids the previously mentioned problems.

3.6.2.1 The Basic Concept of LAEs

Up to here, it has always been assumed that the THz radiation emitted by photoconductive or p-i-n pho-
todiode THz emitters is due to the temporal changes of a photocurrent, generated in the semiconductor
device and fed into an antenna. However, antennas are not a sine qua non, since, according to basic elec-
trodynamics, electromagnetic fields are generated by each photogenerated charge carrier, if accelerated
by the DC electric field present in a photoconductor or a p-i-n photodiode. As typical charge carrier
acceleration and deceleration times at intermediate and high fields in semiconductors are in the 100 fs
range (see Section 2.2), these carriers will emit THz pulses. If many charge carries are generated simulta-
neously by femtosecond laser pulses within a large illuminated area, the superposition of the coherently
emitted electromagnetic fields of these carriers will result in the emission of strong THz pulses. Lim-
itations by local heating and saturation, as occurring in lumped element devices, can be circumvented
by using larger areas. In fact, there are numerous earlier reports in the literature about such LAEs in
which this approach was used. Early demonstrations date back to the 1990s where “large aperture pho-
tomixers” used a large photoconductive gap (in the range of ∼1 mm), biased with hundreds of volts in
order to achieve accelerating fields in the low kV /cm range [62]. Higher fields were not possible due to
breakdown at the electrodes. In the meantime, LAEs were used within the framework of pump and probe
experiments as a tool for the investigation of high-field transport phenomena in (quasi-) bulk semicon-
ductors [63], or surface depletion fields [64], or for the study of novel transport phenomena such as Bloch
oscillations in semiconductor superlattices [65], or plasmon excitation [66]. In the mid-2000s [67, 68]
a new layout of LAEs that allowed emission into the far-field with much shorter gap widths (∼10 μm)
were experimentally demonstrated. During the past few years the generation of THz current pulses by
laser pulses in LAE photoconductors has therefore found increasing interest as an alternate method for
the generation of THz pulses [69–74]. In fact, record THz fields generated by photomixers have been
reported. Recently, this LAE approach has been used successfully also for the generation of CW-THz
radiation by photomixing [75].

A detailed description of layouts of LAEs will be given in Section 3.6.2.6. The goal of the following
sections is an evaluation of the microscopic mechanism responsible for THz emission and of the charac-
teristic features of LAEs under pulse excitation and under CW photomixing conditions, with emphasis on
the radiation pattern and the achievable THz power. Both photoconductive and p-i-n photodiode-based
LAEs are investigated. We find that the fundamental as well as the technological problems associated
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116 Semiconductor Terahertz Technology

with discrete arrays can be avoided in LAEs and that higher THz power in combination with a nearly
ideal Gaussian beam profile can be obtained.

3.6.2.2 THz Generation by Accelerated Carrier in LAEs

In Section 2.2 the THz field emitted by an emitter with antenna (“AE”) was introduced in terms of the time
derivative of the photo current Iph(t) in Eq. (2.8). The contribution of the electrons to the photocurrent

density at the time t, j⃗ph(t) can be expressed exactly as the sum of the contributions e v⃗i(t) of all electrons
contained in the volume, V. In order to take the potential time dependence of the number of carriers
moving at velocity v⃗i(t) into account, it can also be expressed in terms of a time-dependent, averaged
electron density n(t), and velocity v⃗(t).

j⃗ph(t) = (e∕V)
∑

i

v⃗i(t) = en(t)v⃗(t) = env⃗f (t) (3.46)

In Eq. (3.46) the function f(t) concatenates all time dependences, v and n are the respective maximum
values. Similar expressions apply for the photogenerated holes. The time derivative of the current density
becomes

d⃗jph(t)
dt

= env⃗
df (t)

dt
= ena⃗(t). (3.47)

In order to derive the characteristic features of the THz radiation emitted by the large number of
charge carriers in a LAE we will first use the last expression in Eq. (3.47), which expresses the derivative
of the photocurrent in terms of a constant carrier density n and the “quasi-acceleration” a⃗(t) = v⃗df (t)∕dt.
The evaluation of the current changes in terms of the detailed generation, recombination, and transport
processes will be postponed to Section 3.6.2.5.

According to fundamental electrodynamics, the electric field at the time t at the point r⃗, emitted by an
elementary charge e at 𝜌 = 0 in a semiconductor and subjected to a time-dependent (quasi-) acceleration
a⃗(t), is [76]

E⃗e(t, r⃗, 𝜌 = 0) = e
4𝜋𝜀0c2

0

r⃗ × [r⃗ × a⃗(tr)]
r3

(3.48)

with a field amplitude of

Ee(t, r⃗, 𝜌 = 0) = e
4𝜋𝜀0c2

0

a(tr) sin 𝜃a

r3
(3.49)

Here, 𝜃a is the angle between a⃗(tr) and r⃗ and

tr = t − r∕csc = t − r nsc∕c0 (3.50)

takes into account the retardation of the field at r⃗. The radiation intensity Ue(t,𝜃), emitted under the angle
𝜃a is defined as the power emitted per solid angle dΩ= sin 𝜃d𝜃d𝜑, that is,

Ue(t, 𝜃a) = r2|Se(t, r⃗, 𝜃a)| (3.51)

where S⃗e(t, r⃗, 𝜃a) is the Poynting vector

S⃗e(t, r⃗, 𝜃a) = csc𝜀0𝜀sc[Ee(t, r⃗, 𝜃a)]
2r⃗∕r. (3.52)

This yields, with csc = c0/nsc = c0/𝜀sc
1/2 for the radiation intensity

Ue(t, 𝜃a) =
√
𝜀sc

16𝜋2𝜀0c3
0

[ea(tr)]
2 sin2𝜃a, (3.53)
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and for the total emitted power,

Pe(t) = ∫ Ue(t, 𝜃a)dΩ =
√
𝜀sc

6𝜋2𝜀0c3
0

[ea(tr)]
2 = 8𝜋

3
Ue(t, 𝜃a = 𝜋∕2) (3.54)

If, instead of one, N photogenerated carriers are being accelerated, the emitted field increases by a
factor N, whereas the radiation intensity and the total power increase by N2, provided that the carriers are
generated within an area or volume of dimensions sufficiently small compared with the THz wavelength
to justify neglecting phase differences, that is,

ULAE(t, 𝜃a) =
√
𝜀sc

16𝜋2𝜀0c3
0

[Nea(tr)]
2 sin2𝜃a = N2Ue(t, 𝜃a), (3.55)

and

PLAE(t) =
√
𝜀sc

6𝜋2𝜀0c3
0

[Nea(tr)]
2 = N2Pe(t). (3.56)

For calculation of the THz radiation intensity and power generated by real LAEs, three important
factors, which modify the radiation intensity and power of LAEs with respect to Eqs. (3.55) and (3.56),
have to be taken into account:

1. Spatial interference yielding a “continuous array factor”. As the dimensions of typical LAEs are
comparable or even larger than the THz wavelength, normally, the interference between the fields
emitted by charge carriers generated at different points 𝜌 ≠ 0 has to be taken into account. If all the
carriers are coherently generated and accelerated, constructive interference is expected for electro-
magnetic fields propagating in the direction of the exciting laser beam (or, the corresponding directions
of refraction or reflection). In Figure 3.54a,b the situation is illustrated for two important special cases.
Case (a) depicts the typical case of a photoconductive LAE with a DC electric field E⃗ = (Ex, 0, 0) par-
allel to the surface, illuminated by a Gaussian laser beam of radius 𝜌0 at normal incidence. In case
(b) a DC electric field normal to the surface is assumed, E⃗ = (0, 0,Ez), corresponding to the typical
scenario in LAEs based on a p-i-n photodiode scheme. According to Eq. (3.48), the THz field emitted
in the direction of the accelerating DC-field is zero if a finite angle of incidence 𝜃vac,0 for the laser
beam is assumed. In case (a) the direction of fully constructive interference is normal to the surface
and coincides with the incoming beam. In case (b) fully constructive interference happens for the
radiation into the substrate under the refraction angle 𝜃sc,0 and into the vacuum under the reflection
angle 𝜃vac,r = −𝜃vac,0. It should be noted that the far-field THz intensities obtained in all these cases
increase with the square of the absorbed laser power and, according to Eq. (3.55) with N2, independent
of the dimensions of the LAE and independent of the THz wavelength. This implies that the thermal
limitations discussed in Section 2.2.3, which apply to any emitter with antenna (and arrays of those),
are drastically relaxed for such large LAEs, as the incoming laser power can be distributed over a
large area using the maximum thermally tolerable laser intensity. Destructive interference, however,
will become increasingly significant at small angular deviations from the intensity maxima, if the
dimensions of the LAE increase. Therefore, the THz power will no longer increase quadratically with
the area (or laser power, respectively) and N2. Hence, the increase in the THz power will be less than
expected from Eq. (3.56), for LAEs with large dimensions. We will take the interference effects into
account quantitatively by introducing a (continuous) array factor for LAEs in Section 3.6.2.3. The
cases of typical photoconducting LAEs with in-plane DC-fields and of p-i-n-type LAEs with vertical
DC-fields will be discussed in separate sections.

2. Modifications of the angular radiation intensity Ue(t,𝜃a) due to the proximity of the accelerated car-
riers to the semiconductor/air interface: The THz fields are generated within the semiconductor and
will be modified at the interface to the air. Only an angle-dependent fraction will cross the inter-
face, whereas another part will be reflected, with an angle-dependent phase shift. In particular, total
reflection affects all field components emitted under an angle exceeding the critical angle for total
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(a) (b)
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Figure 3.54 (a) Excitation conditions for a LAE with horizontally oriented dipoles. An excitation with
a perpendicularly incident Gaussian beam results in maximum emission of a Gaussian THz wave in the
same direction. Off-axis components emitted by different dipole elements experience a phase shift, Δvac,
and Δsc, respectively, suppressing these components at large angles. (b) Excitation scenario for an LAE
with vertical dipoles. The photoconductor has to be excited under an angle since the emission of the
vertical dipole along its axis is zero.

reflection 𝜃′c. This implies that the intensity and power emitted into air correspond only to that within
the small cone at angles smaller than 𝜃′c. Therefore, intensity and power emitted into air are sig-
nificantly smaller than expected according to Eq. (3.56). These aspects are taken into account in
Section 3.6.2.4.

3. The dependence of the acceleration term on the transport properties and on CW or pulse excitation:
Similar to the case of the AEs discussed in Section 2.2.2, the THz currents at time t depend on the
generation rates given by the spectrum of the laser excitation. We therefore introduce the macro-
scopic (quasi-)acceleration A(t). It reflects the contributions of all the carriers generated at previous
times t′ having experienced a transient acceleration at the time t before reaching a constant velocity or
disappearing by trapping, recombination with its counterpart, or at a contact electrode. This macro-
scopic (quasi-) acceleration term A(t) also includes temporal changes of the carrier density and follows
from integration of the generation rates, the acceleration, and the recombination rates over all previ-
ous times, as discussed in Section 2.2.2.1 for p-i-n diodes and Section 2.2.2.2 for photoconductors.
Although A(t) expresses temporal changes in the LAE current, this term differs from the time deriva-
tive of the displacement current relevant for AEs. In order to obtain quantitative information about
the radiation intensity and THz power of the LAEs, the acceleration term will be evaluated in detail in
Section 3.6.2.5. In the case of CW LAEs that are excited with a carrier density of N(𝜔THz)∼PL(𝜔THz)
at the angular THz frequency 𝜔THz = 2𝜋𝜐THz, only the Fourier components at 𝜔THz will be relevant for
the power and the radiation pattern. For pulsed excitation, the THz emission can also be expressed
in terms of N(t) and a(t). However, all the Fourier components of the broadband THz spectrum are
relevant. For these reasons, the discussion in Section 3.6.2.5 will be split into sections dealing with
CW and with pulsed excitation.

Because of the size-, wavelength- and, hence, frequency-dependence of the interference, we will con-
sider in the following a harmonic time dependence of the quasi-acceleration a⃗(t)

a⃗(t) = a⃗0 cos𝜔t = v⃗0𝜔 sin𝜔t = −d⃗0𝜔
2 cos𝜔t (3.57)
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Principles of Emission of THz Waves 119

With this periodic acceleration, each electron can be interpreted as an elementary radiating electronic
dipole of length d0 = a0/𝜔2 and velocity amplitude v0 = a0/𝜔. Here, 𝜔= 2𝜋f stands for a THz frequency
corresponding to a fixed THz vacuum wavelength 𝜆0 = c/f= 2𝜋c/𝜔 and 𝜆sc = 𝜆0/nsc in the semiconductor.
As d0 ≪𝜆0 for realistic values, we are dealing with Hertzian dipoles. For the non-periodic acceleration
a(t) and carrier generation, the Fourier components can be evaluated correspondingly.

3.6.2.3 Spatial Interference and “Continuous Array Factor”

a) Photoconductive Scenario
In this section we investigate the typical photoconductor scenario depicted in Figure 3.54a. This implies
normal incidence of the laser beam, 𝜃vac = 0, and an in-plane electric field assumed to be parallel to the
x-direction, E⃗ = (Ex, 0, 0), which yields a⃗0 = (a0, 0, 0) for the periodic acceleration in Eq. (3.57). The
values of the amplitude a0 at the (angular) frequency 𝜔 for realistic transport processes (non-ballistic or
ballistic transport, including finite recombination lifetime) under photomixing or pulse excitation condi-
tions will be evaluated in detail in Sections 3.6.2.3a and b respectively.

We further assume that the photogeneration of electrons and holes takes place closely below the surface
of a semi-infinite semiconductor, within a depth small compared to the THz wavelength 𝜆sc, that is,
approximately at 𝜌 = (𝜌x, 𝜌y, 0). The expression for the electric field from Eq. (3.48) becomes, for a
periodically accelerated carrier at 𝜌

E⃗e(t, r⃗, 𝜌) =
e

4𝜋𝜀0c2
0

(r⃗ − 𝜌) × [(r⃗ − 𝜌) × a⃗0]|r⃗ − 𝜌|3
exp(i[k⃗∘(r⃗ − 𝜌) − 𝜔t]) (3.58)

In Eq. (3.58) we have introduced the THz wave vector

k⃗ = k⃗0 =
2𝜋
𝜆0

⋅
(r⃗ − 𝜌)|r⃗ − 𝜌| , (3.59)

for propagation in vacuum and

k⃗ = k⃗sc =
2𝜋
𝜆sc

⋅
(r⃗ − 𝜌)|r⃗ − 𝜌| =

2𝜋nsc

𝜆0

⋅
(r⃗ − 𝜌)|r⃗ − 𝜌| = nsck⃗0 (3.60)

in semiconductors.
For the far-field (r≫𝜌) Eq. (3.58) becomes

E⃗e(t, r⃗, 𝜌) = E⃗e(t, r⃗, 0) exp(−ik⃗ ⋅ 𝜌) (3.61)

with

E⃗e(t, r⃗, 0) =
e

4𝜋𝜀0c2
0

r⃗ × (r⃗ × a⃗0)
r3

exp[i(k⃗ ⋅ r⃗ − 𝜔t)] (3.62)

According to Eq. (3.61) the fields originating from different points 𝜌 differ only by the phase factor
exp(−ik⃗ ⋅ 𝜌).

If the electrons are generated by a Gaussian laser beam of total power PL with radius 𝜌0 and photon
energy h𝜐0, the photon flux distribution 𝜙ph(𝜌) at the semiconductor surface is

𝜙ph(𝜌) =
PL

𝜋𝜌2
0

exp

(
−

(
𝜌2

x + 𝜌2
y

)
𝜌2

0

)
= 𝜙ph,0 exp

(
−

(
𝜌2

x + 𝜌2
y

)
𝜌2

0

)
(3.63)

The (areal) density distribution of accelerated photo-excited electrons near the surface, n(𝜌), in general,
will have the same Gaussian shape, that is,

n(𝜌) = n0 exp
[
−
(
𝜌2

x + 𝜌
2
y

)
∕𝜌2

0

]
(3.64)
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with n0 ∝ 𝜙ph,0 = PL∕(𝜋𝜌0
2). The total generated electric field at r⃗ is the sum of the fields coherently

emitted by all the accelerated electrons. This yields with Eq. (3.61)

E⃗LAE(t, r⃗) = ∫ n(𝜌)E⃗e(t, r⃗, 𝜌)d𝜌xd𝜌y = E⃗e(t, r⃗, 0)∫ n(𝜌) exp(−ik⃗∘𝜌)d𝜌xd𝜌y, (3.65)

with n(𝜌) from Eq. (3.64).
With Eqs. (3.51)–(3.53) adapted to harmonic acceleration according to Eq. (3.57) and a⃗0 = (a0, 0, 0)

the radiation intensity of the LAE becomes

Uh
LAE(𝜃, 𝜑) = Uh

e (𝜃, 𝜑)
||||∫ n

(
𝜌
)

exp(−ik⃗∘𝜌)d𝜌xd𝜌y

||||
2

(3.66)

with

Uh
e (𝜃, 𝜑) =

1
2
⋅

√
𝜀sc

16𝜋2𝜀0c3
0

(ea0)
2(1 − sin2𝜃cos2𝜑) (3.67)

In Eq. (3.67), the sin 𝜃-term in the expression for Ue(𝜃a) from Eq. (3.53) has been expressed in terms
of conventional polar coordinates, with e⃗r = (sin 𝜃 cos𝜑, sin 𝜃 sin𝜑, cos 𝜃) and e⃗a = (1, 0, 0). Moreover,
the superscript “h” has been added to indicate the horizontal orientation of the DC electric field and the
acceleration. The factor 1/2 in Eq. (3.67) is due to the time average of

⟨
a⃗(t)2⟩ =

⟨
a2

0 cos2𝜔t
⟩
= 1∕2 a2

0.
Equation (3.66) expresses a crucial result for LAEs: The radiation intensity emitted into a given solid

angle dΩ= sin 𝜃 d𝜃 d𝜑 can be split into a product of the angular dependent radiation intensity Ue(𝜃,𝜑)
emitted under the polar angles (𝜃,𝜑) by a single emitter (i.e., the periodically accelerated electron, in our
case) and the corresponding value of a “continuous array factor,” AF(𝜃,𝜑) for the same angle, that is,

Uh
LAE(𝜃, 𝜑) = Uh

e (𝜃, 𝜑)AF(𝜃, 𝜑) (3.68)

with

AF(𝜃, 𝜑) =
||||∫ n

(
𝜌
)

exp(−ik⃗(𝜃, 𝜑) ⋅ 𝜌)d𝜌xd𝜌y

||||
2

(3.69)

For an isotropic electron density distribution n(𝜌) = n(𝜌) the array factor obviously depends only on
𝜃, but not on 𝜑.

At this point a comparison between these continuous arrays and the familiar arrays, consisting of
discrete elements, seems appropriate. The discrete counterpart of our continuous array is a coherently
emitting (m×m) – array, consisting of discrete elements ij with the same angular-dependent radiation
intensity, positioned at 𝜌ij = (xi, yj, 0), (with (xi,yj)= (0,± 1,± 2… ±m/2)b and similar dimensions
mb≈ 2𝜌0),

AFmm(𝜃, 𝜑) =
||||||
∑

ij

Nij exp
(
−ik⃗ ⋅ 𝜌ij

)||||||
2

(3.70)

The quantity Nij in Eq. (3.70) corresponds to the number of accelerated electrons in the ij-element of
the array, given by

Nij = n(𝜌ij)b
2. (3.71)

With sufficiently small values of b (≪𝜆sc/2), the differences between the discrete array factor,
AFmm(𝜃,𝜑), and its continuous counterpart, AF(𝜃,𝜑), become negligible. It should be noted, however,
that the fabrication of discrete arrays, even satisfying the relaxed condition b<𝜆sc/2 represents a
tremendous task, as discussed in Section 3.6.1, whereas the design and fabrication of LAEs will turn
out to be even less demanding than in the case of photo-conducting or p-i-n-diode-based THz emitters
with antenna (AEs).
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Principles of Emission of THz Waves 121

Specifically, for the Gaussian carrier density form Eq. (3.63), the expression for the array factor,
according to Eq. (3.69), becomes very simple. As the Gaussian n(𝜌) is isotropic in the (𝜌x, 𝜌y)-plane,

the only angular dependence is due to the factor k⃗ ⋅ 𝜌. Without loss of generality we can choose the coor-
dinate system such that k⃗ lies in the (xz) – plane and we obtain exp(ik⃗ ⋅ 𝜌) = exp(ik𝜌x sin 𝜃). This yields
for the array factor

AF(𝜃, 𝜑) = n2
0

||||∫ exp
[
−
(
𝜌x∕𝜌0

)2
]

exp(−ik𝜌x sin 𝜃)d𝜌x ⋅ ∫ exp[−(𝜌y∕𝜌0)
2]d𝜌y

||||
2

. (3.72)

The integrals can be solved analytically, with the result

AF(𝜃) = (n0𝜋𝜌
2
0)

2 exp
(
−1

2

[
k𝜌0 sin 𝜃

]2
)
. (3.73)

The 𝜃-dependence varies strongly with the parameter k𝜌0/2=𝜋𝜌0/𝜆. For a small LAE with k𝜌0 =
2𝜋𝜌0∕𝜆 <

√
2 the array factor is nearly isotropic. It drops by less than a factor 1/e= 0.37 between 𝜃 = 0

and 𝜋/2. Therefore, the array factor becomes approximately independent of 𝜃 for 𝜌0 ≪ 1/k= 𝜆/2𝜋, that is,

AF(𝜃) = (n0𝜋𝜌
2
0)

2 for 𝜌0 ≪ 1∕k = 𝜆∕2𝜋 (3.74)

and, according to Eq. (3.66), the radiation intensity of the LAE becomes

Uh
LAE(𝜃, 𝜑) = Uh

e (𝜃, 𝜑) ⋅ (n0𝜋𝜌
2
0)

2 (3.75)

This implies that Uh
LAE(𝜃, 𝜑) exhibits the same angular dependence as Ue(𝜃,𝜑) and for any angle it

increases quadratically with the number of photogenerated carriers and, hence, with the laser power,
that is,

Uh
LAE(𝜃, 𝜑)∕Uh

e (𝜃, 𝜑) = (n0𝜋𝜌
2
0)

2 ∼ P2
L for all angles (𝜃, 𝜑). (3.76)

For a large LAE with k𝜌0 = 2𝜋𝜌0/𝜆>
√

2 the array factor becomes increasingly directional. For large
LAEs with 𝜌0 ≫ 1/k= 𝜆/2𝜋, the quadratic exponential decrease of the array factor from Eq. (3.73) sets
in already at small angles 𝜃. Therefore, sin 𝜃 can be replaced by 𝜃 in the relevant range of angles and
AF(𝜃) becomes, in very good approximation,

AF(𝜃) ≈ (n0𝜋𝜌
2
0)

2 exp
(
−1

2

[
k𝜌0𝜃

]2
)

(3.77)

The 3 dB angle, defined as AF(𝜃3dB)= 1/2AF(𝜃 = 0) is reached at

exp
(
−1

2

[
k𝜌0𝜃3dB

]2 = 1
2

)
(3.78)

which yields
𝜃3dB =

√
2 ln 2∕(k𝜌0) =

√
2 ln 2 [𝜆∕(2𝜋𝜌0)] = 0.1874(𝜆∕𝜌0) (3.79)

Note that for emission into the semiconductor substrate 𝜆 stands for 𝜆0/nsc, whereas for emission into
the air 𝜆= 𝜆0 applies. For 𝜌0 = 𝜆0, for example, Eq. (3.79) yields

𝜃3dB = 10.8∘, for emission into the air, (3.80)

and for emission into a semiconductor with nsc = 3.6

𝜃3dB = 3.0∘, for emission into the substrate. (3.81)

Thus, the array factor and, hence, the THz emission becomes strongly directional already for relatively
small diameters of the LAE. This is an appealing aspect of LAEs, since no high-index hyper-hemispheric
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122 Semiconductor Terahertz Technology

Figure 3.55 Array factor for horizontal LAEs for emission into air (top) and semiconductor (bottom)
for various excitation spot radii, 𝜌0, according to Eq. (3.73). For small excitation spot radii, 𝜌0 <𝜌c from
Eq. (3.88), the LAE emits uniformly. At large radii 𝜌0 >𝜌c, the emission becomes strongly directional.
Due to the large refractive index of the semiconductor, n, the emission toward the substrate is more
directional since 𝜌c,sc = 𝜌c,vac/n.

lens, like the familiar Si lens used for AEs, is required for efficient extraction of the THz radiation from
the semiconductor substrate and a clean, small-aperture Gaussian beam shape is easily achieved.

In Figure 3.55 the array factor from Eq. (3.73) is shown for emission into air and into the semiconductor
in a log-polar diagram for 𝜌0 = (0.03, 0.1, 0.3, 1.0, 3.0) 𝜆0, normalized to its value at 𝜌0 = 𝜆0 at 0∘. It is
evident that the directivity becomes pronounced already at lower values of 𝜌0 for the emission into the
semiconductor. With Eq. (3.73) inserted into Eq. (3.68), the radiation intensity Uh

LAE(𝜃, 𝜑) of a LAE,
excited by a Gaussian laser beam of radius 𝜌0 is given by

Uh
LAE(𝜃, 𝜑) = Uh

e (𝜃, 𝜑) ⋅ (n0𝜋𝜌
2
0)

2 exp
(
−1

2

(
k𝜌0 sin 𝜃

)2
)

(3.82)

We notice that this quadratic increase applies only within the range of angles 𝜃 < 𝜃3dB, for large LAEs
with 𝜌0 ≫ 1/k= 𝜆/2𝜋. For the case 𝜌0 ≪ 1/k= 𝜆/2𝜋, the quadratic increase with the square of the number
of photogenerated carriers, according to Eq. (3.76), is valid for all angles (𝜃,𝜑),

Uh
LAE(𝜃, 𝜑)∕Uh

e (𝜃, 𝜑) = (n0𝜋𝜌
2
0)

2 ∼ P2
L, for𝜃 < 𝜃3dB = 0.1874(𝜆∕𝜌0). (3.83)

Therefore, the size dependence of the array factor also strongly affects the size dependence of the total
THz power emitted by an LAE. With Eq. (3.73) the expression for the total power emitted by an LAE
becomes

Ph
LAE = ∫ Uh

e (𝜃, 𝜑)(n0𝜋𝜌
2
0)

2 exp
(
−1

2

(
k𝜌0 sin 𝜃

)2
)

dΩ (3.84)
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Principles of Emission of THz Waves 123

This integral can be evaluated easily for the limiting cases 𝜌0 ≪ or≫ 1/k= 𝜆/2𝜋. As the angle depen-
dence of the array factor is negligible for a small beam radius 𝜌0, we obtain

Ph
LAE = (n0𝜋𝜌

2
0)

2∫ Uh
e (𝜃, 𝜑)dΩ = (n0𝜋𝜌

2
0)

2 8𝜋
3

Uh
e (𝜃 = 0) = (n0𝜋𝜌

2
0)

2Pe ∼ P2
L, for 𝜌0 ≪ 1∕k = 𝜆∕2𝜋

(3.85)
with Pe adapted from Eq. (3.54).

For 𝜌0 ≫ 1/k= 𝜆/2𝜋 we obtain significant contributions to the integral only for small values of 𝜃.
Therefore, we can approximate sin2𝜃 ≈ 𝜃 and Ue(𝜃,𝜑)≈Ue(𝜃 = 0) in Eq. (3.84). With dΩ= 2𝜋𝜃d𝜃 we
obtain

Ph
LAE = (n0𝜋𝜌

2
0)

2Uh
e (𝜃 = 0)∫ exp

(
−1

2

(
k𝜌0 sin 𝜃

)2
)

2𝜋𝜃d𝜃, (3.86)

and, finally,

Ph
LAE = (n0𝜋𝜌

2
0)

2Uh
e (𝜃 = 0) ⋅ 𝜆

2

𝜋𝜌2
0

∼ PL, for 𝜌0 ≫ 1∕k = 𝜆∕2𝜋 (3.87)

From a comparison of results for small LAEs (Eq. (3.85)) with those of large ones (Eq. (3.87)), we
notice a transition from a regime where the THz power increases with the square of the cross section of
the laser beam, (𝜋𝜌0

2), and where it does not explicitly depend on the THz wavelength, 𝜆, to a regime
with linear increase in the THz power and a strong wavelength dependence, favoring longer wavelengths.
The critical beam diameter 𝜌c, characterizing the crossover from “small LAEs” to the “large LAEs” is
obtained from the value which would (formally) yield the same value for the total THz power PLAE in
Eqs. (3.85) and (3.87), giving

𝜌c =
√

3𝜆2∕(8𝜋2) =
√

6(𝜆∕4𝜋) = 0.195𝜆 (3.88)

The results of Eqs. (3.85) and (3.87) can be combined into

Ph
LAE(𝜌0) = Pe

(n0𝜋𝜌
2
0)

2

1 + (𝜌0∕𝜌c)2
(3.89)

The conversion efficiency, defined as the ratio of emitted THz power to the laser power, increases
linearly in the “small LAE” range for 𝜌0 <𝜌c and saturates in the “large LAE” range.

𝜂h
LAE(𝜌0) = 𝜂sat

(𝜌0∕𝜌c)2

1 + (𝜌0∕𝜌c)2
, (3.90)

with 𝜂sat ∼ Pe𝜋𝜌
2
c . It should be noted that in Eq. (3.82)–Eq. (3.90) the values of the wavelength in vacuum

or in the semiconductor have to be used for emission into air (𝜆= 𝜆0) or into the substrate (𝜆= 𝜆0/nsc),
respectively. This applies, in particular also to the crossover radius 𝜌c. Thus, the crossover from quadratic
to linear increase in THz power for emission into air occurs at

𝜌c,vac =
√

3𝜆2∕(8𝜋2) =
√

6(𝜆0∕4𝜋) = 0.195𝜆0, (3.91)

whereas it happens already at

𝜌c,sc =
√

6 (𝜆sc∕4𝜋) = 0.195𝜆0∕nsc ≈ 0.056𝜆0 (3.92)

for emission into the substrate with a refractive index of nsc = 3.6.
For 1 THz, for example, 𝜌c,vac = 58.5 μm and 𝜌c,sc = 16.25μm. Hence, the illuminated area at the

crossover point is 𝜋𝜌2
c,vac = 10 751μm2 for emission into the air or 𝜋𝜌2

c,sc = 887μm2 into the semicon-
ductor. These values indicate that the maximum tolerable laser power PLAE

L,max = 𝜑max
0 𝜋𝜌2

0 for LAEs can
be increased by factors of about 20–200 compared to the maximum tolerable power PAE

L,max = 𝜑max
0 AAE
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124 Semiconductor Terahertz Technology

Figure 3.56 Emitted power of the horizontal LAE, normalized to the power emitted at the cross-over,
𝜌0 = 𝜌c,co. The power emitted into air shows a transition from quadratic laser power dependence to linear
laser power dependence at higher spot radii. Therefore, the power emitted into air is higher at a larger
radius. Adapted with permission from Ref. [14] S. Preu et al., J. Appl. Phys. 109, 061301 (2011) © 2011,
AIP Publishing LLC.

of AEs (requiring small areas AAE < 50 μm2 for efficient operation at 1 THz). We assumed here that the
maximum tolerable laser intensity, 𝜑max

0 , is the same for LAEs and AEs. Due to the quadratic increase
of PLAE with PL, the THz power could be increased by factors of the order of 400–40 000, provided
the conversion efficiency of LAEs and AEs was comparable (this is generally not the case and will be
discussed in Section 3.6.2.5).

Rewriting Eq. (3.89) separately for emission into air and into the semiconductor yields

Ph
LAE,sc(𝜌0) ≈ Ph

e,sc

(n0𝜋𝜌
2
0)

2

1 + (𝜌0∕𝜌sc
c )2

(3.93)

Ph
LAE,vac(𝜌0) ≈ Ph

e,vac

(n0𝜋𝜌
2
0)

2

1 + (𝜌0∕𝜌vac
c )2

. (3.94)

According to our present simplified considerations, we note that Ph
e,vac = Ph

e,sc∕
√
𝜀sc = Ph

e,sc∕nsc,
whereas 𝜌c,vac = nsc𝜌c,sc. Therefore, we expect a crossover from Ph

e,sc(𝜌0) > Ph
e,sc(𝜌0) to Ph

e,vac(𝜌0) >
Ph

e,sc(𝜌0), at 𝜌c,co =
√
𝜌c,vac𝜌c,sc as illustrated by the graphs of Eqs. (3.93) and (3.94) shown in

Figure 3.56.
So far, we have neglected that the radiated intensity and power of an elementary emitter in proximity to

the interface semiconductor/air are strongly affected by the boundary conditions for the THz fields. This
implies it is necessary to determine the modified radiation intensities Uif,h

e,sc(𝜃, 𝜑) and Uif,h
e,vac(𝜃, 𝜑) from Eq.

(3.68), in addition to the different array factors AFsc(𝜃,𝜑) and AFvac(𝜃,𝜑). These modifications will be
discussed in Section 3.6.2.4.

b) p-i-n Photodiode Scenario
If acceleration of the photogenerated carrier takes place in p-i-n-type structures, the DC electric field
is normal to the semiconductor surface, E⃗ = (0, 0,Ez) and, consequently the acceleration, a⃗0 = (0, 0, a0)
and the corresponding Hertzian dipole, d⃗0 = (0, 0, d0) = (0, 0a0∕𝜔2), will be oriented normal to the semi-
conductor surface. As already discussed in Section 3.6.2.2, the radiation intensity is zero for the direction
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Principles of Emission of THz Waves 125

parallel to the acceleration. Therefore, for normal incidence of the laser beam, the maximum of the array
factor would coincide with the zero of radiation intensity in Eq. (3.53), which obviously represents a
very unfavorable scenario. As Eq. (3.51) also applies for a⃗0 = (0, 0, a0), an angle 𝜃 close to 𝜋/2 would
be desirable to obtain large THz field amplitudes and radiation intensities (see Figure 3.54b). The maxi-
mum (critical) angle 𝜃sc for 𝜃vac =𝜋/2, however, is 𝜃sc = 𝜃c,sc = arcsin(1/nsc) (= 16.18∘ for InGaAs, e.g.),
according to Snell’s law. Whereas grazing incidence does not represent a realistic choice for LAEs, the
Brewster angle 𝜃B

vac = arctan nsc, with 𝜃B
sc = arctan(1∕nsc) (= 15.52∘ for InGaAs, e.g.), is even partic-

ularly favorable, as the incident laser light penetrates into the semiconductor without any reflection if
polarized in the plane of incidence.

For the field in the z-direction, the intensity emitted by an accelerated elementary charge under the
angle 𝜃 is given by Eq. (3.51) with 𝜃a replaced by 𝜃, as 𝜃a coincides with the polar angle 𝜃 in this case.
For periodic acceleration, <a(tr)>

2 is again replaced by a0
2/2. This yields

Uv
e (𝜃, 𝜑) =

1
2
⋅

√
𝜀sc

16𝜋2𝜀0c3
0

(ea0)
2sin2𝜃, (3.95)

which does not depend on the azimuth angle 𝜑. The superscript “v” has been added to account for the
vertical orientation of the DC electric field. Compared with the in-plane, horizontal field present in typical
photoconductors and vertical emission, the intensity for vertical fields with emission in the Brewster angle
(critical angle) direction is reduced, by a factor of [1/sin(arctan(1/nsc))]

2 (= 1/0.072= 14 for InGaAs, e.g.)
or [nsc]

2 (= 13 for InGaAs, e.g.), respectively. In Section 3.6.2.5 we will see that the p-i-n diode offers
many advantages over the photoconductive version, in spite of these reduction factors. An alternative
option for the incident laser beam for THz generation in p-i-n-based emitters is the illumination from the
backside, using a prism as depicted in Figure 3.57. Naively one would expect that angles close to 𝜋/2
would be ideal. However, we will learn in Section 3.6.2.4 that the critical angle for total reflection, 𝜃c,
represents the optimum choice for this scenario.

In order to calculate the intensity and the power of the THz radiation from an LAE with vertical
acceleration Uv

LAE(𝜃, 𝜑) we follow the procedure from Section 3.6.2.3a adapted to the finite angle of
incidence, 𝜃B

vac. The incidence under the finite angle 𝜃B
vac has mainly two consequences:

1. The shape of the area, where the photogeneration of charge carriers occurs, becomes elliptic, when
illuminated by a Gaussian laser beam of radius 𝜌0. For incidence in the xz-plane under the angle 𝜃B

vac,

PL (t)

θsc

ρ0,x

PTHz

θsc
3dB

Figure 3.57 Excitation under the angle 𝜃sc of a vertical LAE using an attached prism.
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126 Semiconductor Terahertz Technology

the expressions for the carrier density distribution from Eqs. (3.63) and (3.64) are changed into

n(𝜌) = n0 exp[−(𝜌x∕𝜌0,x)
2 − (𝜌y∕𝜌0,y)

2] (3.96)

with 𝜌0,x = 𝜌0∕ cos 𝜃B
vac = 𝜌0∕ sin 𝜃B

sc ≈ 𝜌0nsc and 𝜌0,y = 𝜌0 and with

n0 ∝ 𝜙ph,0 = cos 𝜃B
vacPL∕(𝜋𝜌0)

2 ≈ PL∕(nsc𝜋𝜌0
2). (3.97)

2. The maxima of the array factor are found at the wave vectors of the refracted and reflected beams

k⃗sc
B = nsc(k0,x, 0, k0,z) = nsck0(sin 𝜃B

sc, 0, cos 𝜃B
sc) (3.98)

and
k⃗vac

B = (k0,x, 0, k0,z) = k0(sin 𝜃B
vac, 0, cos 𝜃B

vac), (3.99)

and the corresponding angles 𝜃B
sc and 𝜃B

vac,, respectively, as for these directions, the THz fields gener-
ated at different points x′ in the r′-plane are in phase with the incident beam. As a consequence, the
phase factor exp(−ik⃗ ⋅ 𝜌) in Eq. (3.69) has to be replaced by exp(−i(k⃗ − k⃗B) ⋅ 𝜌).

With these modifications, the (continuous) array factor now becomes

AF(𝜃, 𝜑; 𝜃B) = n2
0

||||∫ exp
[
−
(
𝜌x∕𝜌0,x

)2 − (𝜌y∕𝜌0,y)
2
]

exp(−i[k⃗ − k⃗B] ⋅ 𝜌)d𝜌xd𝜌y

||||
2

(3.100)

Also the discretized version of this array factor, AFmn(𝜃,𝜑;𝜃B), is defined in analogy to the corre-
sponding version, Eqs. (3.70) and (3.71). However, it should be noted that 𝜌ij = (xi, yj, 0), now has to
be discretized according to xi = (0,± 1,± 2… ±m/2)b with mb≈ 2𝜌0x ≈ 2nsc𝜌0, while the conditions
yj = (0,± 1,± 2… ± n/2)b, with nb≈ 2𝜌0, and b≪𝜆sc = nsc𝜆0 remain unchanged.

As in the case of normal incidence, the expression for the array factor, Eq. (3.100), can be integrated.
However, due to the finite value of the Brewster angle, the isotropy regarding the azimuth angle no longer
persists. The result corresponding to Eq. (3.73) becomes

AF(𝜃, 𝜑; 𝜃B) =

(
n0𝜋𝜌

2
0

cos 𝜃B
vac

)2

exp
(
−1

2

([
kx − kB,x

]
𝜌0,x

)2
)

exp
(
−1

2

(
ky𝜌0,y

)2
)

(3.101)

The emission into the air and into the semiconductor will be treated separately.

THz Emission into Air
With k⃗B

vac from Eq. (3.99) and using polar angles one obtains

AF(𝜃, 𝜑; 𝜃B
vac) =

(
n0𝜋𝜌

2
0

cos 𝜃B
vac

)2

exp

[
−1

2

(
k0𝜌0

cos 𝜃B
vac

(
sin 𝜃vac cos𝜑 − sin 𝜃B

vac

))2
]

exp
[
−1

2

(
k0𝜌0 sin 𝜃vac sin𝜑

)2
]

(3.102)

As expected, the maximum of the array factor is found at 𝜃vac = 𝜃B
vac and 𝜑= 0.

AF(𝜃, 𝜑; 𝜃B
vac) =

(
n0𝜋𝜌

2
0

cos 𝜃B
vac

)2

≈ (n0𝜋𝜌
2
0)

2 (3.103)
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Principles of Emission of THz Waves 127

Its value is increased by the factor (1∕ cos 𝜃B
vac)2 ≈ (nsc)2, which reflects the elliptically increased

illumination spot, due to the large incidence angle 𝜃vac
B of the laser beam.

The 3 dB angle for deviations Δ𝜃3dB
vac from 𝜃B

vac in the xz-plane (𝜑= 0) follows from the first exponential
factor in Eq. (3.102)

exp

(
−1

2

(
k0𝜌0

cos 𝜃vac
B

(
sin 𝜃3dB

vac − sin 𝜃B
vac

))2
)

= 1
2

(3.104)

With sin 𝜃3dB
vac − sin 𝜃vac

B = 2 cos[1∕2(𝜃3dB
vac + 𝜃B

vac)] sin[ 1∕2(sin 𝜃3dB
vac − sin 𝜃B

vac)] ≈ 2 cos 𝜃B
vac sin[ 1∕2(𝜃3dB

vac −
𝜃B

vac)] ≈ cos 𝜃B
vacΔ 𝜃3dB

vac , the increase factor 1∕ cos 𝜃B
vac and cos 𝜃B

vac cancel and we obtain for large LAEs,

Δ𝜃3dB
vac =

√
2 ln 2∕(k0𝜌0) (3.105)

Thus, the 3 dB angle turns out to be the same as in the case of normal incidence (Eq. (3.79)).
The same applies for the 3 dB angle in the “air-Brewster-y”- (By-) plane, defined by the Brewster wave

vector k⃗B
vac and the y-direction. In this plane, the 3 dB angle is defined by

exp
[
−1

2

(
k0𝜌0 sin 𝜃3dB

vac sin𝜑3dB
vac

)2
]
≈ exp

[
−1

2

(
k0𝜌0𝜑

By,3dB
vac

)2
]
= 1

2
(3.106)

When deriving Eq. (3.106) it has been taken into account that the angle in the By-plane is very similar
to the angle in the xy-plane, as sin 𝜃3dB

vac = 0.963 ≈ 1. Therefore, the 3 dB angle in the By-plane becomes
practically the same as in the xz-plane

𝜑
By,3dB
vac =

√
2 ln 2∕(k0𝜌0) (3.107)

In summary, the array factor for THz radiation, generated in large LAEs by a laser beam under Brew-
ster angle incidence, emitted into air under the reflection angle, has the same far-field 3 dB angle as in the
case of normal incidence (Eq. (3.79)). However, it should be noted that the area illuminated by a beam
of the same width 𝜌0 is increased by a factor 1∕ cos 𝜃vac

3dB ≈ nsc (≈ 3.6 in GaAs and InGaAs, e.g.), which
implies a maximum tolerable laser power higher by the same factor.

THz Emission into the Semiconductor
With k⃗B

sc from Eq. (3.98) the expression for the array factor, Eq. (3.101), becomes for the THz emission
into the semiconductor

AF(𝜃, 𝜑; 𝜃B
sc) =

(
n0𝜋𝜌

2
0

cos 𝜃B
vac

)2

exp

⎡⎢⎢⎢⎣−
1
2

⎛⎜⎜⎜⎝
nsc

(
k0,x − kB

0,x

)
𝜌0

cos 𝜃B
vac

⎞⎟⎟⎟⎠
2⎤⎥⎥⎥⎦

exp
[
−1

2

(
nsck0,y𝜌0

)2
]

(3.108)

or, in polar coordinates,

AF(𝜃, 𝜑; 𝜃B
sc) =

(
n0𝜋𝜌

2
0

cos 𝜃B
vac

)2

exp

[
−1

2

(
nsck0𝜌0

cos 𝜃vac
B

(
sin 𝜃sc cos𝜑 − sin 𝜃B

sc

))2
]

exp
[
−1

2

(
nsck0𝜌0 sin 𝜃sc sin𝜑

)2
]

(3.109) 
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128 Semiconductor Terahertz Technology

As expected, the maximum of the array factor is now found at 𝜃sc = 𝜃3dB
sc and 𝜑= 0, whereas its value

remains the same as for emission into air. The increase in the wave vector due to the refractive index
nsc results in reduced 3 dB angles compared to emission into air, as in the case of normal incidence of
the laser beam discussed in the paragraph on photoconductive scenario. For incidence of the laser beam
under the Brewster angle, however, the elliptic shape of the illuminated area now results in an elliptic
angular dependence of the array factor, due to the rather small angle 𝜃3dB

sc , in contrast to the case of
emission into air.

As before, the 3 dB angle in the xz-plane (𝜑= 0) follows from the first exponential factor in Eq. (3.109)

exp

[
−1

2

(
nsck0𝜌0

cos 𝜃vac
B

(
sin 𝜃3dB

sc − sin 𝜃B
sc

))2
]
= 1

2
(3.110)

With the same trigonometric relations for sin 𝜃3dB
sc − sin 𝜃B

sc as before, noting that for the Brewster angle
cos 𝜃B

sc = sin 𝜃B
vac and using tan 𝜃3dB

vac ≈ nsc Eq. (3.109) becomes

exp
[
−1

2

(
nsck0𝜌0 sin

{
𝜃3dB

sc − 𝜃B
sc

})2
]
= 1

2
(3.111)

whence,
Δ𝜃3dB

sc = 𝜃3dB
sc − 𝜃B

sc =
√

2 ln 2∕(n2
sck0𝜌0) (3.112)

for large LAEs. As expected, this angle is reduced by an additional factor 1/nsc, compared with Eq. (3.79)
(with k= ksc = nsck0), since the illuminated area is elongated by a factor nsc.

The 3 dB angle in the sc-Brewster-y- (By-) plane is determined by the second exponential factor in the
expression for the array factor, Eq. (3.108)

exp

[
−1

2

(
nsck

3dB
0,y 𝜌0

)2
]
= 1

2
(3.113)

Introducing the azimuth angle in the By-plane, Φ, as k0,y/k0 = sinΦ≈Φ, we obtain

exp
[
−1

2

(
nsck0𝜌0 sinΦ3dB

)2
]
= 1

2
(3.114)

which yields, for large LAEs
Φ3dB ≈

√
2 ln 2∕(nsck0𝜌0) (3.115)

Comparing this result for the azimuth plane with Eq. (3.79) for the case of normal incidence we see
that the 3 dB angle of the array factor is the same. This was expected, as the width of the illuminated area
in the y-direction is unchanged for laser beam incidence under the Brewster angle.

An array factor which yields strongly different THz beam profiles for the xz- and the By-plane is unde-
sirable. In principle, this problem can be avoided, if an elliptic laser beam profile with 𝜌0x = 𝜌0 and𝜌0y =
𝜌0∕ cos 𝜃B

vac is used for compensation.
Another option is illumination through the semiconductor from the backside, as depicted in

Figure 3.57. In this case the maximum of the array factor for THz emission into the semiconductor
corresponds to the direction of reflection. The array factor for emission into air exhibits a maximum
under the angle of refraction. For an angle of incidence 𝜃sc >𝜃c = arcsin(1/nsc) no maximum of the
array factor at finite angle 𝜃vac exists and destructive interference dominates its value at other angles
(𝜃vac, 𝜑vac). The special case 𝜃sc = 𝜃c will turn out particularly interesting. In the next Section 3.6.2.4 we
will find that the radiation intensity of the vertical elementary quasi-dipoles Uv

e (𝜃, 𝜑) in p-i-n structures
exhibits a maximum at 𝜃 = 𝜃c, due to the modifications to Uv

e (𝜃, 𝜑) introduced by the proximity to the
interface to air.

In Figure 3.58a the array factors from Eqs. (3.102) to (3.109), in the xz-plane (i.e., 𝜑= 0), normalized
to the value at 𝜌0 = 𝜆0 are shown for emission into air and into the semiconductor in a log-polar diagram
for 𝜌0 = (0.03, 0.1, 0.3, 1.0, 3.0)𝜆0. Comparing Figure 3.58a with Figure 3.55 we note that the maxima
of the array factors are not only shifted as expected from Snell’s law, but, for the emission into the
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Principles of Emission of THz Waves 129

Figure 3.58 Array factors of a vertical LAE in the xz-plane. (a) and the By-plane (b) for various exci-
tation spot radii according to Eq. (3.109).

semiconductor, we clearly see the further increased directivity due to the elongation of the illumination
spot, as discussed above. In Figure 3.58b the corresponding results are shown for the “air-Brewster-y”
and “semiconductor-Brewster-y” plane defined above. Here, the differences compared to Figure 3.55 are
less pronounced.

3.6.2.4 Radiation Intensity Modifications with Respect to the Interface

According to our previous discussion in Section 3.6.2.3 the radiation intensity of LAEs for a given
polar angle (𝜃,𝜑) can be evaluated in terms of a product of the radiation intensity of the individual
elementary quasi-dipoles and a (continuous) array factor. In Section 3.6.2.3a the special cases of
horizontal elementary dipoles in combination with normal incidence of the exciting laser beam (see Eqs.
(3.67), (3.68), (3.69), and (3.73)) and in Section 3.6.2.3b vertical elementary dipoles in combination
with incidence under the Brewster angle were evaluated (Eqs. (3.95), (3.100), and (3.102)). So far,
however, the radiation intensities of horizontal and vertical elementary Hertzian dipoles embedded
in a semiconductor, Eqs. (3.67) and (3.100) had been assumed. Only in Eq. (3.94) were horizontal
Hertzian dipoles in air assumed for a comparison of the power emitted by LAEs into the air or into the
semiconductor.

However, the radiation intensity Ue(𝜃, 𝜑), emitted by a dipole in a semiconductor in the proximity of
the interface to air is strongly modified, both for horizontal and vertical dipoles. This becomes obvious,
if one considers the electromagnetic waves emitted by a dipole at a small distance from the interface in
terms of simple optics. In Figure 3.59, the electromagnetic waves emitted by a dipole are classified into
three groups:

1. For polar angles 0<𝜃sc <𝜋/2 all the electromagnetic waves are emitted into the semiconductor.
2. For polar angles 𝜋/2<𝜃sc <𝜋 − 𝜃′c, or more convenient, 𝜃′c <𝜃

′
sc <𝜋/2, the electromagnetic waves are

totally reflected at the interface semiconductor/air, suffering a phase shift, but continue traveling in
the semiconductor.

3. For the small range 0<𝜃′sc <𝜃
′
c the electromagnetic waves are refracted at the interface semiconduc-

tor/air. Only these waves originating from a rather narrow cone are contributing to the emission into
air covering the angle range 0<𝜃′vac <𝜋. A part of the intensity is also reflected at the interface.
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130 Semiconductor Terahertz Technology

π π

Figure 3.59 Definition of the variables used throughout the text. The angle 𝜃 is referenced relative
to the z-axis, irrespective of the dipole orientation. For convenience, we also use the supplementary
angle 𝜃′ =𝜋 − 𝜃 with 0<𝜃′ <𝜋/2 for the range of angles 𝜋/2<𝜃 <𝜋. (a) xz-plane and (b) yz plane. The
numbered arrows indicate the three discussed cases: (1) emission into the substrate, (2) total internally
reflected beams, (3) refracted beam into air. Case (4) represents emission under the critical angle for total
internal reflection.

Therefore the radiation intensity and total power emitted into the upper hemisphere will be significantly
less compared to the naive picture which assumes that Pe,vac = Pe,sc∕

√
𝜀sc (as in Eqs. (3.93) and (3.94)).

From (1) and (2) it follows that the intensity of the radiation emitted into the semiconductor under
angles 0<𝜃 <𝜋/2 may even be enhanced by constructive interference with the waves emitted under the
angle 𝜃′ =𝜋 − 𝜃 and reflected under the angle 𝜃. If the distance of the dipole from the interface z0 is small
compared to the THz wavelength, the interference depends only on the phase shift due to the reflection
at the interface. It should be noted that total reflection occurs in the whole range 𝜃′c <𝜃

′
sc <𝜋/2. In this

range, the amplitude of the electromagnetic wave is unchanged, but the phase shift Δ varies between 0
and 𝜋, depending on the angle 𝜃′sc and the polarization.

The problem of a Hertzian dipole in a material of refractive index n1 (= nsc) in proximity to the interface
to another material of refractive index n2 (= nvac) was first solved for a radiating atom by Lukosz and Kunz
[10–12]. Their results were adapted to the present situation in Ref. [77]. Only the components emitted
into the far-field will be discussed in order to derive analytical expressions, and near-field effects will
be neglected (they are considered small for a Hertzian dipole), following the argumentation of Lukosz
and Kunz. In the following subsections these results are applied to calculate the radiation intensities
Uif,v

e (𝜃, 𝜑) and Uif,h
e (𝜃, 𝜑) of vertical and horizontal elementary dipoles at the interface.

a) Radiation Intensity of a Vertical Elementary Quasi-Dipole in the Semiconductor Close to the
Semiconductor/Air Interface
The radiation intensity for a vertical quasi-dipole embedded into the semiconductor given by Eq. (3.95)
can be rewritten in terms of the total emitted power Pe, by adapting Eq. (3.53), as

Uv
e (𝜃sc) =

1
2
⋅

√
𝜀sc

16𝜋2𝜀0c3
0

(ea0)
2sin2𝜃sc =

3
8𝜋

Pesin2𝜃sc, for 0 ≤ 𝜃sc < 𝜋 (3.116)

The radiation intensity Uv
e,vac(𝜃′vac) emitted into the air by a vertical dipole in proximity to the

semiconductor/air interface under an angle 0≤ 𝜃′vac ≤𝜋/2 is obtained [11, 12] by using the Fresnel
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Principles of Emission of THz Waves 131

equations in combination with the condition that the power emitted by the dipole into the solid angle
dΩsc = 2𝜋sin𝜃′scd𝜃

′
sc (with 0≤ 𝜃′sc <𝜃

′
c ) is partly reflected back into the semiconductor or transmitted

into the air into the corresponding solid angle dΩvac = 2𝜋sin𝜃′vacd𝜃
′
vac. The radiation intensity transmitted

into air is then

Uv
e,vac(𝜃

′
vac) = Uv

e,sc(𝜃
′
sc)T(𝜃

′
sc)

dΩsc

dΩvac

, (3.117)

where T(𝜃sc) is the Fresnel transmittivity. The angles 𝜃′sc and 𝜃′vac are related to each other by Snell’s
law, sin 𝜃′vac = nsc sin 𝜃′sc. In this way, one obtains for the vertical dipole which only contains p-polarized
components [11],

Uif,v
e,vac(𝜃

′
vac) =

3
8𝜋

⋅
Pe

nsc

⋅
(

sin 𝜃′vac

nsc

)2

⋅
[

2 cos 𝜃′vac

cos 𝜃′sc + nsc cos 𝜃′vac

]2

with 𝜃′sc < 𝜃
′
c (3.118)

Comparing Eq. (3.118) with Eq. (3.116) we note that (i) the factor Pe is reduced by the factor 1/nsc (as
naively expected), (ii) the factor sin2𝜃vac is replaced by sin2𝜃vac/nsc

2 describing the power redistribution
from within the cone 0<𝜃′sc <𝜃

′
c over the full range 0<𝜃′vac <𝜋/2, and (iii) the interference term (square

brackets in Eq. (3.118)) also is ≤1. In particular, we note that Uif,v
e,vac(𝜃′vac) is zero not only at 𝜃′vac =𝜋, but

vanishes also at 𝜃′vac =𝜋/2.
The radiation intensity Uif,v

e,sc(𝜃sc) emitted into the semiconductor is determined by the superposi-
tion of the direct wave emitted under the angle 𝜃sc <𝜋/2 with the reflected component of the wave
emitted under the angle 𝜃′sc =𝜋 − 𝜃sc. Since the solid angles are the same, the radiation intensity
becomes

Uv
e,sc(𝜃sc) = Uv

e,sc(𝜃sc)[1 + r(𝜃′sc)]
2, (3.119)

with the Fresnel field reflection coefficient r(𝜃′sc). For the range of partial transmission, that is, 𝜃sc <𝜃c,
one obtains

Uif,v
e,sc(𝜃sc) =

3
8𝜋

⋅ Pesin2𝜃sc ⋅
[

2 cos 𝜃sc

cos 𝜃sc + nsc cos 𝜃′vac

]2

, for 0 ≤ 𝜃sc ≤ 𝜃c (3.120)

The difference in comparison with the fully embedded dipole, Eq. (3.116), is the squared term in
brackets that reflects the superposition of the direct and the reflected electric field. For 𝜃sc = 0, this term
becomes |1 + r(0)|2 = [2∕(1 + nsc)2] = 0.19, attributing for the losses due to partial transmission into
air and destructive interference. For larger angles, the interference becomes constructive, reaching the
maximum value of |1 + r(𝜃′c)|2 = 4 at 𝜃sc = 𝜃c.

For the range of total reflection, that is, 𝜃c <𝜃
′
sc <𝜋/2, the constructive interference between direct and

reflected wave turns into destructive with 𝜃′sc increasing from 𝜃c to 𝜋/2. This yields [11]

Uif,v
e,sc(𝜃sc) =

3
8𝜋

⋅ Pesin2𝜃sc ⋅
(2 cos 𝜃sc)2

(n2
sc − 1)[(n2

sc + 1)sin2𝜃sc − 1]
, for𝜃c < 𝜃sc < 𝜋∕2 (3.121)

The interference term is again 4 at 𝜃sc = 𝜃c, ensuring the continuity of Uif,v
e,sc(𝜃sc). For 𝜃sc >𝜃c, however,

it decreases faster than 1/sin2𝜃sc and even becomes zero at 𝜃sc =𝜋/2.
Figure 3.60 depicts a log-scale polar diagram for both Uif,v

e,vac(𝜃′vac) and Uif,v
e,sc(𝜃sc). Also shown are the

results for the dipole embedded into the semiconductor for 0<𝜃sc <𝜋/2 and for the same dipole in air
for 0<𝜃′vac <𝜋/2 by dashed lines.

b) Radiation Intensity of a Horizontal Elementary Quasi-Dipole in the Semiconductor Close to the
Semiconductor/Air Interface
The radiation intensity of a horizontal quasi-dipole oriented in the x-direction and embedded into the
semiconductor given in Eq. (3.53), can be rewritten in terms of the total emitted power Pe as

Uh
e (𝜃sc, 𝜑) =

1
2
⋅

√
𝜀sc

16𝜋2𝜀0c3
0

(ea0)
2(1 − sin2𝜃sccos2𝜑) = 3

8𝜋
Pe(1 − sin2𝜃sccos2𝜑) (3.122)
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Figure 3.60 Dashed lines: Power emitted by a vertical Hertzian dipole embedded in air (top) or in a
semiconductor with nsc = 3.6. Solid lines: Radiation patterns of the dipole in proximity to the interface
to air according to Eqs. (3.118), (3.120), and (3.121).

The radiation intensity now depends also on the polar angle 𝜑. For 𝜑= 0 the k⃗-vectors are in the
xz-plane. As the polarization of the electromagnetic field of the THz waves is parallel to this plane (for this
reason also called “E-plane”), this wave is referred to as “p-polarized” and the corresponding waves will
be labeled by the superscript “p” in the following. This situation is depicted in Figure 3.59a. For 𝜑=𝜋/2
the k⃗-vectors are in the yz-plane (see Figure 3.59b). In this plane, the polarization of the electric field of the
waves emitted by the dipole is perpendicular to this plane (also referred to as “H-plane,” as the magnetic
field is parallel to it). These waves are conventionally called “s-polarized” (from German “senkrecht”
for “perpendicular”) and they will be labeled by the superscript “s.” For arbitrary values of the angle 𝜑
the waves are a superposition of p- and s-polarized waves. As the Fresnel boundary conditions at the
interface are different for s- and p-polarized waves, this will also affect the modifications of the radiation
intensity of the horizontal dipole in proximity to the interface. For the calculation of the corresponding
radiation intensities Uif,h,p

e (𝜃sc, 𝜑) and Uif,h,s
e (𝜃sc, 𝜑) we proceed in a way analogous to the case of the

vertical dipole. As before, only waves emitted under the angle 0<𝜃′sc <𝜃
′
c are partially transmitted into

air. For the p- and s-polarized components one finds

Uif,h,p
e,vac (𝜃′vac, 𝜑) =

3
8𝜋

⋅
Pe

nsc

⋅
[

2 cos 𝜃′vac cos 𝜃′sc cos𝜑

cos 𝜃′sc + nsc cos 𝜃′vac

]2

, with 0 < 𝜃′vac < 𝜋∕2 (3.123)

and

Uif,h,s
e,vac(𝜃

′
vac, 𝜑) =

3
8𝜋

⋅
Pe

nsc

⋅
[

2 cos 𝜃′sc sin𝜑

nsc cos 𝜃′sc + cos 𝜃′vac

]2

, with 0 < 𝜃′vac < 𝜋∕2, (3.124)
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Principles of Emission of THz Waves 133

respectively. In addition to the naively expected reduction by the factor 1/nsc, the radiation intensity is
further reduced by the expression in squared brackets, which amounts to 4cos2𝜑/(1+ nsc)

2 (= 0.19, for
nsc = 3.6 and 𝜑= 0) at 𝜃′vac = 𝜃′sc = 0 and becomes zero at 𝜃′vac =𝜋/2.

The corresponding emission into the semiconductor for angles below the critical angle is again deter-
mined by the interference between the direct waves with 0<𝜃sc <𝜋/2 and the corresponding partially
reflected ones with 0<𝜃′sc <𝜃c. The radiation intensity becomes

Uif,h,p
e,sc (𝜃sc, 𝜑) =

3
8𝜋

Pe

[
2nsc cos 𝜃′vac cos 𝜃sc cos𝜑

cos 𝜃sc + nsc cos 𝜃′vac

]2

, with 0 < 𝜃sc < 𝜃c (3.125)

and

Uif,h,s
e,sc (𝜃sc, 𝜑) =

3
8𝜋

Pe

[
2nsc cos 𝜃sc sin𝜑

nsc cos 𝜃sc + cos 𝜃′vac

]2

with 0 < 𝜃sc < 𝜃c, (3.126)

for the p- and s-polarized waves, respectively. Compared with the vertical dipole embedded into the
semiconductor, the radiation intensity is increased by a factor 4(nsccos𝜑/(1+ nsc))

2 (= 2.45, for nsc = 3.6
and 𝜑= 0) at 𝜃sc = 0, due to constructive interference. For the p-polarized wave the radiation inten-
sity decreases to zero with increasing 𝜃sc due to increasingly destructive interference, as the phase shift
between the direct and the reflected wave increases. For the s-polarized wave the interference becomes
fully constructive at 𝜃sc = 𝜃c, resulting in a fourfold increase of the radiation intensity at (𝜃sc, 𝜑)= (𝜃c, 0)
compared to the embedded dipole.

In the range of total reflection of the THz waves, 𝜃c <𝜃sc ≤𝜋/2, the radiation intensities are again
determined by the angular dependence of the phase shift. One obtains

Uif,h,p
e,sc (𝜃sc, 𝜑) =

3
8𝜋

⋅ Pe

(2nsc cos 𝜃sc cos𝜑)2(n2
scsin2𝜃sc − 1)

(n2
sc − 1)[(n2

sc + 1)sin2𝜃sc − 1]
, for 𝜃c < 𝜃sc < 𝜋∕2 (3.127)

and

Uif,h,s
e,sc (𝜃sc, 𝜑) =

3
8𝜋

⋅ Pe

(2nsc cos 𝜃sc sin𝜑)2

(n2
sc − 1)

for 𝜃c < 𝜃sc < 𝜋∕2, (3.128)

respectively.
In Figure 3.61, log-scale polar diagrams of Uif,h

e,vac(𝜃′vac, 𝜑) and Uif,h
e,sc(𝜃sc, 𝜑) are shown for the E-plane

(𝜑= 0) and the H-plane (𝜑=𝜋/2). Also shown are the corresponding results for the dipole embedded
into the semiconductor (for 0<𝜃sc <𝜋/2) and in air (for 𝜋/2<𝜃vac <𝜋) by dashed lines.

3.6.2.5 Dependence of the Acceleration Term on the Transport Properties and on CW or Pulse
Excitation

In Section 3.6.2.3 we assumed a fixed Gaussian distribution of photogenerated carriers, n(𝜌) according to
Eq. (3.65) and a coherent quasi-acceleration a⃗(t) = a⃗0 cos 𝜔t for each of them. The assumption regard-
ing the spatial distribution of the carriers is realistic, if a Gaussian laser beam is used for the carrier
generation. This had allowed us to take into account correctly interference effects between carriers at
different 𝜌 via a “continuous array factor”, AF(𝜃,𝜑). Together with the angular dependence of the radia-
tion intensity of the accelerated carriers in proximity to the semiconductor/air interface, Uif, i

e (𝜃, 𝜑) (with
i= v or h for vertical or horizontal DC electric fields, respectively), calculated in the preceding section,
we were able to obtain a realistic picture about the angular distribution of the THz radiation emitted at
the THz frequency fTHz =𝜔THz/2𝜋. For a realistic calculation of the strength of the emitted THz-fields,
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Figure 3.61 Radiation characteristics for the horizontal dipole. Dashed lines: dipole embedded in air
(top) or in a semiconductor with nsc = 3.6. Solid lines: dipole in proximity to the semiconductor to air
interface (a) p-polarization (𝜑= 0). (b) s-polarization (𝜑= 90∘). Dashed lines: horizontal Hertzian dipole
embedded in air (top) or in a semiconductor with nsc = 3.6. Solid lines: the dipole in proximity to the
interface to air.

radiation intensity, and power it is necessary to consider in detail the temporal evolution of the number
of carriers and their dynamics. In this way, it is no longer necessary to consider their spatial distribution.
Therefore we can derive the required quantities in terms of generation rates for the total number of car-
riers, dN(t′)/dt′. With a time-dependent laser power PL(t′) of photon energy h𝜐 and an external quantum
efficiency 𝜂I

ext for the generation of an electron–hole pair in the semiconductor per incident photon from
Eq. (2.10) in Chapter 2 the total rate of electron–hole generation at the time t′ becomes

𝜕N (t′)
𝜕t′

= 𝜂I
ext

PL (t′)
h𝜐

= (1 − R)[1 − exp(−𝛼d)]
PL(t′)

h𝜐
(3.129)

Later, we will consider the two cases of particular interest for PL(t′), that is, either pulsed excitation
with a short Gaussian pulse as in Section 2.2.2.2

PL(t
′) = P0 exp[−(t′∕𝜏pls)

2], (3.130)

or CW mixing with a beam obtained from two heterodyned lasers of same polarization and power P0,
differing in frequency by fTHz. This yields for Eq. (2.4) from Section 2.2.1

PL(t
′) = 2P0[1 + cos 𝜔THzt

′] (3.131)

Now we evaluate the acceleration dynamics of the photogenerated carriers. With a DC electric field E0

in the semiconductor each charge carrier will experience a transient acceleration starting right at the time
t′ of its creation. For its contribution to THz generation at the time t its actual acceleration at that time is
relevant. We now look at the individual carriers, indicated by the subscript, “e”, with an acceleration of

ae(t, t′) = ae (t − t′) =
𝜕ve(t − t′)

𝜕t
, (3.132)

not to be confused with the quasi-acceleration in Eq. (3.47). In Section 3.6.2.2, various scenarios for
a(t− t′) were discussed. Depending on the device (photoconductor or p-i-n photodiode), the acceleration 
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Principles of Emission of THz Waves 135

period can be extremely short at high fields, for example, resulting in acceleration times of a few tens of
femtoseconds before reaching a constant drift velocity, vdr, typically the high-field saturation velocity
vsat ≈ 107 cm/s. But, in high-mobility semiconductors, the transient acceleration can extend over a few
100 fs at intermediate fields. In this case the transport may be ballistic. The ballistic transient ae(t− t′)
starts right after the generation at time t′ with a constant acceleration ae = eE0/m*. After reaching
the maximum ballistic velocity vbal(≫ vsat) a deceleration down to vsat immediately follows. Whether
non-ballistic or ballistic, the acceleration transient terminates with a deceleration down to v= 0, either
due to capture by a deep trap, recombination with a charge carrier of opposite charge (e.g., in low
temperature grown (LTG) GaAs photoconductors), recombination at a contact, or by reaching the
field-free region of a p-i-n photodiode. Therefore, the integral of an individual photocarrier over its
transient always yields

∞

∫
t′

ae (t − t′)dt = 0, (3.133)

independent of other details of the transport. This implies that all the positive contributions to the emitted
THz field ETHz(t) will be compensated by contributions of the opposite sign, as the THz field ETHz(t) at
any time is proportional to the acceleration ae(t− t′)

∞

∫
t′

ETHz, e(t − t′)dt = 0 (3.134)

Of course, this is also true for a macroscopic THz pulse resulting from absorption of a short laser
pulse. But, as already discussed in Chapter 2, the time dependence of ae(t− t′) and ETHz,e(t) may be
highly asymmetric, depending on the experimental conditions. If, for instance, the range of negative
acceleration and THz field covers a much longer time compared to that of positive fields, these fields
will be much smaller and contribute only to the low frequency components in the Fourier spectrum of
the THz pulse and their observation may be obscured.

It should be emphasized that both photogenerated electrons and holes contribute to the generation of
the THz signal. As the contributions of the holes are generally smaller due to their heavier effective mass,
and as holes do not exhibit ballistic transport, we restrict our evaluation to electrons. The contributions
to the THz fields, originating from the holes, may simply be added.

We now calculate the macroscopic acceleration, A(t), responsible for the THz emission at time t, and
defined by the integral over all contributions resulting from all carriers generated at earlier times t′,

A(t) =

t

∫
−∞

ae (t − t′) 𝜕N(t′)
𝜕t′

dt′. (3.135)

or, with Eq. (3.129),

A(t) =

t

∫
−∞

ae (t − t′)𝜂I
ext

PL(t′)
h𝜐

dt′ (3.136)

For the evaluation of Eq. (3.136) it is instructive to consider the time dependence of ae(t− t′) in com-
parison to that of PL(t′). As, according to Eq. (3.133), the positive and negative contributions to ae(t− t′)
have similar weight, it is necessary for efficient THz generation to minimize destructive interference
of positive ae(t − t′1) with negative ae(t − t′2) due to carriers generated earlier at t′2 < t′1. This can be
achieved, if, for instance, PL(t′1)≫PL(t′2), or vice versa. Our following evaluation of Eq. (3.136) for
the cases of ballistic and non-ballistic transport under CW or pulse excitation will illustrate this in more
detail. 
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Figure 3.62 Acceleration and velocity for (a) ballistic transport and (b) transport at the saturation
velocity.

a) Ballistic Transport
In Chapter 2 Monte Carlo (MC) simulations of ballistic transport in InGaAs were shown in the right
panel of Figure 2.6b and some estimates were discussed later in connection with pulse excitation. The
results of the MC simulations justify the following simplified picture (see Figure 3.62a). The maximum
ballistic velocity vbal is reached within the time 𝜏bal according to the equation

a 𝜏bal = vbal(≈ 108cm∕s, for GaAs, and 2 ⋅ 108 cm∕s, for InGaAs, e.g.) (3.137)

As the acceleration scales linearly with the DC electric field, according to a= eE0/m*, the ballistic
acceleration time 𝜏bal =

vbalm∗
eE0

scales inversely with the field. After reaching vbal, the electron is slowed
down to vsat (≪vbal) by a deceleration≈−a (due to scattering into the side valleys of the conduction band)
within another period of time of 𝜏bal, that is,

ae(t) =
⎧⎪⎨⎪⎩

vbal∕𝜏bal = a t − 𝜏bal < t′ < t

−vbal∕𝜏bal = −a t − 2𝜏bal < t′ < t − 𝜏bal

0 t′ < t − 2𝜏bal

(3.138–3.140)

As vsat ≪ vbal, the small contribution to a(t− t′) due to the final deceleration to v= 0 at the end of the
lifetime of the ballistic carrier (see dashed line in Figure 3.62a) is (in general) negligible.

CW Photomixing: For CW mixing with periodic PL(t′) from Eq. (3.131) and a(t− t′) from Eq. (3.140)
and a device with a transport layer length adapted to the length covered by the electron during the
acceleration–deceleration period, inserted into Eq. (3.138), yields

A(t) = 𝜂I
ext

2P0

h𝜐
⋅

vbal

𝜏bal

⎛⎜⎜⎝
t

∫
t−𝜏bal

[
1 + cos 𝜔THzt

′]dt′ −

t−𝜏bal

∫
t−2𝜏bal

[
1 + cos 𝜔THzt

′] dt′
⎞⎟⎟⎠ (3.141)

After integration,

A(t) = −𝜂I
ext

2P0

h𝜐
⋅

2vbal

𝜏bal

(cos𝜔THz𝜏bal − 1)
𝜔THz

sin𝜔THz(t − 𝜏bal) (3.142)
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Principles of Emission of THz Waves 137

that is, the maximum amplitude of A(t) occurs approximately for 𝜏bal = 1/(2fTHz)= 1/2 TTHz. For InGaAs,
this condition is satisfied for fTHz = 1 THz at a (rather small) field of E0 ≈ 10 kV/cm (see Chapter 2, Figure
2.6b, right panel), and with a = (vbal∕𝜏bal) = 4 ⋅ 1020 cm∕s2, for example.

The macroscopic acceleration from Eq. (3.142) can now be expressed as a product of the number of
electrons generated per acceleration–deceleration period,

N0 = 𝜂I
ext

4 P0

h𝜐
𝜏bal (3.143)

and a periodic quasi-acceleration with amplitude

a0(𝜔THz 𝜏bal) =
vbal

𝜏bal

[
1 − cos

(
𝜔THz 𝜏bal

)
𝜔THz 𝜏bal

]
(3.144)

resulting in
A(t) = N0a(𝜔THz 𝜏bal). (3.145)

As the macroscopic acceleration A(t) is the sum of the accelerations experienced at the time t by all
the previously generated carriers, the meaning of the quasi-acceleration a(t) is the average contribution
per carrier at the time t. A(t) is shifted in time by 𝜏bal because of the inversion symmetry of ae(t) with
respect to 𝜏bal. This inversion symmetry also yields a phase shift by 𝜋/2 (cos→ sin). The frequency depen-
dence of the quasi-acceleration in Eq. (3.144) reflects the fact that at low frequencies (fTHz ≪ (2𝜏bal)−1),
the contributions of recently generated accelerating carriers interfere destructively with a similar num-
ber of earlier generated decelerating carriers resulting in a linear increase of a0 (𝜔THz 𝜏bal). Obviously,
destructive interference reaches a (first!) minimum and the quasi-acceleration its first maximum close to
fTHz = f opt

THz = (2𝜏bal)−1 where the THz period agrees with the acceleration-deceleration period of 2𝜏bal.
N0 and a0(𝜔THz 𝜏bal) from Eqs. (3.143) to (3.144) are the quantities to be used in the expressions for

the array factors AF(𝜃,𝜑) (Eqs. (3.73) and (3.103) or (3.108) and (3.109)) and the radiation intensities
Uif, i

e (𝜃, 𝜑) (i= v or h) for vertical or in-plane electric fields, Eqs. (3.116)–(3.121) and (3.122)–(3.128),
for CW-LAEs exhibiting ballistic transport. In particular, N0 is related to the quantity n0 entering into
the array factors by

N0 = n0𝜋𝜌0
2. (3.146)

Pulsed Excitation: For excitation with a Gaussian pulse with PL(t′) according to Eq. (3.130), the macro-
scopic acceleration becomes

A(t) = 𝜂I
ext

P0

h𝜐
⋅

vbal

𝜏bal

⎛⎜⎜⎝
t

∫
t−𝜏bal

exp
[
−t′2∕𝜏2

pls

]
dt′ −

t−𝜏bal

∫
t−2𝜏bal

exp
[
−t′2∕𝜏2

pls

]
dt′

⎞⎟⎟⎠ (3.147)

This expression can again be factorized in terms of the total number of carriers generated by the pulse

N0 =
√
𝜋𝜂I

ext

P0

h𝜐
𝜏pls (3.148)

and a quasi-acceleration of the electrons

a(t; 𝜏pls, 𝜏bal) =
vbal

𝜏bal

⋅
1√
𝜋 𝜏pls

⎛⎜⎜⎝
t

∫
t−𝜏bal

exp
[
−t′2∕𝜏2

pls

]
dt′ −

t−𝜏bal

∫
t−2𝜏bal

exp
[
−t′2∕𝜏2

pls

]
dt′

⎞⎟⎟⎠ (3.149)

Nowadays it is easy to generate femtosecond-pulses with a width 𝜏pls smaller than 𝜏bal (i.e.,
𝜏pls <𝜏bal = vbal/a(E0); see Chapter 2, Figure 2.6b, right panel) up to fields of about 100 kV/cm. For
𝜏pls ≪𝜏bal the integration of Eq. (3.147) leads to an error-function-broadened unity-step function with
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Figure 3.63 Quasi-acceleration for several pulse lengths for a ballistic flight time of 𝜏bal = 500 fs.

a step to +1 at t≈ 0, a step down to −1 at t≈ 𝜏bal, and a step back to zero at t≈ 2𝜏bal. This reflects the
nearly time-coherent acceleration and deceleration of the carriers which were generated within a short
time interval compared with 𝜏bal. This acceleration results in a one-cycle quasi-rectangular THz pulse of
fundamental frequency fTHz,1 = (2/𝜏bal), and containing harmonics at (3, 5,… (2n+ 1))fTHz,1 (see also the
maxima of the dashed line in Figure 2.9b of Chapter 2). For longer laser pulses the shape of a(t; 𝜏pls,𝜏bal)
and, hence, of the THz pulse ETHz(t) approaches a quasi-harmonic single cycle pulse for 𝜏pls ≈ 𝜏bal. For
𝜏pls >𝜏bal the amplitude decreases strongly due to destructive interference between accelerating and
decelerating electrons. It should be noted that this discussion, based on the idealized model for ballistic
transport is overestimating the higher harmonics. For illustration, a(t;𝜏pls,𝜏bal) is depicted for 𝜏pls = (0,
0.3, 1, 3)𝜏bal and 𝜏bal = 500 fs in Figure 3.63. Obviously, the quasi-acceleration decreases quite quickly,
if the laser pulse length 𝜏pls becomes similar to 𝜏bal or even exceeds 𝜏bal.

b) Non-Ballistic Transport in Semiconductors with Short Recombination Lifetimes
If the transport is non-ballistic, the following simplifying picture for the transport can be used. The
velocity of a carrier generated by absorption of a photon at time t′ increases monotonically from (close
to) zero to its stationary value due to acceleration by the DC electric field E0. It keeps this constant velocity
during the whole transport time 𝜏T, until it is decelerated down to zero velocity by being captured by a
recombination center (see Figure 3.62b). Here, we assume that the stationary velocity is of the order of
the saturation velocity vsat ≈ 107 cm/s. We further replace the transient acceleration process by a constant
acceleration a±

e acting during an acceleration period 𝜏±a , that is,

∫ a+
e (t − t′)dt′ = a+

e 𝜏
+
a = vsat ≈ 107 cm∕s (3.150)

Below we shall see that the results for the macroscopic acceleration A(t) are otherwise insensitive
to the choice of a+

e and 𝜏+a , as long as 𝜏+a is much smaller than the THz period TTHz = 1/fTHz (for CW
photomixing) or the pulse width 𝜏pls (for pulse excitation). Whereas all the electrons generated at the
time t′ experience the same (positive) acceleration pulse of duration 𝜏+a right after their generation, they
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Principles of Emission of THz Waves 139

experience the (negative) deceleration of the same strength on the average after the recombination time
𝜏 rec. To take into account the stochastic character of the recombination processes we weight the deceler-
ation pulse at any time t> t′ with the corresponding probability of recombining within the time interval
[t − 𝜏−a , t]

prec (t − t′) = 𝜏−a
𝜕

𝜕t
exp[−(t − t′)∕𝜏rec] =

𝜏−a
𝜏rec

exp[−(t − t′)∕𝜏rec] (3.151)

Thus, the positive contribution to the macroscopic acceleration A+(t) at the time t comes only from the
short interval t − 𝜏+a < t′ < t

A+(t) =

t

∫
t−𝜏+a

a+
e 𝜂

I
ext

PL(t′)
h𝜐

dt′ ≈ a+
e 𝜏

+
a 𝜂

I
ext

PL(t′)
h𝜐

= vsat𝜂
I
ext

PL(t′)
h𝜐

(3.152)

Obviously, Eq. (3.152) represents a good approximation, if (dPL(t)/dt)𝜏a
+≪PL(t).

To obtain the negative contributions to the macroscopic acceleration at time t, one has to include the
contributions of the carriers generated at previous times t′ and recombine at time t with the appropriate
statistical weight, according to Eq. (3.151),

A−(t) = −

t

∫
−∞

a−
e

𝜏−a
𝜏rec

exp[−(t − t′)∕𝜏rec]𝜂
I
ext

PL(t′)
h𝜐

dt′. (3.153)

Substituting t′ − t by the delay time 𝜏 = t′ − t yields, with ae
−𝜏a

− = vsat

A−(t) = −
vsat

𝜏rec

0

∫
−∞

exp(𝜏∕𝜏rec)𝜂
I
ext

PL(t + 𝜏)
h𝜐

d𝜏. (3.154)

CW Photomixing: For CW photomixing with a laser signal PL(t′) according to Eq. (3.131) we obtain

A+(t) = vsat 𝜂
I
ext

2P0

h𝜐
(1 + cos 𝜔THz t), (3.155)

and

A−(t) = −
vsat

𝜏rec

0

∫
−∞

𝜂I
ext

2P0

h 𝜐
[1 + cos 𝜔THz (t + 𝜏)] exp(𝜏∕𝜏rec)d𝜏, (3.156)

resulting in

A−(t) = −vsat𝜂
I
ext

2P0

h𝜐

[
1 + 1

1 +
(
𝜔THz 𝜏rec

)2
(cos 𝜔THzt + 𝜔THz 𝜏rec sin 𝜔THzt)

]
. (3.157)

Finally, we obtain for A(t)=A+(t)+A−(t),

A(t) = vsat𝜂
I
ext

2P0

h𝜐

{[ (
𝜔THz 𝜏rec

)2

1 + (𝜔THz 𝜏rec)2

]
cos 𝜔THzt −

𝜔THz 𝜏rec

1 + (𝜔THz 𝜏rec)2
sin 𝜔THzt

}
(3.158)

Here, again, we can express the macroscopic acceleration as a product of the average number of carriers
in the LAE

N0 =
𝜕N (t)
𝜕t

𝜏rec = 𝜂I
ext

2P0

h𝜐
𝜏rec (3.159)
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and the amplitude of the quasi-acceleration of the individual charge carriers

a0(𝜔THz) =
vsat

𝜏rec

⋅
𝜔THz𝜏rec√

1 + (𝜔THz𝜏rec)2
(3.160)

This is a remarkable result, since the quasi-acceleration and THz field of LAEs increase linearly
with THz frequency before saturating for 𝜔THz 𝜏rec > 1. This is contrary to AEs, which exhibit a
frequency-independent response for 𝜔THz 𝜏rec < 1 followed by a 1/𝜔THz roll-off for 𝜔THz𝜏rec > 1.
Again, the increase in the quasi-acceleration with THz frequency can be understood in terms of the
positive and negative contributions to the total macroscopic acceleration. At frequencies 𝜔THz ≪

1

𝜏rec
the acceleration contributions to A(t) are more or less compensated by the deceleration contributions,
spread in time over 𝜏 rec, if the generation rate does not change significantly within 𝜏 rec, that is, if
(dPL(t)/dt)𝜏 rec ≪PL(t). For increasing frequency the positive contributions, which result from the very
short acceleration time 𝜏+a are unaffected, whereas the time dependence of the negative contributions is
exhibiting a roll-off for 𝜔THz 𝜏rec > 1. Hence, increasingly, only the positive contributions survive in this
frequency range.

Pulsed Excitation: For pulsed excitation with a Gaussian femtosecond pulse according to Eq. (3.130),
the positive and negative contributions to the macroscopic acceleration, Eqs. (3.150) and (3.152), respec-
tively, become

A+(t) = 𝜂I
ext

P0

h𝜐

t

∫
t−𝜏+a

exp(−t′2∕𝜏2
pls)dt′ ≈ vsat𝜂

I
ext

P0

h𝜐
exp(−t2∕𝜏2

pls) (3.161)

we have used again a+
e 𝜏

+
a = vsat in the third term of Eq. (3.159) and

A−(t) = −
vsat

𝜏rec

𝜂I
ext

P0

h𝜐

0

∫
−∞

exp (𝜏∕𝜏rec) exp
[
−(t + 𝜏)2∕𝜏2

pls

]
d𝜏 (3.162)

Although the pulse width is typically in the femtosecond range, we have assumed in Eq. (3.161) that
𝜏+a ≪ 𝜏pls still holds, which is a valid approximation for 𝜏pls > 50 fs and large DC fields in the device.
Under these conditions, the positive contributions to A(t) and, hence the THz pulse practically replicate
the shape of the laser pulse. For evaluation of the negative contribution, according to Eq. (3.162), both
cases regarding 𝜏 rec >𝜏pls and 𝜏 rec <𝜏pls may be realized. If the recombination lifetime of the used mate-
rial significantly exceeds “ultrashort” values of 𝜏 rec ≈ 100 fs and the width of the laser pulse is short, say
𝜏pls < 100 fs, the convolution in Eq. (3.162) yields a broadened exponential behavior

A−(t) = −
vsat

𝜏rec

𝜂I
ext

P0

h𝜐

√
𝜋 𝜏pls exp(−t∕𝜏rec) (3.163)

In this case, A(t) and the THz pulse consist essentially of a positive (narrow) Gaussian pulse followed
by an extended negative exponential contribution. The compensation of positive by negative contributions
is small, as A+(t) has nearly no overlap with A−(t).

The situation is less favorable in terms of efficient THz generation, if 𝜏 rec is significantly smaller than
𝜏pls, that is, if an “ultrashort 𝜏 rec” semiconductor in combination with relatively slow pulsed laser is
used. In this case, the shape of A−(t) is dominated by the (broad) Gaussian, convoluted with the (fast)
exponential function. As a consequence, the macroscopic acceleration A(t)=A+(t)+A−(t) at any time is
strongly reduced as positive and negative contributions nearly compensate each other. Due to the temporal
shift between A+(t) and A−(t), the shape of A(t) approaches the time derivative of the Gaussian laser pulse,
resulting in a nearly symmetric single-cycle THz pulse. 
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Figure 3.64 Quasi-acceleration for various recombination times, 𝜏 rec. The optical pulse dura-
tion is 𝜏pls = 100 fs. The dashed line, marked a0, corresponds to the maximum quasi-acceleration
a0 = vsat/(𝜋

1/2𝜏pls) from Eqs. (3.164) to (3.165).

If we express A(t) again as a product of the number of carriers generated by the laser pulse and a
quasi-acceleration of the individual carriers, a(t), we get N0 according to Eq. (3.147) and

a(t) ≈ a0

⎧⎪⎨⎪⎩exp
(
−t2∕𝜏2

pls

)
− 1
𝜏rec

0

∫
−∞

exp(𝜏∕𝜏rec) exp
[
−(t + 𝜏)2∕𝜏2

pls

]
d𝜏

⎫⎪⎬⎪⎭ (3.164)

with
a0 =

vsat√
𝜋 𝜏pls

. (3.165)

In Figure 3.64, the quasi-acceleration a(t) from Eq. (3.164) is shown for 𝜏 rec = (0.3, 1, 3, 10) 𝜏pls and
𝜏pls = 100 fs.

3.6.2.6 Quantitative Predictions for LAEs and Experimental Results

In Sections 3.6.2.3–3.6.2.5 we have investigated the various features and processes determining the
strength and angular dependence of the radiation intensity of LAEs as a function of an incident laser
power with a Gaussian beam profile of radius 𝜌0. This knowledge allows us now to make quantitative
predictions for the expected THz radiation. The goal of this section is an application to some important
scenarios and a comparison with experimental results from the literature.

We have learned that the intensity of the THz radiation emitted by a LAE under the space angle
(𝜃,𝜑) can be expressed as a product of the (continuous) array factor, AF(𝜃,𝜑), and the radiation inten-
sity Uif, i

e (𝜃, 𝜑), emitted by an elementary charge in proximity to the semiconductor/air interface (dis-
tance≪𝜆0) and accelerated by a vertical (i= v) or horizontal (i= h) DC electric field,

Uif, i
LAE (𝜃, 𝜑) = AF (𝜃, 𝜑; 𝜃0)U

if, i
e (𝜃, 𝜑) (i = v, h) (3.166) 
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142 Semiconductor Terahertz Technology

The array factor takes into account the interference between THz waves originating from different
spots of the LAE. Therefore, it depends not only on the radius of the laser beam, 𝜌0, but also on the
THz wavelength 𝜆0. In the case of non-vertical light incidence, the angle of incidence, 𝜃0, also has to
be taken into account as discussed in Section 3.6.2.3b. The array factor also includes the square of the
number of photogenerated charge carriers, N0 = n0𝜋𝜌

2
0 and, therefore, increases with the square of the

absorbed laser power (for a given value of 𝜌0). In Section 3.6.2.3 we have calculated the array factors for
the two cases of vertical light incidence and incidence under the Brewster angle (Figures 3.55 and 3.58,
respectively) for constant n0 and various values of 𝜌0/𝜆0.

In Section 3.6.2.4 we calculated the modifications of the THz radiation, introduced by the proximity
of the charge carriers to the air/semiconductor interface (distance≪𝜆0) compared with that of an accel-
erated charge embedded into a semiconductor or in air (Figures 3.55 and 3.58) for a vertical or horizontal
emitter. The modified radiation intensities Uif, i

e (𝜃, 𝜑), derived in Section 3.6.2.4, consist of a common
prefactor 3/(8𝜋)Pe and a dimensionless, angle-dependent factor which is different inside the semicon-
ductor (0<𝜃sc <𝜋/2) and in air (𝜋/2<𝜃vac <𝜋), for vertical and horizontal accelerating DC fields, and,
in the case of the horizontal fields, for p- or s-polarized waves. The radiation intensity can generally be
expressed as

Uif, i, l
e, j (𝜃, 𝜑) = 3

8𝜋
Pe f if, i, l

j (𝜃, 𝜑) (i = v, h; j = sc, vac; l = p, s), (3.167)

where f if, i, l
j (𝜃, 𝜑) takes the excitation geometry into account (vertical and horizontal dipoles, emission

into vacuum or air, p- or s-polarized). The prefactor 3/(8𝜋)Pe, first introduced in Eq. (3.54), contains the
square of the time-dependent quasi-acceleration a(t)

3
8𝜋

Pe =
√
𝜀sc

16𝜋2 𝜀0 c3
0

[ea(t)]2 =
√
𝜀scZ0

16𝜋2 c2
0

[ea(t)]2 (3.168)

for pulsed excitation and the square of the elementary quasi-acceleration amplitude a(𝜔THz)

3
8𝜋

Pe =
1
2

√
𝜀sc Z0

16𝜋2 c2
0

[ea(𝜔THz)]
2, (3.169)

for CW excitation. The factor 1/2 is due to the time average of <a2(t)>. In Eqs. (3.168) and (3.169) we
have substituted the vacuum impedance Z0 = 1/(𝜀0c0)= 377Ω.

Expressions for the elementary quasi-accelerations for CW and pulse excitation in LAEs have been
derived for non-ballistic and ballistic transport in Section 3.6.2.5. In the following paragraphs we will use
these results for an evaluation of photoconductive LAEs under CW and pulse excitation and subsequently
to the corresponding scenarios in p-i-n-based LAEs.

Photoconducting LAEs
As already mentioned in the introductory section, in-plane electric fields and vertical laser incidence are
usually used for photoconducting LAEs. With the corresponding array factor from Eq. (3.73), and the
radiation intensities for carriers accelerated by horizontal fields, Uif

e, i (𝜃, 𝜑) from Eqs. (3.123) to (3.128)
we obtain for pulsed excitation

Uif, h, l
LAE, j (𝜃j, 𝜑) = N2

0 exp
[
−1

2

(
k𝜌0 sin 𝜃j

)2
] √

𝜀scZ0

16𝜋2 c2
0

[ea(t)]2 f if, h, l
j (𝜃j, 𝜑), (3.170)

and for CW excitation

Uif, h, l
LAE, j (𝜃j, 𝜑) =

1
2

N2
0 exp

[
−1

2

(
k𝜌0 sin 𝜃j

)2
] √

𝜀sc Z0

16𝜋2 c2
0

[ea(𝜔THz)]
2 f if, h, l

j (𝜃j, 𝜑) (3.171)

The prefactor 1/2 originates from the time average. The function f if, h, l
j (𝜃j, 𝜑) is:
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f if, h, p
vac (𝜃′vac, 𝜑) =

1

nsc
⋅
(

2 cos 𝜃′vac cos 𝜃sc cos 𝜑

cos 𝜃′sc + nsc cos 𝜃′vac

)2
for p-polarization, emitted to the vacuum side and

0<𝜃 vac <𝜋/2, and 𝜃′vac =𝜋 − 𝜃vac is defined in consistency with Figure 3.59 as the emission angle
toward the air-side.

f if, h, s
vac (𝜃′vac, 𝜑) =

1

nsc
⋅
(

2 cos 𝜃′vac sin 𝜑

nsc cos 𝜃′sc + cos 𝜃′vac

)2
for s-polarization, emission into vacuum, 0<𝜃vac <𝜋/2.

f if, h, p
sc (𝜃sc, 𝜑) =

(
2nsc cos 𝜃vac cos 𝜃sc cos 𝜑

cos 𝜃sc + nsc cos 𝜃vac

)2
for p-polarization, emission into the semiconductor and

0<𝜃sc<𝜃c.

f if, h, s
sc (𝜃sc, 𝜑) =

(
2nsc cos 𝜃sc sin 𝜑

nsc cos 𝜃sc + cos 𝜃vac

)2
for s-polarization and emission into the substrate.

f if, h, p
sc (𝜃sc, 𝜑) =

4n2
sc cos2 𝜃sc cos2 𝜑(n2

scsin2 𝜃sc−1)
(n2

sc−1)[(n2
sc + 1)](sin2 𝜃sc−1)

for p-polarization, emission into the substrate and 𝜃c <𝜃sc

<𝜋/2.
f if, h, s
sc (𝜃sc, 𝜑) =

4n2
sc cos2 𝜃scsin2 𝜑

(n2
sc−1)

for s-polarization, emission into the semiconductor and 𝜃c <𝜃sc <𝜋/2.

CW Mixing
We consider first the case of CW mixing in a photoconductive LAE. In this case, the factor N0 in
Eq. (3.170) corresponds to the average number of photogenerated carriers in the photoconducting mate-
rial with short recombination lifetime (compared to the transit time 𝜏 tr of the electrons from their point
of generation to the contacts) 𝜏 rec <𝜏 tr. According to Eq. (3.159), N0 is given by the product of the pho-
tocarrier generation rate dN ∕dt = 𝜂I

ext 2P0∕(h𝜐) and the recombination lifetime. In order to establish the
connection to photoconducting AEs, we introduce the ideal average photocurrent (if no carriers were lost
by trapping or recombination) as

I0 = e
dN
dt

= e 𝜂I
ext

2P0

h𝜐
(3.172)

Its meaning is that each absorbed photon contributes one elementary charge to the photocurrent. The
amplitude of the quasi-acceleration of the carriers for CW mixing was given in Eq. (3.158). Together
with Eq. (3.172) inserted in Eq. (3.171), the radiation intensity can be written as

Uif, h, l
LAE, j (𝜃j, 𝜑) =

1
2

I2
0 exp

[
−1

2

(
k𝜌0 sin 𝜃j

)2
] √

𝜀sc Z0

16𝜋2
⋅
(

vsat

c0

)2 (𝜔THz 𝜏rec)2

1 + (𝜔THz𝜏rec)2
f if, h, l
j (𝜃j, 𝜑) (3.173)

This expression is fairly complex because of the angular dependences of f if, h, l
j (𝜃j, 𝜑) for the gen-

eral case. For sufficiently large LAEs with a beam radius 𝜌0 significantly larger than the critical radius
𝜌c,vac = 0.195𝜆0, and 𝜌c,sc = 0.056𝜆0 defined by Eqs. (3.91) and (3.92), respectively, the angular depen-
dence becomes dominated by the exponential factor exp[−1/2(k𝜌0sin 𝜃j)

2]. In this case, the coefficients
f if, h, l
j (𝜃j, 𝜑) in Eq. (3.171) can be replaced by their values for (𝜃sc,𝜑)= (𝜃′vac,𝜑)= (0,0), the latter corre-

sponding to (𝜃vac,𝜑)= (𝜋,0), respectively. This yields

f if, h, p
vac (𝜋, 0) = 0.05

f if, h, s
vac (𝜋, 0) = 0

f if, h, p
sc (0, 0) = 2.5

f if, h, s
sc (0, 0) = 0 (3.174)

A (nearly) plane wave is emitted and Uif, h, l
LAE, j (𝜃j, 𝜑) no longer depends on 𝜑. The emitted wave is also

p-polarized. The emitted power into the semiconductor Pif, h, p
LAE, sc and into air Pif, h, p

LAE, vac can be calculated

analytically by integrating Uif, h, p
LAE, j(𝜃j, 0) from Eq. (3.173) over the angles 𝜃sc and 𝜃vac. This integration

yields

Ph, p
LAE, sc ≈

2.5
(4𝜋nsc)

⋅
(
𝜆0

𝜌0

)2 Z0

16𝜋2
⋅
(

vsat

c0

)2 (𝜔THz 𝜏rec)2

1 + (𝜔THz𝜏rec)2
I2
0 (3.175)
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for the semiconductor-hemisphere and

Ph, p
LAE, vac ≈

0.05nsc

4𝜋
⋅
(
𝜆0

𝜌0

)2 Z0

16𝜋2
⋅
(

vsat

c0

)2 (𝜔THz𝜏rec)2

1 + (𝜔THz𝜏rec)2
I2
0 (3.176)

for the air-side. Now we can simplify the expressions for the emitted power by introducing the radiation
resistances of LAEs

Rh
LAE (𝜌0, 𝜔THz) = 2

[
Ph, p

LAE, sc

(
𝜌0, 𝜔THz

)
+ Ph, p

LAE, vac(𝜌0, 𝜔THz)
]
∕[IPh (𝜔THz)]

2, (3.177)

and the frequency-dependent (real) photocurrent

IPh(𝜔THz) = −
𝜔THz 𝜏rec√

1 + (𝜔THz 𝜏rec)2
I0. (3.178)

Eq. (3.178) would predict a high photocurrent for long lifetimes. However, long lifetimes conflict with
limitations by electrical power dissipation. Comparatively small lifetimes are still required.

We obtain an expression for the total power emitted by a large CW-LAE in terms of a product of a
radiation resistance and the square of the photocurrent, analogous to that derived for AEs in Chapter 2,
Eq. (2.7),

Pif, h, p
LAE (𝜌0, 𝜔THz) =

1
2

Rh
LAE (𝜌0, 𝜔THz)I

2
Ph (𝜔THz), (3.179)

with the horizontal LAE radiation resistance of

Rh
LAE (𝜌0, 𝜆0) =

(
2.5
nsc

+ 0.05nsc

)
Z0

32𝜋3

(
𝜆0

𝜌0

)2(vsat

c0

)2

= 0.333 Ω ⋅
(
𝜆0

𝜌0

)2(vsat

c0

)2

for𝜌0 ≫ 0.056 𝜆0 (3.180)

or, alternatively, expressed in terms of THz (angular) frequency

Rh
LAE (𝜌0, 𝜔THz) =

(
2.5
nsc

+ 0.05nsc

)
Z0

8𝜋

(
vsat

𝜔THz 𝜌0

)2

≈ 13.1 Ω ⋅
(

vsat

𝜔THz 𝜌0

)2

, (3.181)

where nsc = 3.6 was used. For 𝜌0 = 𝜆0, for example, and vsat = 107 cm/s, the radiation resistance becomes
Rh

LAE ≈ 37 nΩ. This value is extremely small compared with the typical radiation resistances of AEs with
RA ≈ 70Ω. Therefore, one might expect extremely poor performance for photoconducting CW-LAEs.

In spite of the formal similarity to photoconductive CW-AEs, there are significant qualitative and
quantitative differences:

1. The expressions for the radiation resistance in Eqs. (3.180) and (3.181) were derived for the case of
large LAEs with 𝜌0 ≫𝜌c. For a calculation of the power for the other limiting case, 𝜌0 ≪𝜌c, the expo-
nential factor in Eq. (3.173) would have been≈ 1. Therefore, it would have been necessary to perform
the integration over the sc- and the air-hemisphere using the expressions for f h, l

j (𝜃j, 𝜑). However, from

Figure 3.61 we see that the modifications of the radiation intensities Uh, l
LAE, j (𝜃j, 0) due to the proximity

to the interface are quite significant, but not really dramatic. In particular, one can estimate that the
rather strong reduction of radiation emitted into the air is compensated (or even overcompensated) by
the enhanced emission into the semiconductor, which exceeds 3 dB for most angles (𝜃, 𝜑). Therefore,
we can assume, as a reasonable approximation, that the emitted power and the radiation resistance
become independent of 𝜌0 for 𝜌0 ≪𝜌c,vac or 𝜌c,sc from Eqs. (3.91) to (3.92), respectively. This yields
approximations for the radiation resistance covering the whole range of laser beam radii, by replacing
the factors (𝜆0/𝜌0)2 in Eq. (3.175) by (𝜆0∕𝜌c, sc)2∕[1 + (𝜌0∕𝜌c, sc)2] = (8𝜋2n2

sc∕3)∕[1 + (𝜌0∕𝜌c, sc)2]
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for the semiconductor side, and in Eq. (3.176) by (𝜆0 ∕𝜌c, vac)2 ∕[1 + (𝜌0∕𝜌c, vac)2] = (8𝜋2 ∕3)∕
[1 + (𝜌0∕𝜌c, vac)2] for the air side, where 𝜌c, vac = nsc 𝜌c, sc = 𝜆0

√
3∕8𝜋2. This yields for the radiation

resistance

Rh
LAE (𝜌0) ≈

(
2.5nsc

1 +
(
𝜌0 ∕𝜌c, sc

)2
+

0.05nsc

1 + (𝜌0∕𝜌c, vac)2

)
Z0

12𝜋

(
vsat

c0

)2

. (3.182)

Even for 𝜌0 <𝜌c,sc, the radiation resistance is in the range of Rh
LAE (𝜌0) ≈ 10 μΩ for vsat = 107 cm/s.

Again, this value is extremely small compared with the typical radiation resistances of AEs with
RA ≈ 70Ω.

2. Fortunately, the small values for the radiation resistances are, at least partly, compensated by the
much larger values for current IPh(𝜔THz) compared with the corresponding values in photoconductive
AEs. In our discussion following Eq. (3.158) the linear decrease of the frequency-dependent factor
in Eq. (3.178) for 𝜔THz < 1/𝜏 rec was attributed to the destructive interference between the positive and
negative contributions to the macroscopic acceleration at lower frequencies. For 𝜔THz > 1/𝜏 rec this
destructive interference decreases and the saturation value I0, corresponding to each absorbed photon
contributing one elementary charge to the current, is obtained for 𝜔THz𝜏 rec ≫ 1. In photoconductive
AEs the term 𝜔THz𝜏 rec in Eq. (3.178) is replaced by the “photoconductive gain,” g= 𝜏 rec/𝜏 tr ≈ 10−3 to
10−2 (where 𝜏 tr stands for the transit time of an electron traveling with vsat from one contact to the
other; see frequency-dependent factor in Chapter 2, Eq. (2.19)). Hence, at 𝜔THz𝜏 rec = 1, the current
contribution to the THz power is by a factor g2 ≈ 10−6 to 10−4 smaller in photoconductive CW-AEs.
Moreover it exhibits a (𝜔THz𝜏 rec)

−2 roll-off in the frequency range𝜔THz𝜏 rec ≫ 1, where the contribution
to the power emitted in photoconductive CW-LAEs, in contrast, approaches its maximum value. The
reason for the much better high frequency performance of the LAE is that radiation directly originates
from the separation of the electron–hole pairs. This dipole current, represented by the numerator of
Eq. (3.178), increases with increasing frequency and is independent of the transit-time to the contacts.
For the photoconductive AEs, in contrast, only the displacement current at the contacts (which are the
feeding points for the antenna) generates THz radiation. The displacement current is lowered by the
photoconductive gain as compared to the ideal photocurrent.

3. The maximum tolerable absorbed laser power is limited by the heat flow. According to the consider-
ations on thermal constraints in Section 2.2.3 the tolerable power for reasonably large devices scales
with its cross-section as A if the heat conductivity of the substrate is sufficiently high in order to
maintain a constant temperature across the LAE. The maximum tolerable power for photoconductive
AEs with a typical cross-section of 50 μm2 is about 50 mW. The cross-section of a LAE with diam-
eter 𝜌0 = 𝜌c,sc at 1 THz is A = 𝜋 𝜌2

c, sc = 𝜋 (16.24 μm)2 = 829μm2. This yields a maximum tolerable
(absorbed) laser power of nearly PL = 2P0 = 1 W. With these values inserted in Eq. (3.178) we expect
for the maximum emitted THz power for an LAE at 1 W absorbed laser power at 800 nm a value of

Ph
LAE (𝜌0 = 𝜌c, sc) ≈

1
2

(
2.5nsc

2
+

0.05nsc

1 +
(
1∕nsc

)2

)
Z0

12𝜋

(
vsat

c0

)2 (𝜔THz 𝜏rec)2

1 + (𝜔THz 𝜏rec)2

(
ePL

h𝜐

)2

≈ 2.3 μW ⋅
(𝜔THz 𝜏rec)2

1 + (𝜔THz 𝜏rec)2
. (3.183)

This maximum value is approached for 𝜔THz𝜏 rec > 1. The corresponding value for an AE, driven at
maximum tolerable power, that is, PL = 50 mW with a fairly high gain of 10−2, for comparison, is
expected to be

PAE = 1
2

RAg2

(
ePtot

h𝜐

)2
1

1 + (𝜔THz 𝜏rec)2
= 1

2
70Ω ⋅ 10−2 ⋅ (50∕1.5mA)2 1

1 + (𝜔THz 𝜏rec)2

≈ 4μW
1

1 + (𝜔THz 𝜏rec)2
(3.184) 
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Although the AE provides higher power at lower frequencies, at 𝜔THz𝜏 rec > 1 the value for the LAE
becomes larger. Of course, the optical-to-THz conversion efficiency for the LAE is only

𝜂LAE = Ph
LAE∕PL = 2.5 ⋅ 10−6, (3.185a)

whereas our estimate for the AE yields

𝜂AE = PAE∕PL = 8 ⋅ 10−5 (3.185b)

that is, by a factor of about 30 better.
It should be added that the above-mentioned requirement of “sufficiently high” substrate heat con-

ductivity is rather easy to fulfill for our example. As the substrate heating discussed in Chapter 2 is
determined by Eq. (2.45) and the requirement that ΔTmax < 120 K for a GaAs photomixer, the heat
conductivity for the substrate 𝜆s has to satisfy the condition

𝜆s >
PL

ΔTmax

√
𝜋A

= 1 W

120K
√
𝜋 ⋅ 829μm2

≈ 1.6 ⋅ W∕cmK (3.186)

Thus, SiC (𝜆SiC = 3.5 W/cmK) would be more than sufficient as a substrate, whereas Si
(𝜆Si = 1.5 W/cmK) just appears to be adequate. However, the active layer has to be thin (a few
micrometers) and transferred to the substrate after epitaxial lift-off from its original substrate.
With diamond as a substrate 𝜆dia = 23 W/cmK and with the same laser intensity of 1 mW/μm2 the
maximum area for the LAE could be increased by a factor of (𝜆dia/𝜆s)

2 ≈ 200.
4. With the expressions from Eq. (3.182) for the radiation resistance we see that Rh

LAE (𝜌0) decreases
inversely with increasing area 𝜋𝜌0

2 of the illumination spot, that is, ∝ 𝜌0
−2 for 𝜌0 ≫ (𝜌c,sc, 𝜌c,vac),

if the current is kept constant. (Note that the THz intensity Uh
LAE, j (𝜃j, 𝜑) emitted under 𝜃sc = 0 and

𝜃vac =𝜋, respectively, is not affected). As, at the same time, the maximum tolerable current increases
linearly with increasing laser spot area, that is, ∝ 𝜌2

0, the decrease ∝ 𝜌−2
0 is overcompensated by the

∝ 𝜌4
0 increase of the square of the tolerable current Eq. (3.179), still resulting in a linear increase

of THz power with laser spot area, that is, ∝ 𝜌2
0 (whereas the THz intensity Uh

LAE, j (𝜃j, 𝜑) emitted
under 𝜃sc = 0 and 𝜃vac =𝜋, even still increases quadratically, i.e., ∝ 𝜌4

0). Hence, for the example of the
diamond substrate, the maximum THz power could be increased to about 400 μW.

5. One of the attractive features of LAEs is the highly directional radiation profile at sufficiently large
values of 𝜌0. If, due to large 𝜌0, the 3-dB angle for emission into the substrate becomes significantly
smaller than the critical angle for total reflection, arcsin 𝜃c = 1/nsc = 16.13∘, the total reflection of the
THz radiation transmitted through the substrate to the substrate/air interface is largely suppressed and
the reflection losses, R, at this interface are not significantly larger than for vertical transmission. For
𝜌0 = 10𝜌c,sc ≈ 0.56𝜆0, for example, 𝜃3 dB

sc ≈ 5.3∘ and 𝜃3 dB
vac ≈ 20∘. This implies that in this case nearly

all the THz radiation transmitted through the planar substrate/air interface can be collimated by a
simple THz lens or an off-axis parabolic mirror without using a hyper-hemispherical Si lens.

6. In order to take full advantage of both the increase in THz power and the highly directional radiation
profile, very high laser power is required. According to (3) above, the laser power required for a LAE
with 𝜌0 = 𝜌c,sc to achieve about 60% of the maximum power emitted by an AE is about 20 times larger.
A LAE with 𝜌0 = 10𝜌c,sc would provide about 60 times the THz power obtainable from an AE at 1 THz,
but, at the same time the required laser power would be about 2000 times the maximum tolerable
laser power of an AE, that is, on the order of 100 W. Therefore, high power lasers (or amplifiers)
are required. Also, in order to avoid excessive substrate heating, the substrate should exhibit very
high thermal conductivity. The best choice would be deposition of the semiconductor film on SiC or
diamond after epitaxial lift-off from its substrate.

7. The maximum tolerable (absorbed) laser power density Pmax
L ∕A ∼ 50 mW∕50 μm2 = 100 kW∕cm2

yields a relatively small upper thermal limit for the average sheet carrier densities, nth
0, s in the absorbing

layer

nth
0, s =

𝜕n
𝜕t
𝜏rec =

105 W
cm2 (h𝜐)

0.2ps ≈ 8.3 ⋅ 1010 cm−2 (3.187)
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Principles of Emission of THz Waves 147

for h𝜐 = 1.5 eV and 𝜏 rec = 0.2 ps, for example, and for the total number N th
0 in a laser spot of radius

𝜌0 = 𝜌c,sc = 0.056𝜆0 = 17 μm we get N th
0 = nth

0, s 𝜋𝜌
2
0 ≈ 6.9 ⋅ 105 for fTHz = 1 THz. Below, we will see

that extremely high average power can be obtained in LAEs under pulsed excitation, where nth
0, s will

be replaced by a by several orders of magnitude larger upper limit, determined by electrical screening
constraints.

We conclude that CW mixing with photoconducting LAEs without velocity overshoot is expected to
work. However, it is not particularly appealing in terms of expected THz power and laser power to THz
power efficiency. This is a consequence of the very low radiation resistance, which again is a consequence
of the small factor vsat/c0 and the rather small value for the maximum tolerable average photo carrier
(sheet) density nth

0, s < 1011 cm−2 from Eq. (3.187).

Pulsed Excitation
We will now consider photoconducting LAEs under pulse excitation. As already discussed for photo-
conducting AEs in Section 2.2.3, thermal heating normally does not limit the performance under pulse
excitation. Typical repetition rates of pulsed lasers are of the order of frep ≈ 108 Hz, and the laser-pulse
and THz-pulse lengths, 𝜏pls and 𝜏THz, are in the sub-picosecond and picosecond-range. Therefore, the
“duty factor” frep𝜏pls is of the order of 10−4. This implies that the density of carriers generated per pulse
is allowed to exceed the maximum average density nth

0 of carriers participating in CW photomixing
(Eq. (3.186)) by 4 orders of magnitude before thermal constraints become important. As the THz power
scales quadratically with the number of carriers being accelerated, the peak power of the THz pulses
could exceed the CW-power by 8 orders of magnitude. As a consequence, the average power emitted
by a LAE under pulsed excitation could still be larger by 4 orders of magnitude. This corresponds to 4
orders of magnitude increase in the laser-to-THz conversion efficiency.

In Section 2.2.4 the electrical constraints were also examined. They may lead to field screening due
to high electron–hole plasma densities. In Section 2.2.4.2 it was estimated that electron–hole plasma
densities exceeding nmax

0 ≈ 3 ⋅ 1018 cm−3 (e.g., Eq. (2.64) and discussion of Eq. (2.68)) may screen the
DC field within a few 100 fs. Plasma densities of nmax

0 ≈ 3 ⋅ 1018 cm−3 are generated within a layer thick-
ness corresponding to an absorption length of dabs ≈ 1 μm by laser pulses with an energy of≈ 80 mJ/cm2

in GaAs (h𝜐≈ 1.5 eV). This corresponds to a sheet density nmax
0, s = nmax

0 dabs = 3 ⋅ 1014 cm−2 for a 1 μm
absorber layer and for a laser spot of radius 𝜌0 = 𝜌c,sc = 17 μm to a maximum number of carriers generated
per pulse

Nmax
0 = nmax

0, s 𝜋𝜌
2
0 ≈ 2.7 ⋅ 109 for fTHz = 1 THz (3.188)

at an absorbed pulse energy of Emax
pls (𝜌0) ∼ 80 mJ∕ cm2 ⋅ 𝜋𝜌2

0 = 0.73 nJ.
Due to the relatively long delay time between the pulses of 1/frep > 10 ns, the plasma decays (nearly)

completely between successive pulses. It should be noted that the values for the pulsed sheet carrier
density are by about 31/2 orders of magnitude larger compared to the maximum average carrier densities
by thermal constraints for CW in Eq. (3.187). At such high carrier densities, however, radiation field
screening may affect the generated THz power.

Non-ballistic Transport
In Section 3.6.2.5b we considered a Gaussian laser pulse PL(t) = P0 exp(−t2 ∕𝜏2

pls) with pulse width 𝜏pls.

The pulse generates N0 =
√
𝜋𝜏pls𝜂

I
ext (P0 ∕h𝜐) electron–hole pairs per pulse, according to Eq. (3.148),

and an ideal photocurrent IPh(t) = I0 exp(−t2∕𝜏2
pls). The maximum I0 is related to the laser pulse width

and power by
I0 = e𝜂I

ext (P0 ∕h𝜐) = eN0 ∕(
√
𝜋 𝜏pls). (3.189)

Following the same procedure as in the previous section for CW-mixing, the time-dependent power
of the THz pulse can be written, formally, as

Ph
LAE (t) =

1
2

Rh
LAE (𝜌0) I2

Ph(t). (3.190)
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148 Semiconductor Terahertz Technology

The time dependence of IPh(t) in Eq. (3.190) differs from that for the ideal photocurrent IPh(t) ∝ PL(t),
but it is related to it by the convolution with the time dependence of the acceleration kinetics. Therefore,
it exhibits the same time dependence as the quasi-acceleration a(t) from Eq. (3.164)

IPh(t) = I0

⎛⎜⎜⎝exp
(
−t2 ∕𝜏2

pls

)
− 1
𝜏pls

0

∫
−∞

exp(𝜏∕𝜏rec) exp

[
−(t + 𝜏)2

𝜏2
pls

]
d𝜏

⎞⎟⎟⎠ ∝ a(t) (3.191)

Graphs of a(t) are depicted in Figure 3.64 for 𝜏pls = 100 fs and various values of 0.3𝜏pls <𝜏 rec < 10𝜏pls.
The shape of a(t) changes gradually as a function of 𝜏 rec. At 𝜏 rec = 0.3𝜏pls it corresponds to a nearly
symmetric one-cycle THz pulse with an amplitude significantly smaller than the maximum amplitude
a0 = vsat√

𝜋 𝜏pls
from Eq. (3.165). For 𝜏 rec = 10𝜏pls the shape becomes very asymmetric exhibiting a positive

one-half-cycle pulse, nearly reaching the value of a0, and a much smaller and much longer negative
contribution, decaying about exponentially ∝ exp(−t/𝜏 rec) for large t. Also, we see that 𝜏 rec >𝜏pls yields
significantly larger THz pulses because of the larger amplitude of a(t). Obviously, a(t) exhibits a Fourier
spectrum which changes drastically as a function of 𝜏 rec/𝜏pls.

The expressions for the radiation resistance Rh
LAE (𝜌0, 𝜔THz) turn out to be the same as for CW-mixing

since the emitter geometry has not been changed. However, as IPh(t) contains a more or less broad
Fourier spectrum, one has to bear in mind that 𝜌c,vac(fTHz) = 𝜆0

√
3∕8𝜋2 =

√
3∕8𝜋2 c0

fTHz
and 𝜌c,sc(fTHz) =

𝜌c,vac(fTHz)∕nsc are actually frequency-dependent quantities. In order to take this into account, we substi-
tute the factors (𝜌0/𝜌c,sc)

2 and (𝜌0/𝜌c,vac)
2 in the expression for the radiation resistance, Eq. (3.180) by

(𝜌0∕𝜌c,sc)
2 = fTHz∕fc,sc(𝜌0))

2, with fc,sc(𝜌0) =

√
6c0

4𝜋nsc𝜌0

(3.192)

and

(𝜌0∕𝜌c,vac)
2 = (fTHz∕fc,vac(𝜌0))

2, with fc,vac(𝜌0) =

√
6c0

4𝜋𝜌0

(3.193)

The frequencies fsc(𝜌0) and fvac(𝜌0) are the 3 dB-frequencies for a f −2
THz roll-off of the radiation resistance

at a given laser beam radius 𝜌0. For 𝜌0 = 100 μm, for example, we obtain fc,sc(100 μm)= 0.1625 THz and
fc,vac(100 μm)= 0.585 THz, respectively. The radiation resistance is

Rh
LAE(fTHz) ≈

(
2.5nsc

1 +
(
fTHz∕fc,sc

)2
+

0.05nsc

1 + (fTHz∕fc,vac)2

)
Z0

12𝜋

(
vsat

c0

)2

(3.194)

With a value in the range of 10−5 Ω for fTHz = fc,sc as for the CW case. Because of the frequency depen-
dence of the radiation resistance, a rigorous calculation of the radiation intensity and power emitted by
LAEs under pulsed excitation requires an analysis in terms of the Fourier spectrum of IPh(t) for the com-
ponents at THz frequencies exceeding the 3-dB-frequencies fvac(𝜌0). In order to get a rough estimate
also for large LAEs, we replace I(t) in the expression for Pif, h

LAE(t) by a one cycle sine-wave pulse corre-
sponding to the peak frequency of its Fourier spectrum at f peak

THz ≈ (4.5𝜏pls)−1 (This value is deduced from
Figure 3.64, where f peak

THz ranges from (6𝜏pls)
−1 to (3𝜏pls)

−1 or (1.7… 3.3) THz, depending on the ratio
𝜏 rec/𝜏pls). We get

Ph
LAE(t) ≈

1
2

10−5Ω ⋅ I2
0 sin2(2𝜋f peak

THz t) ⋅ 1

1 + (f peak
THz ∕fc,sc(𝜌0))2

for 0 < t < 1∕f peak
THz (3.195)

So far, however, we have neglected radiation field screening which is to be expected for the given
high photocarrier density of nmax

0,s = 3 ⋅ 1014∕cm2, according to Eq. (2.74) in Chapter 2. LTG GaAs fea-
tures a typical mobility of 𝜇= 400 cm2/Vs under dark conditions. Under illumination, the mobility gets

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

     (           

              
           
 



Principles of Emission of THz Waves 149

even smaller due to enhanced electron–electron scattering with values in the 200 cm2/Vs range [62]. The
sheet conductance is 𝜎(2D) = enmax

0,s 𝜇 = 96 mS. The THz power is reduced by radiation field screening
as 𝜂RFS = [1 + 𝜎(2D)Z0∕(nsc + 1)]−2 = 0.31.

We can now obtain an estimate for the maximum achievable power. Inserting the estimated upper
tolerable limit for the number of carriers generated per pulse in a LAE of radius 𝜌0 from Eq. (3.188) into
the expression Eq. (3.189) for I0 we obtain

Ph,max
LAE (t) ≈ 36.2 ⋅ 10−15 J s cm−4 ⋅

(
𝜌4

0

𝜏2
pls

)
1

1 + (f peak
THz ∕fc,sc(𝜌0))2

sin2(2𝜋f peak
THz t) (3.196)

for 0 < t < 1∕f peak
THz . For a pulse length 𝜏pls = 100 fs and a laser beam radius of 𝜌0 = 100 μm this yields for

the amplitude of the single cycle THz pulse

Ph,peak
LAE (t) = 36.2kW𝜂RFS

1

1 + (f peak
THz ∕fc,sc(𝜌0))2

= 60 W (3.197)

for our value of 𝜌0 = 100 μm, fc,sc(𝜌0)= 0.1625 THz, f peak
THz ≈ (4.5𝜏pls)−1 = 2.2 THz, and 𝜏pls = 100 fs.

At the same time, this reduction of the spectral power at f peak
THz is associated with an increase in the

directivity of the LAE, as 𝜌0 = 100 μm corresponds to 0.73𝜆0 (see Figure 3.55). From Eq. (3.73) we find
a 3 dB angle of the array factor of 𝜃sc,3dB = 2.91∘ for the emission of the 2.2 THz Fourier component into
the semiconductor-substrate. This translates into 𝜃sc,3dB = 10.52∘ after transmission into air. Therefore,
the main Fourier components of the THz pulse can be collected by a detector with sufficiently large
aperture without using any optical components. As an example, most of the power can be received with a
Golay cell with a window of 1 cm diameter as detector, if the distance from the semiconductor is <2 cm.

For LAEs under pulse excitation it is interesting how much power will be contained within Fourier
components corresponding to frequencies above and below f peak

THz . The Fourier spectrum IPh(𝜔) of
IPh(t) in Eq. (3.191) is expected not to differ too much from that for the laser pulse, in particular for
𝜏 rec ≫𝜏pls (see Figure 3.64). From the Fourier transform of the Laser pulse, PL(𝜔)=P0 exp(−𝜔2𝜏pls

2/4)

(see Section 2.2.2.2), we obtain a 3 dB frequency of f3dB =
√

ln 2∕(
√

2𝜋𝜏pls) = 1.87 THz for our
example with 𝜏pls = 100 fs. Therefore, we expect IPh(𝜔 > 2𝜋f peak

THz ) < IPh(2𝜋f peak
THz ). Together with the

fact, that, according to Eq. (3.197), we are deep in the f−2 power roll-off already at f = f peak
THz , very

little power for Fourier components above f peak
THz is expected. For 𝜔 < 2𝜋f peak

THz , however, we expect
IPh(𝜔 < 2𝜋f peak

THz ) ≈ IPh(2𝜋f peak
THz ), or even larger. Therefore, the Fourier spectrum of the THz pulses

is expected to increase quadratically toward lower frequencies in this frequency range, up to about
f= fc,sc(𝜌0), corresponding to 162 GHz for our example. For a comparison with experimental results, of
course, it will be necessary to consider, in addition, also the details of the optics for the transmission of
the THz radiation generated in the LAE to the detector.

Finally, we compare the maximum THz pulse energy with the corresponding laser pulse energy. With
our estimates for the amplitude of the single cycle THz pulse from Eq. (3.197) and the THz pulse length
of TTHz ≈ 4.5𝜏pls ≈ 0.45 ps we obtain for the maximum achievable THz pulse energy at 𝜌0 = 100 μm

Eh,max
LAE (𝜌0 = 100μm) = 1

2
Ph,peak

LAE (𝜌0 = 100μm)TTHz = 13.5 pJ (3.198)

At a repetition rate of about 𝜐rep = 108 Hz this corresponds to a maximum average THz power of⟨
Ph,max

LAE

(
𝜌0 = 100μm

)⟩
= frepEh,max

LAE (𝜌0 = 100 μm) = 1.33 mW (3.199)

The required laser pulse energy is

Emax
pls (𝜌0 = 100 μm) = (80 mJ∕ cm2) 𝜋(100 μm)2 = 25.1 nJ (3.200)
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150 Semiconductor Terahertz Technology

corresponding to an average laser power⟨
Pmax

L

(
𝜌0 = 100μm

)⟩
= frepEmax

pls (𝜌0 = 100 μm) = 2.51 W (3.201)

These values appear extremely appealing regarding both absolute values of THz power and laser-power
to THz-power conversion efficiency. For the latter we find

𝜂conv = Eh,max
LAE (𝜌0 = 100 μm)∕Emax

pls (𝜌0 = 100 μm) = 5.3 ⋅ 10−4. (3.202)

Ballistic Transport
In Section 2.2.2.2 it was explained why photoconductive AEs require short-lifetime semiconductors
for CW photomixing in order to avoid too high electron–hole plasma densities and the resulting field
screening effects. The same arguments hold for LAEs. For pulsed operation, however, the recovery time
between successive pulses is of the order of 10 ns, which drastically relaxes the requirements regarding
recombination times (for both electron–hole recombination via recombination centers as well as recom-
bination at the contacts due to transport). Therefore, photoconductive AEs, as well as LAEs, based on
semi-insulating GaAs (SI GaAs), exhibiting higher mobilities and longer recombination lifetimes have
been successfully demonstrated. SI GaAs is expected to show ballistic transport and velocity overshoot.

In the following we extend our considerations to photoconducting LAEs under pulsed laser operation
which are using such materials as SI GaAs. The main difference compared with the previous case is the
different quasi-acceleration for the electrons. Instead of Eq. (3.164) one has to use Eq. (3.149). A com-
parison of the corresponding graphs in Figures 3.63 and 3.64 indicates, first, that the maximum amplitude
of the quasi-acceleration for the ballistic scenario, a0 = (vbal/𝜏bal), becomes much larger compared to the
non-ballistic counterpart, a0 = vsat/(𝜋

1/2𝜏pls), due to the higher achievable ballistic velocities. Moreover,
we see that for a large amplitude of the quasi-acceleration it is necessary that the laser pulse width 𝜏pls is
short compared to the acceleration time 𝜏bal, instead of the (easy to fulfill) requirement to be short com-
pared to the recombination lifetime 𝜏 rec in the previous case. The reasonable condition 𝜏pls < 0.3 𝜏bal,
indeed, requires very short laser pulses, as 𝜏bal is typically very short in photoconductors, due to high
electric fields between the contacts. For fields exceeding 40 kV/cm, for example, 𝜏bal becomes< 100 fs
(see Chapter 2, Figure 2.6b, right panel; the situation for GaAs is similar to that for InGaAs).

With the quasi-acceleration for ballistic transport replacing the expression for the non-ballistic case in
Eq. (3.191) we obtain for the THz power formally the same expression

Pif, h
LAE(t) =

1
2

Rh
LAE (𝜌0)I

2
Ph (t) (3.203)

but with IPh(t) exhibiting the time dependence of the ballistic quasi-acceleration from Eq. (3.149)

IPh(t) = I0

⎧⎪⎨⎪⎩
1
𝜏bal

⎡⎢⎢⎣
t

∫
t−𝜏bal

exp
(
−t′2∕𝜏2

pls

)
dt′−

t−𝜏bal

∫
t−2𝜏bal

exp(−t′2∕𝜏2
pls)dt′

⎤⎥⎥⎦
⎫⎪⎬⎪⎭ , (3.204)

whereas the ideal photocurrent amplitude of the ideal photocurrent, I0, remains the same. The radiation
resistance

Rh
LAE(𝜌0, fTHz) ≈

(
2.5nsc

1 +
(
fTHz∕fc,sc

(
𝜌0

))2
+

0.05nsc

1 + (fTHz∕fc,vac(𝜌0))2

)
Z0

12𝜋

(
vbal

c0

)2

(3.205)

is increased by the factor (vbal/vsat)
2, which corresponds to a factor of 100 increase for GaAs. This yields

Rh
LAE(𝜌0, fTHz) ≈ 10−3Ω∕(1 + [fTHz∕fc,sc(𝜌0)]2) for vbal = 108 cm/s. The emitted power can be estimated

similarly to that for the non-ballistic transport. At a reasonable electric field of 40 kV/cm we expect a 
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single cycle THz-pulse with fTHz ≈ 4 THz and an amplitude of IPh(t) close to I0, which becomes a factor
of 2.5 times larger for 𝜏pls ≈ 40 fs.

Assuming the same specifications of the LAE as before we expect a 100× (2.5)2 = 625 times larger
maximum THz-power amplitude

Ph,peak
LAE (𝜌0 = 100μm) = 37 kW, (3.206)

Here, we also assumed the same average sheet conductivity (and average mobility under high optical
excitation) for radiation field screening as for the non-ballistic case according to Ref. [62]. This leads to a
maximum pulse energy Eh, max

LAE (𝜌0 = 100 μm) = 9.3 nJ for a THz pulse width of 1/(4 THz)= 0.25 ps, and
a maximum average THz power at a repetition rate of about frep = 108 Hz of

⟨
Ph,max

LAE

(
𝜌0 = 100μm

)⟩
=

0.9 W with the same laser pulse energy, namely 25 nJ, and average laser power of 2.5 W as before. The
laser-power/THz-power conversion efficiency is expected to become 𝜂conv = 0.9/2.5≈ 36%. These esti-
mates are probably too optimistic. First, it is not clear, whether ballistic overshoot fully develops in SI
GaAs. As the DC-fields have to be rather small to take advantage of ballistic transport (<40 kV/cm), the
critical carrier density Nmax

0 may be significantly lower than the value given in Eq. (3.188), as screen-
ing of the applied field may become detrimental at higher laser fluence. Further, the fairly low average
mobility under heavy optical illumination may be too optimistic. Larger average mobilities would lead to
stronger radiation field screening. Finally, thermal constraints can also become relevant, as a significant
fraction of the photogenerated carriers may reach the contacts due to the relatively long recombination
lifetimes, which may yield an additional energy dissipation of several electronvolts per photogenerated
charge carrier. The fact that pulsed AEs based on SI GaAs have proven at least competitive to LTG GaAs
AEs in the pulsed regime, at least partly, supports these theoretical expectations.

Comparison with Experimental Results on Photoconducting LAEs
In the following section we will provide only a brief overview of the work on photoconducting LAEs
already published.

In Chapter 2 we learned that it is important to use an interdigitated contact pattern for CW operation
in order to combine an active area of optimum size with a reasonable photoconductive gain g= 𝜏 rec/𝜏 tr

for the photocurrent. As the transit time 𝜏 tr =wG/vsat scales linearly with the width wG of the gap between
the fingers, a small value of wG is favorable. Although the transit time is not relevant for the performance
of photoconductive LAEs, interdigitated contact patterns represent a suitable choice to obtain horizontal
DC electric fields of the required strength. For pulsed operation, an interdigitated structure also has to be
used, however, with a larger spacing in the range of wG ∼ 7–10 μm [78]. However, the device structure has
to be modified for LAEs. As the sign of the field between neighboring electrodes fingers alternates, it is
necessary to make every second gap inactive for the generation and acceleration of charge carriers in order
to avoid the THz fields emitted by the carriers in one stripe interfering destructively with those originating
from the neighboring stripe. This can be achieved either by masking every second gap (Figure 3.65a;
approach used in Refs. [67, 69–71, 74, 75]) or by removing the active material (Figure 3.65b; as used in
Refs. [68, 73]).

Photoconductive CW LAEs
So far, only one group has reported on CW photomixing experiments with LAEs [75]. Eshaghi et al.
present results obtained from a device as shown schematically in Figure 3.65a with a finger width and
spacing of 10 μm fabricated on LTG GaAs. With a laser power of 900 mW (𝜆L ≈ 800 nm) they achieved a
maximum THz power of about 2 μW at fTHz = 1.2 THz. This value agrees very well with our estimate of
2.5 μW at 1 W laser power, expected from Eq. (3.183) for (𝜔THz𝜏 rec)> 1 and 𝜌0 ≈ 𝜌c,sc. The authors also
report measurements of the far-field beam profile, confirming the expected relation between THz beam
width and laser beam radius (with reference to [14]).
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Beam block

(a)

+
+– +– +–

+ +– – – +
+– +– +–

+ +– – –

(b)

Dielectric spacer

Photoconductor

Substrate

(transparent)

Figure 3.65 Device layouts for photoconducting LAEs. (a) Every second gap is shadowed by a metal
mask (beam block) that is electrically isolated from the photoconductor and the electrodes by an insu-
lating dielectric spacer. Therefore, only photocurrent dipoles of the same sign (indicated by the arrows)
are generated, resulting in constructive interference in the far-field. In the covered gaps, no electron–hole
pairs are generated such that no current flows. (b) Alternatively, the photoconductive material of every
second gap can be removed. However, this is only possible if the substrate material does not absorb the
laser signal. For GaAs and LTG GaAs that is usually grown on GaAs, a complicated flip-chip method
has to be used, transferring the photoconductive material onto a new substrate and the original GaAs
substrate has to be etched away. In contrast, InGaAs is typically grown on InP with a band gap energy
of 1.344 eV whereas the exciting lasers have a photon energy in the range of 0.8 eV. The substrate is
therefore transparent.

Photoconductive LAEs under Pulsed Excitation
According to the previous sections drastically increased average THz power and optical-to-THz conver-
sion efficiencies are expected for LAEs operated under pulsed excitation with a low duty cycle (typi-
cally< 10−4). A number of recent papers have confirmed these expectations for various types of photo-
conducting LAEs [67–74] Dreyhaupt et al. [67, 69] and Beck et al. [71] measured record THz fields and
power in LAEs fabricated from SI GaAs with a sample design according to Figure 3.65a.

The best conversion efficiency of 2 ⋅ 10−3 was achieved with 𝜏pls < 50 fs laser pulses with 𝜆L = 800 nm
at an excitation density of 20 mJ/cm2 and DC fields of 70 kV/cm. The optimum fluence was determined as
the upper limit for linear increase of the THz field amplitude at fixed laser spot radius. With the available
pulse energy of 3 μJ a maximum total energy of the THz pulses of 6 nJ was achieved at a radius of the
illumination spot of about 𝜌0 = 2.5 mm.

Our estimates for the maximum THz pulse energy of≈ 43 pJ (Eq. (3.198)) and the maximum toler-
able laser pulse energy of≈ 25 nJ (Eq. (3.200)) were made for 𝜌0 = 100 μm, that is, for an area about a
factor of 252 = 625 smaller. Scaling up our values by the factor of 625 indicates that our estimate indeed
underestimates the experimental value for the maximum tolerable fluence by

√
2 (as the pulse energy

scales quadratically with the fluence!). It should be noted that the good agreement between theory and
experiment was obtained for a model which assumes monotonic acceleration up to the saturation velocity
without velocity overshoot. This indicates that velocity overshoot probably does not play a significant
role in SI GaAs LAEs. Otherwise, much higher THz pulse energies and optical-to-THz conversion effi-
ciencies should have been observed (see Eq. (3.206)).

Device structures with interdigitated contact stripes on the unstructured sample, as depicted in
Figure 3.65a have the disadvantage that typically only about 25% of the device surface can be used.
With a design according to Figure 3.65b one can improve the active area, in particular, if the active
semiconductor layer is thin and the substrate does not exhibit a photoconductive response at the
laser wavelength due to a higher band gap. This approach was first used by Awad et al. [68] with
an LTG GaAs layer on a GaAs substrate with an AlAs sacrificial layer in between. In this way, the
LTG GaAs layer could be removed from the substrate by an epitaxial lift-off process after deposition
of the electrodes and etching of the gaps. Finally, the device structure was transferred to a sapphire
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substrate. The emphasis in this publication was mostly on the fabrication method, but there are no
results which allow for a comparison with the results reported in Refs. [67, 69, 71]. Another version of
the approach from Figure 3.65b was used in Refs. [73, 74]. In this case the goal was a photoconductive
LAE operating at the telecom wavelength of 1550 nm. In Ref. [73] an In0.52Al0.48As/In0.53Ga0.47As
superlattice with a layer of ErAs clusters buried in the In0.52Al0.48As layers and co-doped with p-doping
was used. This approach was chosen to overcome the problem of fabricating a low-carrier-lifetime
low-dark-conductivity material with the suitable bandgap for operation at 1550 nm. An example of a
low-lifetime LTG InGaAs/LTG InAlAs superlattice is given in Ref. [74]. In both cases, no epitaxial
lift-off process was required as the superlattice was grown lattice-matched on InP, which serves as an
etch-stop layer and exhibits no absorption at 1550 nm because of the much larger bandgap of 1.344 eV.
THz pulses with a power spectrum extending at least up to ∼3.3 THz and 44 dB (using electro-optic
sampling in ZnTe for detection) above the noise floor at 1 THz were measured in Ref. [73]. However, the
materials still have to be improved before becoming competitive with LAEs based on 800 nm materials.
This is also true for other attempts devoted to long-wavelength materials by Mittendorff et al. [74] using
LTG InGaAs/LTG InAlAs heterostructures and by Peter et al. [70] using the quaternary semiconductor
GaInAsN. Finally, we mention a very elegant approach for the generation of THz pulses using (quasi-)
unidirectional horizontal Dember photo currents [72]. By using a saw tooth lateral modulation of the
thickness of an absorption layer on top of the semiconductor surface extended regions of gradients of
the generated electron–hole densities were achieved. Without any contacts THz fields comparable with
those from interdigitated LAEs were detected.

p-i-n Diode-Based LAEs
We have learned in Section 3.6.2.4 that the intensity of the THz radiation emitted by carriers accelerated
in semiconductors by a vertical field (i.e., oriented in the z-direction) exhibits a pronounced maximum at
the critical angle for total reflection, 𝜃c, if the carriers are located in proximity to the semiconductor/air
interface (distance≪𝜆THz). Therefore, the angle of incidence of the laser beam should be chosen such
that the maximum of the array factor (at least nearly) coincides with 𝜃c, in order to optimize the achievable
THz power of the LAE. We discussed as two good options either the use of the Brewster angle for illu-
mination from the air (assuming 𝜃vac, 0 = 𝜃B

vac in Figure 3.54b) or illumination from the backside through
a bi-prism (assuming 𝜃sc = 𝜃c in Figure 3.57). The former option has the advantage of zero reflection for
the incident laser beam (for p-polarization), but the disadvantage of a strongly elliptical THz beam pro-
file. Also, the maximum of the array factor in the semiconductor at 𝜃sc = 𝜃B

sc = arctan(1∕ nsc) (= 15.52∘,
for nsc = 3.6), as discussed in Section 3.6.2.3 (see Figure 3.58), occurs at a slightly smaller angle com-
pared with the maximum of the radiation intensity calculated in Section 3.6.2.4 (see Figure 3.60) at the
angle 𝜃sc = 𝜃c = arcsin(1/nsc) (= 16.13∘, for nsc = 3.6). For large LAEs this disagreement may result in a
significant loss of THz power. Also, one has to bear in mind that, due to the small difference between
𝜃B

sc and 𝜃c,sc and the finite 3 dB angle of the array factor, the beam profile of the THz radiation emitted
into the semiconductor is strongly distorted and part of it experiences total reflection at the bottom inter-
face to the air. All these disadvantages are avoided, if the configuration according to Figure 3.57 is used.
However, there are reflection losses of about 32% at the air/semiconductor interface affecting both laser
beam and THz beam.

In the following we will consider the, overall more appealing, case of illumination from the substrate
side under the angle 𝜃c. The procedure for the calculation of the THz radiation intensity and power is
basically the same as for the previous case of the photoconductors with horizontal fields. The array factor
is nearly the same as for vertical light incidence, since the ellipticity of the illumination spot is negligibly
small due to the small angle 𝜃c. The main difference is that the maximum of the array factor is found
at 𝜃sc = 𝜃c. Therefore we introduce the polar angle Δ𝜃sc = 𝜃sc − 𝜃c for a coordinate system tilted by the
angle 𝜃c in the xz-plane. The angular dependence of the array factor on the polar angle Δ𝜃sc is the same
as on 𝜃sc for the case of vertical light incidence.
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The counterpart to the expression Eqs. (3.170) and (3.171) for photoconductors with horizontal
DC-fields becomes for vertical electric fields

Uv
LAE,sc(𝜃sc, 𝜑; 𝜃c) = N2

0 exp
[
−1

2

(
k𝜌0 sinΔ𝜃sc

)2
] √

𝜀scZ0

16𝜋2c2
0

[ea(t)]2f if,v
sc (𝜃sc, 𝜑), (3.207)

and

Uv
LAE,sc(𝜃sc, 𝜑; 𝜃c) =

1
2

N2
0 exp

[
−1

2

(
k𝜌0 sinΔ𝜃sc

)2
] √

𝜀scZ0

16𝜋2c2
0

[ea(𝜔THz)]
2f if,v

sc (𝜃sc, 𝜑). (3.208)

.
The emission into air (subscript j= vac in Eqs. (3.170) and (3.171)) becomes negligibly small in this

case and will not be taken into account. Also, the superscript l= (s, p) can be omitted, as only p-polarized
radiation is emitted under acceleration in the z-direction. The dimensionless factor f if, v

sc (𝜃sc, 𝜑) becomes,
according to Eqs. (3.120) and (3.121),

f if,v
sc (𝜃sc, 𝜑) =

[
2 cos 𝜃sc sin 𝜃sc

cos 𝜃sc + nsc cos 𝜃′vac

]2

for 0 < 𝜃sc < 𝜃c (3.209)

f if,v
sc (𝜃sc, 𝜑) =

(2 cos 𝜃sc sin 𝜃sc)2

(n2
sc − 1)[(n2

sc + 1)sin2𝜃sc − 1]
for𝜃c < 𝜃sc < 𝜋∕2 (3.210)

f if,v
sc (𝜃sc, 𝜑) does not depend on 𝜑 because of the radial symmetry of the radiation intensity emitted by

the vertical dipole (see Figure 3.60). The angle 𝜑 will therefore be omitted in the following. It exhibits a
rather sharp cusp at 𝜃sc = 𝜃c with f if,v

sc (𝜃sc) = 4 sin2𝜃sc = 4∕n2
sc = 0.31. The maximum of the array factor

coincides with this cusp. For a calculation of the THz power Pv
LAE by integration of Uv

LAE, sc (𝜃sc, 𝜑; 𝜃c)
from Eq. (3.208) over the space angle the tilted polar coordinate is recommended. Two points, however,
should be noted:

1. For very large LAEs the angular dependence of f if,v
sc (𝜃sc) around its peak value of 0.31 becomes neg-

ligible if the 3 dB angle of the array factor becomes smaller than the 3 dB value of the cusp. In this
case the space angle integration over Δ𝜃sc yields the same factor (1∕2𝜋n2

sc)∕(𝜆0∕𝜌0)2 as previously
for the case of normal incidence. This is expected to happen for about 𝜌0 > 3𝜆0.

2. For smaller LAEs the integration yields smaller contributions at polar angles Δ𝜃sc in the xz-plane, due
to the additional decrease of f if,v

sc (𝜃sc) for 𝜃sc ≠ 𝜃c. The reduction is, however, less stringent, as there is
no significant decrease for polar angles Δ𝜃sc perpendicular to the xz-plane within a rather wide range
of Δ𝜃sc.

CW Photomixing in p-i-n-Based LAEs Exhibiting Ballistic Transport
In p-i-n diode-based LAEs we are interested mostly in CW photomixing, taking advantage of ballistic
transport, as discussed in Section 2.2.2 (see Figure 2.6). In these p-i-n photodiodes the absorbed photons
generate an electron–hole plasma near the p-layer. While the holes are only moving into the neighboring
p-layer, the electrons are ballistically accelerated through the intrinsic region toward the n-layer. For
the calculation of the THz emission we have to insert the expressions from Eqs. (3.142) to (3.144) for
N0 and the quasi-acceleration a derived from the macroscopic quasi-acceleration A(t) into Eq. (3.208).
This yields again Pv

LAE (𝜔THz) =
1

2
Rv

LAE (𝜌0) I2
Ph (𝜔THz). The radiation resistance for very large LAEs

(𝜌0 ≫𝜌c,sc = 0.05𝜆0) is

Rv
LAE (𝜌0) ≈

(
0.31Z0

32𝜋3nsc

)
⋅
(

vbal

c0

)2

⋅
(
𝜆0

𝜌0

)2

≈ 1.45μΩ ⋅
(
𝜆0

𝜌0

)2

(3.211)
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It differs from the expression for photoconducting LAEs (with non-ballistic transport) by the prefac-
tor f if, v

sc (𝜃sc) f v
sc(𝜃sc) = 0.31 replacing f if, h

sc (0, 0) ≈ 2.5, and (vbal/c0) replacing (vsat/c0). For InGaAs with
vbal = 2 ⋅ 108 cm∕s, the radiation resistance becomes by a factor of ≈50 larger, in spite of the unfavorable
radiation intensity for vertical acceleration.

The expression for IPh(𝜔THz) becomes, according to Eqs. (3.144)–(3.146)

IPh(𝜔THz) = I0
2

𝜔THz𝜏bal

[1 − cos(𝜔THz𝜏bal)] (3.212)

For an estimate of the maximum expected power we choose the maximum of IPh(𝜔THz) from
Eq. (3.212), which occurs around 𝜔THz𝜏bal ≈ 3𝜋∕4 or fTHz ≈ 3∕8𝜏bal ≈ 3 THz with 𝜏bal ≈ 125 fs at an
accelerating field of 40 kV/cm (see right panel of Figure 2.6b in Chapter 2). This maximum value
then becomes ≈1.45 I0. We choose 𝜌0 = 𝜆0 = 100 μm, which fulfills the requirement 𝜌0 ≫𝜌c,sc = 0.05𝜆0

for the validity of Eq. (3.211) and yields an illuminated area of ≈30 000 μm2. Assuming again
100 kW/cm2 = 1 mW/mm2 as maximum tolerable absorbed power density, this would yield a maximum
absorbed power of ≈30 W and a value for I0 ≈ 40 A, now for 1550 nm lasers. With these values we obtain
Pv, max

LAE (3 THz) = 2.5 mW 2.5 mW at fTHz = 3 THz. The laser-power/THz-power conversion efficiency
in this case becomes 𝜂LAE = Pv,max

LAE (3 THz)∕PL = 8.5 ⋅ 10−5. This value corresponds rather well to the
maximum value estimated for photoconductive AEs (Eq. (3.185b)) and is 33 times the maximum value
estimated for photoconductive LAEs (Eq. (3.185a)).

Such a high laser power, however, would require a rather demanding heat flow managing, using epi-
taxial lift-off technique for the p-i-n structure and deposition on a diamond substrate.

For the present example, the THz power is already emitted into a rather narrow cone. The 3 dB angle
for the radiation intensity distribution is 10.8∘ in the semiconductor and after transmission into the air
it is 42∘. If one is interested rather in a more pronounced directivity while keeping the intensity at the
maximum constant, the laser beam radius can simply be increased at the same laser power. The inten-
sity at the spot center will remain the same, however, the total emitted power will decrease. As the
changes in the 3 dB angle are reciprocal to the changes in the laser beam radius an extremely high
directivity with a 3 dB angle of 3.7∘ in air could be achieved with a beam radius of 1 mm instead of
100 μm for our example. Under these conditions, the thermal managing of the LAE would no longer
be any problem. At the same time, such a highly directive source would be particularly interesting for
beam steering. For beam steering with LAEs one can take advantage of the fact that very small dif-
ferences in the angles of incidence between the two laser beams used for the photomixing results in
large changes of emission angle for the THz beam, magnified by a factor 𝜆THz/𝜆L [61, 79]. The viabil-
ity of this approach has been demonstrated already in the CW photomixing work with photoconductive
LAEs [75].

Pulsed Operation of p-i-n-Based LAEs Exhibiting Ballistic Transport
We now consider the same scenario but under pulsed laser excitation.

The expression for the radiation resistance remains the same (Eq. (3.211)) as before. For IPh(t) we
adapt the results from our previous discussion of photoconductive LAEs exhibiting ballistic transport.
There, we considered the THz power expected for the main Fourier component at the frequency
fTHz = 1/2𝜏bal ≈ 4 THz at DC fields of about 40 kV/cm. The time dependence remains (basically) the
same as in Eq. (3.204). However, we have to be aware that the performance of ballistic p-i-n diodes
suffers from screening effects at much lower densities of the photogenerated plasma compared with
photoconductors. For the photoconductors we took the maximum sheet density of the electron–hole
plasma of nmax

0, s ≈ 3 ⋅ 1014 cm−2 generated per laser pulse, as estimated in Chapter 2. In a ballistic
p-i-n diode, the sheet electron density ns,pin forms a dipole layer together with the hole sheet density
of opposite charge. When propagating in the i-layer toward the n-layer, this dipole layer screens the
original field E0 (40 kV/cm) by an amount

ΔE =
ens, pin

𝜀0𝜀sc

(3.213)
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In order to maintain ballistic transport for all the electrons in the ensemble, this screening field should
be significantly smaller than E0. This defines a maximum for the tolerable sheet electron density gener-
ated in the p-i-n diode per pulse.

nmax
s, pin <

𝜀0𝜀scE0

e
(3.214)

(nmax
0, s ≈ 3 ⋅ 1011 cm−2, for our example) which turns out to be 3 orders of magnitude smaller than for

photoconductors. For a laser pulse generating the same number N0 of charge carriers as before, N0 =
nmax

0, s 𝜋𝜌2
0 ≈ 9.5 ⋅ 1010 (from Eq. (3.188) with 𝜌0 = 100 μm, and nmax

0, s = 3 ⋅ 1014 cm−2) the beam radius 𝜌0

has to be chosen as a factor of
√

1000 ≈ 30 larger, that is, 𝜌0 ≈ 3 mm.
The THz power for the single-cycle pulse of frequency f peak

THz = 1∕2𝜏bal ≈ 4 THz now becomes

Pv
LAE(t) =

1
2

Rv
LAE(𝜌0)I

2
0 sin2(2𝜋f peak

THz t) for 0 < t < 2𝜏bal = 1∕fTHz, (3.215)

instead of the corresponding expression for the non-ballistic photoconducting LAE with pulse excitation,
Eq. (3.195).

With the 4 THz-Fourier component (𝜆0 = 75 μm) of the radiation resistance at 𝜌0 ≈ 3 mm the radia-
tion resistance according to Eq. (3.211) is Rv

LAE (𝜌0) = 1.45 μΩ (𝜆0∕𝜌0)2 = 0.9 nΩ. The peak current
I0 from Eq. (3.189) is I0 = eN0∕(

√
𝜋𝜏pls) = 2.14 ⋅ 105 A, for 𝜏pls = 40 fs. We obtain for the maximum

power amplitude of the maximum THz power generated by our p-i-n-based LAE with 𝜌0 ≈ 3 mm at
4 THz Pv,peak

LAE = 1∕2 ⋅ 0.9 ⋅ 10−9Ω (2.14 ⋅ 105A)2 ≈ 40 W and a pulse energy of Ev,peak
LAE = Pv,peak

LAE ∕f peak
THz =

10 pJ. The laser pulse energy required to generate the 9.5× 1010 carriers at 1550 nm (h𝜐L = 0.8 eV) is
EL = N0h𝜐L ≈ 12 nJ. It is smaller for the telecom wavelength material than for the GaAs material used in
our estimates for photoconductive LAEs under pulsed operation, because of the photon energy of 0.8 eV
instead of 1.4 eV. Comparing the performance of the p-i-n-based LAE with photoconducting LAEs we
note that for the non-ballistic photoconductors the THz pulse energy (Eq. (3.198)) was only about a factor
of 4 higher, in spite of the by 3 orders of magnitude higher tolerable carrier densities. As the pulse energy
in the present case is a factor of nearly 2 lower, the conversion efficiency of 0.8 ⋅ 10−3 is only about a
factor of 2 smaller. At the same time, the THz beam profile becomes extremely narrow even for the low
frequency components in the pulse spectrum, because of the extremely large beam radius of 3 mm. Of
course, the comparison becomes much more favorable for the photoconducting LAE, if the photocon-
ducting material (e.g.,SI GaAs) exhibits ballistic transport. How far this is the case is not clear. However,
our comparison between theory and experimental results for such LAEs has not indicated significant
contributions from ballistic transport for this case.

Comparison with Experiments
So far, there are no reports on CW photomixing in p-i-n-based LAEs. There are, however numerous
reports on THz emission originating from laser pulse excitation of semiconductors with vertical fields.
In many of them, the goal was the investigation of transport phenomena, such as Bloch oscillations in
semiconductor superlattices [65], high-field transport like velocity overshoot [63], generation of THz
plasma oscillations [66], or optical phonon excitation [64] due to the surface space charge field. In some
investigations the goal was THz generation, as in Ref. [80, 81]. The reported experiments were primarily
physics oriented and there are, to our knowledge, no reports about high THz pulse energies obtained by
semiconductor structures with vertical fields. A particular problem concerning p-i-n based LAEs is the
necessity of contact layers. If the doping concentrations of the top and bottom contacts (n, and p-contact,
respectively) are chosen too high, the dipole generated by the electron-hole-pairs is quenched between
two more or less conductive plates, preventing any far field emission. This problem can be mitigated by
a sufficiently low doping concentration and thin contact layers. However, this will also increase the (DC)
resistance of the contact layers. There needs to be a trade-off between THz absorbance of these layers
and heating due to transport of the photocurrent within the resistive contacts. We are not aware of p-i-n
diode-based LAEs, although, according to our estimates in the previous section, very attractive results
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are to be expected. However, depending on the doping density, especially of contact layers, free carrier
effects (absorption and reflection) has to be considered as well. This might substantially influence the
efficient extraction of THz-power from such devices.
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In this chapter we first briefly introduce Maxwell’s equations and derive the Helmholtz equation, that is,
a special case of the wave equation, and introduce its different solutions for fields that may propagate
in THz waveguides. The second section describes different waveguides operating at THz frequencies.
The third is devoted to the beam waveguide and quasi-optics. Material issues related to waveguides and
quasi-optical components are discussed in the fourth section, and the chapter concludes with THz wave
propagation in free space.

4.1 Helmholtz Equation and Electromagnetic Modes of Propagation
Maxwell’s equations relate the electromagnetic fields, that is, the electric field strength E (V/m),
electric flux density D (C/m2 =As/m2), magnetic field strength H (A/m), and magnetic flux density B
(Wb/m2 =Vs/m2), and their sources, that is, the electric charge density 𝜌 (C/m3 =As/m3), and electric
current density J (A/m2) to each other. The electric and magnetic properties of media bind the field
strengths and flux densities; the constitutive relations are

D⃗ = 𝜀E⃗ (4.1)

B⃗ = 𝜇H⃗ (4.2)
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where 𝜀 is the permittivity (F/m=As/Vm) and 𝜇 the permeability (H/m=Vs/Am) of the medium, see,
for example, Refs. [1−5].

Maxwell’s equations in differential form are

∇ ⋅ D⃗ = 𝜌 (4.3)

∇ ⋅ B⃗ = 0 (4.4)

∇ × E⃗ = −𝜕B⃗
𝜕t

(4.5)

∇ × H⃗ = J⃗ + 𝜕D⃗
𝜕t

(4.6)

Equation (4.3) is also known as Gauss’ law, Eq. (4.5) as Faraday’s law, and Eq. (4.6) as Ampère’s law
with the displacement current term added by Maxwell. The differential equations (4.3)−(4.6) describe
the fields locally or in a given point. They allow us to obtain the change of field versus space or time.

Time harmonic fields, that is, fields having a sinusoidal time dependence at angular frequency of
𝜔= 2𝜋f, may be presented as

A⃗(x, y, z, t) = Re{A⃗(x, y, z)e j𝜔t} (4.7)

At a given point (x, y, z), the field may be considered as a vector rotating on the complex plane and
having a constant amplitude. The real part of the amplitude is the field value at a given instant. Most
phenomena in terahertz techniques are time harmonic or can be considered as superpositions of several
time harmonics. Assuming the ej𝜔t time dependence, the time derivatives can be replaced by j𝜔. For such
sinusoidal fields and sources, Maxwell’s equations in differential form are

∇ ⋅ D⃗ = 𝜌 (4.8)

∇ ⋅ B⃗ = 0 (4.9)

∇ × E⃗ = −j𝜔B⃗ = −j𝜔𝜇H⃗ (4.10)

∇ × H⃗ = J⃗ + j𝜔D⃗ = (𝜎 + j𝜔𝜀)E⃗ (4.11)

In Eq. (4.11) we have taken into account that

J⃗ = 𝜎E⃗ (4.12)

where 𝜎 is the conductivity (S/m=A/Vm) of the medium.
A changing magnetic flux creates an electric field, and both a moving charge (current) and a changing

electric flux create a magnetic field. These facts explain the creation of a propagating wave: a changing
current, for example, in an antenna, creates a changing magnetic field, the changing magnetic field creates
a changing electric field, the changing electric field creates a changing magnetic field, and so on.

In the above equations, the permittivity 𝜀 and permeability 𝜇 represent the properties of the medium.
A medium is homogeneous if its properties are constant, independently of location. An isotropic medium
has the same properties in all directions. The properties of a linear medium do not depend on the field
strength.

In vacuum 𝜀 = 𝜀0 = 8.8542 × 10−12F∕m and 𝜇 = 𝜇0 = 4𝜋 × 10−7H∕m. In other homogeneous media
𝜀 = 𝜀r𝜀0 and 𝜇 = 𝜇r𝜇0, where the dielectric constant 𝜀r, that is, the relative permittivity, and the relative
permeability 𝜇r depend on the structure of the material. For air we can take 𝜀r = 𝜇r = 1. In general, in a
lossy medium 𝜀r or 𝜇r are complex, as1

𝜀 = 𝜀0𝜀r = 𝜀0(𝜀
′
r − j𝜀′′r ) (4.13)

and in an anisotropic medium they are furthermore tensors.

1 The dielectric tensor in engineering notation is 𝜀r = 𝜀′r − j𝜀′′r , in physics notation it is, however, 𝜀r = 𝜀′r + i𝜀′′r . Con-
version from one system to the other is simply achieved by replacing −j by i.
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The loss in a medium is due to polarization of molecules but it may also be due to the conductivity of
the material. In this case, in the material there are free charges that are moved by the electric field. When
both loss mechanisms are introduced in Eq. (4.11), one obtains

∇ × H⃗ =
[
𝜎 + j𝜔𝜀0

(
𝜀′r − j𝜀′′r

)]
E⃗ = j𝜔𝜀0

(
𝜀′r − j𝜀′′r − j

𝜎

𝜔𝜀0

)
E⃗ (4.14)

which indicates that attenuation due to polarization and due to conduction are indistinguishable without
a measurement at several frequencies. However, often 𝜎/(𝜔𝜀0) is included in 𝜀′′r . Loss of a medium may
be characterized by the loss tangent

tan 𝛿 =
𝜀′′r + 𝜎∕(𝜔𝜀0)

𝜀′r
(4.15)

In the case of magnetic materials, the situation is analogous: the magnetic field polarizes the material
magnetically. The permeability can be divided into a real part 𝜇′

r and an imaginary part 𝜇′′
r ; the latter

causes magnetic loss.
In a source-free (𝜌 = 0, J⃗ = 0), linear, and isotropic medium, Maxwell’s equations are simplified into

the following form:

∇ ⋅ E⃗ = 0 (4.16)

∇ ⋅ H⃗ = 0 (4.17)

∇ × E⃗ = −j𝜔𝜇H⃗ (4.18)

∇ × H⃗ = j𝜔𝜀E⃗ (4.19)

When ∇× operator is applied on both sides of Eq. (4.18), we obtain

∇ × ∇ × E⃗ = −j𝜔𝜇∇ × H⃗ (4.20)

which leads, after utilizing vector identity ∇ × ∇ × A⃗ = ∇(∇ ⋅ A⃗) − ∇2A⃗ and Eq. (4.16), to

∇2E⃗ = −𝜔2𝜇𝜀E⃗ = −k2E⃗ (4.21)

This equation is called the Helmholtz equation, which is a special case of the wave equation

∇2E⃗ − 𝜇𝜀𝜕
2E⃗
𝜕t2

= 0 (4.22)

The constant k = 𝜔
√
𝜇𝜀 is called the wavenumber (1/m).

Let us consider propagation of a wave in a lossless medium, where 𝜀r and 𝜇r are real. Then k is also
real. Let us assume that the electric field has only the x component, the field is uniform in the x and y
directions, and the wave propagates into the z direction. The Helmholtz equation reduces to

𝜕2Ex

𝜕z2
+ k2Ex = 0 (4.23)

which has a solution as
Ex(z) = E+e−jkz + E−e jkz (4.24)

where E+ and E− are arbitrary amplitudes of waves propagating into the +z and −z directions, respec-
tively. The values of E+ and E− may be determined by the boundary conditions. In the time domain,
Eq. (4.24) can be expressed as

Ex(z, t) = E+ cos(𝜔t − kz) + E− cos(𝜔t + kz) (4.25)

where E+ and E− are assumed to be real constants.
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Figure 4.1 Plane wave propagating into the +z direction.

The magnetic field of a plane wave can be solved from Eq. (4.19). The result is

Hy =
1
𝜂
(E+e−jkz − E−ejkz) (4.26)

that is, the magnetic field has a component which is perpendicular to the electric field and to the direction
of propagation. The ratio of the electric and magnetic fields is called the wave impedance, and it is
𝜂 =

√
𝜇∕𝜀. In vacuum 𝜂0 =

√
𝜇0∕𝜀0 ≈ 120𝜋 Ω ≈ 377Ω. Figure 4.1 illustrates a plane wave propagating

into the +z direction. The fields of a plane wave repeat themselves periodically in the z direction; the
wavelength is

𝜆 = 2𝜋
k

= 2𝜋

𝜔
√
𝜇𝜀

= 1

f
√
𝜇𝜀

(4.27)

The propagation velocity of the wave is

v = f𝜆 = 1√
𝜇𝜀

(4.28)

In vacuum, the propagation velocity is the speed of light, v = c = 1∕(𝜇0𝜀0)1∕2 = 2.998 × 108 m∕s.
In a lossy medium having conductivity 𝜎, the Helmholtz equation gets the following form:

∇2E⃗ + 𝜔2𝜇𝜀
(

1 − j
𝜎

𝜔𝜀

)
E⃗ = 0 (4.29)

Compared to Eq. (4.21), here jk is replaced by a complex propagation constant

𝛾 = 𝛼 + j𝛽 = j𝜔
√
𝜇𝜀

√
1 − j

𝜎

𝜔𝜀
(4.30)

where 𝛼 is the attenuation constant and 𝛽 is the phase constant. In the case of a plane wave propagating
into the z direction, we have

𝜕2Ex

𝜕z2
− 𝛾2Ex = 0 (4.31)

leading to
Ex(z) = E+e−𝛾z + E−e𝛾z (4.32)

and in the time domain

Ex(z, t) = E+e−𝛼z cos(𝜔t − 𝛽z) + E−e𝛼z cos(𝜔t + 𝛽z) (4.33)
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In the case of a good conductor (𝜎 ≫ 𝜔𝜀), we obtain the propagation constant as

𝛾 = 𝛼 + j𝛽 ≈ j𝜔
√
𝜇𝜀

√
𝜎

j𝜔𝜀
= (1 + j)

√
𝜔𝜇𝜎

2
(4.34)

When a plane wave meets a surface of a lossy medium in a perpendicular direction and penetrates into
it, its field is damped into 1/e part over a distance called a skin depth:

𝛿s =
1
𝛼
=

√
2

𝜔𝜇𝜎
(4.35)

In a general case, each field component can be solved from the general Helmholtz equation

𝜕2Ei

𝜕x2
+
𝜕2Ei

𝜕y2
+
𝜕2Ei

𝜕z2
− 𝛾2Ei = 0, i = x, y, z (4.36)

The solution is found by using the separation of variables. By assuming that Ei = f (x)g(y)h(z)

f ′′

f
+

g′′

g
+ h′′

h
− 𝛾2 = 0 (4.37)

where the double prime denotes the second derivative. The first three terms of this equation are each a
function of one independent variable. As the sum of these terms is constant (𝛾2), each term must also be
constant. Therefore, Eq. (4.37) can be divided into three independent equations of form f ′′∕f − 𝛾2

x = 0
having solutions as shown above.

The Helmholtz equation (4.21) is valid in the source-free medium of a waveguide. Let us assume that
a wave is propagating in a uniform line along the z direction. Now, the Helmholtz equation is separable
so that a solution having a form f (z)g(x, y) can be found. The z-dependence of the field has a form of
e− 𝛾z. Thus, the electric field may be written as

E⃗ = E⃗(x, y, z) = g⃗(x, y)e−𝛾z (4.38)

where g⃗(x,y) is the field distribution in the transverse plane. By setting this to the Helmholtz equation,
we get

∇2E⃗ = ∇2
xyE⃗ + 𝜕2E⃗

𝜕z2
= ∇2

xyE⃗ + 𝛾2E⃗ = −𝜔2𝜇𝜀E⃗ (4.39)

where ∇2
xy includes the partial derivates of ∇2 with respect to x and y. As similar equations can be derived

for the magnetic field, the partial differential equations applicable for all uniform lines are

∇2
xyE⃗ = −(𝛾2 + 𝜔2𝜇𝜀)E⃗ (4.40)

∇2
xyH⃗ = −(𝛾2 + 𝜔2𝜇𝜀)H⃗ (4.41)

At first, the longitudinal or z-component of the electric or magnetic field is solved using the boundary
conditions set by the structure of the line. When Ez or Hz is known, the x- and y-components of the fields
may be solved from Eqs. (4.18) and (4.19). Equation ∇ × E⃗ = −j𝜔𝜇H⃗ may be divided into three parts:

𝜕Ez∕𝜕y + 𝛾Ey = −j𝜔𝜇Hx

−𝛾Ex − 𝜕Ez∕𝜕x = −j𝜔𝜇Hy

𝜕Ey∕𝜕x − 𝜕Ex∕𝜕y = −j𝜔𝜇Hz
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Propagation at THz Frequencies 165

Correspondingly, ∇ × H⃗ = j𝜔𝜀E⃗ is divided into three parts:

𝜕Hz∕𝜕y + 𝛾Hy = j𝜔𝜀Ex

−𝛾Hx − 𝜕Hz∕𝜕x = j𝜔𝜀Ey

𝜕Hy∕𝜕x − 𝜕Hx∕𝜕y = j𝜔𝜀Ez

From these, the transverse components Ex, Ey, Hx, and Hy are solved as functions of the longitudinal
components Ez and Hz:

Ex =
−1

𝛾2 + 𝜔2𝜇𝜀

(
𝛾
𝜕Ez

𝜕x
+ j𝜔𝜇

𝜕Hz

𝜕y

)
(4.42a)

Ey =
1

𝛾2 + 𝜔2𝜇𝜀

(
−𝛾

𝜕Ez

𝜕y
+ j𝜔𝜇

𝜕Hz

𝜕x

)
(4.42b)

Hx =
1

𝛾2 + 𝜔2𝜇𝜀

(
j𝜔𝜀

𝜕Ez

𝜕y
− 𝛾

𝜕Hz

𝜕x

)
(4.42c)

Hy =
−1

𝛾2 + 𝜔2𝜇𝜀

(
j𝜔𝜀

𝜕Ez

𝜕x
+ 𝛾

𝜕Hz

𝜕y

)
(4.42d)

In a cylindrical coordinate system, the solution of the Helmholtz equation has the form of f (z)g(r, 𝜑).
As above, the transverse r- and 𝜑-components are calculated from the longitudinal components:

Er =
−1

𝛾2 + 𝜔2𝜇𝜀

(
𝛾
𝜕Ez

𝜕r
+

j𝜔𝜇

r

𝜕Hz

𝜕𝜑

)
(4.43a)

E𝜑 = 1
𝛾2 + 𝜔2𝜇𝜀

(
− 𝛾

r

𝜕Ez

𝜕𝜑
+ j𝜔𝜇

𝜕Hz

𝜕r

)
(4.43b)

Hr =
1

𝛾2 + 𝜔2𝜇𝜀

(
j𝜔𝜀

r

𝜕Ez

𝜕𝜑
− 𝛾

𝜕Hz

𝜕r

)
(4.43c)

H𝜑 = −1
𝛾2 + 𝜔2𝜇𝜀

(
j𝜔𝜀

𝜕Ez

𝜕r
+ 𝛾

r

𝜕Hz

𝜕𝜑

)
(4.43d)

In a given waveguide at a given frequency, several field configurations may satisfy Maxwell’s
equations. These field configurations are called wave modes. Every mode has its own propagation
characteristics: velocity, attenuation, and cut-off frequency. Because different modes propagate at
different velocities, signals may be distorted due to this multi-mode propagation. Care must be taken to
avoid the multi-mode distortion, for example, to use the waveguide at low enough frequencies, so that
only one mode, the dominant or fundamental mode can propagate along the waveguide.

In lossless and, with a good approximation, in low-loss two-conductor waveguides, such as coaxial
lines, fields can propagate as transverse electromagnetic (TEM) waves . TEM waves have no longitudinal
field components. TEM waves may propagate at all frequencies, that is, the TEM mode has no cut-off
frequency.

When Ez = 0 and Hz = 0, it follows from Eq. (4.42a–d) that also the x- and y-components of the fields
are zero, unless

𝛾2 + 𝜔2𝜇𝜀 = 0 (4.44)

Therefore, the propagation constant of a TEM wave is

𝛾 = ±j𝜔
√
𝜇𝜀 = ±j

2𝜋
𝜆

= ±j𝛽 (4.45)
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166 Semiconductor Terahertz Technology

The propagation velocity of a guided wave is described by two different quantities: the velocity of the
constant phase points of the wave is called the phase velocity, vp, and the velocity of the energy (of a
narrow-band signal) is called the group velocity, vg. The phase velocity can be obtained as the ratio of
the angular frequency and the phase constant

vp =
𝜔

𝛽
(4.46)

and the group velocity is the derivative of the phase constant

vg =
(

d𝛽
d𝜔

)−1

(4.47)

In case of a TEM wave propagating in a waveguide, there is no dispersion, and the wave propagates at the
same velocity as a plane wave in free space having the same 𝜀 and 𝜇 as the insulator of the waveguide.
The phase and group velocities are now equal: vp = vg = (𝜇𝜀)−1∕2.

The wave equations for a TEM wave are

∇2
xyE⃗ = 0 (4.48)

∇2
xyH⃗ = 0 (4.49)

The fields of a wave propagating along the z direction satisfy the equation

Ex

Hy

= −
Ey

Hx

= 𝜂 (4.50)

where 𝜂 =
√
𝜇∕𝜀 is the wave impedance.

For static fields, the electric field may be presented as the gradient of the scalar transverse potential:

E⃗(x, y) = −∇xyΦ(x, y) (4.51)

Because ∇ × ∇f = 0, the transverse curl of the electric field must vanish in order for Eq. (4.51) to be
valid. This is the case for a TEM wave, because

∇xy × E⃗ = −j𝜔𝜇Hzu⃗z = 0 (4.52)

where u⃗z is a unit vector pointing in the direction of the positive z-axis. Gauss’ law in a sourceless space
states that ∇ ⋅ D⃗ = 𝜀∇xy ⋅ E⃗ = 0. From this and Eq. (4.51) it follows also that Φ(x, y) is a solution of
Laplace’s equation or

∇2
xyΦ(x, y) = 0. (4.53)

A wave mode may also have longitudinal field components in addition to the transverse components.
Transverse electric (TE) modes have Ez = 0 but a nonzero longitudinal magnetic field Hz. Transverse
magnetic (TM) modes have Hz = 0 and a non-zero Ez.

From Eq. (4.42a–d) it follows for a TE mode

∇2
xyHz = −(𝛾2 + 𝜔2𝜇𝜀)Hz = −k2

c Hz (4.54)

Correspondingly, for a TM mode

∇2
xyEz = −(𝛾2 + 𝜔2𝜇𝜀)Ez = −k2

c Ez (4.55)

The coefficient kc is solved from Eqs. (4.54) or (4.55) using the boundary conditions set by the wave-
guide. For a given waveguide, usually an infinite number of kc values exist. Each kc corresponds to a
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Propagation at THz Frequencies 167

propagating wave mode. It can be proved that in the case of a waveguide such as a rectangular or circular
metal waveguide, in which a conductor surrounds an insulator, kc is always a positive real number.

The propagation constant is

𝛾 =
√

k2
c − 𝜔2𝜇𝜀 (4.56)

If the insulating material is lossless,𝜔2𝜇𝜀 is real. The frequency at which𝜔2𝜇𝜀 = kc
2 is called the cut-off

frequency:

fc =
kc

2𝜋
√
𝜇𝜀

(4.57)

The corresponding cut-off wavelength is

𝜆c =
2𝜋
kc

(4.58)

At frequencies below the cut-off frequency, f < fc, there is no propagating wave. At frequencies higher
than the cut-off frequency, f > fc, waves can propagate and the propagation constant 𝛾 is complex. In a
lossless line, 𝛾 is imaginary:

𝛾 = j𝛽g = j
2𝜋
𝜆

√
1 −

(
fc

f

)2

(4.59)

where 𝜆 is the wavelength in the free space composed of the same material as the insulator of the wave-
guide. The guided wavelength 𝜆g is

𝜆g =
2𝜋
𝛽g

= 𝜆√
1 − (fc∕f )2

(4.60)

and the phase velocity is
vp = v√

1 − (fc∕f )2
(4.61)

which is larger than the speed v of a plane wave in the same material as the insulator of the line. The
propagation velocity of energy, that is, the group velocity

vg = v
√

1 − (fc∕f )2 (4.62)

is smaller than the speed of the plane wave in this material. Thus, the propagation velocity of TE and
TM waves depends on frequency, and waveguides carrying these modes are dispersive.

TE and TM wave modes may propagate, except in closed metal waveguides, also, for example, in
dielectric waveguides. However, typical wave modes in dielectric waveguides are hybrid wave modes,
for which both electric and magnetic fields have longitudinal components.

4.2 THz Waveguides
Waveguides carry signals and power between different devices and within them. By connecting sections
of waveguides together, we can form useful components for signal processing. Often, waveguides con-
sisting of two or more conductors are called transmission lines, and wave-guiding structures having a
single metal tube or no conductors at all are called waveguides. Here we call them all THz waveguides.

Several types of waveguides have been developed for various applications for millimeter and
sub-millimeter wavelengths, see, for example, Ref. [6]. They are characterized by their attenuation,
bandwidth, purity of wave mode, physical size, applicability for integration, and so on. Figure 4.2 shows
different types of THz waveguides, some of which are briefly described and analyzed in the following.
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168 Semiconductor Terahertz Technology

(a) (b) (c) (d) (e)

(f) (g) (h) (i)

(j) (k) (l)

(o) (p) (q)

(m) (n)

Figure 4.2 Waveguides used at frequencies 100 GHz to 1 THz: (a) coaxial line, (b) stripline, (c) parallel
plate waveguide, (d) microstrip line, (e) suspended stripline, (f) slotline, (g) coplanar waveguide,
(h) coplanar stripline, (i) fin line, (j) rectangular hollow metal waveguide, (k) circular hollow metal
waveguide, (l) groove guide, (m) rectangular dielectric rod waveguide, (n) circular dielectric rod wave-
guide, (o) image guide, (p) H-guide, and (q) quasi-optical waveguide.

A quasi-optical waveguide or beam waveguide is made of focusing lenses or mirrors, which maintain
the energy in a beam in the free space. Quasi-optical waveguides are used from about 100 GHz up to
infrared waves. Section 4.3 is devoted to the beam waveguide and quasi-optics.

4.2.1 Waveguides with a Single Conductor: TE and TM Modes

4.2.1.1 Rectangular Metal Waveguide

A rectangular metal waveguide is a hollow metal pipe having a rectangular cross-section. It has rela-
tively low losses and a high power-handling capability, although the latter capability is seldom needed in
THz technology. Due to its closed structure, the fields are isolated well from the outside world. A large
physical size and difficulty in integrating components within the waveguide are the main disadvantages.
The usable bandwidth for the pure fundamental mode TE10 is less than one octave. Rectangular metal
waveguides are used for various applications from microwave frequencies up to 1 THz and sometimes
even at higher frequencies.

Both TE and TM wave modes may propagate in the waveguide shown in Figure 4.3. Because a rectan-
gular metal waveguide is relatively easy to analyze theoretically, let us briefly go through its field analysis

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

     (           

              
           
 



Propagation at THz Frequencies 169

y

xa

b

0

z

μ, ɛ

Metal

Figure 4.3 Rectangular metal waveguide.

for the TE modes and especially for the fundamental mode TE10 [1]. The longitudinal electric field of a
TE mode is zero, Ez = 0, while for a TM mode the longitudinal magnetic field is zero, Hz = 0. We may
assume that the solution of the longitudinal magnetic field has a form of Hz(x, y) = A cos(k1x) cos(k2y),
where A is an arbitrary amplitude constant. By introducing this field to the equation of the TE wave mode,
Eq. (4.54), we note that the equation is fulfilled if

k2
1 + k2

2 = 𝛾2 + 𝜔2𝜇𝜀 = k2
c (4.63)

The transverse field components can be solved from Eqs. (4.42a–d):

Ex = j
𝜔𝜇k2

k2
c

A cos(k1x) sin(k2y); Ey = −j
𝜔𝜇k1

k2
c

A sin(k1x) cos(k2y) (4.64)

Hx = −
Ey

ZTE

; Hy =
Ex

ZTE

. (4.65)

The wave impedance of the TE wave mode is

ZTE = 𝜂√
1 − (fc∕f )2

. (4.66)

From boundary conditions for the fields in a metal waveguide it follows that the TM field cannot
have a normal component at the boundary, that is, n⃗ ⋅ H⃗ = 0. It follows from Eqs. (4.42c,d) that 𝜕Hz∕𝜕x =
0, when x = 0 or a, and 𝜕Hz∕𝜕y = 0, when y = 0 or b. Also the tangential component of the electric
field must vanish at the boundary or n⃗ × E⃗ = 0: Ex(x, 0) = 0, Ex(x, b) = 0, Ey(0, y) = 0, Ey(a, y) = 0. It
results from these boundary conditions that k1a = n𝜋 and k2b = m𝜋, where n = 0, 1, 2, … and m =
0, 1, 2, … , and therefore,

k2
c =

(n𝜋
a

)2
+

(m𝜋
b

)2
(4.67)

The cut-off wavelength and cut-off frequency are:

𝜆cnm = 2𝜋
kc

= 2√
(n∕a)2 + (m∕b)2

(4.68)

fcnm = 1

2
√
𝜇𝜀

√(n
a

)2
+

(m
b

)2
(4.69)

The subscripts n and m refer to the number of field maxima in the x and y direction, respectively.
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170 Semiconductor Terahertz Technology

In most applications, we use the fundamental mode TE10 having the lowest cut-off frequency

fcTE10 =
1

2a
√
𝜇𝜀

(4.70)

In the case of an air-filled waveguide we obtain fcTE10 = c∕(2a). The cut-off wavelength is 𝜆c = 2a.
If, as in the standard millimeter-wave guides, the waveguide width a is twice the height b, a = 2b, the
TE20 and TE01 wave modes have a cut-off frequency of 2 fcTE10.

The fields of the TE10 wave mode are solved from the Helmholtz equation and boundary conditions as

Ey = E0 sin
𝜋x
a
; Ex = Hy = 0; Hz = j

E0

𝜂

𝜆

2𝜋
cos

𝜋x
a
; Hx = −

E0

𝜂

√
1 −

(
𝜆

2a

)2

sin
𝜋x
a

(4.71)

E0 is the maximum value of the electric field, which has only a y-component. All field components depend
on time and the z-coordinate as exp(j𝜔t−𝛾z).

The wave impedance of the TE10 mode is (𝜂 = (𝜇∕𝜀)1∕2):

ZTE10 =
|||||

Ey

Hx

||||| = 𝜂√
1 − [𝜆∕(2a)]2

(4.72)

For an air-filled waveguide at a frequency of 1.5fc, the wave impedance is 506Ω. The wave impedance
depends on frequency and is characteristic for each wave mode.
The power propagating in a waveguide is obtained by integrating Poynting’s vector over the area of the
cross-section S:

Pp =
1
2

Re∫ S

E⃗ × H⃗∗⋅ dS⃗ (4.73)

The power propagating at the TE10 wave mode is

Pp =
1
2

Re∫ S

EyH
∗
x dS =

E2
0

ZTE10

ab
4

(4.74)

The characteristic impedance Z0 of a transmission line is the ratio of voltage and current in an infinitely
long line or in a line terminated with a matched load having a wave propagating only into one direc-
tion. However, we cannot define uniquely the voltage and current of a waveguide as we can do for
a two-conductor transmission line. The characteristic impedance, best suited for impedance matching
issues, can be calculated from the power propagating in the guide Pp, and the voltage Uy obtained by
integrating the electric field in the middle of the waveguide from the upper wall to the lower wall, as

Z0TE10 =
Uy

2

Pp

=
(E0b)2∕2

Pp

= 2b
a

ZTE10 (4.75)

Note that the characteristic impedance depends on the height b whereas the wave impedance does not.
The finite conductivity of the metal, 𝜎m, causes loss in the surface of the waveguide. Also the insulating

material may have dielectric loss due to 𝜀′′r and conduction loss due to 𝜎d. The attenuation constant can
be given as

𝛼 =
Pl

2Pp

(4.76)

where Pl is the power loss per unit length. The power loss of conductors is calculated from the surface

current density J⃗s = n⃗ × H⃗ (n⃗ is a unit vector perpendicular to the surface) by integrating |||J⃗s|||2Rs∕2 over
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Propagation at THz Frequencies 171

the surface of the conductor. The surface resistance of a conductor is Rs =
√
𝜔𝜇0∕(2𝜎m). The attenuation

constant of conductor loss for the TE10 wave mode is obtained as

𝛼cTE10 =
Rs

𝜂
√

1 − [𝜆∕(2a)] 2

(
1
b
+ 𝜆2

2a3

)
(4.77)

In practice, the attenuation constant of conductor loss for THz waveguides is 1.2–1.5 times the value
obtained from Eq. (4.77), mainly due to the surface roughness [7]. If the dielectric material filling the
waveguide has loss, the attenuation constant of dielectric loss is for all wave modes

𝛼d =
𝜋

𝜆

tan 𝛿√
1 − (fc∕f )2

(4.78)

The total attenuation constant is 𝛼 = 𝛼c + 𝛼d.
The recommended frequency range for waveguides operating at the TE10 wave mode is about 1.2–1.9

times the cut-off frequency fcTE10. The increase of attenuation sets the lower limit, whereas the excitation
of higher-order modes sets the higher limit. Hence, we need a large number of waveguides to cover the
whole microwave and millimeter-wave range. Standard waveguides covering the 75–325 GHz range and
commercially available semi-standard waveguides covering frequency range 325–1100 GHz are listed in
Table 4.1.

In order to facilitate verifiable measurements, as well as for various other applications, a number of
different components based on a standard hollow metal waveguide are available, both passive and active:
terminations, attenuators, phase-shifters, directional couplers, mixers, frequency multipliers, amplifiers,
and so on. It is essential that the waveguides of different parts of the system are aligned accurately.
Therefore standardized waveguide flanges with alignment pins are also used, see for example, Ref. [8].

Besides the commercially available standard or semi-standard guides, a millimeter-wave or THz metal-
lic waveguide is often made through milling a so-called split block [9], for example, when constructing
mixers, frequency multipliers, and so on for THz frequencies. Other often used fabrication techniques are
electroforming and micromachining. In the latter a channel is etched in a Si wafer (microelectromechan-
ical systems (MEMS) techniques), and wafer bonding and sputtering are used to form the final hollow
metal waveguide. Figure 4.4 shows the fabrication steps of a micromachined waveguide [10].

Another variation of the rectangular metal waveguide is the so-called substrate integrated waveguide
(SIW), see, for example, Ref. [11]. A SIW is formed within a substrate utilizing the bottom and top met-
allization of the substrate as the broad walls while the sidewalls are formed with rows of thin metal vias.
So far, SIW and its various applications for passive components have been demonstrated at frequencies
up to about 100 GHz, but SIW may also be usable at higher frequencies.

Table 4.1 Standard and semi-standard waveguides at millimeter-wave and THz frequencies.

Abbreviation a (mm) b (mm) fc (GHz) Range (GHz)

WR-10 2.54 1.27 59.0 75–110
WR-8 2.03 1.02 73.8 90–140
WR-6 1.65 0.83 90.8 110–170
WR-5 1.30 0.65 115.7 140–220
WR-4 1.09 0.55 137.2 170–260
WR-3 0.86 0.43 173.6 220–325
WR-2.2 0.57 0.28 263 325–500
WR-1.5 0.37 0.19 399 500–750
WR-1.0 0.25 0.13 590 750–1100 
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(a)

a/2

Cr 250 Å
Au 5000 ÅPolyimide

(b)

b

(c) (d)

Si (100)

Si (100)

Si3N4

Figure 4.4 Fabrication of a hollow metal waveguide for THz frequencies on a Si wafer: (a) silicon
nitride mask, (b) etching through the wafer, (c) bonding of wafers, and (d) metallization. (According
to [10].)

4.2.1.2 Circular Metal Waveguide

A hollow metal waveguide may also be circular in cross-section. The analysis of a circular waveguide
is best carried out using a cylindrical coordinate system. The principle of analysis is similar to that of
the rectangular waveguide, see, for example, Ref. [3], and will not be presented here. The properties of
a circular waveguide are generally the same as those of the rectangular metal waveguide. However, the
usable bandwidth for single-mode operation is even narrower, only about 25%, see Figure 4.5. Therefore,
many waveguide sizes are needed to cover a broad frequency range.

The fundamental mode in a circular metal waveguide is TE11, the cut-off wavelength of which is
𝜆c = 3.41a, where a is the radius of the guide. In an oversized circular metal waveguide, a very low-loss
TE01 mode can propagate. The cut-off wavelength of this mode is 𝜆c = 1.64a. The attenuation constant
of the TE01 wave mode is

𝛼cTE01 =
Rs

a𝜂

(fc∕f )2√
1 − (fc∕f )2

(4.79)

The attenuation of the TE01 wave mode is very low if the operating frequency is much higher than the
cut-off frequency fc. At 100 GHz the theoretical attenuation for a guide with diameter of 40 mm is less

1 2 3 fc/fcTE10

fc/fcTE11

TE10 TM11

1 2 3

TE20

TE01 TE11

TM21

TE21

TE30

TE11 TE21TM01 TM11 TM21 TM02

TE01
TE41 TE12

TE31

Figure 4.5 Cut-off frequencies of the lowest wave modes of rectangular and circular waveguides [1].
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Propagation at THz Frequencies 173

than 1 dB/km. However, many other modes can propagate in such an oversized waveguide. A low atten-
uation is achieved only if the excitation of unwanted modes is prevented.

4.2.1.3 Metal/Dielectric Interface

Electromagnetic waves can be guided also at the interface of a conductor and a dielectric, where the
dielectric may be air or vacuum. Very well-known examples of such phenomena are the Zenneck
wave [12] on a flat metal surface, the Sommerfeld wire [13], and the Goubau line [14]. These waves
are inhomogenous plane waves which have a longitudinal electric field component, that is, they are
TM waves.

Recently, such interfaces and waves have gained interest in connection with THz waveguiding, and are
now called plasmonic interfaces and plasmonic waveguiding or plasmon polariton propagation. A plas-
mon is an elementary excitation of a charge density oscillation in plasma. Besides the smooth metal
surface, the plasmonic structures also include surfaces patterned with corrugations, pits or holes. An
instructive article bridging the plasmonics and Zenneck surface waves is presented in Ref. [15], and an
overview of the THz plasmonic structures is presented, for example, in Ref. [16].

4.2.2 Waveguides with Two or More Conductors:
TEM and Quasi-TEM Modes

Waveguides consisting of two or more conductors can carry a TEM mode. A parallel wire line is used in
many applications at frequencies below 1 GHz. In principle it works also at THz frequencies, but due to
radiation and losses of the needed supporting dielectric it has not found applications at THz. A parallel
plate waveguide (Figure 4.2c) is another waveguide for the TEM mode; however, only its special case, a
microstrip line carrying a quasi-TEM mode, is commonly used at frequencies above 100 GHz. A wave-
guide carrying a pure TEM mode also at THz frequencies is a coaxial line. Another such waveguide is
a stripline (Figure 4.2b), where a metal strip is placed symmetrically between two substrates and their
ground planes.

4.2.2.1 Coaxial Line

A coaxial line consists of two concentric conductors with circular cross-sections: an outer and an inner
conductor. The space between the conductors is filled with low-loss insulating material, for example, air
or Teflon. The coaxial line has a broad single-mode bandwidth from 0 Hz to an upper limit, which depends
on the dimensions of the conductors. Commercially, coaxial line products are available up to 100 GHz.
However, a coaxial line has been used at much higher frequencies in millimeter- and sub-millimeter-wave
mixers as a filter structure.

Figure 4.6 illustrates the cross-section of a coaxial line. The inner radius of the outer conductor is ro

and the radius of the inner conductor is ri; the relative permittivity of the insulator is 𝜀r. The fields are
confined to the space between the conductors.

The fields of the TEM wave mode of such a cylindrically symmetric waveguide can be derived
from Laplace’s equation (4.53) using the scalar potential Φ(r,𝜑) (e.g., [1]). In the cylindrical coordinate
system, Laplace’s equation is written as

1
r
𝜕

𝜕r

(
r
𝜕Φ (r, 𝜑)

𝜕r

)
+ 1

r2

𝜕2Φ(r, 𝜑)
𝜕𝜑2

= 0 (4.80)

Applying the boundary conditions Φ(ro, 𝜑) = 0 and Φ(ri, 𝜑) = V , the potential is solved to be

Φ(r, 𝜑) = V
ln(ro∕r)
ln(ro∕ri)

(4.81)
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ro

ri

uruϕ

εr

rr

Figure 4.6 A cross-section of a coaxial line.

The electric field is the negative gradient of the potential:

E⃗(r, 𝜑) = −∇Φ(r, 𝜑) = u⃗r
V

ln(ro∕ri)
1
r

(4.82)

where u⃗r is the unit vector in the radial direction. This is also the electric field of a cylindrical capacitor.
The magnetic field of the coaxial line is

H⃗(r, 𝜑) = 1
𝜂

u⃗z × E⃗(r, 𝜑) = u⃗𝜑
V

𝜂r ln(ro∕ri)
= u⃗𝜑

I
2𝜋r

(4.83)

where 𝜂 =
√
𝜇∕𝜀 is the wave impedance, I is the current in the inner conductor, and u𝜑 is the unit vector

perpendicular to the radial direction. The same current I also flows in the outer conductor but in the
opposite direction.

The characteristic impedance of the coaxial line is

Z0 =
V
I
= 𝜂

2𝜋
ln(ro∕ri) (4.84)

The attenuation constant due to conductor loss is

𝛼c =
Rs

4𝜋Z0

(
1
ro

+ 1
ri

)
(4.85)

where the surface resistance of a conductor is Rs =
√
𝜔𝜇0∕(2𝜎m). In practice, the value of the surface

resistance Rs is larger than the theoretical one, for example, due to the surface roughness. The attenuation
constant due to dielectric loss is

𝛼d =
𝜋

𝜆
tan 𝛿 (4.86)

TE and TM wave modes may also propagate in a coaxial line, if the operating frequency is larger
than the cut-off frequency of these wave modes. To avoid these higher-order modes, the operating fre-
quency should be chosen according to the dimensions. An approximate rule is that the circumference
corresponding to the average radius should be smaller than the operating wavelength:

𝜆 > 𝜋(ro + ri) (4.87)

Consequently, the coaxial lines used at THz frequencies should be thin enough to make sure that only
the TEM wave mode may propagate.

4.2.2.2 Microstrip Line

A microstrip line is a special case of a parallel plate waveguide, where one of the plates is made nar-
row (strip) and there is an insulating substrate between the plates. The metal layer on the opposite side

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

     (           

              
           
 



Propagation at THz Frequencies 175

of the strip operates as a ground plane. The advantages of the microstrip line are a broad bandwidth,
small size, and a good applicability for integration and mass production. The disadvantages are fairly
high losses and radiation due to the open structure. Microstrip lines are often used at 100 GHz and
above.

Figure 4.7 shows a cross-section of a microstrip line. The substrate is made of a low-loss dielectric
material such as, for example, quartz (fused, 𝜀r = 3.8, or crystalline, 𝜀r = 4.2), polytetrafluoroethylene
(Teflon, 𝜀r = 2.1), or aluminum oxide (alumina, 𝜀r = 9.7).

Because the field in a microstrip line is in two different media, air and substrate, having different
propagation constants, at higher frequencies the field also has longitudinal components and the wave
mode is called quasi-TEM. The analytical solution of the quasi-TEM wave mode is so complicated
that the practical design of microstrip lines is based on graphs, approximate equations, or a full wave
simulator.

The phase constant of a TEM wave can be expressed as

𝛽 = 2𝜋
𝜆

= 𝜔
√
𝜇𝜀0𝜀r,eff (4.88)

where 𝜀r,eff is the effective relative permittivity, obtained, for example, by calculating the capacitance of
the line per unit length, for example, with a full-wave simulator.

The sources of losses in a microstrip line are: conductor loss in the strip and ground plane, dielectric
and conduction losses in the substrate, radiation loss, and surface wave loss. Assuming a constant current
distribution over the strip width w, the attenuation constant due to metal loss is

𝛼c =
Rs

Z0w
(4.89)

The accuracy of this equation is best for a wide strip. The thickness of the conductors should be at least
four times the skin depth 𝛿s =

√
2∕(𝜔𝜇𝜎m). A metallization thickness less than twice the skin depth
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Figure 4.7 The cross-section of a microstrip line and the characteristic impedance Z0 as a function of
the ratio of strip width to substrate height w/h for different substrate materials [1].
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176 Semiconductor Terahertz Technology

yields excessive attenuation. Dielectric loss is usually much lower than conductor loss. The attenuation
constant due to dielectric loss is

𝛼d = 𝜋
𝜀r(𝜀r,eff − 1)√
𝜀r,eff(𝜀r − 1)

tan 𝛿
𝜆0

(4.90)

where 𝜆0 is the free-space wavelength. Discontinuities of the microstrip line produce radiation to free
space which increases rapidly as the frequency increases.

Surface waves are waves that are trapped by total reflection within the substrate. They may produce
unwanted radiation from the edges of the substrate and spurious coupling between circuit elements.
Therefore, it is important that the operational frequency of a microstrip is below frequencies fT and
fCT [17]:

fT =
c arctan 𝜀r√
2𝜋h

√
𝜀r − 1

(4.91)

and
fCT = c

2
√
𝜀r

(w + 0.4h)−1 (4.92)

where c is the speed of light in vacuum, 𝜀r is the relative permittivity of the substrate, h is the sub-
strate thickness, and w is the strip width. Equation (4.91) follows from the equal phase velocity of the
quasi-TEM mode and the surface wave mode TM0 in the case of a narrow strip, and Eq. (4.92) from the
transversal resonance in the case of a wider strip.

4.2.2.3 Coplanar Waveguide

A coplanar waveguide (CPW) has ground-plane conductors on both sides of a metal strip, see Figure 4.2g.
All conductors are on the same side of the substrate. However, there may be another ground-plane on
the opposite side of the substrate. Both series and parallel components can easily be integrated with this
line. CPWs are commonly used, for example, in monolithic integrated circuits operating at millimeter
wavelengths.

The analytical solution of the wave mode in CPW is hard. The higher the frequency, the more the wave
mode differs from TEM, and at THz frequencies it rather resembles TE. Therefore, practical design of
CPW lines is mainly based on graphs [18, 19] or a full wave simulator.

4.2.2.4 Other Planar or Quasi-Planar Waveguides

The slotline, Figure 4.2f, and coplanar stripline, Figure 4.2h, are planar waveguides that carry at low
frequencies a nearly pure TEM wave mode but at THz frequencies a large longitudinal magnetic field
component appears, and the mode is far from TEM.

E

(a) (b) (c)

Figure 4.8 (a) Unilateral, (b) bilateral, and (c) antipodal finline. 
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Propagation at THz Frequencies 177

A suspended stripline, see Figure 4.2e, has a substrate with a metal strip in the H-plane of a rectangular
waveguide. A finline, Figures 4.2i and 4.8, is composed of a substrate with a slotline in the E-plane of
a rectangular (metal) waveguide, see for example, Ref. [20, 21]. The field concentrates in the slot of the
metallization of the substrate. Instead of TEM, the wave mode resembles a combination of TE and TM
modes. The finline has a low radiation loss, and components can be integrated quite easily with this line.
Finlines are used up to 200 GHz in millimeter-wave hybrid integrated circuits. It is an especially useful
waveguide type for filters at millimeter-waves because, due to the longer wavelength, the filter structure
is easier to fabricate in finline than, for example, in microstrip.

4.2.3 Waveguides with No Conductor: Hybrid Modes

A dielectric rod waveguide (see e.g., Ref. [22]), either rectangular (Figure 4.2m) or circular (Figure 4.2n),
is made of a dielectric low-loss material. For example, an optical fiber is a circular dielectric rod wave-
guide. A rectangular dielectric rod waveguide is used, for example, in THz antennas [23].

However, as also partially shown in Figure 4.2, there are many different configurations of a dielectric
waveguide: image guide (Figure 4.2o), insulated image guide, H guide (Figure 4.2p), non-radiative
dielectric (NRD) [24] guide, and so on. These latter dielectric waveguides also involve one or two
conductors. The difference between the H guide and the NRD guide is that in the latter the spacing
between the conductor plates is less than half the wavelength in vacuum, while in the H guide the
distance is larger. The conductor losses decrease as the spacing increases. On the other hand, in
the NRD guide, the electromagnetic field with E-field parallel with the conductor plates is below
cut-off outside the dielectric region, and no radiation occurs with this mode from discontinuities such
as bends.

4.2.3.1 Rectangular Dielectric Rod Waveguide

Dielectric waveguides are promising transmission lines for THz frequencies due to their low propagation
loss, low cost, compatibility with standard GaAs and/or Si technology, and so on (see, e.g., Ref. [25–27]).
The electromagnetic problems related to dielectric waveguides for the circular cross-section can be solved
in closed form in terms of the Bessel functions. But in the case of the rectangular cross-section no
closed-form solution exists.

In the open rectangular dielectric waveguide the propagating modes are hybrid modes, and according
to the standard nomenclature the propagating mode is called Ey

mn, if its electric field is polarized mainly
along the y-direction, and Ex

mn, if the strongest electrical field component points along the x-direction
according to Ref. [28, 29].

There are several different numerical methods that can be applied to the problem of dielectric wave-
guide structures, particularly to the open rectangular dielectric waveguide. The simplest but approximate
approach is Marcatili’s method.

Marcatili’s Method
One of the existing approximate methods for the rectangular dielectric waveguide is the Marcatili method
[28]. It was developed for low ratios between the core permittivity and that of the cladding region (slightly
more than 1), but it has been shown that it works well even for high permittivity ratios (around 10) in a
rather wide frequency region.

In this method, the complete cross-section area of the rectangular open dielectric waveguide,
Figure 4.9, is divided into five regions with homogeneous but possibly different refractive indices n𝜐.

The fields in the shadowed regions are not considered: these regions are much less essential for
the waveguide properties than the other regions. In all the other regions, the fields are assumed to be 
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n2

n1

n3

n5

b

y

x
z

n4

a

Figure 4.9 The geometry of a rectangular dielectric waveguide in Marcatili’s method and the distribu-
tions of the Hx component for the Ey

12 mode.

approximately (co)sinusoidally distributed inside the waveguide and decaying exponentially outside.
That is, we express the field components, say, Hx, as follows:

Hx𝜐 = exp(−jkzz + j𝜔t)

⎛⎜⎜⎜⎜⎜⎜⎝

M1cos(kxx + 𝛼) cos
(
kyy + 𝛽

)
for 𝜐 = 1

M2cos(kxx + 𝛼) exp(−ky2y) for 𝜐 = 2

M3cos(kyy + 𝛽) exp(−kx3x) for 𝜐 = 3

M4cos(kxx + 𝛼) exp(ky4y) for 𝜐 = 4

M5cos(kyy + 𝛽) exp(−kx5x) for 𝜐 = 5

(4.93)

where M1… 5 are unknown amplitude coefficients, kx and ky are the propagation constants in region 1
(refractive index n1) in the horizontal and vertical directions, respectively, kx3 and ky2 are the decay factors
in the outer regions, and 𝛼 and 𝛽 are additional phase constants. If the system is symmetric, meaning
that n2 = n4 and n3 = n5, the field distributions are given by cosine or sine functions with a null or a
maximum at the rod center, and in this case constants 𝛼 and 𝛽 equal either 0 or 𝜋

2
. This notation allows

us to write both symmetric and antisymmetric field distributions in a compact form, as in Eq. (4.93). For
the orthogonal polarization we can write similar expressions for Hy, but at this stage let us assume that
Hy = 0. The other field components can be then expressed through Hx, using Eqs. (4.18) and (4.19) in
component form. Finally, the field components are written as

Hy𝜐 = 0 (4.94)

Hz𝜐 = −
j

kz

𝜕Hx𝜐

𝜕x
(4.95)

Ex𝜐 = − 1
𝜔𝜀0n2

𝜐kz

𝜕2Hx𝜐

𝜕x𝜕y
(4.96)
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Ey𝜐 =
k2

0n2
𝜐 − k2

y𝜐

𝜔𝜀0n2
𝜐kz

Hx𝜐 (4.97)

Ez𝜐 =
j

𝜔𝜀0n2
𝜐

𝜕Hx𝜐

𝜕y
(4.98)

where k0 is the wavenumber in vacuum.

4.2.3.2 Rectangular Dielectric Rod Waveguide in Air

To analyze the open rectangular waveguide (Figure 4.9) we return to the main Eq. (4.93) and consider
waveguides in air, with n2,3,4,5 = 1. Due to this symmetry 𝛼, 𝛽 = 0 or ± 𝜋

2
in Eq. (4.93). The symmetry

also allows us to consider only the region x > 0, y > 0, see Figure 4.9. To find the eigensolutions we
should match the components Hx, Ez, Hz, Ex at y = b∕2 and Ey, Ez, Hz at x = a∕2. In his original paper
[28] Marcatili assumed that the refractive index of the dielectric waveguide was only slightly larger than
that of air: n1 − 1 ≪ 1, therefore kx,y ≪ kz, because the fields are more spread out from the rod when the
dielectric material properties approach the properties of air. Thus, Ex can be neglected, as it is proportional
to kxky. Now, let us match the strongest field component, Ey, at x = a∕2. Neglecting k2

y as compared with

k2
0n2

1, we come to
k2

0

𝜔𝜀0kz

M1 cos
(

kx
a
2
+ 𝛼

)
=

k2
0

𝜔𝜀0kz

M3 exp
(
−kx3

a
2

)
(4.99)

From here,
M3 = M1 cos

(
kx

a
2
+ 𝛼

)
exp

(
kx3

a
2

)
(4.100)

When we write the boundary condition for Ez at x = a∕2 and solve the resulting equation, we do not
come to any useful result, because from

−
j

𝜔𝜀0n2
1

M1ky cos
(

kx
a
2
+ 𝛼

)
= −

j

𝜔𝜀0ky

M3 exp
(
−kx3

a
2

)
(4.101)

we arrive at 1

n2
1

= 1, which leaves us with a trivial relation. For this reason we will not take into account

this boundary condition. Fortunately, the boundary condition for Hz gives

j

kz

M1kx sin
(

kx
a
2
+ 𝛼

)
=

j

kz

M3kx3 exp
(
−kx3

a
2

)
(4.102)

which can be rewritten as
kx sin

(
kx

a
2
+ 𝛼

)
= kx3 cos

(
kz

a
2
+ 𝛼

)
(4.103)

or, after some transformations,

kxa = 𝜋n − 2arctan

(
kx

kx3

)
(4.104)

where kx3 =
√

k2
0(n

2
1 − 1) − k2

x , and n = 1, 2, 3, … At y = b∕2 we similarly match Hx and Ez and do not

consider Hz. From the boundary condition for Hx we get

M1 cos
(

ky
b
2
+ 𝛽

)
= M2 exp

(
−ky2

b
2

)
(4.105)

−
j

𝜔𝜀0n2
1ky

M1 sin
(

ky
b
2
+ 𝛽

)
= −

j

𝜔𝜀0ky2

M2 exp
(
−ky2

b
2

)
(4.106) 
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or
1
n2

1

ky sin
(

ky
b
2
+ 𝛽

)
= ky2 cos

(
ky

b
2
+ 𝛽

)
(4.107)

From here we arrive at

kyb = 𝜋m − 2arctan

(
1
n2

1

ky

ky2

)
(4.108)

where ky2 =
√

k2
0(n

2
1 − 1) − k2

y and m = 1, 2, 3, … Thus, to calculate the propagation constant of a

rectangular dielectric waveguide, we have to solve Eqs. (4.104) and (4.108) and then find

kz =
√

k2
0n2

1 − k2
x − k2

y (4.109)

Thus, we have to solve for two dielectric slabs (as in Section 4.3): one vertical and one horizontal, with
thicknesses a and b, respectively. Another approach can be found in Ref. [29], where all the transversal
field components are expressed through the longitudinal ones for the case of arbitrary values of n2,3,4,5

(not necessarily symmetric cladding). In the case of symmetrical waveguides the resulting equations are
the same as above.

Indices m and n in the equations for the eigenmodes (4.108) and (4.108) denote how many extrema
the distribution of the main field component has in the horizontal and vertical directions, respectively.

In Figure 4.10 a,b, typical propagation and loss characteristics are shown. One can see that the dielec-
tric waveguide has two fundamental modes without a low-frequency cut-off, which are degenerate if
the cross-section is a square with a = b. At very high frequencies the loss factor tends to that for plane
waves in the core because of the strong field concentration in the rod. At low frequencies losses are small
because the fields are only weakly concentrated in the rod (for this reason, however, the usage of rod
waveguides at very low frequencies is not practical).

Goell’s Method
Instead of expanding the field distribution in sinusoidal functions, Goell [30] proposed to use the follow-
ing approach: he expanded the longitudinal components of the electric and magnetic fields as

Ez1 =
+∞∑
n=0

anJn(𝛽tr) sin(n𝜃 + 𝜑n) exp(−jkzz + j𝜔t) (4.110)

Hz1 =
+∞∑
n=0

bnJn(𝛽tr) sin(n𝜃 + 𝜓n) exp(−jkzz + j𝜔t) (4.111)

inside the core of the dielectric waveguide and

Ez0 =
+∞∑
n=0

cnKn(qr) sin(n𝜃 + 𝜑n)exp(−jkzz + j𝜔t) (4.112)

Hz0 =
+∞∑
n=0

dnKn(qr) sin(n𝜃 + 𝜓n)exp(−jkzz + j𝜔t) (4.113)

outside the core. Here 𝛽t =
√

k2
1 − k2

z and q =
√

k2
z − k2

0 are the transverse propagation constants inside
and outside the dielectric rod, J(𝛽tr) and K(qr) are the Bessel functions and the modified Bessel functions
of the second kind, respectively. Variables a, b, c, and d are weighting coefficients, and𝜑 and 𝜓 are phase
constants. Definitions of angle 𝜃 and distance r are shown in Figure 4.11.
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kz /k0
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Figure 4.10 Typical dependence of (a) the normalized propagation factor kz∕k0 and (b) the loss factor
𝛼∕𝛼0 for the fundamental mode on the wavenumber in vacuum k0. Here 𝛼0 is the propagation loss of a
plane wave in the infinite medium filled with the same material as the dielectric waveguide core.
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Figure 4.11 Dimensions of the dielectric waveguide cross-section and the corresponding coordinate
system.
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182 Semiconductor Terahertz Technology

The sums are truncated at some finite number of terms N. Then, the tangential field components
are expressed and “tailored” (requiring the boundary conditions to be satisfied) at several points of the
interface. The symmetry simplifies the analysis [30], because one can consider only the first quadrant
(0 < 𝜃 < 𝜋∕2) and only odd or even numbers of n and their corresponding harmonics. For example, for
the odd harmonic case Goell chose the matching points as:

𝜃m =
(

m − 1
2

)
𝜋

2N
(4.114)

with respect to the angle 𝜃 = 0, m = 1, 2, … ,N. As a result of this “tailoring”, a system of equations is
obtained, for which the determinant of its matrix should be equal to zero, otherwise no nonzero solution
can exist. This method is rather fast, does not require many expansion terms (we used 10–12 terms), and
is considered as classical.

A more rigorous solution without the limitation of matching only at particular points of the interface
is proposed in Ref. [31]. The same expansion of the longitudinal field components is used except that
instead of sine (cosine) functions complex exponents are taken. Then, the exact boundary conditions
are written in terms of the longitudinal field components and their derivatives both in the tangential and
normal directions. As a result, an infinite system of equations is obtained and the determinant of the
matrix is set to zero. The solution in this case is much more complicated but more rigorous. In the next
section more details on Goell’s method will be explained, and the method will be extended to a more
general anisotropic case.

Comparison of Marcatili’s and Goell’s Method
In the original Marcatili method it is assumed that the refractive index of the dielectric waveguide is only
slightly larger than unity. Let us check what happens if we try to calculate the fundamental Ey

11 mode

for, say, a silicon dielectric waveguide (n = 3.41) with cross-section dimensions 0.5× 1.0 mm2. Next
we compare the results with the same characteristics calculated with a more accurate numerical Goell’s
method [30].

One can see in Figure 4.12 that in spite of its simplicity Marcatili’s method works quite well for dielec-
tric waveguides made of even high permittivity materials like silicon. However, it works well only when
the wave is well guided, that is, at high enough frequencies. At lower frequencies accurate calculations
become more complicated [32].

60
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Figure 4.12 Comparison of the results of calculations of the propagation factor kz∕k0 by Goell’s and
Marcatili’s methods for a silicon dielectric waveguide with 0.5× 1.0 mm2 cross section, Ey

11 mode.
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4.3 Beam Waveguides
As losses in metallic and dielectric waveguides increase with frequency, it becomes advantageous to
transmit electromagnetic radiation through free-space. In this section we describe beam waveguides: opti-
cal systems used to propagate radiation as free-space beams. Unlike traditional optics, at GHz and THz
frequencies beams may be only moderately large when compared with the wavelength and so diffraction
effects can become important. In this case we often talk about quasi-optics. Gaussian beam modes are
a natural mode-set to describe quasi-optical beams with a well-defined direction of propagation, just as
TE and TM modes were used to describe propagation in metallic waveguides (Section 4.2.1). In practice,
the lowest-order Gaussian mode often suffices for a good description of a propagating beam. We begin
this section by describing the behavior of these Gaussian beams.

Quasi-optical or beam waveguides are typically made of lenses or mirrors used to refocus the diffract-
ing beam at regular intervals. Here we describe the operation and modeling of these components as well
as the horn antennas often used to launch them. A more detailed discussion of quasi-optical beams and
components can be found in, for example, Ref. [33–36].

4.3.1 Gaussian Beam

4.3.1.1 Gaussian Beam Propagation

Consider one component, E(x, y, z), of the complex electric field of a monochromatic, spatially coherent
beam propagating in the positive z direction in free space. It satisfies the time-independent, or Helmholtz
(Eq. (4.22)), wave equation:

∇2E + k2E = 0 where k = 𝜔
√
𝜇𝜀 = 𝜔∕c = 2𝜋∕𝜆. (4.115)

If we rewrite the electric field component as E(x, y, z) ≡ u(x, y, z) exp(−jkz) then the Helmholtz equation
becomes ∇2u − 2jk 𝜕u∕𝜕z = 0. If the beam is paraxial (largely collimated), then u(x, y, z) varies only slowly
with z over a distance comparable with a wavelength and |(𝜕2u)∕(𝜕z2)| ≪ |k 𝜕u∕𝜕z|. In this case, the
Helmholtz equation becomes the paraxial wave equation

𝜕2u∕𝜕x2 + 𝜕2u∕𝜕y2 − 2jk𝜕u∕𝜕z = 0. (4.116)

A simple solution to this paraxial wave equation can be written in the form

u(x, y, z) =
u0

(q0 + z)
exp

(
−j

k
(
x2 + y2

)
2(q0 + z)

)
(4.117)

where u0 and q0 are constants. If we choose q0 = jkw2
0∕2, then at z = 0 we obtain a Gaussian-shaped

beam:

u(x, y, 0) ∝ exp

(
−
(
x2 + y2

)
w2

0

)
(4.118)

with a planar phase front, and 1/e in amplitude beam radius of w0. On propagating away from z = 0, the
exponent in the expression for u(x, y, z) has both real and imaginary terms:

u(x, y, z) =
u0

(q(z))
exp

[(
−j

k
(
x2 + y2

)
2qr(z)

)
−

(
k
(
x2 + y2

)
2qi(z)

)]
(4.119)

where

q(z) = q0 + z = j
kw2

0

2
+ z and

1
q(z)

=
(

1
qr (z)

)
− j

(
1

qi (z)

)
. (4.120)
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184 Semiconductor Terahertz Technology

We can associate the real part of the exponent in Eq. (4.119) with a Gaussian amplitude profile of
radius w(z) and the imaginary part with the phase of a spherical wave front of radius of curvature R(z) in
the paraxial limit:

u(x, y, z) =
u0

(q(z))
exp

[(
−j

k
(
x2 + y2

)
2R(z)

)
−

((
x2 + y2

)
w2(z)

)]
(4.121)

where
1

q(z)
= 1

R(z)
− j

𝜆

𝜋w2(z)
. (4.122)

q(z) is known as the complex radius of curvature, complex beam parameter, or Gaussian beam
parameter, R(z) is the phase radius of curvature and w(z) is the beam radius. After normalization⎛⎜⎜⎝∫ ∫

∞

E (x, y, z)E∗(x, y, z)dxdy = 1
⎞⎟⎟⎠ we can write E(x, y, z) in its usual form:

E(x, y, z) =
√

2
𝜋w2(z)

exp

[
−

((
x2 + y2

)
w2(z)

)]
. exp

[
−j

(
k
(
x2 + y2

)
2R(z)

+ kz − 𝜑0(z)

)]
(4.123)

where 𝜑0(z), the Gaussian beam phase slippage, or Guoy phase, is given by

𝜑0(z) = tan−1

(
𝜆z
𝜋w2

0

)
. (4.124)

From Eqs. (4.120) and (4.122) we can derive the variation of beam radius and phase radius of curvature
with propagation distance:

w(z) = w0

⎡⎢⎢⎣1 +

(
𝜆z
𝜋w2

0

)2⎤⎥⎥⎦
1∕2

(4.125)

R(z) = z + 1
z

(
𝜋w2

0

𝜆

)2

. (4.126)

The beam has a minimum in extent, the beam waist radius w0, at z = 0 (Figure 4.13), where it also
has an infinite radius of curvature. As the beam propagates away from the waist, its amplitude drops and
it spreads out. The beam remains quasi-collimated (increases by a factor of

√
2 or less) for propagation

distances −zc < z < zc (Figure 4.14) where zc, known as the confocal distance or Rayleigh range, is
given by

zc =
𝜋w2

0

𝜆
. (4.127)

The beam is often divided into a near (z ≪ zc) and a far (z ≫ zc) field. In the far-field the beam radius
grows linearly with z with an asymptotic beam growth angle

𝜃0 = tan−1

(
𝜆

𝜋w0

)
. (4.128)

Away from the beam waist the phase radius of curvature first drops and then increases. Eventually
R(z) → z. The phase slippage 𝜑0(z) varies gradually with z and tends to 𝜋∕2 in the far-field (Figure 4.15).
The characteristic parameters w(z), R(z) and 𝜑0(z) (Eqs. (4.124)–(4.126)) can be used to determine the
properties of a Gaussian beam, the simplest solution to the paraxial wave equation, as it propagates in
free space.
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Axis of propagation

Beam waist
radius, w0

Beam waist
z = 0

Electric field

Figure 4.13 Propagating Gaussian beam showing how the beam radius increases with distance from
the beam waist location.

Beam waist R (z)

w (z)

z

2zc

2w0

2w0 θ0

Figure 4.14 Characteristic parameters of a propagating Gaussian beam.
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Figure 4.15 Variation of (a) beam radius and phase radius of curvature and (b) phase slippage as a
function of distance from the beam waist. 
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186 Semiconductor Terahertz Technology

4.3.1.2 Higher-Order Modes

A Gaussian beam is the simplest solution to the paraxial wave equation and suffices in many cases to
describe beam propagation in an optical system. There are situations, however, when we need to model
more complex field distributions, and in these cases we can use higher-order beam mode solutions.
Higher-order modes are characterized by the same beam radius (w(z)) and phase radius of curvature
(R(z)) as the fundamental mode above; only the phase-slippage differs. The most appropriate mode set
to use depends on the symmetry of the system being modeled. In cylindrical coordinates we can use
Gaussian–Laguerre modes:

Ψpm(r, 𝜙, z) =
(

2p!
𝜋 (p + m)!

)1∕2 1
w(z)

( √
r

w (z)

)m

Lm
p

(
2r2

w2 (z)

)
exp

(
− r2

w2 (z)

)
. exp(−jkz) exp

(
−j

𝜋r2

𝜆R (z)

)
exp(−j(2p + m + 1)𝜑0(z)) . exp(jm𝜙) (4.129)

where Lm
p are generalized Laguerre polynomials. The phase slippage, 𝜑(z) = (2p + m + 1)𝜑0(z), is now

greater than that of the fundamental mode (𝜑0(z)) by an amount that depends on the mode parameters p
and m. In rectangular coordinates we use Gaussian–Hermite modes:

Ψmn(x, y, z) =

(
1

𝜋wx (z)wy(z)2m+n−1m!n!

)1∕2

Hm

( √
2x

wx (z)

)
Hn

( √
2y

wy (z)

)

. exp

(
− x2

w2
x (z)

−
y2

w2
y(z)

)
. exp(−jkz) exp

(
−j

𝜋x2

𝜆Rx (z)
− j

𝜋y2

𝜆Ry(z)

)
(4.130)

. exp
(
−j

(
m + 1

2

)
𝜑0x(z) − j

(
n + 1

2

)
𝜑0y(z)

)
where Hm∕n are Hermite polynomials, and the modes can have different widths and phase radii in the x
and y directions. Again, there is a mode-dependent phase-slippage term.

The higher-order Gaussian–Hermite and Gaussian–Laguerre modes consist of polynomials superim-
posed on the fundamental Gaussian mode (Figure 4.16) and constitute complete orthonormal sets of
modes that are each solutions to the paraxial wave equation. Any arbitrary solution of this wave equation
(any paraxial beam) can therefore be expressed as a superposition of Gaussian modes, the particular
mode set, Ψi, being chosen as appropriate for the symmetry of the problem:

E(r, z) =
∑

i

AiΨi(r, z;w(z),R(z), 𝜑i(z)) (4.131)

where E(r, z) is the paraxial field at a location r in the plane given by z and Ai are the mode coefficients.
w(z), R(z) and 𝜑i(z) are the beam radius, phase radius, and mode-dependent phase slippage, as before.

Once the mode coefficients are known, the beam can be reconstructed at any plane along its propaga-

tion path by simply calculating new values of the beam parameters, E(r, z′) =
∑

i

AiΨi(r, z;w(z′),R(z′),

𝜑i(z′)). Since the form of the amplitude distribution of each mode remains unchanged as they propagate
(they are simply scaled as w(z)) it is the relative change in the phase slippage term between modes that
is responsible for the changing amplitude distribution of a diffracting beam. If the field is known over
some surface S, then the mode coefficients can be evaluated from

Ai = ∫ ∫
S

E∗(r, z)Ψi(r, z;w(z),R(z), 𝜑i(z))ds. (4.132) 
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(0,0)

(1,0)

(1,0)

(1,1) (1.2) (1,3)

(0,3)(0,2)(0,1)(0,0)

(1,1) (1,2) (1,3)

(0,1) (0.2) (0,3)

Figure 4.16 Intensity (Ψ2) profiles of some Gaussian–Hermite (top two rows) and Gaussian–Laguerre
(lower two rows) modes. The plots extend to ±3w0.

This modal decomposition need only be carried out once, so long as there is no further scattering
between modes (e.g., caused by truncation of the beam at an aperture). The choice of the optimum beam
mode set (in terms of the parameters w(z) and R(z)) is important for the efficiency of the Gaussian beam
mode approach. Often a source field can be represented to a high accuracy by the sum of only a few modes
and the mode set that maximizes the power in the fundamental is chosen. Other useful approaches take
into account the ability of the highest-order mode used to model the edge of the field.

Equations (4.124)–(4.126) allow us to model the evolving shape and increasing lateral extent of a beam
as it propagates in free space. Most practical systems must employ a series of reflecting or refracting
elements to periodically re-focus such a beam and these are discussed next.

4.3.2 Launching and Focusing Components: Horns, Lenses, and Mirrors

A thin lens or curved mirror placed in the path of a propagating beam transforms the radius of curva-
ture of the incident wavefront, Rin, into Rout, the radius of curvature of the transmitted beam, according
to 1∕Rout = 1∕Rin − 1∕f where f is the focal length of the transforming element. Using an appropriate
combination of phase curvature transformations, a quasi-collimated beam can be maintained over long
distances in what is known as a beam waveguide. In general, in long-wave optics, the phase radius of
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(a) (b)

Output waist

Phase radius of
curvature 

Input waist

Focus

Input waist

Rin = R1

Rin = R1

Rout = –R2 Rout = ∞

R2R1

R1

i

p

i

b

a

Phase radius of curvature

Figure 4.17 (a) Ellipsoidal and (b) paraboloidal refocusing elements.

curvature is not equal to the distance back to the beam waist and amplitude distributions are not re-imaged
at waists. Typically, however, it is the reforming of beam waists, and not imaging, that is of interest when
dealing with simple Gaussian beams.

4.3.2.1 Mirrors

Refocusing (curved) mirrors are commonly employed for re-collimation in quasi-optical beam guides
(Figure 4.17). They are also useful for feeding a divergent beam from a source into a beam guide or
focusing a beam onto a detector.

A reflecting surface in the form of an ellipsoid of revolution around its major axis transforms the
phase radius of curvature of an incident Gaussian beam Rin = R1 into a phase radius of curvature for
the reflected beam of Rout = −f Rin∕(Rin − f ) = −R2, where f is the focal length of the mirror. The major
and minor axes and eccentricity of the ellipsoid required are given by

a = 1
2
(R1 + R2); b =

√
R1R2 cos(i) (4.133)

e =
√

1 − b2∕a2 (4.134)

and
f = R1R2∕(R1 + R2) (4.135)

where 2i is the bending angle of the mirror. Usually, the beam waists do not coincide with the geometrical
foci of the ellipsoid.

If either the incident or the reflected beam is required to have a waist at the mirror, then the surface to
use is a paraboloid of revolution around the axis of symmetry, and the focal length of the mirror section
should match the phase front radius of curvature f = R1 of the non-collimated beam. If the distance
from the vertex to the focus of the parent parabola is p, then p = R1cos2i, where i is the angle of inci-
dence at the mirror. Parabolic mirrors can be used as substitutes for ellipsoidal mirrors if Rin ≥ Rout or
vice versa.

Normally, mirrors are used in an off-axis configuration to prevent the beam from interfering with itself.
To minimize beam distortion, the angle of incidence of the beam i should be less than 45∘ (bending
angle 2i < 90∘). Because of projection effects, the reflected beam from an off-axis mirror suffers from
amplitude distortion (beam squint). For a reflected Gaussian beam, the maximum is no longer on the
propagation axis; however, the Gaussicity (fractional power coupling to a pure Gaussian) of such a beam
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Propagation at THz Frequencies 189

is still high for long focal ratios and small angles of incidence. The Gaussicity is given by

KG = 1 − 1
2

(
wm tan i

2f

)2

(4.136)

where wm is the beam waist at the mirror [37]. In a two-mirror system, the distortion can be compensated.
If the mirror does not have the correct ellipsoid of revolution shape, then phase distortion also occurs at the
mirror, which leads to additional phase aberration effects. Another consequence of off-axis configurations
is that a certain fraction of the power in an incident linearly polarized beam is scattered into the cross-polar
direction:

PXpol =
(

wm tan i

2f

)2

(4.137)

Again, the effect can be mitigated by special arrangements in multi-element optical systems [38, 39].
Many common metals (aluminum, copper, gold) behave as ideal conductors in the THz region and so

metal or metal-coated mirrors are widely used. Small penetration depths mean that a thin metal layer is
sufficient and reflectivity values close to 1 can be achieved. Manufacturing errors in these mirrors may
give rise to more or less randomly distributed deviations from a nominal reflector surface. Ruze [40] has
analyzed such errors in the case where they are much smaller than the wavelength and their effect is to
scatter power from the main beam into a wider error beam, resulting in a loss of efficiency. For a reflector
with rms surface error 𝜀, and normal incidence, this surface efficiency is given by

𝜂surf = exp

(
−
(4𝜋𝜀
𝜆

)2
)
. (4.138)

For beam guides with many reflecting components such effects must be taken into consideration.

4.3.2.2 Lenses

Similar to traditional optical lenses, THz lenses are used to focus or collimate radiation by refraction
through curved-shaped dielectric materials. Refractive THz optical system designs are on-axis and so
have many advantages, in terms of aberrations, over off-axis reflective designs. At optical wavelengths
glass is an ideal, low absorptive material to use. At THz wavelengths dielectric plastic materials, such as
polypropylene and polyethylene (PE, in particular ultra-high molecular weight (UHMW) PE) are com-
monly used. These all have low levels of absorption and a relatively low refractive index value, leading
to the requirement of thick lens elements. Higher refractive index materials, such as quartz or silicon,
suffer from larger reflections at the surface, described by the Fresnel equations, and require antireflec-
tion coatings which are not as well developed as in the optical regime. On the other hand the use of
these coatings on higher refractive index material such as fused quartz (n = 1.95), silicon (n = 3.4), and
germanium (n = 4) allows larger radii of curvature in the optical designs and can reduce associated opti-
cal aberrations and improve the broadband performance of optics. Currently many innovative spectrally
broadband metamaterial-based gradient index (GRIN) lenses are being developed that focus to a spot size
of approximately one wavelength, and rapid development in this field is leading to the evolution of “flat
lenses” [41, 42]. Modeling the optical properties of lenses can be adequately achieved with the ABCD
matrix formulation described next. More accurate models can be achieved using method of moments
techniques or physical optics (Section 4.3.7) where an extra propagation through the lens is included to
simulate internal reflections.

4.3.2.3 Gaussian Beam Transformation

To model the effect of an optical element on the waist, phase radius and slippage of a propagating Gaus-
sian beam, we can use the convenient ABCD ray transfer matrix formalism that is commonly used in
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Output ray
Optical system

Axis

Input ray
rin rout θoutθin

A B
C D

Figure 4.18 In the ray matrix formalism an optical element or combination of elements is represented
by an ABCD matrix that modifies the input ray’s displacement and slope. In quasi-optics the ABCD
matrix elements are used to transform the input Gaussian beam parameter.

geometrical optics (see e.g., Ref. [36]). In this case the ABCD or ray matrix for the optical element oper-
ates on an input ray displacement and slope. It transforms (rin, 𝜃in) at the input plane to (rout, 𝜃out) at the
output plane (Figure 4.18) according to the matrix equation[

rout

𝜃out

]
=

[
A B
C D

] [
rin

𝜃in

]
(4.139)

For Gaussian beams, the four parameters of the ray matrix operate on the complex radius of curvature
q (which can be constructed from w and R), giving

qout =
Aqin + B

Cqin + D
(4.140)

and on the phase slippage giving

𝜑out = 𝜑in − Arg

[
A + B

(
1

qin

)]
. (4.141)

The new beam radius and phase radius of curvature can be recovered from q (Eq. (4.122)):

R(z) =
(

Re

[
1

q (z)

])−1

and w(z) =
√

−𝜆
𝜋Im

[
1∕q(z)

] (4.142)

Some common ray transformation
matrices are:

[
1 d
0 1

]
for propagation a distance d in free space or in a

medium of constant refractive index[
1 0

−1∕f 1

]
for a thin lens of focal length f ( f > 0 for

converging)[
1 0

−2∕R 1

]
for reflection from a curved mirror (normal

incidence, R > 0 for center of curvature before
interface)

For a multi-element system made up of a series of optical components, the full ABCD matrix is given by
the product of the corresponding ABCD matrices for the individual components, including any distance
propagated in free space or in a medium. The matrices must be cascaded in reverse order so the first
optical element is on the right-hand side of the product:

Mtotal = MN ⋅ MN−1 ⋅ · · · ⋅ M2 ⋅ M1 =
[

A B
C D

]
total

. (4.143) 
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4.3.2.4 Horns

Horn antennas are quite often used as feed systems for launching and detecting THz waves, particularly
at longer wavelengths [43]. A horn antenna can be regarded as a flared section of waveguide that acts
as a smooth transition to free space. If the flare is gentle, then the field structure at the horn aperture
is readily predicted from waveguide theory. To a good approximation, the field at the aperture has a
well-defined spherical phase front (expressed using the usual quadratic approximation for paraxial beams
as exp(−jkr2∕2R), where r is the radial distance in the aperture and R is the phase radius of curvature).
Horns typically produce beams that have low sidelobe levels and are well approximated by a Gaussian
distribution. In terms of feeding quasi-optical systems, the most important parameters of a horn are the
effective size and location of the best-fit Gaussian beam waist. These are given by

w0 =
wap√

1 + (𝜋w2
ap∕𝜆R)2

(4.144)

and
Δz = R

1 + (𝜆R∕𝜋w2
ap)2

(4.145)

where wap is the beam radius at the aperture of the horn. Δz refers to the distance of the phase center
behind the horn aperture. Here we describe some of the most commonly used horn antenna types.

Smooth-Walled Horns
For the typical linearly-flared conical and pyramidal shapes encountered (Figure 4.19), the center of
curvature of the phase front is located at the apex of the horn, that is, R = L where L is the slant length of
the horn. The sidelobe structure is determined by the high frequency structure of the horn aperture fields
(such as sharp truncation of the field or its derivatives at the edge of the aperture).

A pyramidal horn antenna (of aperture width a and height b) produces a rectangular waveguide TE10

fundamental mode field at its aperture with a phase curvature given by the slant lengths (Lx and Ly) of
the horn:

E⃗ap = E0 cos
(
𝜋x
a

)
exp

(
−jk

(
x2

2Lx

+
y2

2Ly

))
ŷ; |x| ≤ a∕2, |y| ≤ b∕2. (4.146)

For optimum operation as a quasi-Gaussian feed, Lx = Ly and b∕a = 0.7, giving a symmetric best-fit
Gaussian with a beam radius wap = 0.35a = 0.5b at the horn aperture.

A diagonal horn is an improvement on a pyramidal smooth-walled horn as it produces a beam pattern
with the same E- and H-plane patterns. A flared square horn section is rotated by 45∘ with respect to a
rectangular waveguide feeding it with a single TE10 mode. Two orthogonal TE10 modes are thus excited

(a)

a a

ab

Lx

LLy

(b) (c)

Figure 4.19 Three examples of smooth-walled horn antennas used for launching quasi-optical beams.
(a) pyramidal horn, (b) diagonal horn, and (c) conical horn.
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in the horn with equal phase and amplitude. For a horn of side length a and slant length L, the electric
field at the aperture is given by

E⃗ap(x, y) = E0

(
cos

(𝜋y

a

)
x̂ + cos

(
𝜋x
a

)
ŷ
)

exp

(
−jk

(
x2 + y2

2L

))
; |x|, |y| ≤ a

2
. (4.147)

This yields a quasi-Gaussian field with beam radius wap = 0.43a at the aperture.
A conical horn antenna of radius a and slant length L produces a cylindrical waveguide TE11 funda-

mental mode field of the form:

E⃗ap(r, 𝜙) = E0

((
J0

(𝜒r

a

)
+ J2

(𝜒r

a

)
cos 2𝜙

)
x̂ + J2

(𝜒r

a

)
sin 2𝜙ŷ

)
. exp

(
−jk

(
r2

2L

))
;

𝜒 = 1.841, |r| < a. (4.148)

For operation as a quasi-Gaussian feed, the best-fit Gaussian has beam radius wap = 0.76a at the horn
aperture. A dual-mode horn is an improvement on a smooth-walled conical horn. It produces a nearly
symmetric tapered field in a circular horn by also exciting the TM11 mode (with correct amplitude and
phase relative to TE11) with a carefully designed step plus phasing section in the throat of the horn. For
a dual-mode horn wap = 0.59a.

Corrugated Horns
Corrugating the surface of a horn allows hybrid (combination of TE and TM) modes to propagate. One
of the most widely used designs is the conical corrugated horn or “scalar feed” (Figure 4.20) [44, 45].
Such a horn, with 𝜆∕4-deep corrugations at the aperture, operates under the balanced hybrid condition
and produces a HE11 mode. This gives an aperture field of the form:

E⃗ap(r) = E0

(
J0

(𝜒r

a

)
ŷ
)

exp

(
−jk

(
r2

2L

))
; |r| < a, (4.149)

where a is the radius of the horn aperture and L is its slant length. The beam radius of the best-fit Gaussian
at the horn aperture is given by wap = 0.64a. Conical corrugated horns have the desirable properties of
axial beam symmetry, low sidelobe levels and low cross-polarization. The beam from a conical corrugated
horn has 98% coupling to a fundamental Gaussian beam.

Shaped horn designs have also been developed to fulfill criteria such as increased coupling to a fun-
damental Gaussian mode or reduced horn length.

4.3.2.5 Lens Antennas

Lens antennas tend to be used at higher frequencies in the THz band when the manufacture of horn anten-
nas becomes problematic. A planar antenna typically acts as the basic radiating source, and this produces
a highly divergent beam. The lens then quasi-collimates this beam to produce a far-less-divergent far-field
pattern, which is useful for input to quasi-optical systems.

Figure 4.20 Cross-section of a corrugated conical horn.
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4.3.3 Other Components Needed in Beam Waveguides

4.3.3.1 Beam Splitters, Polarizing Grids, Roof Mirrors, Interferometers, Filters, and Diffractive
Optical Elements

Also useful in beam waveguides are a range of other quasi-optical components and subsystems that
function in an analogous way to waveguide circuit devices in microwave systems. Such components may
be inherently frequency-selective devices (such as wave plates) or may be frequency-independent devices
(such as polarizing grids). A review of the operation of such components is presented in [33, 46], along
with their application in both frequency-dependent and frequency-independent subsystems. For example,
polarizing wire grids can be used to linearly polarize an unpolarized beam or change the direction of
polarization of a beam already linearly polarized (Figure 4.21a). Since the part of the beam that is not
transmitted ends up being reflected, polarizing grids are also useful as beam splitters and beam combiners.
In the case of beam splitters the reflected and transmitted beams have orthogonal polarization directions
that depend on the orientation of the wires of the grid with respect to the directions of propagation and
polarization of the incident beams. An example of a diplexer based on such polarization splitting by a
wire grid is illustrated in Figure 4.21b [47]. Alternatively thin sheets of transparent plastic, such as Mylar,
are also often used as non-polarization sensitive beam splitters, when only a small fraction of power in
the reflected beam is required.

Another very useful component is the roof mirror which rotates the direction of polarization of an
incident wave by an angle of 2𝜃i, if the angle between the incident polarization and the axis of the
roof mirror is 𝜃i (see Figure 4.21c). The field component parallel to the axis of the roof mirror is not
affected in the double reflection, while the component perpendicular to the axis has its direction reversed.
Roof mirrors combined with polarizing grids can therefore be used as path length compensators, as in
Figure 4.21d.

(a) (b)

(c) (d)

Vertically
polarized
input

Horizontally
polarized output

Roof mirror
rotated 45°

Vertical
wire grid

Transmitted
beam 

Incident
beam

Reflected beam

90°
Input

polarization
Output
polarization

Roof mirror

Grid (horizontal wires)

Grid
(horizontal
wires)

LO

Grid (vertical wires)

(Horizontal polarization)

(Vertical polarization)

Signal

θi
θi

θi

Figure 4.21 (a) Polarizing grid with orthogonally polarized reflected and transmitted beams,
(b) diplexer based on polarization splitting [47] (c) roof mirror rotating the input polarization direction;
and (d) roof mirror combined with a polarizing grid in a path length compensator.
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194 Semiconductor Terahertz Technology

A Michelson polarizing interferometer (Martin–Puplett Interferometer) is a combination of a
polarizing grid acting as the beam splitter and two roof mirrors that reflect the orthogonally polarized
beams back along the incident path from the beam splitter, but with their polarization directions rotated
by 90∘. They can then be recombined at the beam splitter before propagation to the output port, as
shown in Figure 4.22. The difference in the path length between the two arms and the wavelength of
the radiation determine the polarization properties of the recombined beams. Thus, further grids at the
input and output ports of the system allow a four-port dual beam interferometer to be realized, which is
useful in heterodyne systems for efficient injection of a local oscillator signal, and as a sideband filter
for a signal beam with rejection of the unwanted band at the output port (i.e., the two beams of interest
are separated in wavelength).

Waveplates which act as polarization transducers are useful quasi-optical devices that produce a dif-
ferential phase shift between two orthogonal electric-field polarization directions (a half-wave plate
providing a differential phase shift of 180∘ between two orthogonal electric field polarization directions
while a quarter-wave plate transforms linear to circular polarization and vice versa.) Waveplates can be
generated through mechanical milling or other techniques [48].

A quasi-optical polarizer based on arrays of self-complementary sub-wavelength holes is reported in
Ref. [49]. A naturally isotropic material can be made to simulate an anisotropic birefringent dielectric
by changing its geometry as, for example, in Ref. [50]. Dielectric strips of alternating permittivity can be
combined to form composite dielectrics with the required dielectric constant, provided the wavelength
is much longer than the strip thickness. Such strips can also be used as filters, mirrors, and so on [51].

Extremely useful high- and low-pass filters can also be made with inductive and capacitative grids,
respectively [52]. Resonant grids can be used for band-pass filtering while a perforated plate filter acts
as a high-pass filter with a sharp cut-off and even with profile shaping for lensing [48]. A transmission
line matrix method can be used as a convenient way of calculating the frequency response of systems
composed of cascaded elements.

Diffractive optic elements (when typically placed at a Fourier plane in a 4-f system) transform the
field distribution (amplitude and/or phase) of an incident coherent beam, thereby producing the desired
field distribution at a displaced second plane. Such components operate like spatial filters by redirecting
segments of a wave front through the use of interference and/or phase control [53]. Fresnel phase and
amplitude plates, Damann gratings and Fourier gratings [54–56] can, for example, be used to generate
multiple images of a single input beam for multiplexing a local oscillator source quasi-optically with an
array of detectors in a heterodyne system. There are a number of dielectric materials which have useful
mechanical and optical properties in the THz part of the spectrum for use in transmission phase gratings
in particular [33].

Generally, in designing diffractive optical elements it is not possible to use analytical techniques but
rather approaches such as simulated annealing or genetic algorithms, and phase-retrieval techniques such
as the Gerchberg–Saxton algorithm can be applied to find optimal solutions for the diffractive optical
element [57–59]. Another useful example of beam-shaping is in the production of “diffraction-free
beams”, in which the amplitude does not change in form or scale while propagating [60]. These beams

Vertical wire grid

Horizontal wire grid

Roof mirror

Input port 2 (v)

Input port 1 (h)

45° wire grid

Output port 4 (h)

Output port 3 (v)

Figure 4.22 A four-port dual-beam interferometer (diplexer).
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Propagation at THz Frequencies 195

have the amplitude cross-section of a Bessel function and, ideally, are infinite in extent. Pseudo-Bessel
beams (having finite extent and power) have been generated using dielectric conical-shaped lenses called
axicons [61, 62]. A resonant Fresnel lens can also be designed which has lower optical loss characteristics
than the alternative thin lens [63].

An issue for the optimal design of all quasi-optical devices is the consequences of Gaussian beam
propagation through such devices in terms of beam spreading, truncation levels, and phase slippages, for
example. The component should allow a clearance of 4w for a Gaussian beam, where w is the best fit
Gaussian radius at the component. The consequence of beam truncation will be extra diffraction of the
beam into the side-lobe structure and loss in transmitted power.

4.3.4 Absorbers

Absorbing materials are important in THz systems to reduce reflectivity from non-optical surfaces.
Reflected power inevitably leads to a loss of sensitivity and undesirable effects such as standing waves,
fringing, multiple images, and ghosting. These effects can be greatly reduced by efficient anti-reflection
coatings on metal surfaces. Coatings can be tuned for given frequencies. In THz systems standing waves
are troublesome for coherent detectors and can exist between all optical components and source and
detector antennas. Many commercial products are available as foams and elastomers as well as rigid
polymers with geometrical-shaped surfaces to minimize reflections at a design wavelength. This material
pressed into cones or pyramids on polymer sheets is effective and is referred to as tessellating terahertz
radar absorbing material. Conductive vinyl films can also be used within waveguides and the interior of
cavities to reduce Q factors or to alter the flow of high frequency currents.

Microwave techniques can also be applied to shorter wavelengths using a Salisbury screen. This simple
geometry is used to minimize back-scattering from a flat metal plate. A resistive sheet having a resistivity
close to that of free space (377 Ω) is placed roughly one quarter of a wavelength in front of the conduct-
ing plate. This is a narrow-band technique. Many metamaterial-type structures are now realized also to
minimize reflection. Metamaterials are constructed by layering material with subwavelength structures
which are capable of manipulating electromagnetic radiation [64, 65] and have many THz applications.
The first metamaterial THz absorber was reported in 2008 and used loss in a metal as a key mecha-
nism to absorb THz waves [66]. This metamaterial absorber was made from three subwavelength layers
including a frequency selective surface (FSS), a dielectric spacer layer, and a metallic back layer. This
FSS determines the absorption frequency, the metallic back layer reflects the transmitted resonance fre-
quency, and the spacer layer acts as a subwavelength cavity which makes the waves reflected from the
metallic layer out of phase with respect to the reflected waves from the FSS [67].

Soon after the first demonstration of a THz metamaterial absorber, different structures were fabricated
to enhance the functionality of the absorber, including polarization independence and operation over
multiple frequencies [66, 68, 69]. Other promising artificial materials, such as graphene, have also been
demonstrated [70]. Graphene as a material is optically transparent, it has high absorption per monolayer
in the optical range and more so in the THz, with reported absorption up to 100% [71].

4.3.5 Modeling Horns Using Mode Matching

The details of the performance of a corrugated or smooth-walled horn, including any necessary waveguide
transitions and couplers, can be obtained from a full electromagnetic simulation over the volume of
the structure and some of its surroundings. This is increasingly possible because of the advances in the
availability of computing resources, but it still remains a significant challenge because of the relative
size of such structures in terms of the wavelength of the radiation (they are necessarily electrically
large structures). Alternative methods, such as mode-matching, based on a combination of extra physical
insight into the propagation of radiation in different parts of the structure and the use of computational
resources, offer more efficient solutions in situations where there is a significant degree of symmetry in
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196 Semiconductor Terahertz Technology

the structure (for example, axial symmetry in conical horns). This is particularly advantageous at the
design stage.

In Section 4.2 the principles of propagation of electromagnetic waves in the THz domain, in various
transmission lines, were discussed for the case of infinitely long guides, or more specifically with guide
boundary conditions that are uniform along the propagation axis. In practical applications we are always
dealing with finite sections of guides and therefore it is necessary also to consider the boundary conditions
at the discontinuities at both ends of the guide section.

It will be assumed here that within the guide length we know the supported modes (E⃗i and H⃗i) and
corresponding complex propagation constants 𝛾i as a function of frequency (i = 1 … N). The bound-
ary conditions at the guide ends (ports 1 and 2) can therefore be expressed in terms of the complex
mode amplitudes of all supported modes, both forward and backward propagating. Propagation delay
and amplitude change between ports 1 and 2 are related to the guide length l and the propagation constant
𝛾i of the particular mode.

If we describe the amplitudes of the modes excited at port 1 and propagating toward port 2 using a
column vector [a1

i ] and the modes propagating from the direction of port 2 by [b1
i ], and similarly at port 2

using [a2
i ] and [b2

i ] then for a section of uniform waveguide we get:

[b2
i ] = [S21][a

1
i ], [b1

i ] = [S12][a
2
i ] (4.150)

where [S21] and [S12] are the appropriate scattering matrices [43]. In this case of no actual change of the
boundary conditions at the ports, the other two scattering matrices are zero, and therefore, assuming that
at each port the reference frame is reset, so that z = 0 [43]

[S21] = [S12] =
⎡⎢⎢⎢⎣
e−𝛾1l 0 · · · 0

0 e−𝛾2l 0
⋮ ⋮ ⋱ ⋮
0 0 · · · e−𝛾N l

⎤⎥⎥⎥⎦
[S11] = [S22] = [0] (4.151)

If there is an actual discontinuity at one of the ports, due to the next, dissimilar guide section (with
modes characterized by E⃗′

j , H′
j , and 𝛾 ′j and indexed by j = 1 … M) then the full set of scattering matrices

needs to be calculated for the junction itself (from the boundary conditions at the discontinuity):

[S11] = ([R]+ + [P]+[Q]−1[P])−1([R]+ − [P]+[Q]−1[P])

[S12] = 2([R]+ + [P]+[Q]−1[P])−1[P]+

[S21] = 2([P]([R]+)−1[P]+ + [Q])−1[P]

[S21] = ([P]([R]+)−1[P]+ + [Q])−1([P]([R]+)−1[P]+ − [Q]) (4.152)

where matrices [P], [Q], and [R] characterize the coupling of modes across the junction and self-reactance
either side of the junction, respectively:

[P] = [Pij] = ∫Σ
E⃗(t)

j × H⃗(t)
i ⋅ dS⃗

[R] = [Ri′i] = ∫Σ
E⃗(t)

i′
× H⃗(t)

i ⋅ dS⃗ (4.153)

[Q] = [Qj′j] = ∫Σ
E⃗(t)

j′
× H⃗(t)

j ⋅ dS⃗

The integration is of the transverse components of the modal fields over the whole relevant
cross-section of the junction (Σ), which might be finite (for example, metal waveguides) or infinite
(dielectric guides). [Q] and [R] matrices are diagonal for orthogonal mode sets [43, 72].
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Propagation at THz Frequencies 197

It is possible to find analytical expressions for the elements of these matrices for some classes of junc-
tions. For example, for a junction between two sections of circular waveguide with a step-wise increase
in guide radius (from a to b) and a perfect electric conductor (PEC) wall closing the gap, it can be
shown that:

[P] =

[
[PEE] 0[
PME

]
[PMM]

]
[R] = [Ri′i]

[Q] = [Qj′ j] (4.154)

In the expressions above the modes were grouped TE first, followed by TM modes, on both sides of
the junction. The elements of the coupling matrices are indexed by the mode numbers of the circular
waveguide modes n, l, and given by:

PTMn′ l′ −TMnl
=

(1 + 𝛿n0)𝜋CnlCnl′a

Zb∗
TMnl′

[(pnl′

b

)2

−
(pnl

a

)2
] (pnl′

b

)
J′

n(pnl)Jn

(pnl′a

b

)
𝛿n′n

PTEn′ l′ −TEnl
=

−(1 + 𝛿n0)𝜋DnlDnl′

Zb∗
TEnl′

[(qnl′

b

)2

−
(qnl

a

)2
]qnlJn(qnl)J

′
n

(qnl′a

b

)
𝛿n′n

PTEn′ l′ −TMnl
= 0

PTMn′ l′ −TEnl
=

𝜋nDnl′Cnl ab

2Zb∗
TMnl′

[pnl′ .qnl]
Jn(qnl)Jn

(pnl′a

b

)
𝛿n′n

QTMn′ l′ −TMnl
= 1

Zb∗
TMnl

𝛿n′n𝛿l′l

QTEn′ l′ −TEnl
= 1

Zb∗
TEnl

𝛿n′n𝛿l′l

RTMn′ l′ −TMnl
= 1

Za∗
TMnl

𝛿n′n𝛿l′l

RTEn′ l′ −TEnl′
= 1

Za∗
TEnl

𝛿n′n𝛿l′l (4.155)

where C and D values are the normalization coefficients for the TM and TE waveguide modes, Z
represents the impedance of the relevant mode while pnl and qnl represent the l-th root of the Bessel
function J of order n and l-th root of its derivative, respectively [73]. In cases where a closed form
solution cannot be found for the coupling matrices, their elements can be calculated numerically and
tabulated for re-use, at a significantly higher computational cost.

Using the scattering matrices for a straight section (S; Eq. (4.151)) and a junction section
(J; Eq. (4.152)) the scattering matrices characterizing a more complex passive 2 port (e.g., corrugated)
waveguide structure can be determined. This process employs step-wise application of the cascading
relation [43]:

[SAB
11 ] = [SA

11] + [SA
12]([I] − [SB

11][S
A
22])

−1[SB
11][S

A
21]

[SAB
12 ] = [SA

12]([I] − [SB
11][S

A
22])

−1[SB
12]

[SAB
21 ] = [SB

21]([I] − [SA
22][S

B
11])

−1[SA
21]

[SAB
22 ] = [SB

22] + [SB
21]([I] − [SA

22][S
B
11])

−1[SA
22][S

B
12] (4.156)
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198 Semiconductor Terahertz Technology

where A and B are the two sections being cascaded, with port 2 of A exactly matching port 1 of B (uniform
boundary conditions and the same number of modes being considered). [I] is an identity matrix of the
required size.

For example, to determine the scattering matrices of a structure consisting of two dissimilar wave-
guides joined together (SJS) the scattering matrix of the first straight section is cascaded with the junc-
tion section (matching the number of modes) and the result cascaded with the second straight section.
This mode-matching process can be repeated an arbitrary number of times to generate the matrices for
more complex elements, in particular corrugated horns. Smooth-walled horns can also be modeled using
this approach by progressive approximation of the slanted wall with steps of decreasing size to verify
convergence.

Often one end of the waveguide structure opens into free space. This situation can also be characterized
using mode-matching, by treating the free space as a guide characterized by an infinite number of modes,
for example, plane waves with varying directions of the wavevector and polarization (seen as TE and TM
modes at the junction).

The expressions in Eq. (4.152) can only be exact (regardless of excitation) if all possible modes (propa-
gating and evanescent, the total number being generally infinite) are included in the matrices. In practical
applications the set of modes being considered is always finite, but convergence can be achieved by suf-
ficiently extending the mode set. The fact that straight sections are of finite length makes it necessary to
include a sufficient number of evanescent modes in their modal description, as they can still contribute
to the transfer of power across the section [72, 73].

Horn analysis using the mode-matching approach produces results in excellent agreement with
finite-difference time-domain (FDTD) methods, assuming that care is take to include a sufficient
number of modes at each junction (see Figure 4.23).

In the case where the rank of the [S12] and [S21] matrices is 1 the structure is single-moded, as any
excitation at one port produces the same combination of modes, and therefore the same field structure,
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Figure 4.23 Comparison of the simulated performance of a corrugated horn designed to operate at
a center frequency of 661 GHz, as predicted by a FDTD simulation (CST Microwave Studio) and
mode-matching code (SCATTER).
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Propagation at THz Frequencies 199

at the other port, subject to a scalar amplitude factor. If at least one of the ranks is greater than 1 the
structure is multi-moded in the respective direction.

4.3.6 Multi-mode Systems and Partially Coherent Propagation

If the waveguide system feeding a horn antenna is oversized, so that it can transmit more than the fun-
damental mode, then the horn is said to be multi-mode. In such cases the higher order modes in the
waveguide can independently couple to an incoherent detector or source, with increased throughput over
a single mode system [74, 75]. The on-axis gain and beam width of such horn antennas will be increased,
which can be useful in systems where increased power coupling to a detector is an advantage and coher-
ent illumination by the horn is not a vital requirement [73]. In such cases multi-mode horn antennas
provide increased on-axis gain with low sidelobe levels (important for the off-axis rejection of noise, for
example) [73, 76]. However, the relative coupling of the waveguide modes to the detector in the case of
a receiver (or a source in the case of a transmitter) affects the details of the beam pattern, which thus
becomes less easy to control and may require careful modeling.

For a multi-mode horn fed by an oversized waveguide with N independent modes propagating, the
modified equation relating the beam solid angle ΩA to the effective area of the horn aperture Ae is
given by:

ΩAAe = N𝜆2 (4.157)

where 𝜆 is the wavelength (Figure 4.24). The effective area Ae grows to be approximately equal to the
physical area of the horn aperture Aph as it becomes more highly over moded, while at the same time
the beam solid angle area also grows approximately as the number of modes. This can have the effect
of reducing the spatial resolution of the horn in imaging systems where the horn beam is matched to a
reflecting antenna (or telescope) with low spillover, since Ae (which couples to the point spread function)
will grow with N for the same ΩA that fills the reflector. However, for a system with re-imaging optics a
cold stop at the far field of a horn (or its image) could be used to terminate spillover to a low temperature,
thus recovering spatial resolution while maintaining high on-axis aperture efficiency.

An example of the use of multi-mode horns (Figure 4.24) is in the two highest frequency channels of
the high frequency instrument (HFI) on the European Space Agency Planck satellite (which has mapped
the anisotropies of the cosmic microwave background radiation) [77]. There the requirement for high
sensitivity and similar resolution to the lower frequency HFI bands (with single mode horns), while still
requiring precise control of beam pattern characteristics, was an ideal application for the multi-mode horn

Ae

ΩA

Figure 4.24 Antenna beam pattern.
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200 Semiconductor Terahertz Technology

systems [76]. Thus, since the Planck focal plane horns directly illuminated the Gregorian telescope sec-
ondary reflector, the requirement for very low edge taper and spillover levels meant that the horn aperture
areas had to be increased, reducing the spatial resolution of the system as indicated above but increasing
the on-axis gain and beam size on the sky by a large factor, thus increasing single pixel sensitivity to both
point and extended sources.

Such multi-mode horn antennas are now also being proposed for other far-infrared systems, where
increased throughput is also required but when also the coupling to the source is controlled via a cold
absorbing stop in the far-field of the horn or its image (see e.g., Ref. [78]). In this case, for imaging
applications, the horn aperture can be made significantly smaller than the point spread function, thus
giving high aperture efficiency on-axis, but with good control of the power coupled off-axis into the beam.

In general, the modeling of a waveguide-fed multi-mode horn antenna system can be efficiently
undertaken using a scattering matrix mode matching approach. For an oversized system a number of
independent waveguide modes are excited at the entrance port (rather than one coherent field excited, as
in a single mode system). These modes are scattered at any discontinuities encountered in the waveguide
as well as in the horn antenna (which can be modeled as a set of short waveguide sections of varying
radii) [43]. For cylindrically symmetric horns circular waveguide modes are used as the basis set for the
scattering matrix formulism. In general, for circular waveguides these modes are degenerate in the sense
that there are two orthogonal modes for each independent solution to the waveguide equation, where
one mode can be transformed into the other degenerate partner by an appropriate rotation with respect
to the axis of the guide (except for the n = 0 modes). The actual coupling to a source or the detector
then depends on the polarization characteristics of the individual mode of the degenerate pair. As well
as this, modes can only scatter for the case of circularly symmetric discontinuities into other modes
of the same azimuthal order (same dependence on 𝜑) and degeneracy type, which makes for efficient
computation. Thus, when only the fundamental mode TE11 mode propagates in the waveguide feeding
the horn (single mode case) then mode scattering in the horn can only occur to azimuthal order n = 1
modes, whereas, in a multi-mode horn, in general, modes of azimuthal order n ≠ 1 also propagate,
depending of course on their cut-off properties in the waveguide. An advantage of the scatter matrix
approach is that it clearly allows shaped horns to be modeled as well as conical horns, since both types
of horn are readily represented as a cascade of very short sections of waveguide of varying radius in a
staircase-like profile that approximates the actual smooth conducting wall of the horn.

If the cylindrical waveguides and horns are corrugated (as was the case in the Planck example discussed
above) then hybrid HE and EH modes (combinations of TE and TM fields) [43, 79] become the effective
true modes of propagation and these can be derived from the scattering matrices using singular value
decomposition (SVD) techniques. The actual propagation in the horn as well as in the waveguide can
still be simulated as a cascade of short section circular waveguides representing the waveguide grooves
and fins, with scattering between the corresponding TE and TM modes occurring at each corrugation.
Other combinations are also clearly possible, such as an over-moded smooth-walled guide feeding a
multi-mode corrugated horn but care must be taken in such a case to match the smooth waveguide to the
corrugated horn such that there is not significant reflection at the throat of the horn and that non-ideal
hybrid modes are not generated (e.g., slow wave modes).

In the case of pyramidal or shaped horns of rectangular cross-section then the appropriate basis set
of modes are the TE and TM rectangular waveguide modes. These are less convenient than the circular
waveguide modes in that modes at any symmetric discontinuity can generally scatter to a greater range
of higher order modes, which leads to a slower computation. There is also no mode degeneracy as is
the case for circular waveguides so more individual modes have to be considered for waveguides of the
same cross-sectional area, although for symmetric square cross-section geometries clearly the symmetry
would allow more efficient computation. Such shaped smooth-walled multi-mode square cross-section
horns are being proposed and investigated as feeds for the SAFARI detector array on the proposed SPICA
space telescope for far-infrared (THz) astronomy [80].

The prediction of the beam pattern for a multi-mode horn waveguide system can be simplified for the
case where it feeds a bolometric detector mounted in a quasi-blackbody integrating cavity. In this case
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Propagation at THz Frequencies 201

reciprocity can be applied and, to a reasonable approximation, we can assume all waveguide modes at
the waveguide entrance port are excited independently of each other with no phase relationship between
them. Thus, many modes will contribute incoherently to the beam on the sky produced by the horn and
the transmission [S21] scattering matrix for the waveguide horn system contains the information about
how each input independent mode at the entrance cavity port of the waveguide is scattered in being
transmitted to the horn aperture. The far-field beam pattern of the horn is then given by summing in
quadrature of the beam patterns of these individual scattered input modal fields at the horn aperture.
An SVD analysis of the transmission [S21] matrix for the system will allow the number of independent
modes of propagation to be determined, as this is given by the number of non-zero singular values. These
Schmidt field independent channels for power transmission are given by the left and right singular vectors
U and V [81] and act as a useful basis set for the system as a whole, from which, for example, the far-fields
of the horn can be very efficiently calculated.

It is also possible to include an optical system feeding the multi-mode horn in the scattering matrix
formalism, using, for example, Gaussian beam modes to represent propagation in free space and scat-
tering at any stops and aberrating optical components [82]. If the detector is included in the description
of the system then, viewing the source as the input port, the [S11] matrix now gives information about
which modes are absorbed and which modes are reflected at the horn aperture (or the entrance port to a
complete optical-horn system).

In a multi-mode infrared optical system the radiation field will be partially spatially coherent. It is
possible to compute the scattering matrices for the complete multi-mode (i.e., partially coherent) optics–
horn–waveguide system without reference to the source or detector, so that the waveguide (or an optical
stop) acts as the mode filter that limits the throughput of the system. The power transmitted by the system
can be expressed in terms of the independent Schmidt fields of this matrix which at one port couples
to the source and at the other port to the detector. Each of these true component modes of propagation,
although having no fixed phase relationship with other modes after propagation, will of course propagate
in the system according to the laws of diffraction, and the total field intensity at the output plane will
be given by the sum of the intensities of the component modes (fields add in quadrature). Geometrical
optics can even be employed in highly over-moded systems as an efficient approach. However, in the
long-wavelength limit systems tend to be at most few-moded and an approach incorporating diffraction
techniques and scattering matrices is necessary. For partially coherent fields within the modal formulism
propagation of any potential field can be very elegantly described in terms of coherence matrices. These
track the evolution of the mutual coherence function [81, 83]. Over-moded horn antennas can then be
used to couple to partially coherent source fields that have propagated through the optical system [75,
76, 79] and the power detected by the systems predicted. A number of papers by Withington have further
developed the modal formulism in terms of partial coherence that is extremely powerful, especially for
optical noise calculation in lossy systems, for example, see Ref. [84].

4.3.7 Modeling Techniques for THz Propagation in THz Systems

In this chapter we have discussed how quasi-optical beams can be modeled by decomposing an
assumed source field into modes, each a solution of the paraxial wave equation. Propagation to the next
optical surface then simply involved recombining scaled modes with an appropriate mode-dependent
phase-slippage term included. We have used Gaussian beam modes but Gabor modes and plane waves
are also commonly used. The approximations made with this technique are the same as those made
when using Fresnel diffraction integrals to propagate a field. A plane-wave analysis has the significant
advantage that it is does not have to be limited to paraxial fields.

Of course, electromagnetic fields are vector fields and here we have considered only one component. In
practice, this scalar approach is sufficient when considering narrow-angle paraxial fields. To rigorously
analyze wide-angle beams or effects such as scattering of power between co- and cross-polar compo-
nents other more rigorous modeling techniques, such as physical optics, should be used. In general,
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optical modeling is concerned with calculating the electromagnetic field over a surface when the field, or
currents, over some other surface is known. Techniques such as the method of moments attempt to cal-
culate the current distribution over a surface precisely, but in practice approximations often have to be
made. In the physical optics approximation, when a field is incident upon an aperture it is assumed that
the field over the opaque region is zero, and the field over the transparent region is the same as if no aper-
ture were there. This is reasonable when the radius of curvature of the reflector is many wavelengths,
but is not valid at an edge. The geometrical theory of diffraction is often used in addition to estimate the
effect of aperture edges. Propagation of the field onto the next optical component requires diffraction
integrals to be calculated for each field point. This can be significantly more computationally demanding
than the paraxial mode method discussed above.

At optical wavelengths, away from boundary shadows and abrupt changes in intensity, energy can be
considered to be transported along curves, or rays, that obey geometrical laws. This ray-tracing (geomet-
rical optics) can also be accurate for systems that are highly over-moded. In the THz regime, however,
the wavelength is typically an appreciable fraction of component size, and systems tend to be at most
few-moded, so diffraction cannot be neglected.

4.4 High Frequency Electric Characterization of Materials

As described by Eqs. (4.13) and (4.14), the classical approach for the electric characterization of materials
is given by a frequency invariant, complex permittivity 𝜀 = 𝜀′ − j𝜀′′ and also a constant real conductiv-
ity 𝜎. The permittivity accounts for the polarization phenomena inside the material, related to bound
electrons in the molecules, while the conductivity models the behavior of free charges under the effect
of electric fields. In this way, insulators (𝜎 = 0) and conductors (𝜎 → ∞) are just the extreme cases
where one of those phenomena is clearly dominating. For terahertz and higher frequencies this approach
becomes invalid. In general, as the frequency is increased polarization and conduction phenomena start
to depend strongly on the frequency, becoming simultaneously relevant and difficult to differentiate. In
this situation the electrical properties of materials are better characterized by just a complex permittivity
function in terms of the frequency or, equivalently, a complex conductivity one.

As an illustration of the limit of simple electric characterizations of materials, consider a metallic
surface illuminated by a normally incident harmonic plane wave. At low frequencies the reflected electric
field is always in phase opposition with respect to the incident one (additionally, for ideal conductors
the amplitude is equal, actually canceling the total field on the surface). This corresponds to the metal
electrons, that is, the induced currents, instantly following the electric field (this is just a statement of
Ohm’s law). However, at some point when the frequency is increased, the response time of the electrons
becomes comparable to the period of the incident field, delaying the induced currents. As a result, at
infrared or optical frequencies the reflection coefficient phase is always less than 180∘, and clearly a real
conductivity is not enough to model the metal.

A rigorous characterization of the complex permittivity should be based on the physics of the material
electronic band structure. However, from a practical point of view such models are often too complicated,
or restricted to a particular material. The alternative approach is the use of simpler phenomenological
models based on classical mechanics, where the charges behave either as free particles, or bound par-
ticles that may oscillate as resonators. A description of the most usual models, as is the purpose of
the following sections, starts with the free-electron Drude model, and continues to Lorentz–Drude and
Brendel–Bormann models, that improve and extend the first one by introducing the interactions of bound
charges as resonators. The main drawback of this type of model is the need for an experimental charac-
terization of the model parameters for each material. Fortunately, an extensive knowledge base for many
materials is already available [85].
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4.4.1 Drude Model

The Drude model is based on the assumption that the material is composed of a lattice of fixed ions and
a gas of free electrons. The electrons are accelerated by an applied electric field suffering a diffusive
motion, while the only interactions that produce scattering are collisions between moving electrons and
ions or other fixed particles. The behavior of the system is fully characterized by the lifetime of the free
electrons between collisions 𝜏, or the relaxation time [86]. It should be noted that this model neglects
any other interactions, such as long-range interactions between free electrons and bound electrons in the
ions, between free electrons themselves, or electron–phonon interactions. In spite of its simplicity, the
Drude free-electron model provides a good approximation for metal conductivity frequencies for metals
with a relaxation frequency 1∕𝜏 below the far-infrared range of the spectrum, where other effects, such
as interband transitions, are produced. Additionally, the model is not limited to metals: nonconductors
show a free-electron type of behavior at sufficiently high frequencies. Finally, as stated before, it is the
basis for other more refined models that overcome its limitations.

The derivation of the material electrical properties using the Drude model is rather straightforward.
Consider the average momentum ⟨p⃗⟩ of the system electrons. Without excitation, the relaxation time 𝜏
is the relationship between the momentum itself and its variation, d⟨p⃗⟩∕dt = ⟨p⃗⟩∕𝜏, since it is the time
constant of the exponential decay of ⟨p⃗⟩. However, when an electric field E⃗ is applied the equation of
motion is non-homogeneous,

d⟨p⃗⟩
dt

= −
⟨p⃗⟩
𝜏

− eE⃗ (4.158)

where −e is the electron charge. Of course, instead of ⟨p⃗⟩, it is more reasonable to formulate the problem
in terms of the current density, which is directly proportional as their relationship shows,

J⃗ = −
nee

m
⟨p⃗⟩ (4.159)

where ne is the density of electrons (or just carriers in a more general case) and m is the electron mass.
For a DC problem, the derivative in Eq. (4.158) vanishes, and therefore the conductivity 𝜎0, that relates

the applied field and current density through Ohm’s law J⃗ = 𝜎0E⃗, results in

𝜎0 =
nee

2𝜏

m
. (4.160)

And in the case of an alternating sinusoidal field with frequency f = 𝜔∕2𝜋, the conductivity is a
frequency-dependent complex function,

𝜎(𝜔) =
𝜎0

1 + j𝜔𝜏
=

𝜎0

1 + 𝜔2𝜏2
− j𝜔𝜏

𝜎0

1 + 𝜔2𝜏2
(4.161)

An alternative to the complex conductivity is the dielectric function or complex electrical permittivity,
𝜀(𝜔) = 𝜀′(𝜔) − j𝜀′′(𝜔), defined in Eq. (4.13), related to the former as 𝜎(𝜔) = j𝜔𝜀(𝜔) = j𝜔𝜀0𝜀r(𝜔). Using
this relationship, the dielectric function results as

𝜀r(𝜔) = 𝜀∞ −
𝜔2

p

𝜔(𝜔 − jΓ)
(4.162)

where Γ is the damping frequency (that is, Γ = 1∕𝜏) and 𝜔p is the plasma frequency,

𝜔2
p =

nee
2

𝜀0m
. (4.163)

Note that an additional term 𝜀∞, representing the high frequency dielectric function, has been intro-
duced. This term, not present in the basic free-electron model described above, models the electronic
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polarizability limits [87]: for very high frequency excitation fields there are no polarization mechanisms,
since the time required for any polarization process is much larger than the excitation period. As a result,
𝜀∞ is expected to be similar to the vacuum permittivity, 𝜀∞ ≈ 1 [85]. In fact, the term 𝜀∞ = 1 is required
in order to verify the Kramers–Kronig relations [88, 89]. From a practical point of view, Eq. (4.163) is
more conveniently expressed as its real and imaginary parts,

𝜀′r(𝜔) = 𝜀∞ −
𝜔2

p

𝜔2 + Γ2
(4.164)

and

𝜀′′r (𝜔) =
𝜔2

pΓ
𝜔(𝜔2 + Γ2)

. (4.165)

In summary, the Drude model requires the characterization of two coefficients, namely the relaxation
frequency Γ and the plasma frequency 𝜔p. These coefficients have been characterized experimentally
and are readily available for many materials, such as noble metals (Cu, Au, Ag) or other metals (Ti, Pb,
Cr, Al) [90, 91].

4.4.2 Lorentz–Drude Model

The validity of the Drude model ends at frequencies at which bound-electron interactions appear. This
interband part of the spectrum can be modeled using the Lorentz model, again a classical model. Now,
the bound charges behave as harmonic oscillators. Using the same formulation from Eq. (4.158), the
equation of a bound charge is

d⟨p⃗⟩
dt

= −
⟨p⃗⟩
𝜏

− eE⃗ − C⟨r⃗⟩ (4.166)

where the new term C⟨r⃗⟩ is the harmonic restoring force that is nonzero when the charges are displaced
from its equilibrium state, C being a constant containing the total equivalent charge of the nucleus and
other electrons, and r⃗ the displacement vector, so that p⃗ = mdr⃗∕dt. This constant should be substituted
by a tensor in an anisotropic material. An approach similar to that followed for the Drude model produces
the following contribution of the Lorentz oscillator to the dielectric function,

𝜀k(𝜔) =
𝜔2

k

(𝜔2
k − 𝜔2) − j𝜔Γk

(4.167)

where 𝜔k is its resonant frequency and Γk its bandwidth. Of course, in general, with multiple electron
layers and interactions, a single resonator may not be enough to model the interband behavior of the
material. If a set of n oscillators is taken into account in order to extend the Drude model, the dielectric
function results as

𝜀r(𝜔) = 𝜀∞ −
𝜔2

p

𝜔(𝜔 − jΓ)
+

n∑
k=1

fk𝜔
2
k

(𝜔2
k − 𝜔2) − j𝜔Γk

. (4.168)

where each fk is the oscillator strength or weight factor, that measures the fraction of oscillators having the
corresponding resonance. The previous equation constitutes the Lorentz–Drude model for the dielectric
function, where it is easy to differentiate the intraband or free-electron effects (the Drude model term)
and the interband or bound-charge effects (the Lorentzian terms). Note that this function still verifies the
Kramers–Kronig relations.

The price to pay for the improved model is that the Lorentz–Drude requires three coefficients to be
characterized for each oscillator, apart from the Drude ones: 𝜔k, Γk, and fk. It should be noted that the
bound-charge part of the dielectric constant can be composed of oscillators that correspond to inter-
band transition energies, but this is not necessarily true. Additional oscillators can be added in order to
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model other effects, particularly absorption ones [85, 87]. In this case it is not easy to assign a physical
interpretation to the oscillator parameters that represent just frequencies, widths, and heights of spectral
lines with Lorentzian shape. It should be noted that this shape may result in a poor modeling of certain
interband absorption characteristics, as is the case for noble metals [85].

4.4.3 Brendel–Bormann Model

In the case of oscillators used to model absorption, it has been shown that Gaussian line shapes give,
in general, better results than the described Lorentzian ones. For the same parameters (frequency, width
at half-maximum and height), the Lorentzian line function produces more broadening that may result
in excessive absorption far from its central frequency [85, 92]. The model proposed by Brendel and
Bormann [87] replaces each Lorentzian broadening function by the superposition of an infinite number
of oscillators with a Gaussian profile. After some mathematical manipulations, the Brendel–Bormann
dielectric function results in [85, 93],

𝜀r(𝜔) = 𝜀∞ −
𝜔2

p

𝜔(𝜔 − jΓ)
+

n∑
k=1

𝜒 k(𝜔) (4.169)

where each function 𝜒 k is

𝜒 k(𝜔) = j

√
𝜋

8

fk𝜔
2
k

ak 𝜎k

[
w

(
ak − 𝜔k√

2𝜎k

)
+ w

(
ak + 𝜔k√

2𝜎k

)]
(4.170)

where a2
k = 𝜔(𝜔 − jΓk), choosing the root ak with positive imaginary part, and

w(z) = e−z2
erfc(z). (4.171)

Note that the parameters that define this dielectric function have been defined previously except for 𝜎k.
Indeed, each shape function now is determined by two width parameters, Γk and 𝜎k, that in combination
also determine its profile. The extreme cases are Γk ≈ 0 for purely Gaussian profiles of width 𝜎k, and
𝜎k ≈ 0 for Lorentzian ones. The intermediate values define a family of profiles that can model flexibly
both oscillations due to interband transition energies, and absorption bands. Again, the Kramers–Kronig
relations are fulfilled. Parametrizations of the Brendel–Bormann model of a variety of materials based
on measurements are available [85, 93].

4.5 Propagation in Free Space

4.5.1 Link Budget

In most applications, we are interested in how well a THz signal is transmitted from an antenna to another
(communications) or back to the same antenna after reflection or scattering (radar). Let us assume two
antennas in free space and their separation r is large compared to the far-field distance r = 2D2∕𝜆, where
D is the largest dimension of the antenna perpendicular to the direction of signal arrival. The main beams
of the antennas are pointing to each other and their polarizations are matched.

If the power accepted by the transmitting antenna, Pt, were transmitted isotropically, the power density
at a distance of r would be

Sisot =
Pt

4𝜋r2
(4.172)
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The maximum power density produced by the transmitting antenna having a gain of Gt is

S =
GtPt

4𝜋r2
(4.173)

The power available from the receiving antenna is its effective area Ar times the power density of the
incoming wave:

Pr = ArS (4.174)

Taking into account that the antenna gain is related to its effective area by Gr = 4𝜋 Ar∕𝜆2, we obtain

Pr = GtGr

(
𝜆

4𝜋r

)2

Pt (4.175)

where Gr is the gain of the receiving antenna.
In practice, many factors may reduce the power received, for example, errors in the pointing of the

antennas, polarization mismatch, and loss due to the atmosphere. Losses due to impedance mismatches
also have to be taken into account: the power accepted by the transmitting antenna is smaller than the
available power of the transmitter, and the power accepted by the receiver is smaller than the available
power from the receiving antenna. If the total loss of signal besides the free space loss is Lp, then the
received signal power is

Pr = GtGr

(
𝜆

4𝜋r

)2 1
Lp

Pt (4.176)

4.5.2 Atmospheric Attenuation

All weather phenomena occur in the troposphere that is the lowest part of the atmosphere. The tro-
posphere extends on the poles to about 9 km and on the equator to about 17 km. The troposphere is
inhomogeneous and constantly changing. Temperature, pressure, humidity, precipitation, and so on,
affect the propagation of radio waves, and especially strongly the THz waves. In the troposphere the
propagating electromagnetic fields attenuate, scatter, refract, and reflect; and noise originating from
the atmosphere is added to the signal.

THz waves need a line-of-sight (LOS) path, and as the antenna beams at THz are narrow, the prop-
agation resembles that in free space. The radio link hops at THz are short because of high attenuation
due to precipitation and gas molecules. This attenuation due to atmospheric absorption and scattering
can be divided into two parts: attenuation due to clear air and attenuation due to precipitation (raindrops,
hail, and snow flakes) and fog. Attenuation of the clear air is mainly due to resonance states of oxygen
(O2) and water vapor (H2O) molecules. An energy quantum corresponding to the resonance frequency
may change the rotational energy state of the gas molecule. When the molecule absorbs an energy quan-
tum, the molecule is excited to a higher energy state. When it returns back to equilibrium, that is, drops
back to the ground state, it radiates the energy difference but not necessarily in the same direction and at
the same frequency because returning to equilibrium may happen in smaller energy steps. Under pres-
sure the molecular emission lines have a wide spectrum. Therefore, the energy quantum is lost from the
propagating wave, and, for the same reason the atmosphere is always noisy at all frequencies.

Resonance frequencies of oxygen are 57–63 and 119 GHz, and of water vapor, for example, 183, 325,
557, 752, and 988 GHz. The amount of oxygen is always nearly constant but that of water vapor is highly
variable with time and location. The attenuation constant due to water vapor is directly proportional to the
absolute amount of water vapor, which is a function of temperature and humidity. Figure 4.25 presents
the clear-air attenuation versus frequency. Between the resonance frequencies there are so-called spectral
windows centered at frequencies, for example, 140, 220, and 340 GHz. At resonance frequencies the
attenuation may be tens to thousands of decibels per kilometer.
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Figure 4.25 Attenuation in clear atmosphere versus frequency from 1 GHz to 1 THz (T = 15 ∘C,
pressure= 1013 hPa, water vapor density 7.5 g/m3).

Rain and fog increase atmospheric attenuation. Attenuation of rain is mainly due to scattering: the
electric field of the radio wave polarizes the water molecules of the raindrop, and then the raindrop acts
like a small electric dipole radiating isotropically. At 100 GHz in moderate rain (5 mm/h) attenuation is
3 dB/km, but in pouring rain (150 mm/h) it is above 40 dB/km. At 1 THz the attenuation values are nearly
the same. The attenuation constant due to fog and clouds is nearly directly proportional to the amount of
water, and, for example, a fog of 0.1 g/m attenuates about 0.5 dB/km at 100 GHz and 6 dB/km at 1 THz.

Turbulence in the troposphere may also cause scintillation, that is, random changes in amplitude and
phase of the wave as it propagates via different routes due to turbulence (the refractive index may vary
strongly over short distances).
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This chapter is a comprehensive review of the physical principles and engineering techniques associ-
ated with room-temperature THz direct detectors. It starts with the basic detection mechanisms, both
rectifying and thermal. It then addresses the noise mechanisms using both classical and quantum prin-
ciples, and the THz coupling using impedance-matching and antenna-feed considerations. Fundamental
analyses of the noise mechanisms are provided because of lack of coverage in the popular literature.
All THz detectors can then be described with a common performance formalism based on two metrics:
noise-equivalent power (NEP) and noise-equivalent temperature difference (NETD). A summary is then
provided of the typical, and best, detector performance reported to date, including the various comple-
mentary metal oxide semiconductor (CMOS)-based detectors. The chapter concludes with a comparison
of the best THz detector results at room temperature, and demonstrates that none of the existing detec-
tor types are operating anywhere near fundamental theoretical limits, so there is room for significant
performance advances.

5.1 Detection Mechanisms

The THz region is often considered as the transition between the radio frequency (RF) bands below
100 GHz and the popular infrared (IR) bands at wavelengths beyond ∼12 μm. As such, it has a tendency
to exhibit passive components and devices having both RF and IR characteristics. A good example is
so-called “quasi-optical” components for which free-space radiation is coupled to passive components
using mirrors, lenses, and other traditional optical components. Another good example is THz “direct”
detectors which by themselves convert THz incoming radiation directly to a low-frequency baseband. In
the THz region the direct detector is almost always a power-to-voltage or power-to-current converting
device. That is, it is a device that puts out a voltage or current in proportion to the incoming power.
There are many examples of such devices, but the most popular for room-temperature operation are field
detectors and thermal detectors.
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Principles of THz Direct Detection 213

Field detectors, such as Schottky diodes, respond to the THz electric field and usually gener-
ate an output current or voltage through a quadratic term in their current–voltage characteristic.
Thermal detectors are often composite devices consisting of a THz absorbing element coupled to
some temperature-sensitive transducer. The THz absorber is generally isolated thermally from the
environment so that the absorbed THz power raises the temperature of both the absorbing layer and the
attached transducer. If the transducer is a thermistor, the detector is called a bolometer. If the transducer
is a temperature-dependent capacitor based on pyroelectricity, it is called a pyroelectric detector. These
are the two types that we will focus on in this chapter.

The thermistor in a bolometer is generally a device that displays a large change in resistance for a
small change in temperature. Such behavior is displayed by certain transition metals and semi-metals.
Furthermore, such materials can also be fabricated as THz resistors which effectively absorb THz radi-
ation via the AC form of Ohm’s law. Therefore, it is possible to construct bolometers such that the
absorbing function and the thermistor function are carried out by the same element. Similarly, if the
temperature-dependent material in a pyroelectric capacitor also absorbs THz radiation sufficiently, then
the capacitor serves both functions as well. This type of bolometer and pyroelectric are referred to, hence-
forth, as “integrated” direct detectors.

A more recent THz detection mechanism is based on plasma-wave propagation and rectification
in the 2D channel of high-electron-mobility transistors (HEMTs). The basic idea is that the 2DEG
(two dimensional-electron-gas) of HEMTs or cryogenically cooled metal-oxide semiconductor field
effect- transistors (MOSFETs) can support plasma wave propagation even at frequencies well above
the unity-current cut-off frequency (f𝜏 ), which is generally limited by the electron transit time between
source and drain. For the typical sheet concentrations in these devices (∼1012/cm2), the plasma-wave
group velocity is roughly one order of magnitude higher than that of the free electrons. So a change of
gate-source voltage VGS affects the drain-source voltage roughly 10-times faster than in conventional
field effect transistors (FETs). And, as described below, the drain-source voltage is a nonlinear function
of VGS, so an AC gate-source voltage yields a DC term in the drain-source potential, which is the basis
for THz detection.

5.1.1 E-Field Rectification

Simply stated, a square-law field rectifier detector is a device or circuit that takes an input signal and
produces an output that is proportional to its square,

XOUT = AX2
IN, (5.1)

where XOUT could be a current or voltage and A is a proportionality constant. The utility of such a device
in detection is twofold: (i) rectification, or producing a DC output from a purely AC input or (ii) frequency
down-conversion (i.e., mixing). Rectification is most easily understood in the special case of a coherent
signal

XIN(t) = B cos(𝜔t + 𝜑) (5.2)

If put through a square-law detector, the output becomes

XOUT (t) = 1∕2 AB2{1 + cos[2 (𝜔t + 𝜑)]}. (5.3)

So if the square-law detector is followed up by a low pass filter (i.e., a time-domain integrator) with
integration time 𝜏 ≫ 2𝜋/𝜔, then the second term will not contribute and the output of the filter will be

XOUT = 1∕2 AB2 ≡ ℜPS (5.4)

where ℜ is a constant and PS is the average absorbed input signal power. In the language of sensor theory,
ℜ is usually called the responsivity and is measured either in A/W or V/W. Presumably, A is known, so
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that B can be determined from the XOUT DC term. Square-law detectors are preferred in RF systems over
cubic and other possible detectors partially for this reason. The proportionality constant A is dependent
only on the detector characteristics and not on the power level, at least up to a point where saturation and
higher-order effects begin to occur. A single calibration of A in the “small-signal” regime is all that is
required to use the square-law detector over a wide range of input power.

The paradigm THz rectifier is the metal-semiconductor barrier (Schottky) diode. Originally this was
fabricated as a sharpened metal wire, or “whisker”, contacting a bare semiconductor such as galena (PbS).
Later, with the advent of microelectronic fabrication, the whisker was replaced by a lithographically
defined metal contact deposited on the virgin semiconductor surface and the resulting current–voltage
characteristic was found to be well described by the highly asymmetric (with respect to bias voltage V),
generic expression

I = IS[exp
(
eV∕𝛼kBT

)
− 1] (5.5)

where IS is the reverse-bias saturation current, kB is the Boltzmann constant, T is the contact temper-
ature, and 𝛼 (typically 1.0<𝛼 < 2.0) is a physically-rich parameter called the ideality factor. With the
importance of rectifying detectors to radar receivers during World War II, detailed studies were made
of the small-signal responsivity of such devices and the following general expression was found for the
short-circuit current responsivity [1]:

ℜI =
1
2

d2I∕dV2

dI∕dV
(5.6)

When applied to the ideal metal-semiconductor diode Eq. (5.5), Eq. (5.6) becomes

ℜI = e∕
(
2𝛼kBT

)
(5.7)

At 300 K and assuming 𝛼 = 1, this calculates to ℜI = 19.3 A/W, which represents a maximal
short-circuit responsivity. Notice that this result and Eq. (5.7) in general is independent of bias voltage
and also the area of the diode to the extent that 𝛼 is independent of these operating parameters. If the
rectifier is terminated in a load impedance (e.g., high input-impedance amplifier) much greater than
dV/dI, then the diode is self-loading and Eq. (5.7) can be written as an open circuit voltage responsivity.
For the ideal metal-semiconductor diode, this becomes

ℜV ≈ ℜI ⋅ dV∕dI = 1
2

d2I∕dV2( dI
dV

)2
= eRj∕

(
2𝛼kBT

)
(5.8)

where Rj ≡ dV/dI is the differential resistance. Since Schottky rectifiers are usually biased with constant
voltage, Eq. (5.8) is re-written as:

ℜV = [exp
(
−eV∕𝛼kBT

)
]∕

(
2IS

)
(5.9)

This clearly slows that the voltage responsivity does depend on bias voltage and device area
(through IS).

Figure 5.1 shows a family of I−V curves (a) and the corresponding ℜV−V curves (b) for a relatively
recent type of Schottky diode consisting of a single-crystal ErAs semimetallic contact on a quaternary
semiconductor (InGaAlAs) having a tunable bandgap via the Al fraction [2]. This exhibits a number
of interesting effects. For 0% Al, we have a metal contact on In0.53Ga 0.47As, a semiconductor having a
band gap of approximately 0.75 eV at room temperature. The I−V curve looks very linear (i.e., “ohmic”).
As the Al fraction is increased, we begin to see more unilateral current flow and an increase in the
peak electrical responsivity in Figure 5.1b. For an Al fraction of 0.6, the peak responsivity approaches
the maximum theoretical value of 19.3 A/W at approximately 0.05 V bias. For a further increase in Al
fraction, the maximum remains about the same, but the voltage at which the maximum occurs increases
to approximately 0.1 V. Both maximum voltages are way lower than what one would measure in the
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Figure 5.1 (a) Room-temperature I−V curves and (b) corresponding ℜ−V curves for a family of
Schottky diodes fabricated from ErAs (semimetal)–InGaAlAs (semiconductor) junctions and with var-
ious In, Ga, and Al fractions [2]. (©2007 IEEE. Reprinted, with permission, from IEEE Microwave
Magazine vol. 8, p. 54 (2007).). See plate section for color representation of this figure.

more common metal–GaAs or metal–Si Schottky diodes, largely because the band gap is much less. In
fact, the material combinations in Figure 5.1 were developed most for fabricating THz Schottky rectifiers
operating with zero bias. This is easier to implement in practice than biased rectifiers, and because there
is no bias current they display no 1/f noise of any type.

It would appear that Schottky rectifiers are relatively simple, and this is why historically they have
usually been the first detector type to be applied in practically all emerging frequency bands, starting
with microwaves during World War II. As interest grew in THz frequency-operation during the 1960s
and beyond, it was realized that reliable, planar-fabricated Schottkys could be realized simply by reducing
their area to sub-micron dimensions to reduce the junction capacitance commensurately. However, by so
doing, the resistive part of the impedance also increases, such that the RDC time constant remains roughly
the same, at least near zero bias. Hence, the Schottky THz impedance is still reactive, making it difficult
to conjugately match to any realistic THz coupling element, such as a waveguide or planar antenna. This
topic will be addressed later in the chapter.

5.1.2 Thermal Detection

Two of the three detection technologies explored in this chapter belong to the class of detectors known
as thermal detectors. The basic idea behind all such detectors is that the incident radiation causes a
temperature change in some detection element, similar to a thermometer, which can then be measured
electronically. While this sounds like a relatively simple concept, its realization can range from relatively
simple in the case of the bolometric detectors discussed below, to intricate as in the Golay cell.

5.1.2.1 Bolometers

A bolometer is a type of thermal detector that acts like a thermistor, that is, a temperature-dependent resis-
tor, for which the temperature change is created by the incident THz radiation. A schematic diagram of
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Figure 5.2 Schematic of a bolometer detector. (With kind permission of Springer Science+Business
Media, Yun-Shik Lee, Principles of Terahertz Science and Technology. New York: Springer, 2009,
pp. 151–154.)

bolometer functionality is shown in Figure 5.2. Bolometers typically include two functions: (i) a radiation
coupling component, such as an integrating cavity or planar antenna on a substrate, and (ii) a thermis-
tor element to transduce the change of temperature to a change of electrical resistance, which is then
measured in a read-out circuit via an applied bias. For room-temperature operation, the thermometer is
often made of bismuth or some semimetal having relatively low electrical conductivity compared to the
transition or noble metals, but a similar thermal coefficient of resistance, 𝛼, defined by

R (T) = R0 (1 + 𝛼ΔT) (5.10)

R0 is the resistance at some reference temperature T0 (usually 300 K) and ΔT=T− T0 with ΔT generally
≪T0. If a two-terminal resistor is made of such material and then biased with a constant-current of IB, a
temperature change of the resistor will lead to a change of terminal voltage given by

ΔV = V (R) −V
(
R0

)
= IB

(
R − R0

)
= IBR0𝛼ΔT (5.11)

Since ΔT is assumed much less than T0, then linear thermal transport theory can be applied by which
ΔT≈ΔP/G0, where ΔP is the change in average power dissipated in R that creates the temperature rise,
and G0 is the thermal conductance at T0 that links the resistor to the environment (e.g., heat sink). Hence
we can write

ΔV ≈ IBR0𝛼ΔP∕G (5.12)

And the electrical responsivity is given by

ℜV ≡ ΔV∕ΔP ≈ IBR0𝛼∕G0 (5.13)

This is a much more complicated responsivity than for Schottky rectifiers in that all four parame-
ters depend on the fundamental bolometer material characteristics, and three of them (IB, R0, and G0)
also depend on the size, and operational conditions. This gives bolometers a very broad design space,
but also introduces trade-offs that limit the room-temperature sensitivity to values well below those of
high-quality rectifiers once the requirements of efficient coupling of radiation and limited current bias
are factored in.
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According to Eq. (5.13) the current bias wants to be as high as possible to maximize the responsivity.
But in practice it is limited by heating of the bolometer element to the point of thermal runaway. To see
this we can rewrite Eq. (5.10) with R defined in terms of the bias conditions (R=V/I) and ΔT determined
entirely by the electrical bias power, P=V⋅I, such that

R (T) = V∕I = R0

(
1 + 𝛼V ⋅ I∕G0

)
(5.14)

Solving Eq. (5.14) for V, we get

V = R0I∕[1 − R0𝛼I2∕G0] (5.15)

Notice that the denominator can display a zero, meaning that if 𝛼 is positive the voltage diverges at a
current given by

Imax = [G0∕R0𝛼]
1∕2 (5.16)

Such a singular expression is reminiscent of regenerative feedback in circuit theory. However, if 𝛼
is negative, the voltage is stable, reminiscent of degenerative feedback. In either case, the phenomenon
leading to Eq. (5.15) is called electrothermal feedback, and is evident in all types of bolometers. It is
important to realize, however, that even in the case of degenerative electrothermal feedback, there is still
a maximum bias current dictated by the rise in temperature of the bolometer with respect to the ambient.
Just as in an electrical fuse, Joule heating will eventually overwhelm the thermal dissipation and cause
the bolometer element to be damaged or even melt.

Thermal transport also dictates another important aspect of bolometer behavior – the temporal
response. Assuming the bolometer has a heat capacity C that is much greater than the heat capacity of
the thermal link to the environment, then a step increase in temperature of the bolometer will create a
temperature change having a characteristic (natural exponential) time constant of

𝜏 ≈ C∕G. (5.17)

For macroscopically large bolometers (>1 mm in all dimensions), this time constant tends to be pro-
hibitively large at room temperature, often approaching 1 s. But fortunately, C scales with volume while
G tends to scale with peripheral area, so an isotropic reduction in volume tends to reduce the time constant
accordingly to the millisecond level or even less.

Bolometer size is also important in the THz region because of radiative coupling. In the IR region
the radiation coupling is relatively simple because the thermistor function and radiation absorption can
occur in the same detector element. But in the THz region, this is practically impossible because of the
much longer wavelengths. A much better approach is to separate the thermistor and radiation coupling
functions by coupling the bolometer element to some type of waveguide or antenna, be it planar, horn, or
otherwise. To obtain a good THz impedance match, this then constrains R0 in Eq. (5.11) to typical antenna
and waveguide source impedances of order 100Ω. This constraint can be mitigated by coupling the
bolometer to an integrating cavity, for example, but such an approach is not conducive to proliferating the
bolometers into 1D or 2D arrays – a very useful exercise if the detectors are to be used for spatial imaging.

A fundamental issue with bolometers is that the room-temperature values of 𝛼 are rather small, tend
to have the same absolute value for all metallic solids including semimetals, but can differ in sign. The
common absolute value turns out to be 𝛼 ∼ 0.003. This follows from the fact that all metals tend to have
a bulk resistivity that depends linearly on T around 300 K, so that (1/R)dR/dT= (1/𝜌) d𝜌/dT≈ 1/T. Nat-
urally, one is then led to consider other possible bolometer materials, especially semiconductors. And
indeed, they can be engineered to have values of 𝛼 10 or more times higher than 1/T around 300 K. The
problem with semiconductors, as will be emphasized later, is that their resistivity tends to be too high to
couple efficiently to THz antennas of any type. To achieve a good impedance match, the semiconductor
has to be physically large compared to the antenna feed dimension. Again, this is not an issue if the
semiconductor bolometer is coupled through an integrating cavity or similar coupling structure, which

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



218 Semiconductor Terahertz Technology

becomes particularly advantageous in cryogenic operation (≪100 K) where the 𝛼 values in semiconduc-
tors get much higher than at room temperature. The resulting responsivity of a typical Si or Ge bolometer
can be of the order of 107 V/W at liquid helium temperatures (4.2 K). And the external coupling can be
maintained usefully high because of the integrating cavity. But suffice it to say that at room temperature,
semiconductor-based bolometers have not been competitive with metallic ones, especially semimetallic
ones, as will be addressed later in the chapter.

5.1.2.2 Pyroelectric Detectors

Pyroelectric detectors are also thermal detectors but they rely on a completely different physical
phenomenon. Figure 5.3 shows a schematic of how a typical pyroelectric detector works and is
implemented [1]. The detector is based on a crystal in which each unit cell has a built-in dipole moment
pointing along a particular axis of the crystal. As shown in Figure 5.3a this creates a net electric
polarization along with surface charge densities on opposite ends of the crystal that are normally
canceled by internal charges. The polarization, however, is temperature dependent so a change in the
temperature of the crystal will create a transient macroscopic polarization and surface charge while the
internal bound charges are moving to a new equilibrium. If the crystal is cut precisely across the axis of
polarization and inserted into a circuit, a polarization current will flow when this transient surface charge
is created. One practical effect of this type of detection mechanism is that the detector is inherently
incapable of responding to a steady radiation source, so the THz radiation must be modulated [4].
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Figure 5.3 (a) Schematic diagram of a typical pyroelectric detector. Exemplary detection circuits for a
pyroelectric detector coupled to, (b) voltage and (c) current amplifiers. (With kind permission of Springer
Science+Business Media, Yun-Shik Lee, Principles of Terahertz Science and Technology. New York:
Springer, 2009, pp. 151–154.)

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



Principles of THz Direct Detection 219

A plot of the electric polarization of the crystal (P) versus temperature (T) shows that the polarization
curves downward with increasing temperature, reaching zero at a point known as the Curie temperature.
The slope of this graph at any given temperature, p= dP/dT, is known as the pyroelectric coefficient. The
magnitude of the current created by a particular change in temperature is then

I = pA
d (ΔT)

dt
(5.18)

where ΔT is the change in temperature of the crystal and A is the area of the pyroelectric crystal.
In practice, the current generated is too small to be of much use by itself so some sort of amplification

must be included as part of the detector circuitry. This circuitry is of two kinds depending on whether
the pyroelectric crystal and the electrodes attached to it are coupled to a current amplifier or a voltage
amplifier. Figure 5.3b,c shows exemplary circuits for both.

5.1.2.3 Golay (Pneumatic) Detectors

The Golay cell, invented as an IR detector [5], is sometimes known as a pneumatic detector because
the radiation absorbing element heats a small amount of gas that expands as the temperature increases.
This gas is contained in a small chamber that has an absorbing film on the front to efficiently transfer
the thermal energy from the radiation to the gas, and a flexible mirror on the back that moves as the
gas expands and contracts. In order to detect the change in volume of the chamber, an optical system
consisting, in essence, of a light source, a line screen, a lens, and a photocell arranged in such a way that
changes in the position of the mirror change the amount of light that is incident on the photocell and
thus change the output voltage of the photocell. Like some other thermal detectors, the incident radiation
must be modulated because of the AC readout circuit of the photocell.

Figure 5.4 shows the block diagram of a Golay cell. Since the Golay cell is broadband and operates
by absorbing the incident radiation, it is very sensitive to thermal IR that peaks near 10 μm at room
temperature. In order to detect THz, a window is usually used to block IR and pass THz. These windows
can be made out of a variety of materials, but they are usually composed of high density polyethylene

Pneumatic chamber

Window

THz radiation

Absorbing film

LED

Flexible mirror

Photo detector

Figure 5.4 A schematic diagram of a Golay cell. (With kind permission of Springer Science+Business
Media, Yun-Shik Lee, Principles of Terahertz Science and Technology. New York: Springer, 2009,
pp. 151–154.)

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



220 Semiconductor Terahertz Technology

(HDPE), or diamond [6] with some IR blocking material such as black polyethylene. Of course, the
complexity of the Golay cell entails many sources of error and non-uniformity in the manufacturing
process, Golay cells are fragile and their performance can be quickly damaged by one careless action,
such as exposure to too much radiative power.

5.1.3 Plasma-Wave, HEMT, and MOS-Based Detection

As described first by Dyakonov and Shur [7], the high sheet concentration of free electrons in HEMTs
and cryogenic MOSFETs can support plasma wave propagation between the source and drain, even at
frequencies well above the free-electron transit-time cut-off of the device. This is because plasma waves
are a collective excitation of the entire electron population, considered as a Fermi fluid. Such excitations
generally propagate much faster than the free-electron velocity and do transfer energy at the appropriate
group velocity. The remarkable prediction of Dyakonov and Shur was that the 2DEG in HEMTs and
MOSFETs would create a superlinear response, and therefore a DC term, in the drain-source voltage
in response to a purely AC voltage applied between the gate and source. This can be explained more
precisely in the following way. The change in gate-source potential of a HEMT affects two parameters
of the plasma-wave propagation: (i) the sheet charge density, through the relation 𝜌=CG⋅VGS, where CG

is the gate capacitance and (ii) the plasma-wave velocity through the relation, v= (eVGS/m*)1/2 (where
e is the electron charge, m* is the electron effective mass, and VGS is the gate-source voltage relative
to threshold). Hence, there is a superlinear dependence of the current density J= 𝜌⋅e⋅v on VGS. So if an
incident THz signal is applied across the gate-source contacts, a non-zero DC term will occur in the
drain-source current, which will manifest as a non-zero DC voltage if the drain-source termination has
high-impedance. Experimental realization of this new mode of THz detection will be addressed below
in Section 5.7.3.

The work of Dyakonov and Schur opened the possibility to use discrete FET transistors as terahertz
detectors due to a non-resonant response of the 2DEG. The previous paragraph explained that the con-
ventional low-frequency operation of a cold (non-biased source-drain junction) FET detection could be
extended to frequencies well above the FET cut-off frequencies in the THz regime. The real large-scale
interest in FET as THz detectors comes from the fact of using the well established Si technology of
CMOS devices that can integrate in the same wafer the Si-CMOS devices for detection with the read-out
electronics allowing room-temperature THz detectors to be absolutely competitive with the Schottky
barrier diodes. The main advantages of Si-CMOS technology are their room-temperature operation, fast
response times, and easy on-chip integration with read-out electronics leading to forward array fabrica-
tion. The detection mechanism can be explained either by plasma wave or by an alternative model of
distributed resistive self-mixing that allows a more direct detector design.

Figure 5.5 shows two possible detection mechanisms for THz radiation. That in Figure 5.5a consid-
ers the antenna integration while that in Figure 5.5b only takes the FET resistive mixer consideration
into account. It can be noted that both present an asymmetry between the source and drain needed to
induce the photoresponse. In Figure 5.5a the asymmetry is achieved by special antenna connections in
balanced antennas such as the bow-tie where the drain readsout the DC current once the balanced ports
of the antenna are connected between the gate and source of the device. In Figure 5.5b the asymmetry
is achieved by incorporating an external Cgd capacitor between the gate and drain that can take the DC
current at the drain once the incident signal is applied between the gate and source. This model can be
considered as a quasi-static approach since it is a simplified version of the detection mechanism that will
be only valid for GHz frequencies. Unfortunately in “garden-variety” FETs having micron-scale gate
length, the intrinsic gate-drain (and gate-source) capacitances are large enough to symmetrize the effect.

The simplified model presented in Figure 5.5b tries to explain the detection mechanism but is only
valid at GHz frequencies. At THz frequencies, however, the capacitor Cgd no longer couples the signal
between the gate and drain. Then, the approximation shown breaks down and has to be replaced by a
non-quasi-static one, according to the theory presented by Dyakonov and Schur. This theory is based on
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Figure 5.5 Configurations for plasma-wave detection in FETs. (a) THz configuration directly inte-
grated with a bow-tie antenna (Knap 2013 [8]) and (b) lower-frequency equivalent circuit showing
MOSFET detector coupled through an external gate-drain (Cgd) capacitor [9]. (Reproduced with per-
mission from IEEE J. Solid-State circuits, vol. 44, p. 1968 . Copyright 2009, AIP Publishing LLC.)

the electron dynamics in the channel and on the continuity equation. For THz frequencies those equations
can be simplified as follows

𝜕n
𝜕t

+ 𝜕 (nv)
𝜕x

= 0 (5.19)

v = −𝜇 𝜕U
𝜕x

(5.20)

where n(x,t) is the electron density, 𝜇 the electron mobility, v(x,t) the average drift velocity, and U(x,t) the
electrical potential along the channel. This reduced pair of differential equations (you can see Ref. [10] for
the complete set) can be represented in the form of a RC transmission line that describes the non-resonant
self-mixing. This can be seen in Figure 5.6a (taken from Ref. [10]) where the gray area of the waveguide
indicates the channel of the transistor. For this non-resonant case, plasma oscillations are overdamped,
as shown in Figure 5.6b [11].

Previous paragraphs state that THz radiation can be coupled between the gate and source of the FET;
this THz wave simultaneously modulates the carrier density and its drift velocity, leading to nonlinearity
and inducing a plasma wave that propagates in the channel. At cryogenic temperatures resonant plasma
modes can be excited leading to narrowband tunable detection (for this case the product 𝜔0𝜏 ≫ 1, where
𝜔0 is the fundamental plasma harmonic frequency and 𝜏 is the momentum relaxation time depending
on the carrier mobility). At room temperature plasma waves are overdamped and the carrier density
decays with a distance of the order of tens of nanometers. For this case the product 𝜔0𝜏 ≪ 1 and the FET
response is a smooth function of frequency and gate voltage and leads to non-resonant detection.

The applied voltage propagates through the channel from the source (left) to the drain (right) showing
an exponential damping. It can be said that efficient resistive mixing takes place close to the source
while the rest of the device acts as a distributed capacitance and parasitic series resistance. This makes
this long-channel device be usable for direct power detection at THz frequencies. Then, the response
signal can be given as

Δu =
e ⋅ u2

a

4m∗s2

[
1 − 1

sinh2Q + cos2Q

]
(5.21)

Where e is the electron charge, ua is the THz voltage on the gate relative to the source, m* is the effective
mass of the electron, s is the plasma wave velocity, and Q is the ratio of the gate length to the character-
istic length of the voltage decay from source to drain. After some algebraic operations, in Ref. [8], the
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Figure 5.6 (a) Equivalent distributed circuit for the THz non-resonant self-mixing [10]. (Reproduced
with permission from A. Lisauskas, U. Pfeiffer, E. Ojefors, P.H. Bolivar, D. Glaab and H. Roskos, “Ra-
tional design of high responsivity detectors of terahertz radiation based on distributed self-mixing in
silicon field effect transistors,” J. Appl. Phys. 105, 114511 (2009) . Copyright 2009, AIP Publishing
LLC.) (b) Qualitative space dependence of electron oscillations excited by THz signal: upper part for
𝜔𝜏 ≫ 1, bottom part for 𝜔𝜏 ≪ 1 [11]. (Reproduced with permission from A. Gutin, V. Kachorovskii, A.
Muraviev, and M. Shur “Plasmonic terahertz detector response at high intensities,” J. Appl. Phys. Vol.
112, 014508 (2012) . Copyright 2012, AIP Publishing LLC.)

maximum value of the response signal is given as

Δu =
e ⋅ u2

a

4𝜂kBT
(5.22)

Where 𝜂 is a parameter depending on the sub-threshold slope of the channel conductivity and kB is the
Boltzmann constant. From the previous expression the responsivity that relates the detected signal to
the THz power can be obtained. It can be seen that, ideally, the responsivity may become exponentially
large below threshold. For actual conditions this is not really so since it depends on the antenna coupling
and on the loading effects. Thus, as the input impedance of the read-out circuit becomes smaller, due
to a simple dividing effect, the detected signal will decrease. A similar effect can be extracted from the
imaginary part of the input impedance since a small capacitance can lead to large RC constants. In this
way an increase in the modulation frequency can also lead to a decrease in the detected signal.

An alternate model for explaining the detection mechanism at lower frequency in CMOS technology
can be given from Figure 5.5b [9]. This model has been chosen for simplicity since the results in the THz
band will be qualitatively valid. Then, it can be seen that there is an extra gate to drain capacitor which
serves to facilitate the self-mixing [12]. This capacitor allows simultaneous coupling of the input signal
to the drain of the FET (acting as the “local oscillator” port) and to the gate (acting as the “RF port”).
It can also be seen that a DC gate-bias Vg may be provided through an RF-choke. Thus, the voltages at
each port can be written as

vgs (t) = vRF (t) + Vg (5.23)

vds (t) = vRF (t) = VRF sin𝜔t (5.24)

As the device is operated in the linear region, the drain current is obtained through multiplication of
the voltage and the transconductance as

ids (t) = vRF (t) ⋅ gds (t) (5.25)
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The transconductance, for the quasi-static case, can be written as

gds (t) =
W
L

⋅ 𝜇 ⋅ COX ⋅
[

vRF (t)
2

+
(
Vg − Vthres

)]
(5.26)

For the non-quasi-static case, the transconductance per unit length is written as

Gds (v (x, t)) = 𝜇COXW
(
v (x, t) − Vth

)
(5.27)

By taking the DC term in Eq. (5.26) it can be seen that the read-out current is given as

Ids =
W
L

⋅ 𝜇 ⋅ COX

V2
RF

4
(5.28)

The read-out voltage of the detector can be obtained by multiplying the DC current by the channel
resistance. This can be written, whenever the drain-to-source voltage is in the linear region, as

Vds =
Ids

Gds

=
V2

RF

4
(
Vg − Vthres

) (5.29)

From this expression the electrical (voltage) responsivity can be obtained as

ℜV =
Vds

Pin

=

V2
RF

4
(
Vg − Vthres

)
V2

RF

Rin

=
Rin

4
(
Vg − Vthres

) (5.30)

The maximum responsivity is obtained in the subthreshold region since the detection current is gen-
erated across a larger internal DC resistance. In Si CMOS technology, on-chip amplification close to
the detector prevents external capacitive loading, avoiding both the reduction of the responsivity and the
reduction of the bandwidth.

5.2 Noise Mechanisms
In statistical mechanics and then again in quantum mechanics, we learn that upon measurement every
physical quantity, including radiation, is subject to fluctuations. The received power in sensor systems
is generally very weak, typically orders-of-magnitude weaker than it is in communications systems. So
an important issue is the “masking” of the signal by fluctuations in the power (i.e., the “noise”) in the
receiver. The “noise” is the totality of all the electronic and electromagnetic mechanisms, especially those
in the detector itself. This section examines these noise mechanisms in the context of THz direct detec-
tors operating at room temperature and in the ambient environment. A fundamental, physical viewpoint
is adopted primarily because noise is one of the least understood topics in THz detectors and sensors
as a whole. Therefore, this section could also serve for pedagogical purposes in academic courses or
professional workshops.

5.2.1 Noise from Electronic Devices

Within every sensor system, particularly at the front end, are components that contribute significant noise
to the detection process and therefore degrade the ultimate detectability of the signal. The majority of
this noise usually comes from electronics, particularly the first device, which is often a mixer or direct
detector. After this there is generally a low-level amplifier that contributes separate noise. The majority

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



224 Semiconductor Terahertz Technology

of noise from such devices falls into two classes: (i) thermal noise and (ii) shot noise. Thermal noise in
semiconductors is caused by the inevitable fluctuations in voltage or current associated with the resis-
tance in and around the active region of the device. This causes fluctuations in the voltage or current
in the device by the same mechanism that causes resistance – the Joule dissipation that couples energy
between charge carriers and electromagnetic fields. The form of the thermal noise is very similar to that
for free-space blackbody radiation. And the Rayleigh–Jeans approximation is generally valid for THz
radiation and room-temperature operation, so that the Johnson–Nyquist theorem applies. However, one
must account for the fact that the device is coupled to a transmission-line circuit or similar, not to a free
space mode, and the device may not be in equilibrium with the radiation as assumed by the blackbody
model. These issues are addressed by Nyquist’s generalized theorem [13]

Vrms = [⟨ΔV⟩2]1∕2 = [4kBTDRe{ZD}Δf ]1∕2 (5.31)

where TD, ZD, and Δf are the temperature, differential impedance, and bandwidth of the device. Even
this generalized form has limitations since it is often difficult to define the temperature of the device if it
is operating well away from thermal equilibrium.

Shot noise is a ramification of the device being well out of equilibrium, usually by virtue of electrical
bias and some barrier blocking the flow of charge carriers. It is generally described as fluctuations in the
current transmitted through the barrier caused by random changes in the rate of carriers incident on the
opposite side. Because of the general importance of this phenomenon to THz detectors, and all radiative
detectors for that matter, we will examine it in more detail than thermal noise with a similar physical
basis as presented in Ref. [14]. From statistical kinetic theory, which generally applies well to charge
carriers in non-degenerate semiconductors, we know that there is a mean time 𝜏 between collisions, and
a mean rate of collisions 1/𝜏 for each carrier. We then assume that the probability of having a single
collision between time t and t+ 𝛿t is exponential, P1(t) = exp(−t∕𝜏) ⋅ 𝛿t∕𝜏 [15], which follows from the
“relaxation time” approximation. This can be generalized to an ensemble of uncorrelated collisions to
predict the probability of N collisions between 0 and time t,

PN (t) = [(t∕𝜏)N∕N!] ⋅ exp (−t∕𝜏) , (5.32)

which is a form of the famous Poisson probability density function. To apply Eq. (5.32) to the shot-noise
phenomenon, we think of 1/𝜏 – the collision rate R – also as the impinging rate on the barrier,

PN (t) = [(Rt)N∕N!] ⋅ exp (−Rt) . (5.33)

Hence, PN(T) is to be thought of as the probability of N carriers incident on the barrier in time t. If
we limit the ensemble to those carriers with enough kinetic energy to cross the barrier, Eq. (5.33) still
applies with N constrained to be consistent with the ensemble-averaged current i through the barrier
during measurement sampling time tS:

⟨i⟩ = q ⟨N⟩ ∕tS ≡ I, (5.34)

where q is the signed charge. And consistent with the ergodic hypothesis, this ensemble averaged current
should equal the time-averaged current I over the same interval tS.

The Poisson density function has the remarkable property that the variance is equal to the mean, that is,⟨
(N − ⟨N⟩)2⟩ ≡ ⟨

(ΔN)2⟩ = ⟨N⟩ (5.35)

Applying this to Eq. (5.34) and given that tS is deterministic, we can calculate the variance of the
electrical current⟨

(i − ⟨i⟩)2⟩ ≡ ⟨
(Δi)2⟩ = q2

⟨
(ΔN)2

⟩
∕tS

2 =
(
q2∕tS

2
) ⟨N⟩ = q ⟨i⟩ ∕tS, (5.36)
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which can also be thought of as the mean-square fluctuation of i during interval tS. According to sampling
theory, 1/tS – the sampling rate – determines the effective bandwidth over which power can be measured
unambiguously according to the Nyquist sampling relation, Bmax = 1/(2tS), so that we can write⟨

(Δi)2
⟩

= 2q ⟨i⟩ ⋅ Bmax ≡ 2qI ⋅ Bmax (5.37)

In real devices, tS is usually dictated by an intrinsic time constant, such as the characteristic transit
time of carriers across the barrier, or the device internal RC time in devices for which the transit time is
relatively short. In this case, B is replaced by an effective bandwidth Beff as determined by the longest of
the internal characteristic times ⟨

(Δi)2
⟩

= 2qI ⋅ Beff (5.38)

Equation (5.38) is the famous Schottky relation [16], discovered even before the Johnson–Nyquist
form of thermal noise given above. While an approximation, it has withstood the test of time and
been found to be accurate in many THz-detector devices, such as Schottky diodes. However, some
quantum-effect devices, or devices that can store space charge in the barrier region, such as resonant
tunneling diodes, have displayed a modified form of Eq. (5.38) given by [17]⟨

(Δi)2⟩ = 2qΓ ⋅ I ⋅ Beff (5.39)

where Γ is a numerical factor representing the degree to which the random Poissonian fluctuations of
transmission times are modified by the transport or charge storage between the cathode (or emitter) and
anode (or collector). If Γ= 1, there is no effect and the anode current has the “full” shot noise. When
Γ< 1, the transport or charge storage reduces the fluctuations, often through some form of degenerative
feedback mechanism, and the shot noise is said to be suppressed. When Γ> 1, the transport or charge
storage increases the fluctuations, often through some form of regenerative feedback mechanism, and
the shot noise is said to be enhanced.

5.2.2 Phonon Noise

By their physical nature, THz thermal detectors are inherently sensitive to fluctuations in the incident
power, be it by radiative coupling (photons) or thermal conductance (phonons) to the environment. Such
fluctuations get transduced into electrical noise in the same way that the average absorbed electromag-
netic radiation gets transformed into a steady electrical output signal. It is therefore a fundamental matter
to estimate what the power fluctuations are for a given thermal detector type in its environment. For THz
thermal detectors, especially those operating at room temperature, the most important effect is power
fluctuation via phonons.

To estimate the power spectrum of phonon fluctuations, we start with the same kinetic analysis as
for carrier shot noise, but this time applied to a volume of phonons incident on a thermal link between
the detector at temperature T and the bath. As with the charge carriers, we assume that the incident rate
of phonons on the link fluctuates with Poissonian statistics. From fundamental solid-state physics, the
mean energy of a phonon is <U(𝜐)>= h𝜐/[exp(h𝜐/kBT) –1], where 𝜐 is the corresponding (atomic lattice)
vibrational frequency and h and kB are Planck’s and Boltzmann’s constants, respectively. A key part of the
analysis is to assume the “classical limit” whereby h𝜐 << kBT, such that <U(𝜐)>≈ kBT. While arguably
valid at room temperature for solids having Debye temperatures <300 K, this assumption must certainly
be corrected for thermal detectors operating at cryogenic temperatures (see below). Another part of the
analysis is that the phonons that arrive at the link from the detector flow ballistically across the link, just
like the charge carriers in the shot noise analysis. Even in the classical limit, we expect this number to
be a function of 𝜐 and also of the detector volume V, both of which factor into the 3D acoustical-phonon
density-of-states [18].

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



226 Semiconductor Terahertz Technology

Given these assumptions, the average power in frequency interval d𝜐 and volumetric element dV is
given as mean energy per phonon times the total number of phonons per sampling time tS⟨P (𝜐,V)⟩ = kBTD ⟨N (𝜐,V)⟩ ∕tS (5.40)

Given the Poissonian assumption about phonon transport rate, the mean-square fluctuation (i.e., vari-
ance) of power is given by⟨

[ΔP (𝜐,V)]2⟩ =
(
kBTD

)2 ⟨
[ΔN (n,V)]2⟩ ∕tS

2 =
(
kBTD

)2 ⟨N (n,V)⟩ ∕tS
2 (5.41)

The total thermal power will be the integral over all frequencies and the specific detector volume:

⟨P⟩ =

𝜐max

∫
0

V

∫
0

⟨P (𝜐,V)⟩ d𝜐dV =
(
kBTD∕tS

) 𝜐max

∫
0

V

∫
0

⟨N (𝜐,V)⟩ d𝜐dV ≡ GTD (5.42)

where G is the macroscopic thermal conductance between the detector and its environment. The corre-
sponding total power fluctuation is,

⟨
(ΔP)2

⟩
=

𝜐max

∫
0

V

∫
0

⟨
[ΔP (𝜐,V)]2⟩ d𝜐dV =

(
kBTD∕tS

)2

𝜐max

∫
0

V

∫
0

⟨N (𝜐,V)⟩ d𝜐dV (5.43)

Substitution of the last step of Eq. (5.42) into the last step of Eq. (5.43) yields⟨
(ΔP)2⟩ =

(
kBTD∕tS

)2
G ⋅ TD

(
tS∕kBTD

)
= kBTD

2G∕tS (5.44)

Application of the same (Nyquist) sampling argument as for shot noise, namely Bmax = 1/(2tS), yields
the result ⟨

(ΔP)2⟩ = 2kBTD
2G Bmax (5.45)

Equation (5.45) requires some clarification and generalization to be practical. First, all thermal detec-
tors have a characteristic thermal time constant, 𝜏𝜏 ≈C/G, where C is the heat capacity. This generally
limits the bandwidth to an effective value Beff, a much lower value than in rectifying devices. Secondly,
unlike the analysis of shot noise where the electrical current flow across the barrier was considered uni-
lateral, thermal detectors often have a second significant source of power fluctuations associated with
heat flowing from the bath to the detector. Hence, a second term must be added to Eq. (5.45) that is
ostensibly uncorrelated to that from the detector to the bath. Hence, we can just add the variances of the
two components: ⟨

(ΔP)2⟩ = 2kBG Beff

(
TD

2 + TB
2
)
≈ 4kBG BeffTD

2 (5.46)

where the last step follows when TD ≈ TB, which is often true in room-temperature thermal detectors.
Equation (5.46) is a famous result in thermal-detector theory, often cited in the literature as a general
result from thermodynamics. However, from the above simple-minded derivation, it requires statistical
transport theory, which is usually beyond the scope of thermodynamics [19].

Even more remarkably, Eq. (5.46) can be generalized to handle obvious shortcomings of the above
analysis, such as the cryogenic operating regime where kBT< h𝜐 and TD > TB. Both of these cases were
covered by the seminal analysis of Boyle and Rodgers using Planck (massless-Boson) statistics for the
phonon population [20]. They showed that⟨

(ΔP)2⟩ = 2kBG Beff

(
TD

5 + TB
5
)
∕T2 (5.47)

where T is the arithmetic mean between TD and TB. Note that it reduces to the classic formula when
TD ≈ TB, meaning that the physical effect of the Planck statistics is embedded in G, not the temperature
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dependence. To further see how much physical information is contained in G, we note that Eqs. (5.46)
and (5.47) have also been applied successfully for calculating the power fluctuation of thermal detectors
exchanging heat by thermal mechanisms other than phonons. Two good examples are thermal conduction
by electromagnetic radiation (photons), and thermal convection by fluids, usually air. The challenge, then,
is to calculate the physics-rich quantity, G.

5.2.3 Photon Noise with Direct Detection

No analysis of detector behavior anywhere in the electromagnetic spectrum is complete without a dis-
cussion of radiation fluctuations. Quantum mechanics teaches us that the act of measuring any physical
observable is inherently probabilistic with a measure of uncertainty given by Planck’s constant h. There-
fore, we expect all radiative sources to fluctuate in power when measured by any detector, possibly at
a very low level compared to the other noise sources. The theory of radiative power fluctuations is rel-
atively simple in two extremes: (i) coherent radiation and (ii) thermal radiation. In the THz region, the
latter is more important in the case of direct detectors having wide spectral bandwidth. To carry out the
analysis, we start by considering n, the number of photons in spatial mode m, as a random variable to
calculate the fluctuation in the incident power:

ΔPinc ≡ Pinc −
⟨

Pinc

⟩
=

M∑
m

𝜐0+Δ𝜐

∫
𝜐0

h𝜐 ⋅ {nm (𝜐) −
⟨

nm (𝜐)
⟩
}d𝜐 ≡

M∑
m

𝜐0+Δ𝜐

∫
𝜐0

h𝜐 ⋅ Δnm (𝜐) ⋅ d𝜐 (5.48)

An important measure of noise is the variance, or mean-square fluctuation

⟨(
ΔPinc

)2
⟩

=

⟨⎛⎜⎜⎝
M∑
m

𝜐0+Δ𝜐

∫
𝜐0

h𝜐 ⋅ Δnm (𝜐) ⋅ d𝜐
⎞⎟⎟⎠ ⋅

⎛⎜⎜⎝
M′∑
m′

𝜐0+Δ𝜐

∫
𝜐0

h𝜐 ⋅ Δnm′ (𝜐) ⋅ d𝜐
⎞⎟⎟⎠
⟩

(5.49)

where m′ is a dummy summation index. In evaluating this expression we utilize the fact that perfectly
random fluctuations in different orthogonal modes are uncorrelated, so that only cross-products having
the same mode index will survive the ensemble average

⟨(
ΔPinc

)2
⟩

=

⟨
M∑
m

⎛⎜⎜⎝
𝜐0+Δ𝜐

∫
𝜐0

h𝜐 ⋅ Δnm (𝜐) ⋅ d𝜐2
⎞⎟⎟⎠
⟩

(5.50)

This is further simplified by the “band-limited” assumption: Δ𝜐 being narrow enough that h𝜐 and Δn
can be considered constant over the range of the integration:⟨(

ΔPinc

)2
⟩
≈

⟨
M∑
m

(
h𝜐0Δnm

(
𝜐0

)
⋅ Δ𝜐

)2

⟩
=

M∑
m

⋅
(
h𝜐0Δ𝜐

)2
⟨[

Δnm

(
𝜐0

)]2
⟩

(5.51)

In the special but common case in sensitive THz detectors of only one spatial mode, such as typically
occurs with antenna or waveguide coupling, we find⟨(

ΔPinc

)2
⟩

=
(
h𝜐0Δ𝜐

)2
⟨ [

Δn
(
𝜐0

)]2
⟩

(5.52)

For direct detectors in the THz region, one should consider first the fluctuations of background ther-
mal radiation, given how important these are in the higher-frequency IR bands. It is a basic exercise of
quantum statistical mechanics to show:⟨

(Δn)2⟩ ≡ ⟨
(n − ⟨n⟩)2⟩ =

⟨
n2
⟩
− (⟨n⟩)2 = ⟨n⟩ (⟨n⟩ + 1) = fp

(
1 + fp

)
(5.53)

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



228 Semiconductor Terahertz Technology

where fp is the Planck function. This expression has an interesting low-frequency, or Rayleigh–Jeans
limit, where h𝜐 ≪ kBT , fP ≫ 1 and <(Δn)2> goes to fP

2, which is approximately (kBT/h𝜐0)2. This limit
is quite accurate in the THz region at terrestrial temperatures. Substitution into Eq. (5.52) then yields:⟨(

ΔPinc

)2
⟩

=
(
kBTΔ𝜐

)2
(5.54)

And we can write

Prms =
[⟨(

ΔPinc

)2
⟩]1∕2

= kBTΔ𝜐 ≡ ⟨
Pabs

⟩
(5.55)

We observe the remarkable result that for perfect coupling (𝜂 = 1), the rms absorbed power fluctuation
is exactly equal to the average power – a sign of exponential (Boltzmann) statistics! Since the power
spectral density is uniform in frequency (i.e., “white”), it is then given by:

SP (𝜐) = Prms∕Δ𝜐 = kBT , (5.56)

a form of the famous Johnson–Nyquist theorem for one mode in free space.
Although fundamental and interesting, the above derivation serves just one purpose for the present

chapter, which is predicting the maximum possible output signal fluctuations from a THz direct detector
in the presence of a 300 K background having the power spectrum in Eq. (5.56). To do this, we take
advantage of the fact that all of the common THz detectors are essentially “square-law” devices, meaning
that they convert incident power into output electrical signal according to Eq. (5.1):

y = A x2 = ℜ ⋅ Pin (5.57)

where y is the output voltage or current. This is true even for thermal detectors, for which x is related to
the incident electric field magnitude, so that x2 is proportional to the incident power. The key to under-
standing the resulting fluctuations in y is to realize that different frequency components of Gaussian
incident thermal noise, say at 𝜐 and 𝜐′, are statistically uncorrelated and therefore produce a zero DC
output from the detector after averaging. However, they can still contribute a fluctuation and therefore,
output noise, if their difference frequency Δ𝜐 is within the detector electrical bandwidth. So we need to
calculate the output power spectral density.

This is a classic calculation of nonlinear signal-processing and probability theory carried out elegantly,
for example, by Davenport and Root [21]. They prove that a square-law detector changes the noise statis-
tics from Gaussian at the input to “chi-squared” at the output. For our purposes, a more qualitative method
can be applied that misses the statistics but approximates the output-signal mean-square fluctuations,
which suffices to get the SNR (signal-to-noise ratio) and NEP [22]. We draw the input power spectrum
as a THz-band-limited white spectrum as shown in Figure 5.7a. If we look at small difference frequen-
cies, there are a maximal number of input frequency components available, proportional to the input THz
bandwidth Δ𝜐. But with increasing frequency, the number of available input components drops until we
reach the minimal condition depicted in Figure 5.7b where just the extremes of the input spectrum are
effective. The resulting output spectrum is then given approximately by

Sy (f ) ≈ 2ℜ2
(
Sx

)2Δ𝜐 (1 –f∕Δ𝜐) (5.58)

where Sx is the input power spectral density at any frequency in the passband, f is the post-detection
frequency, and the factor of 2 accounts for the fact that the input power spectrum has an identical inter-
pretation at negative frequencies (not shown in Figure 5.7). As plotted in Figure 5.7c, Eq. (5.58) is a
distinctly-non-white triangular spectrum centered at zero frequency – a distinctly non-Gaussian result.
But since the input noise is “white,” we can write the fluctuations as:(

Sx

)2 ≈
⟨(

ΔPin

)2
⟩
∕
⟨
(Δ𝜐)2⟩ (5.59) 
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Sx(ν)

(a)

(b) (c)

Sx(ν)

f

SY(f )

Δν

Δν

Δν

Δf

ν

ν

ν ν

Δν Δν

Figure 5.7 (a) Graphical representation of input power spectrum to a square-law detector created by
thermal incident radiation over bandwidth Δ𝜐, and showing separate frequency components. (b) Same
as (a) but with separate frequency components at edges of input band. (c) Output power spectrum from
square-law detector as a function of difference frequency Δf= |𝜐2 − 𝜐1|, and highlighting the specific
difference frequency Δf.

Substitution into Eq. (5.58) then yields

Sy ≈ 2ℜ2
⟨ (

ΔPin

)2
⟩

(1 –f∕Δ𝜐) ∕Δ𝜐 (5.60)

The quantity we need is the mean-square fluctuation in output signal y, which is given by:

⟨
(Δy)2⟩ =

∞

∫
0

Sy (f ) df ≈ 2ℜ2
(
ΔPin

)2

Δ𝜐

∫
0

1 − f∕Δ𝜐
Δ𝜐

df (5.61)

For practically all THz detectors, the output electrical bandwidth Δf is much less than the THz band-
width, which entails limiting the above integral to a range 0 to Δf≪Δ𝜐. Under this condition, the rather
slowly varying triangular spectrum can be treated like a constant at the peak value. We then get the result,

⟨
(Δy)2⟩ ≈ 2ℜ2

(
ΔPin

)2

Δf

∫
0

df

Δ𝜐
≈2ℜ2

(
ΔPin

)2 Δf

Δ𝜐
(5.62)

Given terrestrial THz thermal radiation in the Rayleigh–Jeans limit, we can use Eq. (5.53) to re-write
this as ⟨

(Δy)2⟩ = 2ℜ2
(
kBT

)2Δ𝜐 ⋅ Δf (5.63)

As we should have expected, the mean-square output-signal fluctuation is proportional to the
mean-square input power fluctuation, but also to the responsivity-squared and the product of the input
and output bandwidths. So it is highly dependent on the detector type, and we will return to this later.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



230 Semiconductor Terahertz Technology

5.3 THz Coupling
Devices operating at terahertz frequencies become inseparable from the circuit. Therefore, issues relating
to coupling the device to electromagnetic radiation, to antenna structures for electromagnetic radiation,
and to device integration with THz circuits have to be addressed for practical consideration for the tera-
hertz coupling. Since the device dimensions are often much smaller than the electromagnetic wavelength,
the antenna structure needed for coupling the device with the electromagnetic radiation has to be designed
as a unique entity inseparably comprising both elements the device and the antenna. In the microwave
regime this concept has been studied and defined as the active integrated antenna (AIA) concept. Tradi-
tionally, antenna design for these receivers has been inefficient in terms of matching it with the diode.
The antenna is often designed to be 50 matched while the capacitive part of the diode is compensated
including a RF filter or RF matching network with an inductive part. The AIA concept was proposed to
optimize the matching between the antenna and the active device. In addition to the matching optimiza-
tion, a further improvement in the overall antenna efficiency should be considered by increasing the total
efficiency which is essential within the THz-band. As a consequence, the responsivity of the receiver
working within the THz-band will be optimized.

However the coupling design is done, some degree of impedance mismatch inevitably occurs and the
power delivery from free space to the detector is imperfect. So a useful metric is an external power cou-
pling factor, 𝜂, analogous to the external quantum efficiency in photonic devices. It is defined simply by

Pabs = 𝜂Pinc (5.64)

where Pinc is the power incident on the device (or equivalently, the “available” power from free space).

5.3.1 THz Impedance Matching

The amount of power at THz frequencies is generally quite small so the coupling efficiency is a key factor
that has to be taken into account. This analysis has to be undertaken in a twofold way. On the one hand
the matching between the active device and the antenna itself has to be considered. On the other hand
the matching and coupling between different media, guided and free-space, has to be taken into account.
The first case will be developed in Section 5.3.2, while the second will be developed in this section.

The analysis of antennas embedded or just lying on the interface of two electrically different media
has been carried out over a broad range of THz research [23]. The interest has increased in recent years
due to, for example, the potential for new THz-generation devices based on the use of the substrate
semiconductor properties, thereby avoiding the use of antennas. Antennas lying over a dielectric medium
have some special features that distinguish them from antennas in free-space. In free-space, the power
radiated from a planar antenna divides equally above and below the plane by symmetry, while an antenna
on a dielectric mainly radiates primarily into the dielectric. This results both from the way in which
elementary sources radiate and from the way in which waves propagate along metals at a dielectric
interface. It can be explained by the impedance of both media. Let us assume that a dipole is placed
on the interface between air and a dielectric. If the dipole is used as a receiving antenna it measures
the electric field collinear to it. This electric field is the field transmitted through the interface. In the
transmission-line model of wave propagation, a wave from a high impedance material (air) is incident
on a low-impedance material (dielectric). The transmitted electric field is small, so the dipole response
is small. The effect is the same as looking at the voltage across a coaxial cable terminated with a low
resistance. When the wave is incident from the dielectric side, the transmitted electric field is large and the
dipole response is large, since the material has a lower impedance than the air. The analogous situation in
coaxial cable is the voltage seen at a high-impedance load. The result is that the response is larger when
the wave is incident from the dielectric. By reciprocity, the power transmitted from the dipole is larger
in the dielectric.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



Principles of THz Direct Detection 231

Another issue that has to be taken into account is the thickness of the substrates at THz frequencies
which is on the order of a wavelength. Under this condition, the substrate is relatively thick and its effect
has to be considered. From the ray point of view (Figure 5.8), the rays incident with an angle larger than
the critical angle are completely reflected and trapped as substrate modes.

These substrate modes can be suppressed by the inclusion of a lens on the back side of the substrate
with the same dielectric constant. This eliminates the problem, because, as shown in Figure 5.9, the rays
are then incident nearly normal to the surface and do not suffer total internal reflection. The substrate lens
takes advantage of the sensitivity of an antenna to radiation from the substrate side and eliminates the
substrate modes. In addition, directivity is improved. The disadvantages of the substrate lens are those of
any system using refractive optics: absorption and reflection loss. Among the available dielectric lenses,
one is particularly attractive because it is aplanatic, adding no spherical aberration or coma. This is the
extended (or hyper-) hemispherical lens with an extension of d= r/n.

5.3.2 Planar-Antenna Coupling

In the THz regime the detector often consists of a planar antenna integrated with a device (e.g., a zero-bias
Schottky diode) together with a silicon lens [24] to suppress substrate modes due to the thick substrate
and make the radiation pattern unidirectional. From the antenna point-of-view three parameters must be
accounted for to determine the responsivity of the detector: the radiation propagation efficiency (𝜀rad),
impedance-matching efficiency (M), and the polarization matching efficiency (𝜀pol):

𝜂 = 𝜀rad ⋅ M ⋅ 𝜀pol (5.65)

This total radiative coupling efficiency expresses how close the performance is to ideal. Maximizing
this efficiency will enhance the performance of the detector and it is a key factor that has been used to
optimize the design of THz direct detectors integrated with planar antennas.

Substrate

Antenna

Air

Air

2αc
Trapped rays

Figure 5.8 Antenna on a dielectric substrate showing the rays trapped as substrate modes. The critical
angle is represented as 𝛼c.

Antenna Antenna

Figure 5.9 Hemispherical (a) and hyperhemispherical (b) lenses.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



232 Semiconductor Terahertz Technology

For lens-coupled planar antennas, the propagation efficiency is limited primarily by reflection-from
and attenuation-in the lens. If it is made from high-resistivity silicon, as is common practice, the losses
are usually negligible but the reflection can be substantial unless some form of anti-reflection coat-
ing is applied to the air/silicon interface. For incident radiation in the form of a Gaussian beam, the
majority of power is incident on the Si lens near normal incidence so that the power reflectivity is
given by |Γ|2 = [(n − 1) ∕ (n + 1)]2, and 𝜀rad ≈ 1 − |Γ|2, where n is the THz refractive index of sili-
con. This is well-known in the THz region, n ≈ (11.65)1∕2 = 3.41 [25], which leads to |Γ|2 = 0.30, and
𝜀rad = 1–|Γ|2 = 0.70.

The impedance matching efficiency at the THz signal frequency can be analyzed as the ratio between
the power delivered to the detector acting as a passive load (PL) and the power available from the antenna
terminals acting as a generator (Pavs):

M =
PL

Pavs

=
4RDRA(

RD + RA

)2 +
(
XD + XA

)
2

(5.66)

where ZD =RD + jXD is the detector impedance and ZA =RA + jXA is the antenna impedance (see
Figure 5.10). When M= 1, all the available power from the source is delivered to the load and the
well-known conjugated matching condition can be obtained which states that the maximum power
transferred to the load is obtained when ZA =ZD* (conjugate match, i.e., ΓA =ΓD*). The M-factor is a
key parameter to estimate the performance of the detector, especially for highly reactive detectors like
Schottky rectifiers. As will be shown later, typical Schottky rectifiers have much higher values of RD

than the RA of the antenna, and also have significant capacitance, making it very difficult to achieve the
conjugate impedance matching condition. This tends to make M low at THz frequencies, of order 1%
being typical.

5.3.3 Exemplary THz Coupling Structures

We have mentioned that planar antennas are now the preferred way of coupling room-temperature THz
direct detectors to free space. Alternative methods such as metal-waveguide or integrating-cavity cou-
pling also work and are actually older and therefore widespread in the literature. However, they also
tend to be more difficult (and expensive) to fabricate, can be multimodal, and do not lend themselves
to proliferation of detector elements in focal-plane (imaging) arrays. This is why we do not discuss
them here. So in this section we graphically showcase two paradigm planar-antenna coupled detector
structures, the first coupled to free space with a low-loss lens and the second coupled with a metal
ground plane.

a d

za

~

Antenna THz detector

zd

Figure 5.10 THz-frequency impedance-matching view of the Schottky rectifier.
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Antenna
(silver)

Antenna

Microbolometer

Substrate

4 μm

Figure 5.11 Schematic of a microbolometer mounted at the driving gap of a planar antenna [26]. (With
kind permission of Springer Science+Business Media, D. P. Neikirk, D. B. Rutledge, and W. Lam,
“Far-Infrared Microbolometer Detectors,” Int. J. Infrared Millimeter Waves, 5, p. 245 (1984).)

Figure 5.11 shows perhaps the first successful THz planar-antenna structure: a microbolometer coupled
to a self-complementary antenna. As will be emphasized later, in principle this structure can provide
near-perfect impedance matching (M≈ 1) between the thin-film metallic or semimetallic microbolometer
and the antenna on a dielectric substrate. A thin film of metal has very little reactance – just some kinetic
inductance – at THz frequencies, so this structure should also have very wide bandwidth, approaching
1.0 THz or beyond. It integrates readily with hemispherical or hyperhemispherical lenses mounted on
the back-side of the bolometer/antenna substrate, as shown in Figure 5.12a, which also exemplifies the
antenna as a self-complementary log-spiral – one of the widest-band planar antennas ever demonstrated.

On inspection of Figure 5.12b, we also see another beneficial feature of the planar antenna coupling,
which is electrical isolation of the THz antenna circuit from the read-out circuit. Notice that the read-out
circuit is coupled to the outer extremity of the spiral antenna after one full turn of the spiral. This means
that the THz radiation will be coupled primarily to the driving gap, the read-out circuit being isolated by
the low-pass filtering properties of the spiral. So the rectified signal will flow through the spiral to the
read-out arms relatively unimpeded. It also means that the read-out circuit can be tailored to a specific
load impedance, independent of the THz antenna. Shown in Figure 5.12a is a standard 50Ω coplanar
waveguide (CPW) line, so the inclusion of an off-the-shelf, low-noise video output amplifier is straight-
forward. Shown in Figure 5.12c is the same coupling structure but with a Schottky rectifier mounted in
the driving gap. This presents more impedance-matching challenge than the microbolometer, but still
works well in the sub-THz region.

Figure 5.13 shows the planar-antenna coupled with a ground plane. The antenna is a resonant patch
and the detector is a CMOS-type similar to those discussed in Section 5.1.3, both designed for 300 GHz
operation [27]. Two differential feeds occur between the patch and the CMOS detector, and each feed is
recessed into the patch – a common practice with patch antennas to provide for impedance transforma-
tion and better overall coupling efficiency [28]. Being Si-CMOS-based, this structure lends itself very
well to proliferation into arrays via the super-successful technology of VLSI (very large scale integra-
tion). However, one drawback of this approach compared to Figure 5.12 is the antenna pattern. Patch
antennas generally provide much lower gain than lens coupled antennas of all types, and suffer from
substrate-mode and other loss mechanisms when fabricated on the large dielectric constant (𝜀r = 11.65)
of silicon substrates.
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(a)

Bonding Wires

(b) (c)

Silicon Lens

Zero bias
Schottky Diode

50 Ω Impedance
Matching

Figure 5.12 Schematic of the Schottky rectifier quasi-optical QO detector with log-spiral antenna.
Materials: dark blue part is the silicon lens and silicon substrate where the gold (yellow part) planar
antenna is grown, while the green part is FR-4 material and the brown part is copper. The bonding wires
are included to connect gold lines over silicon to copper lines over FR-4 and a metallic wire is inserted to
interconnect both ground planes of CPW line. The zero bias Schottky diode is epoxied in the middle of
the antenna. (a) Complete SBD QO video detector 3D schematic. (b) Antenna zoom. (c) Schottky diode
zoom.

Figure 5.13 Differential patch antenna integrated with a CMOS detector. 
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5.3.4 Output-Circuit Coupling

Finally, there is the issue of output circuit coupling. While at first appearing to be a trivial issue, it can
be relatively easy to lose signal strength (and SNR) at the output owing to voltage or current division
between the differential resistance of the detector and the input resistance of the low-noise amplifier
(LNA) connected to it. This is perhaps best shown by example, the Schottky rectifier once gain. Using
Eq. (5.8) we can write the external responsivity of the rectifier as ℜext = 𝜂ℜV = 𝜂eRD/(2𝛼kBT), which
directly shows the presence of the diode differential resistance, typically of order 10 kΩ. If we now
connect the rectifier to a load resistance (no reactance), there will then be a voltage divider effect such
that the fraction across the load relative to the (open-circuit) voltage across the detector will reduce the
external responsivity to

ℜext = 𝜂
eRD

2𝛼kBT
⋅

⎡⎢⎢⎢⎢⎣
1

1 +
Rs

RD

+ RsRD(𝜔C)2

⋅
RL

RD + RL

⎤⎥⎥⎥⎥⎦
(5.67)

where 𝜔 is the angular output frequency and RL is the load resistance. Unless high video bandwidth is
required (say>10 MHz), the term in square brackets is close to unity, since a high-input-impedance oper-
ational amplifier (opamp) can be used having RL > 1 MΩ – a much higher value than practical Schottky
rectifiers.

5.4 External Responsivity Examples
The combination of electrical responsivity introduced in Section 5.1 and external coupling efficiency
forms a crucial combination called the external or optical, responsivity

ℜext = 𝜂ℜX (5.68)

where X is either current or voltage. In the small-signal operation that THz detectors usually experience,
these two parameters are often separable, making the optical responsivity the most important metric
with respect to signal processing (but not necessarily noise). We will now revisit each of the common
detector types from Section 5.2 with simultaneous consideration of coupling efficiency and electrical
responsivity. Unfortunately, much of the THz literature on direct detectors does not make this distinction,
instead limiting the analysis to electrical responsivity. So our discussion will be limited to the detector
types best understood at this point in time, which are the rectifiers and the bolometers. By so doing, we
will see design trade-offs that ultimately must be made to optimize THz detector performance – a task
that is generally more complicated than it first appears.

5.4.1 Rectifiers

As mentioned in Section 5.1, rectifiers generally are the simplest of all THz direct detectors, which is
why they are so popular. The general analysis done for impedance matching in Section 5.3.3 can be made
more specific by considering the equivalent circuit model shown in Figure 5.14 [29].

It is a bit more sophisticated than Eq. (5.66) through the explicit addition of a diode series resistance
RS which becomes increasingly important as the frequency increases from the microwave bands toward
the THz regime.

M =
4 ⋅ RDRA(

RD + RA + RS − 𝜔2LCRD

)2 +
[
𝜔L + 𝜔RDC

(
RA + RS

)]2
(5.69)
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~

C

RS

RD

v0

RA

iS

iD
Diode

equivalent
circuit

Antenna
equivalent

circuit CP

LS

Figure 5.14 Equivalent circuit planar-antenna-coupled Schottky rectifier [2]. (©2007 IEEE. Reprinted,
with permission, from IEEE Microwave Magazine vol. 8, p. 54 (2007).)

It is usually the sum of all dissipative components in the semiconductor outside the depletion layer
of the Schottky diode itself. The model also includes parasitic elements LS and CP, which represent
a series inductance and packaging capacitance, respectively. Generally LS is more important than
CP in THz air-bridge type planar devices where the finger that contacts the anode is not contacting
the high-permittivity GaAs (or InP) substrate. In that case we can assume CP ≈ 0 and can solve
analytically for the impedance matching efficiency where RA is the real part of the antenna driving-gap
impedance. This ignores any reactive part of the antenna impedance, which is a fair assumption for
self-complementary-type planar antennas such as bow-ties and log spirals.

It is informative to calculate Eq. (5.69) for typical values of all parameters at an interesting THz fre-
quency – 650 GHz (which happens to be one of the highest-frequency useful atmospheric “windows”).
We do this for a zero-bias rectifier as shown in Figure 5.1 for 20%-Al composition [29]. The diode
anode area is 1 μm2. The I–V and R–V curves are shown in Figure 5.15a. The corresponding zero-bias
differential resistance and capacitance are approximately 7.5 kΩ and 2.0 fF, respectively. The antenna
resistance is assumed to be 72Ω, consistent with the theoretical value according to Booker’s relation for
self-complementary antennas on a GaAs substrate: RA = 𝜂eff/2 where 𝜂eff ≈ [𝜇0/𝜀eff]

1/2, 𝜀eff = (1+ 𝜀r)/2,
and 𝜀r = 12.8 for GaAs. For RS we assume two values – 10 and 30Ω – which roughly defines a range
of possible values that depends on the specific fabrication technology. For LS we consider 0 pH – an
idealization, and 30 pH – a value found to resonate with the device (capacitance) at 650 GHz.

The resulting coupling efficiency is plotted in Figure 5.15b where we see an interesting behavior ver-
sus frequency. For both LS = 0 and 30 pH, and practically independent of RS, we see that the coupling is
approximately 1.5% up to 100 GHz. For LS = 0 pH, it drops at higher values down to ≈1.0% at 650 GHz.
Hence, given the highest zero-bias electrical responsivity of ≈18 A/W from Figure 5.1, the maximum
external responsivity is ≈0.18 A/W at 650 GHz. For LS = 30 pH, the coupling rises above 100 GHz to a
peak value of ≈10% at 650 GHz. Hence, the peak external responsivity at 650 GHz is 1.8 A/W. This is
considered excellent coupling for Schottky rectifiers in spite of the limited bandwidth (∼300 GHz) caused
by the resonance. In contrast and calculated next, antenna-coupled bolometers can display coupling effi-
ciencies approaching 100% and over bandwidths in excess of 1 THz. But because the zero-bias Schottky’s
are so “quiet” in physical noise relative to bolometers, the NEP of the Schottkys remains superior.

5.4.2 Micro-Bolometers

As described in Section 5.1.2.1, bolometers have a great deal of design latitude through their electrical
responsivity ℜV ≈ IB R0 𝛼/G0. But what happens if we also consider the external coupling efficiency
so that ℜext = 𝜂⋅IB R0 𝛼/G0? This generally makes the optimization complicated except in the case
of the antenna- or waveguide-coupled “microbolometer”, as developed in the 1980s. By definition, a
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Figure 5.15 (a) I–V and current electrical responsivity of Schottky rectifier. (b) THz impedance-
matching coupling efficiency of Schottky according to equivalent circuit in Figure 5.13.

microbolometer is physically much smaller than a wavelength but can still couple efficiently to THz
radiation by integration with a waveguide or planar antenna. As described in Ref. [26], this leads to a
simplification of the design if the bolometer is metallic because it should then display the same resistance
R0 both at THz and low (read-out) frequencies. Impedance matching then entails setting R0 to the char-
acteristic impedance Z0 of the waveguide or antenna (a value generally less than 500Ω), so that 𝜂 ≈ 1 and
ℜext ≈ IB Z0 𝛼/G0. Aside from controlling IB, the optimization then focuses simply on maximizing the
ratio 𝛼/G0. As discussed previously, 𝛼 has approximately the same absolute value in all metallic solids,
so the design emphasis focuses on the reduction of G0 along with reduction in heat capacity C so that
the time constant 𝜏 =C/G0 remains usefully small.

An important development in this vein occurred in the 1980s with the air-bridge microbolometer. The
air-bridge entails lifting the thin-film bolometer element off the solid substrate by elegant microfabrica-
tion techniques, thereby eliminating the thermal conduction path to the substrate [30]. This constrains
the thermal conduction to heat flow into the metal planar antenna to which the bolometer element is nec-
essarily connected. Assuming operation in the ambient environment, there is also some convection to the
surrounding air. Assuming that the conduction to the antenna metal dominates (an assumption that must
be checked in each air-bridge microbolometer design), a simple but insightful analysis can be carried
out taking advantage of the fact that the air-bridge bolometer metal usually has rectilinear dimensions l
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(length), w (width), and t (thickness). In this case, the DC (and THz) resistance is R0 = 𝜌⋅l/(w⋅t) where
𝜌 is the bulk electrical resistivity. The thermal conductance is a more complicated parameter since the
temperature is not uniform across the bridge but rather peaks in the middle. Analysis has led to the approx-
imate form G0 ≈ 12⋅𝜅⋅w⋅t/l where K is the bulk thermal conductivity [26]. Substitution of the electrical
expression into the thermal expression yields

G0 = 12 ⋅ K ⋅ 𝜌∕R0 (5.70)

Now setting R0 =Z0 for the impedance matching leads to a rule-of-thumb to minimize G0 and thereby
maximize the electrical responsivity without jeopardizing the external responsivity:

G0 = 12 ⋅ K∕
(
s ⋅ Z0

)
(5.71)

where 𝜎 is the electrical conductivity. So minimizing G0 entails minimizing the ratio 𝜅/𝜎, which for bulk
metallic solids is governed by the famous Wiedemann–Franz law of solid-state physics [14]:

K∕𝜎 =
(
𝜋2∕3

) (
kB∕e

)2
⋅ T (5.72)

However, nm-scale thin films generally display a lower value of K/𝜎 than the Wiedemann–Franz
prediction because the electrical conductivity drops faster with decreasing thickness than the thermal
conductivity [31]. So we write

K∕𝜎 = d ⋅
(
𝜋2∕3

) (
kB∕e

)2
⋅ T (5.73)

where d is a metal- and dimension-dependent factor >1. Evaluation at 300 K yields d ⋅ 7.32×
10−6 WΩK–1. Substitution of Z0 = 72Ω for a self-complementary antenna on GaAs then yields

G0 = 12 ⋅ d ⋅ K∕
(
𝜎 ⋅ Z0

)
= 1.22 × 10−6 ⋅ d[W∕K] (5.74)

For the sake of estimation, we set d= 2.0, which yields

G0 = 2.45 × 10−6[W∕K] (5.75)

Substitution of 𝛼 ≈ 1/T then yields for the external responsivity from Eqs. (5.13) and (5.75)

ℜext ≈ 12 ⋅ IBZ0𝛼∕G0 = 9.8 × 104 ⋅ IB[V∕W] (5.76)

where 𝜂 = 1.0 (perfect coupling) has been assumed.
The external responsivity can now be estimated considering the limitations on IB imposed by regen-

erative electrothermal feedback or overheating, as discussed in Section 5.1.2.1. We make a plausible
assumption that the maximum temperature rise ΔT of the microbolometer with respect to ambient is
100 K, which should occur at the geometric center of the device. All of the heat is created by the bias
power, PB = (IB)2R(T) which we set to (IB)2R0 for the sake of estimation. Assuming further that G0 is inde-
pendent of temperature, we can write ΔT=PB/G0 = (IB)2R0/G0 = (IB)2Z0/G0, where the last step follows
from the antenna impedance matching condition. Solving for IB using the nm-scale-corrected G0 from
above, we find, IB ≈ 1.8 mA – a typical value of microbolometer bias current in air-bridge microbolome-
ters, but somewhat smaller than that in substrate-based devices which generally have higher G0 so can
support more current before overheating. Substitution of this into the external responsivity above yields
ℜext ≈ 180 V/W. By comparison, the original air-bridge bismuth bolometer displayed a DC responsivity
of ≈100 V/W [30].

How then do THz researchers choose the metal for their microbolometers? The answer lies largely
in practical considerations. To fabricate a metal air-bridge, the thickness must be large enough to obtain
adequate strength and uniform electrical conductivity, but not so great that the microlithographic fabri-
cation becomes too difficult. A ballpark minimum thickness is 20 nm (2× 10−6 cm). For similar reasons,
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the geometry of the bridge is roughly square, such that w= l. Hence, the bolometer can be assumed to be
one “square” of metal roughly 20 nm thick. The issue is then to match the antenna impedance Z0 to such a
square, that is, 𝜌/t≈ Z0, or 𝜌≈ 1.4× 10−4 Ω cm. Inspection of the metals commonly used in microfabrica-
tion, such as gold and aluminum, yields values of 𝜌= 2.2× 10−6 and 2.7× 10−6 Ω cm, respectively [16].
Other transition metals have higher resistivity (e.g., 𝜌= 12.6× 10−6 Ω cm for chromium) but still nowhere
near the target value. Semimetals get much closer (e.g., 𝜌= 1.1× 10−4 Ω cm for bismuth), so were the
bolometer material of choice in early development of air-bridge microbolometers. However, many tran-
sition metals display significantly higher effective resistivity than the bulk values in such thin films, so
some have been pursued (e.g., 𝜌= 14.5× 10−6 Ω cm in niobium but roughly twice this value in 20 nm
films [32]).

5.5 System Metrics

5.5.1 Signal-to-Noise Ratio

A useful metric for all types of sensors is the power SNR.

S
N

=
⟨P⟩√⟨
(ΔP)2

⟩ =
⟨P⟩

SP ⋅ BN

(5.77)

where SP is the power spectral density and BN is the equivalent noise bandwidth at that point in the sensor

BN =
(
Gmax

)−1

∞

∫
0

G (f ) df (5.78)

where G(f) is the sensor gain function versus frequency and Gmax is the maximum value of this gain, BN is
generally dictated by sensor phenomenology, such as the resolution requirements and measurement time.

While at first appearing to add insurmountable complexity to sensor analysis, a great simplification
results from the fact that radiation noise and two forms of physical noise discussed above are, in general,
statistically Gaussian (the shot noise becomes Gaussian in the limit of large samples, consistent with
the central limit theorem). A very important fact is that any Gaussian noise passing through a linear
component or network remains statistically Gaussian. Hence, the output power spectrum S in terms of
electrical variable X (current or voltage) will be white and will satisfy the important identity

⟨
(ΔX)2

⟩
=

f0+Δf

∫
f0

SX (f ) ⋅ df ≈ SX (f ) ⋅ Δf , (5.79)

where Δf (≡BN) is the equivalent-noise bandwidth. Then one can do circuit and system analysis on noise
added by that component at the output port by translating it back to the input port. In the language of
linear system theory, the output and input ports are connected by the system transfer function HX(f), so
the power spectrum referenced back to the input (reference) port becomes

SX (in) =
SX (out)|HX (f ) |2 . (5.80)

Because the different Gaussian mechanisms are statistically independent, the total noise at the refer-
ence point can be written as the uncorrelated sum⟨(

ΔXTOT

)2
⟩

=
N∑

j=1

⟨(
ΔXi

)2
⟩

or
⟨(

ΔPTOT

)2
⟩

=
N∑

j=1

⟨(
ΔPi

)2
⟩

(5.81) 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



240 Semiconductor Terahertz Technology

5.5.2 Sensitivity Metrics

5.5.2.1 Noise Equivalent Power and Its Properties

Unfortunately, the noise figure (or factor) concept commonly applied in RF systems is not applicable
or particularly useful to THz direct detectors since it presupposes linearity. THz direct detectors are
inherently nonlinear elements in RF and THz systems, which is what allows them to extract information
from incoming radiation in the form of a DC or low-frequency modulated signal. In this case, it is the SNR
at the point of detection or decision that is generally the most important quantity in system performance.
Because of reasons pertaining to statistical detection theory, generally this SNR must be greater than or
equal to unity to have a reliable detection or decision. Therefore, a very useful metric for direct detection
performance is to fix the “after detection” SNR, SNRAD, at unity and then solve for the signal power at
the input to the system sensor that achieves this. The resulting metric is the NEP which, most simply put,
is the input signal power to the sensor required to achieve a SNR of unity at the output.

A simple example is helpful at this point. Suppose we have an ideal “square-law” detector, such as
the Schottky-diode rectifier or a metal-film microbolometer. By definition, the square-law detector has a
circuit transfer function of

Xout = ℜXPin (5.82)

where Xout is the output signal (usually current or voltage), Pin is the input power, and ℜX is the “respon-
sivity”. The noise at the output of the detector is minimally given by the Nyquist generalized theorem,
which for a Schottky rectifier is

PN ∝
⟨
(Δi)2⟩ = 4kBT0Re{YD}Δf ≈ 4kBT0Δf∕RD (5.83)

where Δf is the post-detection bandwidth. The corresponding signal power at the output is just (Xout)
2,

so that the output SNR (with X chosen as I) is

SNRAD =
(
ℜIPin

)2∕
(
4kBT0Δf∕RD

)
(5.84)

Setting this SNR to unity and solving for Pin, we get

NEPAD =
(
4kBT0Δf∕RD

)1∕2∕ℜI (5.85)

For the purpose of comparing different sensor technologies, it is conventional to divide out the
post-detection bandwidth effect (or equivalently, setting it equal to 1 Hz). This yields the normalized
NEPAD (in units of W Hz–1/2), given by

NEP′
AD = NEPAD ⋅

√
1
Δf

=
(
4kBT0∕RD

)1∕2∕ℜI (5.86)

We deduce the generic expression for a square-law rectifier including the external power coupling
factor:

NEP′
AD =

[⟨(
ΔXout

)2
⟩
∕Δf

]1∕2
∕
(
𝜂ℜX

)
(5.87)

Although simple looking, there is a lot of interesting physics buried in this expression!
An equally fundamental effect is the NEP limited by incident radiation (photon) fluctuations in a

single spatial mode according to the analysis conducted in Section 5.2.3. According to Eq. (5.63),
<(Δy)2>= 2ℜ2

ext,y⋅(kBT)2Δ𝜐⋅Δf, where y is the current or voltage. The average signal squared is simply
(ys)

2 = (ℜext,y⋅Pinc)
2, so that the NEP= kBT (2⋅Δ𝜐⋅Δf)1/2 and the specific “background limited” NEP is

NEP′
AD = kBT(2 ⋅ Δ𝜐)1∕2 (5.88)
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As a “worst case” scenario, we imagine a very broadband THz detector such as a microbolometer
coupled to a self-complementary spiral antenna. In this case we can assume Δ𝜐≈ 1.0 THz, so that

NEP′
AD = 5.8 × 10−15 WHz−1∕2 (5.89)

This is so much lower than the typical NEP′ values in real THz detectors that it begs the question of
why we bother deriving and analyzing it. The answer is physical completeness and demonstration of the
richness of the NEP metric. If we were to do the same calculation for room-temperature detectors operat-
ing at higher frequencies into the IR bands, we would find that the background-limited NEP′

AD increases
dramatically since the blackbody spectral density increases so rapidly (as 𝜐2). By 30 THz or so (10 μm
wavelength), the background-limited NEP′ begins to exceed common electrically- or thermally-limited
NEPs under room-temperature operation, making it the primary concern in the design of IR sensors.
Similarly, if one were to consider cryogenic operation at THz frequencies, then the electrically- or
thermally-limited NEPs could drop down to values approaching 10−14 W Hz–1/2 or lower (especially in
bolometers), making the 300 K radiation noise comparable and requiring use of cold filters to reduce this
noise component. For students or new researchers in the THz field, this trade-off can be quite mysterious
because few if any books or review articles explain it as done here.

A useful system aspect of the NEP is its additivity. If there are N mechanisms contributing to the noise
at a given node in the receiver, if the mechanisms are uncorrelated to the signal and to each other, if they
obey Gaussian statistics, then the total NEP is the uncorrelated sum

NEP2
TOT = NEP2

1 + NEP2
2 + … NEP2

N (5.90)

This property applies to any node, pre- or post-detection, and will be used explicitly when we discuss
the contribution from electronic noise. In reality there are cases where a noise mechanism is correlated to
the signal (e.g., radiation noise) or to another noise mechanism (current and voltage noise in transistors),
so one must be careful in applying this addition formula. In such cases, one can always fall back on the
SNR as a useful measure of overall system performance. A good example occurs when the rms power
fluctuations associated with heat (phonon) transport are comparable to the electrical NEP of the detector.
In this case, the system NEP after detection is given by:

NEPAD ≈ 𝜂−1
[⟨(

ΔPT

)2
⟩

+
(
NEPelect

)2
] 1∕2

(5.91)

where PT is the coupled thermal power.

5.5.2.2 Two Examples of THz Noise Equivalent Power

As a first practical example of the NEP metric, we consider a zero-bias, room-temperature Schottky
rectifier coupled to a planar antenna. As described earlier, we know from Schottky-barrier physics that
ℜI ≈ 25 A/W or less. Let us assume ℜI = 20 A/W and RD = 8 kΩ, and that the post-detection noise is
dominated by Johnson–Nyquist fluctuations. We then can write NEP′

AD = (4kBT0/RD)1/2/(𝜂ℜI) to obtain
NEP′

AD ≈ 𝜂−1⋅7.0× 10−14 W Hz–1/2 – a performance obviously dependent on power coupling. For the
8 kΩ Schottky diode operating at 650 GHz, we can apply the results shown in Section 5.4.1 whereby the
resonant and non-resonant coupling efficiencies were approximately 10 and 1%, respectively. The cor-
responding NEP′

AD values are 7.0× 10−13 and 7.0× 10−12 W Hz–1/2, respectively, which roughly straddle
the best experimental results ever achieved in this frequency region for Schottky rectifiers.

As a second example of the NEP metric, we consider an air-bridge microbolometer designed
according to the principles given above in Section 5.4.2, specifically with perfect THz impedance
matching. This means that ℜext ≈ 12⋅IB Z0 𝛼/G0 = 9.8× 104⋅IB (V/W)= 180 V/W for IB = 1.8 mA,
independent of THz frequency. We consider two separate cases: (i) a Johnson–Nyquist-noise limited
NEP and (ii) a phonon-noise-limited NEP. For the first case, we have NEP

′
AD = (4kBT0RD)1/2/ℜext

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



242 Semiconductor Terahertz Technology

= (4kBT0Z0)1/2/(180 V/W)= 6.0× 10−12 W Hz–1/2. For the phonon noise-limited case, we have
NEP′

AD = [4kB(T0)2G0]1/2 = 3.5× 10−12 W Hz–1/2. This example is simplified in that it ignores some
practical noise effects in bolometers, especially 1/f noise and ambient air fluctuations. So the best
experimental NEP values are higher than these fundamental limits (see Section 5.7). Nevertheless, this
example shows that the phonon noise can be the fundamental limiting mechanism when operating at
room temperature, as opposed to Johnson–Nyquist noise in rectifiers.

5.5.2.3 Noise Equivalent Temperature Difference

For radiometric and thermal imaging systems, it is often convenient to express the sensitivity in terms
of the change in temperature of a thermal source at the input that produces a post-detection SNR of
unity. The resulting metric is the NETD, also called the noise equivalent change of temperature (NEΔT).
Regardless of title, it is given mathematically by

NETD = NEPAD∕
(

dPinc∕dT|PB

)
or NETD′ = NEP′

AD∕
(

dPinc∕dT|PB

)
(5.92)

where Pinc is the incident power and PB is the background power. If we assume that the receiver accepts
just one spatial mode with power coupling 𝜂 (valid for antenna-coupled detectors), and that the thermal
source satisfies the Rayleigh–Jeans limit and fills the field-of-view of the sensor, then Pinc = kBTB Δ𝜐 and
Pabs = 𝜂kBTB Δ𝜐 so the NETD′ becomes

NETD′ = NEP′
AD∕

(
kB ⋅ Δ𝜐

)
(5.93)

where Δ𝜐 is the spectral equivalent noise bandwidth, not to be confused with the corresponding elec-
trical quantity Δf given by Eq. (5.78). Clearly the NETD metric favors detectors having large spectral
bandwidth, such as bolometers coupled to broadband self-complementary planar antennas.

The NETD metric brings some subtleties with respect to its accurate characterization. First is knowl-
edge of Δ𝜐, which technically is given by

Δ𝜐 ≡ (
𝜂max

)−1

∞

∫
0

𝜂 (𝜐) d𝜐. (5.94)

In most THz detectors,Δ𝜐 is not well known and very difficult to measure because 𝜂(𝜐) is a complicated
function of frequency, especially for highly impedance-mismatched detectors like rectifiers. Furthermore,
the external NEP′

AD may not be known, because of the lack of a powerful-enough THz coherent source
to accurately measure it at any (spot) frequency 𝜐0, and therefore a lack of knowledge of 𝜂 in Eq. (5.87).
So researchers sometimes will resort to measurement of NEP′

AD and NETD by direct characterization
with a THz blackbody. It is then important to be sure that the incident power from the blackbody is
known accurately. This is particularly true for non-antenna-coupled detectors where the number of spatial
modes may exceed unity and therefore the denominator of Eq. (5.92) may significantly exceed kBT⋅Δ𝜐
as assumed in Eq. (5.93). Because most THz thermal imaging is intended for the terrestrial environment,
it is then best to do the NEP′

AD and NETD characterization with a room-temperature blackbody having
brightness temperature as-close-as possible to 300 K.

Another subtlety of the NETD characterization is electrical bandwidth. For imaging applications, the
output of the detector will be often be sampled at a time tsamp = 1/30 s to accommodate the frame-rate
standard (30 frame/s) generally considered to be compatible with comfortable human viewing. This leads
to the common usage of a reference NETD (Dr. Erich Grossman, personal communication), NETD′′,
given by the NEP′

AD of Eqs. (5.92) and (5.93) measured specifically at an electrical center frequency of
30 Hz, but multiplied by [1/(2ts)]

1/2 – the equivalent electrical bandwidth. Clearly this will always lead to
a value of NETD′′ (units of K) significantly higher than the NETD′ (units of K Hz–1/2).

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



Principles of THz Direct Detection 243

5.6 Effect of Amplifier Noise
No discussion of THz detectors would be complete without addressing the effect of the essential LNA
connected to the output. In fact this applies to direct detectors in general, independent of wavelength or
operating temperature. It is a wonderful thing to have a high-responsivity, low-NEP detector, and quite
another to have it integrated into a working sensor system and achieve comparable sensitivity. LNAs
necessarily introduce their own noise which adds to the detector noise and degrades the overall NEP
in a manner that depends on the specific amplifier noise mechanisms and the detector impedance. We
will focus only on voltage-amplification LNAs, such as opamps, because of their relative simplicity of
analysis compared to other types (e.g., transimpedance amplifiers). But our conclusions will be rather
universal and hopefully convince the reader that the LNA performance should be considered early on
when pursuing THz detectors in systems.

As well known in discrete-electronics, voltage amplifiers can often be represented by the simple equiv-
alent circuit shown in Figure 5.16 [33] where the input impedance of the amplifier is assumed infinite and
all the noise it creates is represented by two uncorrelated, white noise sources connected at the input. The
voltage noise density generator VN,A has zero internal impedance and is quantified in units of V Hz–1/2,
uniform across the amplifier bandwidth. The current noise density generator IN,A has infinite impedance
and is quantified in units of A Hz–1/2. Assuming that the LNA bandwidth extends down to near DC, the
THz detector can be represented by its low-frequency differential resistance.

This is generally valid for rectifiers, bolometers, and other resistive-type detectors, which mini-
mally generate Johnson–Nyquist noise, as discussed above, and represented by the noise generator
VN,D = (4kBT0RD)1/2, uncorrelated with the two amplifier noise sources. In this situation, the total voltage
noise generated at the output of the detector (where the NEPAD is referenced) is given by:

VN,tot =
[(

4kBT0RD

)
+

(
VN,A

)2 +
(
IN,A ⋅ RD

)2
]1∕2

(5.95)

And the impact on the NEP′ is given by

NEP′ = VN,tot∕ℜext (5.96)

To proceed further we have to get specific. We choose a popular low-frequency, low-noise opamp that
the author has used with low-noise THz rectifiers and bolometers for about 10 years. It has the following
characteristics VN ≈ 1.0 nV Hz–1, IN ≈ 2.0 pA Hz–1 (above∼100 Hz) [34]. We can then evaluate Eq. (5.95)
using the detector dynamic resistance as a parameter. The resulting plot is shown in Figure 5.17a where
we show the detector noise alone and the total noise including LNA contributions. The total noise is
very close to the detector noise alone at a resistance RD = 500Ω, which is equal to VNA/INA, and called
the amplifier noise resistance RN. This is the source resistance into the LNA that creates the best “noise
match”, thereby minimizing the effect of the LNA. At much lower RD, the total noise is dominated by
the LNA voltage noise, and at much higher RD it is dominated by the LNA current noise. This behavior

VN,A

IN,A
VN,D

RD

LNA

Figure 5.16 Noise equivalent circuit of THz detector connected to opamp-LNA.
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Figure 5.17 (a) Noise characteristics with THz detector connected to an opamp-LNA assuming noise
characteristics of the AD797 (above ∼100 Hz) and plotted against detector differential resistance.
(b) Specific NEP values for THz detector versus its differential resistance given the AD797 noise char-
acteristics and parameterized by detector external responsivity.

persists in the analysis of the NEP′, as calculated for Eq. (5.96) and plotted in Figure 5.17b, except now
we need to include the detector external responsivity ℜext as an additional parameter. We include four
such values in the plot, 10, 100, 1000, and 10 000 V/W , which spans the values usually provided by THz
room-temperature direct detectors. Again, the minimum impact of the amplifier noise occurs at RD =RN,
but at much lower or higher values there is significant degradation of the NEP′ rather independent of
ℜext. The best Schottky rectifiers are described reasonably well by the ℜext = 1000 V/W curves, and the
best microbolometers by the 100 V/W curves.

5.7 A Survey of Experimental THz Detector Performance
In this section we tabulate experimental results on THz room-temperature direct detectors. Strong pref-
erence is given to results that include measured values of NEP or NETD. As this chapter has proposed,
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at THz frequencies, external or optical responsivity is far more telling than internal or electrical respon-
sivity, and many publications only report the latter. Furthermore, responsivity is only part of the story
in THz detectors, NEP being far more important from a sensor-system standpoint. As shown in the fol-
lowing tables, there is plenty of experimental NEP data for rectifier-type detectors, and even more for
microbolometers, much of the microbolometer data being over 10 years old. The results tabulated for
CMOS-based and plasma-wave detectors are recent and rapidly growing, testament to the fact that the
CMOS technology is more generic and widely available. The data for pyroelectric detectors and Golay
cells is the most sparse of all, which is mostly why we have not analyzed their performance in any detail.
In fact, the 530 GHz data points at the end of each table were obtained by the author in cross-calibration
experiments conducted several years ago.

The very best results to date for each detector type are compared in the bar-chart of Figure 5.18. In com-
posing this, a decision had to be made about the test frequency. We chose to seek frequencies as close-as
possible to 650 GHz as this is the center frequency of a well-known atmospheric window – perhaps
the last one useful for terrestrial sensing before the atmosphere becomes prohibitively lossy.
All values shown are external NEPs, meaning that they include the effects of the external coupling
efficiency 𝜂. Interestingly, all the Si-CMOS- or SiGe-based devices are quite close to each other,
hovering around 50 pW Hz–1/2. In contrast the best pyroelectric detector and Golay cell lie just above and
below 1 nW Hz–1/2 which begs the question why they are so popular. The answer lies in their ease-of-use
and their benchmarking utility. Both have physical wide apertures (5 or 6 mm) so it is quite easy to
focus THz radiation into them and be assured that the majority of power is being collected (although not
necessarily absorbed). Given this benefit and their approximately nanowatts sensitivity, they are useful
devices to characterize THz sources of all types, which generally needs to be done with a SNR of at
least 10 to be confident in the output power measurement. This means that the pyroelectric and Golay
cell can establish whether or not a given source is putting out ∼10 nW or more – an average power level
thought to be minimally useful in THz sensor systems.

Also in the tables a strong preference is given to reported detector results in the conventional
THz region, 300 GHz and above, since this frequency is the low-frequency edge of the older
“submillimeter-wave” region. There are many excellent detector results in the literature that
claim or allude to THz technology impact based on experimental results measured in the W-band
(75–110 GHz) – one of the popular “millimeter-wave” bands for many decades. This approach is often
dictated by the availability of source, control, and calibration components and instrumentation (usually
in a rectangular metal waveguide) in the W band, but not at any higher frequency. The problem with
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Figure 5.18 Comparison of the best room-temperature direct detectors operating >300 GHz and as
close to 650 GHz as possible (SOI= silicon on insulator; HBT= heterojunction bipolar transistor;
SBD= Schottky barrier diode); DGG= dual grating gate.
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this is twofold. First, one of the great challenges with THz detectors is radiative coupling efficiency,
which tends to drop rapidly as the frequency increases and for a variety of reasons. Some detector
types (e.g., rectifiers) are more susceptible to this than others (e.g., bolometers), but there are always
fundamental issues, such as skin-effect losses, planar-antenna feed losses, and so on, that come to bear
as the frequency is increased from ∼100 GHz to ∼1.0 THz.

The second problem is that W-band direct detectors are of increasingly questionable importance
because of technological competition. Integrated circuit technologies (both GaAs- and InP-based MMIC,
Si RFIC, and SiGe) all work rather well up to 100 GHz already, with InP-based MMICs (monolithic
microwave integrated circuits) operating well above 300 GHz. One of the key components from all
of these is transistor-based LNAs with useful levels of gain (>10 dB) and noise figure (<6 dB). Given
affordable and commercially available RF LNAs, the likelihood of engineers building sensor systems
with direct-detection front-ends diminishes. This is particularly true for the Si-based radio frequency
integrated circuits (RFICs) that can rather easily be proliferated into 1D- or 2D-receiver arrays.

Similarly, there are many publications and sometimes allusion to the THz impact of mid-IR measure-
ments of direct detectors, especially thermal types in the long-wavelength infrared (LWIR) (8–12 μm
band). Again the reason for many such measurements has to do largely with the availability of instru-
mentation, such as QCLs (quantum cascade lasers) and CO2 lasers, sensitive power meters, and video-rate
uncooled imaging arrays in the LWIR region. The problem in extending these results to THz wavelengths
also includes fundamental issues such as radiative coupling. For example, microbolometers in the LWIR
can be constructed in which the absorbing element and the thermistor element are one and the same. The
dimensions of both can be made small enough for high sensitivity (low G) and high speed (small C/G), but
large enough for diffraction-limited coupling to free-space optics in the LWIR. The diffraction-limited
coupling then becomes a big problem in the THz region.

5.7.1 Rectifiers

Device type Electrical
responsivity (V/W)

Conditions NEP (W Hz−1/2);
NETD (where provided)

References

ErAs/InGaAlAs
Schottky in square
spiral planar
antenna

— Zero bias,
639 GHz,
300 K

4.0E−12;
NETD
= 120 mK

[29]

Zero-bias Schottky
diode, waveguide
mounted

4000 at 100 GHz to
400 at 900 GHz

Zero bias 1.5E−12 near
150 GHz,
20E−12 at
800 GHz

[35]

Zero-bias InGaAs
Schottky diode
with log-spiral
antenna

∼200 for system,
estimate
103 intrinsic for
the diode

0.8 THz 5.0E−10 [36]

GaAs Schottky with
traveling wave
antenna

200 at 337 μm,
20 at 119 μm

— 0.1E−9 and
1.0E−9

[37]

Silicon diode thermal
detector array

5.3 — NETD= 1.7 ∘C [38]

VDI model: WR2.8
ZBD

1500 260–400 GHz 2.7E−12 [39]

VDI Model: WR2.2
ZBD

1250 325–500 GHz 3.2E−12 [39]
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Device type Electrical
responsivity (V/W)

Conditions NEP (W Hz−1/2);
NETD (where provided)

References

VDI Model: WR1.9
ZBD

1000 400–600 GHz 4.1E−12 [39]

VDI Model: WR1.5
ZBD

750 500–750 GHz 5.1E−12 [39]

VDI Model: WR1.2
ZBD

250 600–900 GHz 16E−12 [39]

VDI Model: WR1.0
ZBD

200 750–1100 GHz 20E−12 [39]

VDI Model: WR0.8
ZBD

100 900–1400 GHz 40E−12 [39]

VDI Model: WR0.65
ZBD

100 1100–1700 GHz 40E−12 [39]

W-InSb point contact
diode

25–30 313 μm, zero
bias, room
temperature

2.0E−09 [40]

GaAs Schottky diode 2000 214 μm — [41]
Ni-NiO-Ni MoM

diode
— 3 kHz mod 50E−12 and

72E−12
[42]

98 GHz and
28.3 THz

5.7.2 Thermal Detectors

5.7.2.1 Bolometers

Device type Electrical responsivity
(V/W)

Conditions NEP (W Hz–1/2) Citation

Bismuth, room
temperature

1 70-Ω device;
bias= 1 V;
video mod of
300 Hz @
185 GHz

3E−9 [43]

Hg0.8Cd0.2Te HEB 0.30 at 17 mV bias,
36 GHz; 95 for
0.89 THz, 12 mV
bias

Room
temperature

2.4E−9 for
17 mV bias,
36 GHz;
7.4E−9 for
0.89 THz,
12 mV bias

[44]

Nichrome/tellurium
composite
microbolometer

120 Ambient,
30 kHz

6.7E−9 [45]

SixGey:H 170 0.934 THz,
uncooled

0.2E−9 [46]

HgCdTe HEB — 37 GHz,
uncooled

4.00E−10 [47] 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



248 Semiconductor Terahertz Technology

Device type Electrical responsivity
(V/W)

Conditions NEP (W Hz–1/2) Citation

Vanadium oxide — Uncooled 320E−12 at
4.3 THz,
9E−13 @
7.5–14 μm

[48]

Nb — Uncooled 4.00E−10 [49]
Hg0.8Cd0.2Te HEB 95 × 10–3 0.89 THz,

200 Hz mod,
300 K

7.40E−09 [50]

Niobium film 21 3.6 mA bias,
1 kHz mod,
uncooled

1.10E−10 [32]

Ti; antenna-coupled
microbolometer

— 10 kHz chop,
1.04 mA bias,
room
temperature

1.50E−11 [51]

Nb 8 0.25 V bias,
room
temperature,
3.6 mA,
1 kHz

4.5E−10 [52]

Nb5N6 400 0.4 mA bias,
>10 kHz;
electrical
NEP

9.8E−12 [53]

Vanadium oxide
array

1.5E4 1 V bias,
130 μm,
uncooled

2.00E−10 [54]

Nb, polyimide;
antenna coupled

450 <1 THz, no
cryogenics
mentioned

1.50E−11 [55]

Nb5N6 100.5 2 mA bias,
300 K, 1 kHz
modulation

3.98E−10 [56]

Al/Nb; antenna
coupled

85 1 kHz mod;
1.6 mA bias

2.50E−11 [57]

Free-standing Nb
bridge; antenna
coupled

163 (average over
five devices)

— 17 E−12
(average over
five devices);
650 GHz

[58] and Dr. Erich
Grossman
(personal
communication)

Free-standing NbN
bridge; antenna
coupled

210 (average over
10 devices)

— 12.5 E−12
(average over
10 devices);
650 GHz

[58] and Dr. Erich
Grossman
(personal
communication)

Nb — Uncooled,
3 kHz
modulation

8.30E−11 [59]
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5.7.2.2 Pyroelectrics

Device type Electrical
responsivity
(V/W)

Conditions NEP (W Hz–1/2) Citation

Philips P5219 deuterated
l-alanine TGS
pyroelectric

321 10 Hz modulation;
amplifier with gain of
4.8, 91 GHz

3.1E−08 [60]

QMC Instruments 18 300 10 Hz modulation, room
temperature

4.40E−10 [61]

1 200 1.89 THz, <20 Hz
modulation

— [62]

LiTaO3 w/chrome — Room temperature,
530 GHz, Molectron
Model SPH-45

2.0E−9 E.R. Brown and
D. Dooley
(unpublished)

5.7.2.3 Golay Cells

Device type Electrical
responsivity (V/W)

Conditions NEP (W/Hz–1/2) Citation

Tydex GOLAY CELL
GC-1X

100 000 21 Hz chopper 1.4E–10 [63]

Microtech Instruments 104 12.5 Hz chopper 10E–8 [64]
Golay cell
Micro-array, LbL (layer

by layer) polymer
membranes over Si

— 30 Hz mod 105 GHz 300E–9 [65]

Tydex Golay cell,
6-mm-diameter
Diamond Window

— 10 Hz modulation 7.0E–10 [62]

5.7.3 CMOS-Based and Plasma-Wave Detectors

Device type Electrical
responsivity

Conditions NEP (W Hz–1/2) Citation

BiCMOS SiGe
0.25 μm,
HBT

Current RI

1 A/W at 0.7 THz
Array 3× 5, chopper

125 kHz
50E–12 at

0.7 THz
[66]

BiCMOS SiGe
0.13 μm,
HBT

Voltage RV

11 kV/W at 0.17 THz
Chopper 0.16 kHz 10E–12 at

0.17 THz
[67]
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Device type Electrical
responsivity

Conditions NEP (W Hz–1/2) Citation

BiCMOS SiGe
0.25 μm,
NMOS

Voltage RV

80 kV/W at 0.6 THz
3× 5 array, chopper

16 kHz
300E–12 at

0.6 THz
[68]

CMOS, 65 nm,
NMOS

Voltage RV

140 kV/W at
0.87 THz

32× 32, chopper
5 kHz

100E–12 at
0.87 THz

[69]

CMOS, 65 nm,
NMOS

Voltage RV

0.8 kV/W at 1 THz
3× 5, chopper 1 kHz 66E–12 at

1 THz
[70]

CMOS, 65 nm,
SOI

Voltage RV

1 kV/W at 0.65 THz
3× 5, chopper 1 kHz 54E–12 at

0.65 THz
[71]

130-nm
CMOS-SBD

Voltage RV

0.323 kV/W at
0.28 THz

4× 4, chopper
1000 kHz

29E–12 at
0.28 THz

[72]

65-nm,
CMOS-SBD

— 1 element; 1 MHz
mod

42E–12 at
0.86 THz

[73]

CMOS, 150 nm,
NMOS

Voltage RV

11 V/W at 4.1 THz
1 element 1330E–12 at

4.1 THz
[74]

InGaAs HEMT RV = 23 kV/W at
200 GHz

1 element 0.5E–12 at
200 GHz

[74, 75]

Asymmetric
dual-grating
gate InGaAs
HEMT

RV = 2.2 kV/W at
1.0 THz

1 element 15E–12 at
1.0 THz

[76] and Dr.
Michael Shur
(personal com-
munication)

Asymmetric
dual-grating
gate InGaAs
HEMT

RC = 6.4 kV/W at
1.5 THz

1 element 50E–12 at
1.5 THz

[75] and Dr.
Michael Shur
(personal com-
munication)
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6.1 Resonant-Tunneling Diodes

6.1.1 Historic Introduction

The concept of a resonant-tunneling diodes (RTDs) was put forward and experimentally demonstrated
by Chang, Tsu, and Esaki in the beginning of the1970s [1, 2]. The fascinating concept that resonant
tunneling can lead to a very particular I–V curve with a negative-differential-conductance (NDC) region
attracted a lot of attention among physicists and engineers. Scientists all over the world started to study
RTDs and related phenomena very intensively.

RTDs are tunnel devices and tunneling can be a very fast process, therefore it was expected that RTDs
could operate at very high frequencies. Indeed, it was demonstrated in 1983 that RTDs can operate at
frequencies up to 2.5 THz as passive devices [3]. Later, it was demonstrated that RTDs show response as
nonlinear passive devices even up to 4 THz [4].

The most intriguing property of RTDs is that they are active two-terminal devices: due to NDC
they could be used to build high-frequency oscillators (see also Section 2.3.1) and amplifiers. The
fundamental frequencies of RTDs reached ∼56 GHz in 1987 [5] and later, a frequency of 712 GHz was
reported in 1991 [6]. In the subsequent almost 20 years nobody could achieve higher frequencies and,
except for one work [7], nobody got close to it. Many attempts were made and all failed. Gradually, the
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opinion was established in the scientific community that RTDs had no future and were not suitable in
practical applications.

However, a breakthrough came in 2010, when RTD oscillators with a fundamental-oscillation fre-
quency slightly higher than 1 THz were finally reported [8]. Soon afterwards, in 2011, the frequency was
increased to ∼1.1 THz [9], then to ∼1.3 THz in 2012 [10], and recently up to ∼1.4–1.5 THz [11, 12].
The output power at sub-THz frequencies is already in the milliwatt range: ∼0.6 mW at ∼600 GHz [13].
Sub-THz data communication links based on RTD oscillators were demonstrated recently [14] and RTD
oscillators can be as small as a fraction of square millimeters [9]. The combination of these properties
in one device makes RTD oscillators a unique technology. Now it is clear that RTDs have large perspec-
tives at THz and sub-THz frequencies. RTDs could be the enabling technology to make THz applications
mature enough finally to leave the premises of the research labs.

Back in 1991 and earlier, hollow waveguide resonators were used to make RTD oscillators operating up
to 712 GHz [5, 6]. In 1997 another concept was suggested, RTDs were integrated with planar slot-antenna
resonators, such oscillators reached a frequency of 650 GHz at that time [7]. Only in 2010 was the concept
further improved to reach 1 THz [8]. This concept is often used nowadays in THz RTD oscillators.

6.1.2 Operating Principles of RTDs

The transmission properties of a double-barrier tunnel structure are illustrated in Figure 6.1. The barriers
are highly transparent, when the energy of an electron incident on the barriers coincides with the energy
of one of the resonant states in the quantum well (QW) between the barriers. The resonant tunnel trans-
parency of the barriers can even be as high as 1, if the barriers are symmetric. The tunnel transparency
of the barriers drops rapidly when the energy of the incident electron deviates slightly from the resonant
energies. In a simplified picture, the barriers are transparent for the electrons with energy equal to that
of the QW resonant states and are not transparent for all other electrons.

An RTD is usually a semiconductor structure with two tunnel barriers, as shown in Figure 6.1,
and doped regions on both sides on the barriers, see Figure 6.2. At zero or low bias, the bottom of
the two-dimensional (2D) QW subband is above the quasi-Fermi level in the emitter (left side of the
structure), see Figure 6.2a. There are no electrons in the emitter which could tunnel through the QW

E E

T

Tz 0 1

R

Figure 6.1 Electron transmission through two tunnel barriers. The tunnel coefficient (T) can be as
high as 1, when the energy of the incident electrons is in resonance with one of the quantized states in
the quantum well between the barriers. R is the reflection coefficient and E is the energy, the z axis is
perpendicular to the barriers.
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Figure 6.2 (a–c) Band diagram of an RTD at different biases. The right side of the pictures shows the
electron spectrum of the QW subband (upper parabola in (a)) and the spectrum of the emitter electron
states (the lower parabola in (a) filled by electrons up to the emitter quasi-Fermi level). The QW parabola
shifts downwards with increase of bias (a–c). The electron quasi-momenta in the plain of the RTD barriers
are denoted as px and py. (d) and (e) I–V curves of ideal and real RTDs, respectively.

resonant states in this situation. The current is close to zero at such biases, this is the region “a” in
Figure 6.2d. At higher bias, the bottom of the resonant QW subband becomes lower than the emitter
quasi-Fermi level, see Figure 6.2b, and the emitter electrons start to tunnel through the resonant states.
The current starts to flow through the diode and it keeps growing with bias, since more and more
QW resonant states are aligning with the filled emitter states. This is the region “b” with the positive
differential conductance in Figure 6.2d. When we increase the bias even further, then, at some point,
the QW subband shifts below the conduction-band bottom on the emitter side of the structure, see
Figure 6.2c. Elastic tunneling from the emitter through the resonant states becomes impossible in this
regime and the RTD current suddenly drops, region “c” in Figure 6.2d.

In an ideal case, the RTD I–V curve has a triangular form, shown in Figure 6.2d. The real RTD struc-
tures are not ideal, they have structural imperfections, the temperature is not zero, the electrons are subject
to scattering, and so on, all these factors lead to broadening of the resonant features in the I–V curve and
it becomes smoother. Sometimes, the resonant features get completely washed away, but good-quality
RTDs show a smooth N-shaped I–V curve with well pronounced NDC region, see Figure 6.2e.

6.1.3 Charge-Relaxation Processes in RTDs

Tunnel electron lifetime (𝜏) is an obvious time constant in RTDs. If we put an electron in a subband in
the QW, then 𝜏 is the time it will take for the electron to tunnel out of the QW through one of the barriers.
Usually, it is assumed that the time 𝜏 imposes a fundamental limitation on the rate of the relaxation
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processes and on the reaction time of RTDs. It is also assumed that RTDs cannot operate at frequencies
higher than 1/𝜏. This intuitive picture is not generally correct. The reason is Coulomb interaction effects.

Coulomb interaction can accelerate the relaxation processes in RTDs. It turns out that the processes
are determined by a different time constant 𝜏 rel, rather than 𝜏 [15, 16]. This can be illustrated with the
help of a simpler structure with a single barrier and QW, as shown in Figure 6.3. Let us assume that we
have a series of resonant states in the QW separated by the energy ΔE and each state is characterized
by the same tunnel lifetime 𝜏, see Figure 6.3a. In a stationary state, the contact (on the left side) and the
QW are filled by electrons up to the same Fermi level, see Figure 6.3b. Let us introduce a perturbation
in our system, we take an electron and move it from the contact into the QW, as shown in Figure 6.3c.
The electron will occupy a state in the QW above the Fermi level, the states in the contact on the left
side of it are empty and the electron can freely tunnel out of the QW. The relaxation time of such a
process is 𝜏. However, the electron is a charged particle and we have to take the Coulomb-interaction
effects into account to describe the relaxation processes correctly. The additional electron will charge
the QW and shift its bottom upwards, see Figure 6.3d. The Coulomb shift is equal to e2/C, where e is
the elementary electron charge and C is the capacitance between the QW and the contact. Due to the
Coulomb shift, several additional filled QW states (their number is 𝛽 = e2/CΔE) will shift above the
contact quasi-Fermi level. All these states (𝛽 plus the initial electron) will contribute to the relaxation
process, but to bring the system back to equilibrium, only one electron out of 1 + 𝛽 involved has to
tunnel through the barrier. Therefore, 𝜏 rel will be reduced by the factor 1 + 𝛽 compared to 𝜏. In practice,
the parameter 𝛽 can be large and that leads to strong acceleration of the relaxation processes due to
Coulomb interaction.

The situation is very similar in double-barrier structures, see Figure 6.4. The stationary condition of
the structure is sketched in Figure 6.4a. The electrons are tunneling from the emitter into empty states in
the QW through a number of tunnel channels and from the filled states in the QW further to the collector.
We treat the problem in a sequential-tunneling approximation [17]: the tunneling of electrons through
the double-barrier structure is considered as a sequence of two independent tunneling events. First, an
electron tunnels from the emitter into the QW (the process is characterized by the time constant 𝜏e)

ΔE

τ
τ

β >> 1

β

1

C

τrel << τ

(a) (b) (c)

No Coulomb

interaction

(no charging

effects)

With Coulomb

interaction

e2/C

(d)

τ
1 + βτrel  =

Figure 6.3 Charge-relaxation processes in a QW separated by a single barrier from the contact.
See text for details of the processes in (a)–(d).
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β > 0

β
1

CcCe

C = Ce + Cc
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interaction

e2/C

+=1

τrel

β
τe

1
τ

τe

τc

+=1
τ

1

τc

1

τe

Figure 6.4 Charge relaxation processes in the double-barrier tunnel structures. See text for details of
the processes in (a)–(c).

and then from the QW into the collector (the process is characterized by the time constant 𝜏c). As a
next step, we introduce a perturbation into the system and move an electron from the contacts into
the QW (Figure 6.4b). The additional electron in the QW will add an additional tunnel channel to the
QW-to-collector current and will block a tunnel channel between the emitter and the QW. Blocking of a
channel could be seen as if we have added a compensating tunnel channel from the QW to the emitter.
Therefore, the additional electron in the QW will add two tunnel channels: one with the electron flow
toward the emitter and the other with the flow toward the collector. The additional tunnel channels are
responsible for the charge relaxation process with the time constant 𝜏 (Figure 6.4b). However, again, the
electrons are charged particles and an additional electron in the QW should shift the QW bottom upwards
by the same value e2/C as before, see Figure 6.4c. As result, several (𝛽 = e2/CΔE) additional tunnel chan-
nels between the emitter and the QW will be blocked or, equivalently, 𝛽 tunnel channels will be added to
the QW-to-emitter electron flow. The additional channels will accelerate the relaxation process and the
relaxation time (𝜏 rel) will be given by:

1
𝜏rel

= 1 + 𝛽
𝜏e

+ 1
𝜏c

= 1
𝜏
+ 𝛽

𝜏e

(6.1)

Again, the Coulomb interaction can significantly accelerate the relaxation process.
In the RTDs with 2D QW, we have to replace the series of the QW resonant states by a 2D subband

with a 2D density of the electron states (𝜌2D). The qualitative picture described above does not change,
but the parameter 𝛽 will be [15, 16]:

𝛽 =
e2S𝜌2D

C
, (6.2)

where C is the QW capacitance equal to the QW-emitter and QW-collector capacitances connected in
parallel (see Figure 6.4c) and S is the RTD (mesa) area. The typical value of the parameter 𝛽 in Eq. (6.2)
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in conventional RTDs is in the range 2–10. As a consequence, the Coulomb interaction can significantly,
and sometimes dramatically, accelerate relaxation processes in RTDs [15, 16].

The above simple picture of Coulomb acceleration of the relaxation processes is applicable in
the positive-differential-conductance region of the RTD I–V curve. The situation is more complicated
in the NDC region. The 2D QW subband is becoming aligned with the emitter conduction-band
bottom in the region. In this regime, small shifts of the QW subband can destroy or restore the
resonant-tunneling conditions. That means that the tunneling rate through the emitter barrier (𝜏e) is
becoming very sensitive to the shift of the QW subband. We have to take this effect into account when
we calculate the RTD relaxation time. If we do that properly [15, 16], then it turns out that the parameter
𝛽 becomes negative in the NDC region and that means, from Eq. (6.1), that 𝜏 rel > 𝜏. If NDC is large,
then the parameter 𝛽 also becomes larger [15, 16]. As a consequence, 𝜏 rel ≫𝜏 in RTDs with large NDC.
In general, 𝜏 rel is always longer, and often much longer, than 𝜏 in the NDC region of the RTD I–V curve,
that is, RTDs are always relatively slow in the region [15, 16]. However, there is a way in which we can
overcome the relaxation-time limit.

6.1.4 High-Frequency RTD Conductance

If we want to use RTDs in oscillators, then we should be concerned with the diode’s differential con-
ductance. It should be negative at the desired frequency, then we can use the RTDs to build oscillators.
The analysis of the high-frequency behavior of RTDs can be done with the help of a Shockley–Ramo
theorem [18, 19]. In the case of a double-barrier RTD, it can be written as:

jAC = d
l + d

jAC
e + l

l + d
jAC
c + i𝜔CecV

AC (6.3)

where j is the total current flowing through the RTD emitter and collector (see Figure 6.5a), je and jc

are the emitter-barrier and collector-barrier tunnel currents, respectively; V is the voltage drop across
the RTD barriers, the “AC” superscript denotes AC current and voltage components; d and l denote the
emitter- and collector-barrier effective thicknesses, which include the screening and depletion lengths,
Cec is the geometrical emitter-collector capacitance. The tunnel currents through the emitter and collector
barriers could be different in RTDs. Therefore we have two terms in Eq. (6.3) describing contributions
of the barrier currents. The contribution of each of the currents is proportional to the factors describing
which fraction of the total thickness of the RTD active region is occupied by the particular barrier (the
“leverage” pre-factors in the first and second terms in Eq. (6.3)). The last term in Eq. (6.3) describes a
purely imaginary capacitive contribution due to Cec. Equation (6.3) includes both real- and displacement-
current contributions.

Equation (6.3) allows us to analyze the behavior of RTD conductance at high frequencies
[16, 20]. In the high-frequency regime, when 𝜔𝜏 rel ≫ 1, the electron concentration in the QW becomes
a time-independent constant. The frequency is too high for the relaxation processes to follow the
RTD-bias variation. In this regime, the collector-barrier current is changing solely due to variation
of the collector-barrier transparency with bias. The mechanism leads to a positive contribution of the
second term in Eq. (6.3) to the RTD conductance. The only place in RTD where we can get a negative
contribution to the RTD conductance is the emitter barrier. The emitter-barrier current contribution
is given by the first term in Eq. (6.3). Only there we are dealing with the resonant tunneling. In such
a way, we see that only the emitter-barrier current gives the desirable negative contribution to the
RTD conductance at high frequencies. The collector-barrier current plays a detrimental role at high
frequencies: its contribution to the RTD conductance is positive.

The conventional RTDs often have weak doping or undoped spacer on their collector side. This is
usually done to reduce RTD capacitance. In such RTDs, d ≪ l. However, the negative contribution of
the emitter-barrier current becomes strongly suppressed (d/(d + l)≪ 1) and the positive collector-barrier
contribution plays a dominant role (l/(d + l) ≈ 1) in such diodes at high frequencies. As a result, the RTD
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Figure 6.5 (a) Currents in different regions of RTDs. (b) Frequency dependence of conductance of
conventional (l≫ d) RTDs and of RTDs with heavy collector doping (l∼ d).

conductance becomes positive at high frequencies, see Figure 6.5b. Such conventional diodes become
passive lossy devices at high frequencies, they cannot be used to make oscillators working in the regime
𝜔𝜏 rel ≫ 1.

However, we can modify RTDs and make them work at high frequencies [16, 20]. We have to put
heavy doping on their collector side. This eliminates or reduces the collector depletion region in such
diodes. The effective thicknesses of both barriers will have similar values in this case (l ∼ d). As a result,
the emitter-barrier current contribution will be strongly enhanced in such diodes (d/(d + l) ∼ 0.5) and the
current will play a dominant role. In such diodes the high-frequency conductance should stay negative
even in the high-frequency regime, see Figure 6.5b. In such a way we see that unconventionally-heavy
doping of the collector allows one to extend the operating frequencies of RTDs and such diodes could
be used to extend the operating frequencies of RTD oscillators [16, 20].

It has been proved experimentally that the above concept works. RTDs with a heavily doped collector
have been studied in Ref. [21], where it was shown that the differential conductance of the diodes stays
negative far beyond the relaxation-time and tunnel-lifetime limits, that is, when 𝜔𝜏 rel ≫ 1 and 𝜔𝜏 ≫ 1,
see Figure 6.6. It has been also shown in Ref. [21] that 𝜏 rel > 𝜏 in the NDC region of the I–V curve,
although the opposite inequality (𝜏 rel < 𝜏) is satisfied in the positive differential conductance region, as
expected in theory [15, 16, 20].

6.1.5 Operating Principles of RTD Oscillators

There are several ways in which one can make THz and sub-THz oscillators with RTDs. For instance,
one can use hollow-waveguide resonators, as shown in Figure 6.7a. An RTD is mounted inside a hollow
waveguide in this case. Then a back short is put in the waveguide at some distance from the RTD. The
piece of the waveguide between the RTD and the back short forms a hollow resonator. This approach
was used in the 1980s and 1990s. Following this approach, a fundamental oscillation frequency of RTD
oscillators of 712 GHz was achieved [6].

Later, another approach was suggested [7], where an RTD was mounted on a slot antenna. In principle,
the slot antenna can work as a resonator for RTDs. However, RTDs usually represent a highly capacitive
load and the length of the loaded antenna becomes much shorter than the length of an unloaded slot
antenna with the same resonance frequency. The antenna works almost like a lumped-element inductor in
this regime, since the antenna dimensions are small compared to the wavelength of the emitted radiation,
see Figure 6.7c. The RTD connected to the antenna works similar to a lumped-element LC resonator.
The emission efficiency of such resonators is quite low and additional elements could be connected to
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Figure 6.6 I–V curve (a) and frequency dependences of conductance (b,c) of an RTD with heavily
doped collector studied in Ref. [21].

the antenna to improve its radiation efficiency. For example, an asymmetrically elongated slot antenna
was studied in Ref. [13] to enhance the radiation efficiency and the slot antenna resonator was integrated
with a planar Vivaldi antenna in another work [9], see Figure 6.8.

One more type of RTD resonator, which was suggested and demonstrated, is a patch antenna, see
Figure 6.7b. The patch antennas are also resonant-type antennas. They have an advantage (compared to
the slot antennas, which emit into the substrate) that they could be fabricated on top of a substrate and
emit in the free space perpendicular to the substrate surface [22]. A Si lens is required in the case of a
slot antenna to couple the radiation out of the substrate but the patch antenna oscillators do not need it.
Therefore, the patch antennas allow one to get rid of additional lenses and that, in principle, simplifies
construction of RTD THz sources and makes them easier to handle.

6.1.6 Limitations of RTD Oscillators

The oscillation conditions of an RTD oscillator are determined by a set of parameters. The oscillation fre-
quency is defined by the resonance frequency of the resonator loaded by an RTD. To achieve oscillations,
the total conductance of an RTD together with a resonator/antenna should be negative at the resonance
frequency. The total conductance has several major positive contributions due to antenna/resonator radi-
ation, ohmic loss in the antenna, RTD contact resistance, and so on. These positive contributions have to
be compensated by the NDC of the RTD. Among the positive contributions, the RTD contact resistance
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(a)

(c)
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RRTD
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Backshort

Figure 6.7 (a) Hollow-waveguide resonator with an RTD. (b) RTD resonator based on patch antenna.
(c) Schematic of a slot-antenna resonator with an RTD mounted at the driving point of the antenna. If
the RTD capacitance is large, the slot length becomes small compared to the emission wavelength. Then
the current (I) loop around the edges of the slot creates a nearly lumped-element inductor.

is often the most critical parameter. In THz oscillators, the contact resistance is on the order of or below
10Ωμm2 and it can be at the level of a few Ωμm2 in very good structures.

RTD oscillators should oscillate at the desired frequency and the oscillations at all other frequen-
cies have to be suppressed. Often, it is problematic to satisfy this condition. RTDs exhibit NDC over
a wide frequency range and NDC is usually higher at lower frequencies. This leads to low-frequency
instability (parasitic oscillations) in the external RTD circuit. The external circuit is needed for the
DC-bias supply to the diode. If special measures are not taken, RTDs almost always have parasitic
oscillations at low frequencies. An easy way to suppress such parasitic oscillations is to include a par-
allel shunt resistor (with conductance Gpar), which should be small enough to satisfy the condition
GRTD + Gpar > 0, where GRTD is the RTD conductance. For simplicity, we ignore here the contribution
of contacts and other parasitic elements. The RTD together with the parallel resistor will have a pos-
itive conductance and that will keep the external circuitry stable. However, the electromagnetic field
of the RTD resonator is usually well localized close to the resonator and the parallel shunt resistor
(see an example in Figure 6.8) should have little influence on the oscillation conditions of the res-
onator at the desired THz or sub-THz frequency. This approach allows one to suppress the parasitic
low-frequency oscillations.

To determine and analyze the oscillation conditions of an RTD oscillator, one needs to know the value
of the RTD NDC at the desired oscillation frequency. One usually tries to make the RTD barriers as
thin as possible, reducing 𝜏 rel and the condition 𝜔𝜏 rel ≪ 1 is often satisfied at the oscillation frequency.
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450 µm

44 µm

Si

THz

RTD

Membrane

Figure 6.8 Slot-antenna RTD resonator integrated with planar Vivaldi antenna to enhance radiation
efficiency. The oscillator with antenna is fabricated on a thin dielectric membrane. Reprinted with per-
mission from Ref. [9] © 2011, AIP Publishing LLC.

This means that such RTDs are operating in a quasi-static regime and the AC NDC of the RTD at the
operating frequency coincides with the DC NDC. The DC measurements of the RTD I–V curve provide
information on the NDC at the desired oscillation frequency in such RTDs. The design of RTD oscillators
is straightforward in this case.

However, when we move to higher frequencies, the condition 𝜔𝜏 rel ≪ 1 will be violated and the anal-
ysis of oscillation conditions becomes more complicated. RTD should have NDC at the target frequency,
this is a necessary condition to achieve oscillations. In the conventional RTDs with a weak doping on the
collector side and a large depletion layer there, the RTD NDC region is usually limited by the condition
𝜔𝜏 rel ∼ 1. This condition automatically limits the oscillation frequencies achievable with such RTDs.
However, as we discussed in Section 6.1.4, the NDC region of RTDs could be extended beyond this
limit, if high doping is applied on the collector side of the diode. The differential conductance of such
RTDs stays negative at frequencies 𝜔𝜏 rel ≫ 1 and that allows one to increase the operating frequencies of
RTD oscillators. The first experimental demonstration of the operation of RTD oscillators in the regime
𝜔𝜏 rel > 1 and𝜔𝜏 > 1 was described in Ref. [23], where RTD oscillators were working up to the frequency
of 150 GHz and the parameters 𝜔𝜏 rel ≈ 10 and 𝜔𝜏 ≈ 3 were achieved. That proved that RTD oscillators
can operate beyond the tunnel and relaxation-time limits. Further, it has been shown experimentally that
RTD oscillators can operate beyond those limits at higher frequencies, around ∼560 GHz [24]. The later
analysis of the RTD oscillators working at 1.1 THz in Ref. [9] has shown that the regime 𝜔𝜏 rel ≥ 1
should be achievable in the THz range and that should lead to realization of RTD oscillators working
at 2–3 THz.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



264 Semiconductor Terahertz Technology

6.1.7 Overview of the State of the Art Results

There was no progress in the development of sub-THz oscillators for more than a decade since the 1990s
However, RTD oscillators have been improving very rapidly in the last 5 years. Presently, there are three
groups worldwide who have demonstrated THz and sub-THz RTD oscillators. The first was the group at
Tokyo Institute of Technology (Tokyo Tech, Japan), where a fundamental oscillation frequency slightly
higher than 1 THz was achieved for the first time in 2010 [8]. One year later, the group at the Technical
University (TU) Darmstadt (Germany) demonstrated 1.1 THz oscillators [9]. Later, the Tokyo Tech group
has increased the frequency up to around 1.3 THz and, very recently, oscillation frequencies around
1.4–1.5 THz have been reported [10–12]. Good results have also been reported by the Canon (Japan)
group [22, 25]. The results reported in recent years are summarized in Figure 6.9.

The three different groups were studying different types of RTD oscillators. The Tokyo Tech group was
focused on slot-antenna-type RTD oscillators. They have tried out different geometries of oscillators and
antennas. The antennas were mounted on Si-lenses. Output powers around 1 and 0.36 μW were reported
at the highest frequencies of 1.42 and 1.46 THz, respectively, and tens and several tens of microwatts
were reported at slightly lower THz frequencies for single oscillators [11, 12]. The power combining of
several oscillators has also been reported by the group and the output powers ∼600 μW at ∼600 GHz
and ∼200 μW at ∼800 GHz were achieved with this approach [13]. Additionally, the group has recently
demonstrated data transmission at sub-THz frequencies with RTD oscillators [14].

The TU Darmstadt group was focused on membrane-type RTD oscillators [9], where slot-antenna
resonators are integrated with Vivaldi antennas for enhanced emission, see Figure 6.8. The estimated
output power was around 1 μW at 1.1 THz and around 40 μW at ∼0.5 THz. The focus of this group was
to demonstrate the operation of RTD oscillators and RTDs beyond the tunnel and relaxation-time limits,
and this has been successfully accomplished [9, 15, 16, 20–24]. The series of works lay down a basis
for further increase in the operating frequencies of RTD oscillators. The RTD oscillators reported by the
group are probably the smallest THz sources so far, they are just a fraction of a square millimeter in size,
see Figure 6.8 [9].

The Canon group focused on RTD oscillators with patch antennas, see Figure 6.7b [22, 25]. They
reported emission up to a frequency of 1.4 THz. However, the emission spectra show additional side lines
and it is not yet clear if the emission was at the fundamental oscillation frequency [25]. The other particu-
lar property of the studied oscillators is that they are based on three-barrier RTDs, where NDC is achieved
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Figure 6.9 Summary of the recent results on sub-THz and THz oscillators.
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due to tunneling between two resonant subbands in the adjacent QWs. The advantages and disadvantages
of conventional (two-barrier) and three-barrier RTDs still need to be investigated and clarified.

The experimental results reported in recent years and their theoretical analysis suggest that RTD oscil-
lators will probably reach the operation frequency of several THz and their THz output power will grow
beyond 1 mW level in the next years.

6.1.8 RTD Oscillators versus Other Types of THz Sources

We have to compare RTD THz oscillators with other types of existing THz sources. In general, THz
sources (as a part of THz systems) have until now been used exclusively as scientific instrumentation.
Their use in practical real-world applications is prohibited due to essential deficiencies of the existing
sources. For example, Schottky-diode multipliers [26] represent a well-developed mature technology
extensively used nowadays in different THz instruments. However, the multipliers are relatively complex,
expensive, and not very compact. Their output power is relatively low, below∼100 μW above 1 THz. THz
quantum-cascade lasers (QCLs) [27] can provide high output power at the level of ∼1 mW at 1–2 THz
and above ∼10 mW at higher frequencies, but they require cryogenic cooling, which makes such sources
bulky and expensive. Additionally, THz QCLs operate only at the upper end of the THz frequency range.
Monolithic microwave integrated circuit (MMIC) THz oscillators have exhibited rapid progress in recent
years [28] and they have reached ∼0.67 THz, but it seems that they can hardly operate at frequencies
significantly higher than 1 THz in the foreseeable future.

THz photomixers (see Chapter 2) have a special position among THz sources. THz photomixing sys-
tems (both pulsed and continuous-wave) are now the most widely used THz measurement systems. They
are commercially available and used in nearly all THz research laboratories. They have wide spectral cov-
erage, are easily tunable and versatile THz measurement systems. They are basically ideal multipurpose
scientific instruments for THz measurements. They are also attractive for some specific applications, for
example, when a THz transmitter needs to be coupled to the optical signal transmitted over optical fibers
(radio over fiber). However, photomixing systems could hardly be used in real-world THz applications.
The photomixing systems are too complex and expensive for this purpose and they can provide only low
output power. These factors prevent their use in affordable portable and handheld THz systems, like THz
Wi-Fi, compact spectrometers, compact THz-cameras, and so on.

Compared to the existing THz sources, RTD oscillators seem to be a unique technology. The oscillators
have the potential to satisfy all the necessary requirements for practical applications in the near future.

6.1.9 Future Perspectives

RTD oscillators are versatile sub-THz and THz technology, which can cover a wide frequency range from
almost 0 up to 1.46 THz. RTD oscillators can already provide almost ∼1 mW of output power at sub-THz
frequencies. The analysis of the available experimental data indicates that RTD oscillators should work
at several THz and their output power should surpass 1 mW very soon. Applications like high-speed
data transmission have already been demonstrated with RTD oscillators. RTD oscillators are perhaps
the most compact THz sources. They work at room temperature and require a low level of input DC
power. All these factors open a vast and unique perspective for RTD oscillators in THz technology and
real-world applications.

6.2 Schottky Diode Mixers: Fundamental and Harmonic Approaches
Despite the progress of THz low noise amplifiers (LNAs) [29–31], Schottky diode mixers are still used as
the first element of receiver front-ends to down-convert the signal collected by the antenna to microwave
frequencies where it can be amplified, demodulated, and analyzed easily. Schottky diode mixers have

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



266 Semiconductor Terahertz Technology

the advantage over other technologies of working at room temperature as well as cryogenic temperatures
for improved noise performance, which makes them the technology of choice for many different appli-
cations; such as THz imaging cameras, biochemical material identification, medical imaging, wideband
wireless communication systems, and so on.

A Schottky barrier diode uses a rectifying metal–semiconductor junction formed by plating, evapo-
rating, or sputtering one of a variety of metals onto n-type or p-type semiconductor material. Generally,
n-type silicon and n-type gallium arsenide (GaAs) are used in commercially available Schottky diodes.
The principle of this kind of diode resides in the use of a metal contact deposited on a semiconductor
n-type substrate, which provides high electron mobility. Then a very high-conductivity layer is grown
on top of the substrate in order to assure low series resistance. The buffer and the substrate are heavily
doped and an n-type epitaxial layer is grown on top of them. The contact between the metal anode and
the epitaxial layer creates the Schottky contact [32].

When used as THz receivers, the main aim of the Schottky diode mixer devices is to perform fre-
quency mixing, which consists in the conversion of a low power level signal (commonly called the
radio-frequency (RF) signal) from one frequency to another by combining it with a higher power (local
oscillator, LO) signal in a device with a nonlinear impedance (such as a diode or a transistor), see
Figure 6.10. Mixing produces a large number of new frequencies which are the sums and differences
of the RF and LO signals and their respective harmonics. In a down-converter mixer, the intermediate
frequency (IF) corresponds with the desired output signal. In most applications this signal is the difference
between the RF and LO frequencies.

The configuration most commonly employed is a heterodyne receiver. In this case, the Schottky diode
acts as a nonlinear impedance to perform the mixing phenomenon. Heterodyne receivers are harmonic
mixers in which the output signal is proportional to the product of the input voltages. It is defined as
follows, Figure 6.10, [33]:

vIF ≅ KvRF(t)vLO(t) (6.4)

where vRF(t) can be defined as a modulated carrier whose frequency is fRF, vRF(t)=VRFx(t)cos(𝜔RFt+
𝜙(t)), and vLO(t) is a sinusoidal signal with frequency fLO, vLO(t)=VLO cos(𝜔LOt). The mixing of those
signals will give vIF which will consist of two modulated carriers of frequencies fRF + fLO and fRF − fLO

with the same modulation as vRF(t). The output signal vIF(t) will be proportional to:

vIF(t) ≅
K
2

VLOVRFx(t)[cos((𝜔RF + 𝜔LO)t + 𝜙(t)) + cos((𝜔RF − 𝜔LO)t + 𝜙(t))] (6.5)

Therefore, the mixer output signal consists of two replicas of the input signal with a frequency shift
of ± fLO, Figure 6.11. With this conversion, the input signal is translated to a much lower (fRF − fLO)
frequency or to a much higher (fRF + fLO) frequency. From a practical point of view, the lower frequency
signal will be selected (after a filtering process) for the receiver.

In a more general way, and taking into account the response of a nonlinear quadrupole, the output
signal can be defined by a polynomial function:

vIF(t) = K1v(t) + K2v(t)2 + K3v(t)3 + … (6.6)

vLO

vRF vIF

Figure 6.10 Mixer schematic.
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FrequencyfRF – fLO fRF + fLOfRFfLO fLO

Figure 6.11 Input and output signals of a mixer.

Using Eq. (6.6) for an input signal is equal to the addition of vs(t) and v0(t), as defined previously, the
corresponding output signal of the mixer scheme presented in Figure 6.10 is as follows:

vIF(t) = K1(vRF(t) + vLO(t)) + K2(vRF(t) + vLO(t))
2 + K3(vRF(t) + vLO(t))

3 + …

= … 2K2vRF(t)vLO(t) … (6.7)

Equation (6.7) is composed of a group of terms of the following form Km,nvRF(t)mvLO(t)n. If a basic
harmonic mixer is desired, the term that will give the product of the input voltages will depend only
on the coefficient of second grade. The rest of the terms that are part of Eq. (6.7) will become spurious
mixing products which generate signals of frequencies mfRF ± nfLO. These spurious mixing products are
known as intermodulation products of order m+ n which power decreases when the order increases. It
is possible to reduce the intermodulation products influence by different methods: using filters, reducing
the input power, or combining the output signal of several mixers.

The typical schema followed by a THz heterodyne receiver is presented in Figure 6.12.

6.2.1 Sub-Harmonic Mixers

Sub-harmonic mixers are of great interest as a first stage in the design of receivers at the THz frequency
range. These mixers are a type of harmonic mixer in which the desired mixing product is given by
K1,2vRF(t)vLO(t)2, leading to the following mixing signal, fIF = ||2fLO − fRF

||.Clearly, the IF signal is com-
posed of the second harmonic of the LO together with the RF signal (see Figure 6.13). This configuration
is referred to as a sub-harmonic mixer.

This kind of mixer offers several advantages over basic harmonic mixers since it makes it possible
to reduce the LO frequency to half and so increase the available power at the required LO frequency.
Furthermore, if (m+ n) is even, the frequency (mfRF ± nfLO) is removed at the output (anti-parallel diodes

AFI

Tuneable

Demod.

LO

Figure 6.12 THz heterodyne receiver topology.
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Figure 6.13 Sub-harmonic mixer principle of operation.

configuration). Moreover, there is also an increased IF bandwidth (lower impedances of the diodes at the
IF frequency) and the fLO is easily filtered and coupled. At the same time, this configuration presents
some disadvantages, such as the conversion loss is higher, the power at LO must be higher as the pair of
diodes is usually unbiased, and the noise of two diodes is generally higher than one.

The third order components, 2fRF − fLO or 2fLO − fRF, are not produced by an ideally quadratic com-
ponent and sub-harmonic mixers are bound to use a couple of quadratic components in order to obtain
these mixing products.

In the sub-harmonic configuration, the suppression of some of the harmonics or mixing products
is achieved by connecting the Schottky diodes in parallel or in series. There are basically two impor-
tant interconnections, the anti-parallel and the anti-series. Sub-harmonic mixers usually make use of an
anti-parallel configuration (see Figure 6.14).

The current through each diode A and B can be written as follows, together with the total current I:

IA = f (V) = K1V + K2V2 + K3V3 + K4V4 + K5V5 + … (6.8)

IB = −f (−V) = K1V − K2V2 + K3V3 − K4V4 + K5V5 + … (6.9)

I = IA + IB = f (V) − f (−V) = 2K1V + 2K3V3 + 2K5V5 + … (6.10)

Note that when a heterodyne mixer is analyzed V can be replaced by vIF, Eq. (6.4). So that, the value
of I for a sub-harmonic mixer with an anti-parallel diode configuration can be defined by:

I = 2[K1(vRF + vLO) + K3(vRF + vLO)
3 + K5(vRF + vLO)

5 + …]

= 2

[
K1

(
vRF + vLO

)
+ K3(vRF

3 + 3vRF
2vLO + 3vRFvLO

2 + vLO
3)

+K5(vRF
5 + 5vRF

4vLO + 10vRF
3vLO

2 + 10vRF
2vLO

3 + 5vRFvLO
4 + vLO

5) + …

]
(6.11)

Equation (6.11) confirms that the odd harmonics are the only ones produced by the pair of diodes
while the even harmonics remain trapped inside the pair of diodes due to their anti-symmetry. Note that
this statement if true if and only if both diodes are equals.

+

V
–

IA IB
+

–

Vs

Figure 6.14 Anti-parallel diode configuration.
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In order to characterize the sensitivity of a receiver, in general, and a mixer, in particular, two important
parameters are used: the conversion loss and the equivalent noise temperature.

The mixer conversion loss, Lmix, is defined by the ratio of the input power of the RF signal to the IF
output power signal. It is usually expressed in dB and can be calculated as follows [33]:

Lmix(dB) = −10 log

(
PIF

PRF

)
(6.12)

On the other hand, mixers, as any other electronic components, are noise sources. Noise arising from
the Schottky diode mixers is a combination of several sources, some of which are dominating at THz
frequencies. The main noise sources are the thermal noise (arising from the random motion of thermally
agitated electrons) and the shot noise (arising from the actuations of the number of electrons crossing the
Schottky barrier). It is also important to take into account the hot electron noise which is proportional
to the square of the current that goes through the diodes, increasing their series resistance and causing a
variation in the mixer performance [34].

Other types of noises, such as flicker noise (1/f), are usually negligible at these frequencies.
Due to the difficulty in quantifying the contribution of each kind of noise to the overall noise of the

mixer, the different noises presented in a mixer can be grouped and considered as a white noise source.
Moreover, the white noise source can be modeled on a thermal noise equivalent source, and it is char-
acterized by an equivalent noise temperature, Te, which is proportional to noise power and expressed in
Kelvin (K) [35].

Te =
N0

BkB

(6.13)

where N0 is the output noise power expressed in W, kB represents Boltzmann’s constant, 1.38× 10−23

J/K, and B is the bandwidth in Hz.
The mixer noise temperature is typically measured by means of the Y-factor method [35]. It is impor-

tant to take into consideration that when measuring the mixer noise temperature two cases can be con-
templated; that is, noise coming from the imaging band or not. In the case where both signal and imaging
band frequencies affect the mixer noise temperature, the mixer noise would be modeled through the use
of the double side-band temperature, TDSB (see Figure 6.15b). If the model assumes that the noise is only
coming from the signal frequency, the noise would be characterized through the single side-band noise
temperature, TSSB (see Figure 6.15a). Following this approach, TDSB can generally be considered half
TSSB. Independently of the selected model, the overall noise produced by the mixer is always the same.

+

TSSB TDSB

TDSB

RF

IMAGE

(a) (b)
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Figure 6.15 (a) TSSB and (b) TDSB mixer noise temperature models.
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Table 6.1 State of the art of sub-harmonic mixers.

Mixer Reference RF Frequency (GHz) Substrate Diodes CL (dB) NT (K)

[36] 92.1 RF/duroid 5880 Flip-chip 11.5 —
[37] 118 RF/duroid 5880 Flip-chip 12.6 —
[38] 150 Quartz (127 μm) Flip-chip 6.7 —
[39] 180 GaAs Integrated 4.9 608
[40] 183 Quartz Flip-chip 5.1 530
[41] 224 Quartz Flip-chip 6.4 —
[42] 220.5 Quartz (127 μm) Flip-chip 7.1 simulated —
[43] 240 Quartz Integrated 5.4 510
[44] 330 Quartz (50 μm) Flip-chip 6.3 700
[39] 366 GaAs Integrated 6.9 1220
[45] 380 Quartz Flip-chip 8.5 850
[46] 520–590 GaAs (5 μm) Integrated — 2200
[47] 585 Quartz Integrated 8 1200
[48] 865.8 GaAs Integrated 8.02 2660

Table 6.2 ESA sub-harmonic mixer requirements.

RF Frequency (GHz) NT (K) CL (dB) RF bandwidth (GHz)

183 <500 <5 19.8
243 <700 <6.5 8
325 <900 <5 22
448 <170 <7 17.4
664 <2500 <9 13.4

Finally, for reader information, some sub-harmonic mixers parameters presented in the literature are
gathered in Table 6.1.

As complementary information, the European Space Agency, [49], has also launched some projects
related to the development of THz receivers for space applications, based on Schottky diode mixers.
The specifications demanded for such THz receivers are summarized in Table 6.2.

6.2.2 Circuit Fabrication Technologies

When talking about Schottky diode mixers, two different implementations can be found; that is,
integrated diodes [50–52] or discrete diodes [36, 44, 52]. In 1993 NASA’s Jet Propulsion Laboratory
(JPL) further integrated the planar diode on quartz structure by incorporating the mixer RF/LO and IF
microstrip filter circuitry with the diode using their QUID process [53]. In general, if integrated diodes
are employed, a better performance can be achieved than with discrete diodes [42, 54–56]. When the
operational frequency increases (>400 GHz) the use of discrete diodes becomes more complicated since
their functionality is related to the shape and thickness of the substrate. This is why integrated diodes
are more frequently used at THz frequencies since the fabrication and tolerances required need to be
better. Furthermore, it is not easy to have access to integrated diodes but it is relatively straightforward
to obtain discrete diodes, also known as flip-chip diodes. One of the reasons why discrete diodes show
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worse mixer performance is the mixer fabrication process where these diodes need to be welded to the
microstrip circuit by means of silver epoxy which increments the diode’s series resistance, degrading
the mixer performance.

Focusing on the use of flip-chip diode configurations, different technologies can be used to fabricate
the corresponding microstrip THz mixer circuits. Within this section, two techniques will be commented;
that is, the use of a laser milling machine and a photolithography process.

Using a laser milling machine, the fabrication process consists of depositing a layer of gold on a low
loss THz substrate using a sputtering system. Then, the microstrip circuit, where the Schottky diode will
be soldered, is printed into the golden substrate using a laser milling machine. A typical circuit is shown
in Figure 6.16. In the figure, the gap where the diodes will be welded (in this case 80 μm wide), together
with the RF and LO filters can be observed.

The photolithography process needs more sophisticated equipment; this includes the use of a spin
coater for the resist coating process, a mask-aligner system to expose the circuits to UV light, together
with the corresponding mask of the microstrip circuit. Furthermore, chemical products, such as a pho-
toresist, a developer, and a stripper are also needed. This technique normally leads to better resolution in
the manufactured circuits, which is very important at THz frequencies.

Some pictures of a microstrip mixer circuit fabricated using this process are shown in Figure 6.17.
The circuit presents the same configuration as that in Figure 6.16.

Figure 6.16 Photo of a complete microstrip mixer circuit fabricated with a UV laser milling machine.
Detail of the flip-chip diode soldered into the gap.

(a)

(b)

Figure 6.17 (a) Photo of the complete microstrip mixer circuit. (b) Detail of the microstrip circuit mask
together with the corresponding fabricated section.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



272 Semiconductor Terahertz Technology

6.2.3 Characterization Technologies

There are several procedures commonly employed for measuring the performance of Schottky diodes
THz mixers [57, 58]. In general they all require the de-embedding of the mixer performance from Y-factor
measurements. The performance of a mixer can vary considerably, depending on the measurement tech-
nique employed.

Here, the three most commonly employed procedures are described. First, it is important to define
the Y-factor method. This method is widely used to measure the noise temperature of a receiver and it is
based on the Johnson–Nyquist noise of a resistor at two different temperatures in which the output power
for each one is defined by

Prx = (Trx + TR)kBGrxB, (6.14)

where TR are two known different temperatures (in K); that is, TCOLD and THOT, where TCOLD is obtained
from a blackbody load of liquid nitrogen (T= 77 K) and as THOT the blackbody load is the room temper-
ature (T= 290 K), for example, Trx is the equivalent noise temperature of the receiver, Grx represents its
gain, B the bandwidth, and kB the Boltzmann’s constant. The Y-factor is obtained from:

Yrx =
PHOT

PCOLD

. (6.15)

6.2.3.1 Attenuator Procedure

This measurement procedure requires the receiver and IF Y-factor measurements to be performed with
and without a coaxial attenuator connected to the input of the IF chain (between mixer and pre-amplifier).
The measurements result in two simultaneous equations from which mixer noise temperature and con-
version loss can be de-embedded. Figure 6.18 presents the two receiver measurement scenarios. The IF
Y-factor measurements are performed by terminating the input of the IF chain with a 50Ω coaxial load
via a short length of semi-rigid cable. The coaxial load acts as a hot load at room temperature and a cold
load when immersed in liquid nitrogen.

With the attenuator omitted the receiver Y-factor is

Yrx =
PHOT

PCOLD

=
THOT + Trx

TCOLD + Trx

. (6.16)

Rearranging, the noise temperature of the receiver is

Trx =
THOT − YrxTCOLD

Yrx − 1
. (6.17)

Hot/Cold Load

Lo Chain

If Chain

Feedhorn Lo Chain

1
1

1

Hot/Cold Load

If Chain

Attenuator

Feedhorn

Figure 6.18 Attenuator method set-up.
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With the attenuator in position the receiver Y-factor is

Yrx,att =
PHOT

PCOLD

=
THOT + Trx,att

TCOLD + Trx,att

. (6.18)

Rearranging, the noise temperature of the receiver is

Trx,att =
THOT − Yrx,attTCOLD

Yrx,att − 1
. (6.19)

Two simultaneous equations result:

Trx = Tmix + LmixTIF (6.20)

Trx,att = Tmix + LmixTIF,att (6.21)

TIF and TIF,att are calculated following the same process described above.
Rearranging Eqs. (6.20) and (6.21) the conversion loss and the noise temperature of the mixer are

calculated from

Lmix =
Trx − Trx,att

TIF − TIF,att

(6.22)

and
Tmix = Trx − LmixTIF (6.23)

6.2.3.2 Noise-Injection Procedure

This procedure for measuring mixer performance is similar to the previous method. The only difference
is the equipment used to generate the two different IF noise temperatures. Here, noise is injected into
the input of the IF chain using a noise source and directional coupler. Figure 6.19 presents the two
receiver measurement scenarios with the noise source switched ON or OFF. The receiver and IF Y-factor
measurements are performed as described previously.

With the noise source OFF, the receiver Y-factor is

YOFF =
PHOT

PCOLD

=
THOT + Trx,OFF

TCOLD + Trx,OFF

(6.24)

1
1

1

Hot/Cold Load

Lo Chain

If Chain

Noise-injection
Off

Directional
Coupler

Feedhorn

1
1

1

Hot/Cold Load

Lo Chain

If Chain

Noise-injection
On 

Directional
Coupler

Feedhorn

Figure 6.19 Noise-injection method set-up.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
              

           
 



274 Semiconductor Terahertz Technology

Rearranging, the noise temperature of the receiver yields

Trx,OFF =
THOT − YOFFTCOLD

YOFF − 1
(6.25)

With the noise source ON, the receiver Y-factor is

YON =
PHOT

PCOLD

=
THOT + Trx,ON

TCOLD + Trx,ON

(6.26)

Rearranging, the noise temperature of the receiver yields

Trx,ON =
THOT − YONTCOLD

YON − 1
(6.27)

As before, two simultaneous equations result:

Trx,OFF = Tmix + LmixTIF,OFF, (6.28)

Trx,ON = Tmix + LmixTIF,ON. (6.29)

With knowledge of TIF,OFF and TIF,ON the mixer performance can be calculated.
Rearranging Eqs. (6.28) and (6.29) the conversion loss and the noise temperature of the mixer are

calculated from:

Lmix =
Trx,OFF − Trx,ON

TIF,OFF − TIF,ON

, (6.30)

and
Tmix = Trx,OFF − LmixTIF,OFF. (6.31)

6.2.3.3 Gain Procedure

This measurement procedure is different from those previously described requiring Y-factor measure-
ments of a single receiver and IF chain. These measurements are used to directly calculate the gain of
the mixer. The Y-factor measurements are performed in an identical manner to that described previously.

From the Y-factor measurement of the receiver the following equations result:

PHOT,rx = (Trx + THOT)kBGrxB, (6.32)

PCOLD,rx = (Trx + TCOLD)kBGrxB. (6.33)

Rearranging, the receiver gain is obtained:

Grx =
PHOT,rx − PCOLD,rx

kBB(THOT − TCOLD)
. (6.34)

From the Y-factor measurement of the IF chain the following equations result:

PHOT,IF = (TIF + THOT)kBGIFB, (6.35)

PCOLD,IF = (TIF + TCOLD)kBGIFB. (6.36)

Rearranging, the gain of the IF chain is obtained:

GIF =
PHOT,IF − PCOLD,IF

kBB(THOT − TCOLD)
(6.37)
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The mixer gain is then calculated as:

Gmix =
Grx

GIF

=
PHOT,rx − PCOLD,rx

PHOT,IF − PCOLD,IF

(6.38)

and
Lmix =

1
Gmix

. (6.39)

Once the conversion loss is known, the noise temperature of the mixer can be calculated using
Eq. (6.23).

6.2.3.4 Results

In order to show the differences among the different measurement methods, a sub-harmonic mixer work-
ing at an RF frequency of 183 GHz is tested in this section. The configuration of the heterodyne THz
receiver (including LO and RF chains and Schottky diode mixer) and the IF chain used for the mixer test
are depicted in Figures 6.20 and 6.21.

The LO chain consists of a frequency synthesized sweeper that generates a 15.1667 GHz signal; a
sextupler that obtains the LO frequency of 91 GHz; an isolator that prevents reflections from reaching the
LO source where they could reflect again and combine with the incident signal; and a variable attenuator
that attenuates the LO signal in order to obtain the desired output power. The maximum available power
characterized at the mixer input is 5 mW.

The RF chain consists of a RF Feed-horn, TRG Alpha ind. 861G/387, that receives the radio frequency
signal. Furthermore, the hot and cold loads that will be used to measure the Y-factor of the receiver are
also represented.

The IF chain operates over the bandwidth 2.5–3.5 GHz. A bandpass filter is used to reduce noise and
reject spurious signals outside the operational frequency range. A 3 dB resistive attenuator pad is used to

xn

Frequency

Synthesiser

15.1667 GHz

Sextupler Feedhorn

Hot/Cold
LoadIsolator Mixer

Variable
Attenuator

If
Chain

Figure 6.20 Receiver test set-up excluding the IF chain.

Isolator
Pre-

Amplifier

Band
Pass
Filter

Attenuator

Amplifier

Detector

Figure 6.21 IF chain used for the mixer test.
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Figure 6.22 Mixer noise temperature (a) and conversion loss (b).

attenuate reflections and avoid oscillations. The isolator is used to prevent reflections that might combine
with the incident signal. After the isolator the corresponding detector is placed. The measured NT of this
chain is around 78 K.

The mixer under test is a sub-harmonic Schottky diode mixer; model number FDP-044 MTT C, pro-
vided by the Rutherford Appleton Laboratory (RAL), with a 160–200 GHz RF bandwidth. This device
comprises an integrated anti-parallel diode circuit fabricated using the UMS foundry process [59].

The measured mixer noise temperature and conversion loss using the attenuator, gain and noise injec-
tion methods are depicted in Figure 6.22.

6.2.4 Advanced Configuration Approach

Usually, THz mixer designs are focused on sub-harmonic mixers, in which the RF frequency is twice the
LO frequency. The actual technology available at the THz range suffers in most cases from insufficient
power to feed the available components due to the high operational frequencies. This can result in an
important problem when arrays of sub-harmonic mixers need to be pumped at these frequencies. How-
ever, a different approach to sort out this issue is presented here; this is the use of a fourth-harmonic mixer
in which the RF frequency is four times the LO frequency. This configuration is a promising solution
since the LO source can operate to a much lower frequency than in sub-harmonic mixer designs and, as
a consequence, a wide range of sources are available at those frequencies [60].

A fourth-harmonic mixer configuration consists of a harmonic mixer that selects the fourth mixing
product of the LO frequency and the RF. For instance, a LO frequency of 110 GHz has been cho-
sen, so that, the RF frequency will be 440 GHz and the IF signal will be calculated by fIF = 4fLO − fRF.
It is well-known that the fourth harmonic mixing product has a lower level of power compared to the
second harmonic mixing product (fIF = 2fLO − fRF), for this reason a higher pumped LO signal will be
demanded. This can be seen as a disadvantage but, if a sub-harmonic mixer is used instead, a LO fre-
quency of 220 GHz should be used and, therefore, a more complicated and expensive LO power source
would be required. In this case, fourth-harmonic mixers based on Schottky diodes are connected in
antiparallel configuration following the same scheme as for sub-harmonic mixers (see Figure 6.14).
This kind of configuration presents worse performances: higher noise temperature and conversion losses.
Some measured results of the performance of a fourth harmonic mixer (see Figure 6.23) are presented
in Figure 6.24.
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LO transition
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RF filter

LO filter Diodes
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Figure 6.23 (a) Schematic of a fourth harmonic microstrip design. (b) Microstrip circuit fabricated
with a lithographic process.
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Figure 6.24 Measured noise temperature (NT) (a) and conversion loss (CL) (b) of a fourth harmonic
mixer.

6.2.5 Imaging Applications of Schottky Mixers

The THz frequency range is slowly becoming more technologically relevant due to the increasing number
of attractive applications which can be potentially developed, that is, medicine (skin cancer detection,
caries detection, etc.), security and surveillance (detection of hidden weapons or explosives, detection of
gases, etc.), viticulture (control of the vine state), food sector, space and aeronautics, industrial, passive
tomography imaging, and investigation on proteomics in the pharmaceutical industry. Furthermore, THz
waves are becoming of great interest for new and emerging wireless communications.

Within these applications, the implementation of passive or active imaging cameras has become of
great interest due to the major advantages this frequency range offers compared to the visible range or
infrared, such as, the availability of taking images under low visibility conditions (fog, clouds, smoke,
sandstorms, etc.) or even at night.
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Figure 6.25 Imaging set-up at 220 GHz.

Usually two kinds of receiver configurations are used for these applications: direct or heterodyne
receivers. Direct detection is typically obtained by means of a single diode detector or an array of diodes,
a receiving antenna and a LNA. Since millimeter wave direct detectors do not provide sufficient sensitiv-
ity by themselves, LNAs are required to boost the receiver signal above the detector noise floor. Current
technology allows the use, for frequencies around 90 and up to 250 GHz, of direct detection configura-
tions, thanks to the availability of LNAs. However, when the operational frequency increases in order
to allow the achievement of better resolution due to the shorter operational wavelength, having smaller
systems, and higher contrast in the images, it is difficult to find commercially available LNAs with low
noise values to be competitive with conventional mixers.

Only Research Institutes for investigation purposes have developed LNAs working at sub-millimeter
wave frequencies, [30, 31]. This is one of the main reasons why heterodyne receivers are still the most
typically used receiver configuration for imaging systems. Heterodyne receivers are based on funda-
mental and sub-harmonic mixers. As commented in previous sections, the sub-harmonic ones present a
clear advantage over fundamental receivers; that is, they reduce the value of the LO frequency in order
to have more power accessible to feed both a single or a group of mixers, with the same LO device
[50, 51, 61–63].

A typical configuration used for a single detector imaging system is presented in Figure 6.25.
This set-up consists of a feedhorn attached to the sub-harmonic mixer RF port and two lenses placed
in front of them to improve the imaging resolution. At the output of the IF port two amplifiers
(GAMP0100.0600SM10) with 35 dB gain are placed before the IF detector (ACSP-2656NZC3). The
results are recorded by a computer and presented without any post-processing in Figure 6.26 for
the case of a LO frequency of 118 GHz and compared with its corresponding image in the visible range.
In this image it is possible to identify clearly a hand and a silver ring on one of her fingers. Note that
when taking the image, the hand was introduced inside a plastic glove, Figure 6.26a. A good resolution
has been obtained since the edge of both the hand and the ring are perfectly distinguished. Moreover,
the passive sub-millimeter wave receiver is able to see through the plastic glove.

6.3 Solid-State THz Low Noise Amplifiers
The new millennium brought an increasing interest in THz electronics. The traditional applications in
astronomy [64], including the search for spectral signatures in the interstellar dust via submillimeter wave
detectors, leading to the construction of Space- and Earth-based radio telescopes and interferometers
[65–68], are progressively being complemented by a growing number of different applications (e.g., see
Ref. [69] for a pioneering list). The latter include not only THz imaging systems, both active and passive
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Figure 6.26 (a) Photo of a hand within a plastic glove, (b) the hand with a ring, and (c) passive THz
image at 220 GHz.

[70, 71], for security and safety application, but also medical imaging [72], benefitting from the higher
penetration depth of THz radiation. Ultra-wideband frequency ranges are available for next-generation
secure broadband communications [73] and will open up the possibility for a series of new telecom
services [74].

Solid-state terahertz electronics is rapidly moving from detector technology, mostly cryogenically
cooled, toward the replication of system schemes already adopted at microwave and millimeter waves.
In fact, heterodyne schemes, adopted widely both in radar and communication applications, would allow
a greater flexibility and new potentials to the Transmit/Receive subsystems, in turn permitting the flour-
ishing of exciting new capabilities. In addition, the availability of a flexible solid-state technology, pro-
viding not only mixing and/or detecting functionalities, but also low noise signal amplification and power
transmission, actually allows a higher degree of integration and the subsequent realization of multi-pixel
modules and arrays, together with implementation of MIMO (multiple-input multiple-output) schemes.

To this end, a fundamental step is the development of active device technologies with operating fre-
quencies in excess of 1 THz. Such an extremely challenging goal is now becoming close to reality,
given the recent demonstrations of LNAs operating at 850 GHz [75]. Indeed, such huge technological
development is possible thanks to the increasing interest in security and defence application of terahertz
electronics, as demonstrated by the US-funded DARPA program in THz Electronics [76].

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



280 Semiconductor Terahertz Technology

The present section is therefore an attempt to describe the recent progress in the field of solid-state
integrated electronics toward the realization of LNAs in the terahertz frequency range, therefore updating
previous works on the same topic (as for instance [77]). To this goal, the relevant technologies will be
briefly summarized, followed by the peculiar features of the transmission media adopted in the case of
terahertz monolithic integrated circuits (TMICs). The state of the art performances obtained are then
presented and framed in their respective technology, trying to sketch subsequently the perspectives for
the coming years.

6.3.1 Solid-State Active Devices and Technologies for Low Noise
Amplification

A critical issue for reaching the terahertz range for an integrated circuit is indeed represented by the
development of transistors exhibiting maximum oscillation frequencies (fMAX) above 1 THz, allowing
in turn the design and realization of active functionalities with operating frequencies well above the
300 GHz limit, conventionally representing the lower boundary for the TMIC. To this goal, the natural
candidate is the high electron mobility transistor (HEMT) realized onto InP material systems, being the
device type to break the 100 GHz barrier in the 1990s (see Ref. [78] as an example). This property is due
to its excellent electronic properties, related both to the electron saturated velocity (together with a bulk
mobility of 5400 cm2/Vs at 300 K) and to the HEMT structure, allowing the actual separation between
the resulting two-dimensional electron gas and the scattering impurities. As is well known, HEMTs are
heterostructure-based devices, exploiting the different bandgap of two semiconductor material systems.
In the case of InP HEMTs, the heterostructure is formed by InxGa1−xAs/InyAl1−yAs (where x= 0.53 and
y= 0.52 for a lattice-matched structure), with the resulting formation of a potential well in the InGaAs,
spatially confining the conduction-band electrons in a two-dimensional electron gas. In this way, elec-
trons may fly freely with much higher resulting mobility. To increase further the latter parameter, the In
content may be increased in the InGaAs layer (up to InAs), progressively creating more strain and there-
fore limiting the growth of the material to extremely thin layers. An increased mobility leads to higher
device transconductance and hence higher gain, thus contributing to the increase in operating frequency.
Advanced structures [79] include composite channels to increase further electron transport properties,
a Si-𝛿 doping in the Schottky layer to supply electrons and proper overall epitaxial growth using
molecular beam epitaxy (MBE). A schematic view of the InP HEMT epitaxy is shown in Figure 6.27a.

InGaAs/InAIAs n+ composite cap layer

(a) (b)

InGaAs n+ cap layer

InAIAs (schottky barrier)

InAIAs spacer

InGaAs or InAs Channel

Si δ-doping

Si δ-doping
InAIAs spacer

InAIAs

InAIAs/GaAIAs transition

GaAs substrate

InAIAs (schottky barrier)

InAIAs spacer

InGaAs

InGaAs

InAIAs

Inp substrate

Si δ-doping

InAs Composite channel

Figure 6.27 (a) Advanced InP HEMT [79] and (b) InP mHEMT epitaxial structures [80].
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The resulting measured electron mobility exceeds 15 000 cm2/Vs, with a sheet charge density
of 3.3× 1012 cm2.

The second major modification in the basic device structure applies to the gate length, implying an
aggressive scaling of the latter. Huge efforts have been made to progressively decrease it from 0.1 μm
(that still represents an advanced technology for many commercial foundries) down to 35 to 20 nm.
The only possibility to achieve such a small device feature consists in using electron beam lithography
(EBL) techniques, appropriately adapted to reach sub-100 nm dimensions: at least two EBL layers are
typically used, the first to achieve the smaller gate foot defining the gate length, the second to fabricate a
100 nm T-gate on top of the first (see, e.g., Ref. [81] for details). As already noted, the resulting gate struc-
ture is a T-shaped one (or mushroom gate), allowing simultaneous minimization of the gate length and
parasitic gate resistance: clearly, great care must be devoted to the evaluation of device parasitic effects,
both resistive and capacitive, not to frustrate the intrinsic device improvements. The widely accepted
figure-of-merit for device frequency performance is its current gain cut-off frequency fT, expressed as
fT = gm/(2πCgs) where gm is the device transconductance and Cgs the gate-source intrinsic capacitance.
Increasing the indium content leads ultimately to increased device transconductance, while decreasing
the gate length results in a smaller gate-source capacitance: both effects imply an increase in device
cut-off frequency. Similarly, fMAX, the device maximum oscillation frequency, typically measured or
extrapolated from measurements from the device power gain, is also adopted in conjunction with fT to
give a complete picture of device frequency performance. fMAX, whose value is typically much higher
than fT, represents the highest operating frequency for the device acting as an active element but the use is
normally restricted to frequencies lower than fT. Given the aggressive scaling of the device gate length,
a continuous improvement in fT/fMAX is being evidenced: the already impressive results in Ref. [82],
consisting in fT = 586 GHz and fMAX ranging from 0.9 to 1.3 THz, associated with a gm = 2300 mS/mm
(for a 2× 20 μm device) have been recently updated by a 1.4 THz fMAX technology [75] obtained via
25 nm gate devices by the same team at Northrop Grumman demonstrating circuit operation at 850 GHz.
The record-breaking device technology is, however, still under development, and, under the push of the
cited DARPA (Defense Advanced Research Projects Agency) program [76], it is expected to be further
improved shortly.

A different approach is possible if one attempts to decrease the inherent high costs of the InP tech-
nology by using a metamorphic structure [83]: in this case, InP HEMTs are fabricated onto an epitaxy
that is grown on GaAs substrates, with larger wafer size, better robustness, and lower costs compared
to InP technology. 3-in. InP substrates are then replaced by 4-in. GaAs wafers (or even potentially 6-in.
ones), thus leading to higher uniformity and lower unit costs. In this case clearly the biggest issue resides
in the transitional layer accommodating the strain from the bulk GaAs substrate to the epitaxial layer.
In the case of Ref. [81], a 4-in. GaAs diameter wafer is adopted, and a 1.1 μm graded InAlGaAs buffer
layer transforms the GaAs lattice constant to the InP one (Figure 6.27b). A high In content channel layer
(80%) is adopted for the InGaAs, and, with EBL-defined gate length down to 35 nm, resulting in a cut-off
frequency fT = 515 GHz and fMAX in excess of 1 THz (on 2× 10 μm devices). A record 660 GHz fT has
also been demonstrated by the same Fraunhofer IAF research group [80], scaling down the gate length
to 20 nm using two separate EBL layers for the T-gate fabrication, from an epitaxy similar to the one in
Figure 6.27b: electron mobility of 9800 cm2/Vs, with a sheet charge density of 6.1× 1012 cm2 has been
achieved. A maximum transconductance gm = 2500 mS/mm (for a 2× 10 μm device) has been obtained.
Such results clearly demonstrate that the metamorphic approach is a viable and effective alternative to
the competing pure-InP technology.

Clearly also, device geometries other than the gate length have to be scaled accordingly. As an example,
devices in Ref. [81] are fabricated with a source-drain spacing scaled down to 200 nm, to be compared
with microwave devices exhibiting one-order-of-magnitude-higher spacing.

The HEMT structure, both in lattice-matched and metamorphic variants, indeed represents the
state-of-the-art device in performance for low-noise applications, as will be illustrated later. Never-
theless, different active device structures are achieving record-breaking frequency performance and
may represent an important alternative for future THz subsystems in functionalities different from the
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receiving one. This is the case for heterojunction bipolar transistors (HBTs) realized in InP substrates:
InP HBTs demonstrated maximum oscillating frequencies over 1 THz [84] and demonstrator circuits
do operate at frequencies as high as 600 GHz [85, 86], even if not evidencing state-of-the-art noise per-
formance. An interesting roadmap for terahertz HBT technology can be found in Ref. [87]. Intrinsically
the bipolar devices are well-suited for differential amplification, and therefore are especially tailored
for balanced circuit design, matching specific antenna systems and therefore partially overcoming
their noise performance limitations. In addition, their application to integrated signal generation and
low-phase noise oscillators is indeed to be preferred to the HEMT counterpart.

Moving from III–V compound semiconductors to SiGe systems [88], the improvement in frequency
performance has been even more pronounced, considering that half-terahertz devices have been demon-
strated [89]: using a 0.13 μm BiCMOS, fT/fMAX of 300 GHz/500 GHz has been achieved, acting both on
an epitaxial modification of the existing HBT structure and on further refinements aiming at reducing
lateral device parasitic effects. Further improvements are expected, however, arising from physical limi-
tations in the structure performance [90], as already evidenced from the results of ongoing FP7 European
projects on the topic, such as [91], that recorded a 798 GHz fMAX performance. Combining SiGe with the
cost, yield, size, integration, and manufacturing advantages of silicon makes the device competitive in the
marketplace, above all if compared with the costly approaches necessary for III–V based circuit fabrica-
tion. However, if record noise performance is considered, the gap to be filled remains quite remarkable.
Similar considerations, even if with lower performance [92], apply to pure Si CMOS (complementary
metal oxide semiconductor) technologies, where the scaling is accompanied by high k dielectrics and
extremely small device features, reaching the 28 nm node and beyond.

6.3.2 Circuit and Propagation Issues for TMIC

The increase in operating frequencies to reach sub-millimeter wave frequencies necessarily implies major
modifications in the traditional circuit design flow, well assessed in microwave electronics up to the Ka

Band. In fact, MMICs rely on a well-defined flow, almost regardless of the functionality to be realized: a
circuit-oriented commercial CAD tool is adopted in which, making use of extracted or already available
device models, passive elements are appropriately mixed with passive elements taken from a foundry
library, following a selected topology to achieve the desired functionality. Active device and passive
elements models are mostly microstrip ones, that is, extracted from measured microstrip devices. The
resulting circuit will probably be a microstrip one, eventually contacted, for circuit verification issues,
via coplanar probes, and therefore incorporating coplanar probe pads (typically ground–signal–ground).
The resulting fabricated circuit, once successfully probed with acceptable performance, is then mounted
using a typical chip-and-wire process, that is, it is glued (in different ways depending on the functionality
and thermal issues) onto a carrier and bonded via micro-wires to the rest of the system. The result is then
packaged and the package, depending on the frequency of operation, may be connectorized or accessible
via an appropriate waveguide flange. Such a design flow is simply not applicable to TMIC circuits, for a
series of reasons that will be briefly recalled in the following.

As a first consideration, microstrip transmission media may not be adequate for TMIC circuit design.
The reasons are twofold. On the one hand, the use of active devices in an amplifying stage actually
forces one to connect one of the device terminals (typically the source for FET-based circuits) to ground
to accommodate a proper biasing/operating scheme. In a microstrip, such ground connection is pro-
vided by via holes connecting the front and back sides of the circuit. At millimeter-wave frequencies the
via hole parasitic effects (mainly resistive and inductive) are already quite high, therefore introducing
detrimental effects on the device performance. Such effects become tremendously high as the frequency
increases, therefore not guaranteeing an effective grounding and decreasing the transistor gain as a min-
imum. To mitigate the effect (and to eliminate substrate modes), substrates are thinned down from the
usual ≈100 μm in MMICs to 50 μm or even 20–25 μm [68–70] for TMICs. Such a decrease also helps in
reducing the via front-side area, thus reaching diameters on the order of substrate thickness, but, on the
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Figure 6.28 (a) Grounded coplanar waveguide structure and (b) coplanar waveguide structure with
finite ground planes.

other hand, makes wafer handling quite tricky. In any case, for operating frequencies approaching the
1 THz frontier, this is not enough to reduce via parasitics. As a result, TMICs are not designed using a
microstrip as a transmission media, but using a coplanar waveguide approach, typically with a back-side
ground plane (grounded coplanar waveguide, GCPW), as sketched in Figure 6.28a. Such a ground plane
is in any case to be accounted for if the chip is going to be mounted onto a metal carrier, acting as a metal
back-side. In addition, size constraints on the circuit transverse dimensions lead to finite lateral conduc-
tors (grounds, Figure 6.28b), that in turn introduce further modifications to the electromagnetic modeling
of the signal propagation in the circuit. Back-side processing and via formation is maintained and adopted
to suppress the onset of eventual substrate and microstrip modes. Further, as in low-frequency CPWs,
air bridges are used, further complicating the technology, to eliminate odd propagating modes close to
major discontinuities.

The resulting circuits are therefore mostly in GCPW, leaving a few realizations in microstrip for the
“lower” portion around 300 GHz. This modification, however, is not painless, since nowadays neither
circuit simulators nor the foundries provide reliable models for components realized in such transmission
media, and the electromagnetic simulator in turn may be particularly tricky to be used: the designer’s
expertise and a trial-and-error approach play an important role.

A noteworthy exception regards the possibility of using a microstrip together with benzocyclobutene
(BCB) triple-layer interconnects [93]: in this case, a thin film microstrip wiring is used, and the
ground-plane is formed in the first interconnect metal layer, shielding the RF signal formed in the
topmost interconnect layer from unwanted coupling into the substrate, and thus preventing the onset
of parasitic modes formation. Again, the approach has been demonstrated in the lower portion of the
TMIC range only.

A further notable difference introduced by TMICs concerns the access and related mounting proce-
dures. In fact, most of the MMICs are typically glued onto a carrier and wire-bonded (or ribbon-bonded)
to external microstrip transmission media; for the TMIC, bonding actually introduces losses and
unwanted effects that inevitably damage the circuit performance dramatically: as a consequence the
“chip-and-wire” approach is very seldom used and ultimately only in the lower portion of the TMICs.
In this case the coupling with the input and output waveguides is realized through waveguide probes, of
alumina or quartz, and inserted typically in the E-plane of the appropriate waveguide. The microstrip
end of the probe is then wired to the MMIC (as in Ref. [94], reported in Figure 6.29a). For higher
frequencies, in order to minimize the losses associated with probe connection, the waveguide probes
are directly realized via the same monolithic technology onto the chip, with electromagnetic coupling
depending on the probe type. The same concept of E-plane probe, introduced for W-band circuits
in the late 1990s, can be applied, but taking into account that the small waveguide dimensions and
the high dielectric constant of the semiconductor material may not allow use of the full waveguide
bandwidth, given the resulting dielectric loading. Several countermeasures can be adopted, among
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(a) (b)

Figure 6.29 (a) Quartz transitions to waveguide [94] and (b) integrated coplanar stripline dipoles [95].

which are the etching of part of the substrate around the probe or modifying the standard cavity
dimensions. In addition, a different and interesting approach can be adopted if the waveguide probe is
replaced by a dipole, integrated in the TMIC and realized in coplanar stripline transmission media ([95],
Figure 6.29a,b): in this case the dipole is oriented in the E-plane, and the coplanar slot of the probe is
transformed into the chip coplanar waveguide via air-bridge-assisted transition. Multiple chips can be
mounted in cascade, thus eliminating the need for multiple flange connections.

As a result of this integrated arrangement for the amplifier chip coupling to the input/output
waveguides, measured performance includes the effects of the transitions and cannot be effectively
de-embedded, even if a rough estimate via back-to-back transition measurement is often attempted. For
the sole purpose of the amplifier chip performance verification, a replica of the amplifier can be realized
not containing the waveguide transition system but equipped with coplanar probe pads. In this case the
chip performance may be directly assessed and eventual interactions with the transition may be isolated
and counteracted.

Available results of TMIC LNAs are therefore influenced by such dichotomy, since many results do
include integrated transitions insertion losses, affecting small-signal gain, noise figures, and matching
performance; a few of them are measured directly on chip with coplanar probes: in this case an evaluation
of the technological advances is directly available.

6.3.3 Low Noise Amplifier Design and Realizations

The race to break the 1 THz barrier with active circuits has to cope with several issues, adding to the
inherent difficulties residing in the development of the appropriate active device(s) (e.g., InP HEMTs,
mHEMTs, or HBTs). The first is the lack of accurate active device models at such extremely high
frequencies. In most cases, device models, even if simply linear ones, are obtained from S-parameter
measurements performed typically up to W-band (110 GHz) with on-wafer probe coplanar arrangements,
provided a suitable calibration approach has been adopted and calibration kit is available. Almost stan-
dard (lower frequency) extraction procedures are adopted, and the resulting model is then extrapolated
and tuned to match the measurements (S-parameter) obtained at higher frequencies with different set-ups
(e.g., WR 3, WR 2.2, or WR 1.5 VNA extension modules). The result, given the inherent uncertainties, is
far from being accurate but represents a suitable starting point to evaluate technological capabilities and
to draft a design. The situation is even more complex for active device noise models that represent a key
issue in LNA design. In this case the difficulty is twofold: on the one hand, direct extraction of device
noise parameters based on tuner-based systems is simply not possible, even at W-band. Therefore, a
possible approach resides in the use of noise-temperature models, based on the prior knowledge of the
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device equivalent-circuit model and a few noise measurements. In this way, the resulting noise model is
intrinsically valid up to the range of the equivalent-circuit it is based upon. Further noise performance
extrapolations within the THz range are, therefore, even less accurate than the linear ones. Attempts at
verifying device noise performance, even at moderately high frequencies, suffer from a huge uncertainty
arising from the output device mismatch and interactions with the noise receiver (power sensor). As a
result, no device noise model data are available, to the author’s knowledge, for the THz range. Further-
more, in the THz range, even at moderately high frequencies, the commonly adopted assumptions of
white power spectral densities begin to fail, given the onset of quantum effects: the simple extrapolation
of models extracted at lower frequencies may not represent the real noise behavior of the device.

A further nasty problem resides in the characterization and modeling of the passive structures (trans-
mission lines, discontinuities, lumped elements, etc.): in most cases the approach is to build and measure,
thus skipping the step of model extraction and trusting as much as possible the simulation capabilities
of existing circuit-oriented and electromagnetic software. The latter are indeed growing in accuracy and
potential, but are actually based on the structure parameters, that have to be carefully evaluated to yield
a reliable simulation. They may also be derived from appropriate calibration kit measurements.

Finally, a technological difficulty does exist in tailoring the passive elements’ values to the reduced
dimensions of a TMIC. As an example, MIM (metal–insulator–metal) capacitor values necessary on
chip to filter out the DC bias would result too large if their capacitance per unit area is not increased
accordingly, together with the resistors’ sheet resistance. Similarly, dry-etched through vias, fundamental
to eliminate parallel plate waveguide modes, should be scaled accordingly to reach a higher density
(lower spacing) and smaller front-side dimensions together with air bridges and metal lines features
(down to 1 μm).

Given the above considerations, TMIC amplifiers are featured by a pretty standard configuration, com-
posed of the cascade of 3–4 amplifying stages in the lower THz region, while up to 10 stages are cascaded
when the gain perstage becomes impractically low approaching 1 THz. Such a simple configuration is
clearly dependent on the need to keep circuit complexity to the lowest possible level, given the design
uncertainties sketched above. Single stages are either of the common-source (CS) or cascode (CS-CG)
type. For the former and simpler approach, a double bias scheme is adopted, with separate gate and
drain bias lines for each stage, to allow maximum versatility in circuit tuning. On-chip simple filter-
ing/stabilizing networks are provided for each bias line, basically composed by series R/shunt C elements
toward the bias pads. Overall input and output matching networks are kept to minimum complexity and
designed to get 50Ω matching also at the amplifier’s input, due mainly to the lack of reliable noise mod-
els (no optimum noise match is attempted): a combination of series L (line)/open stub/series L (line) is
adopted for matching [75]. Interstage matching is again left to series lines of appropriate lengths and
widths, together with DC-blocking series capacitors, that is, kept to the minimum complexity. The lat-
ter configuration, that is, the cascode connection in Figure 6.30, is a bit more complex, requiring the
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Figure 6.30 (a) Cascode connection and (b) typical interdigitated layout.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



286 Semiconductor Terahertz Technology

cascade of CS and CG (common-gate) transistors, therefore adopting two bias lines for the gates and a
single drain bias (thus biasing the two transistors at the same current level [94]).

Regardless of the adopted stage configuration, selected devices for TMIC LNAs always exhibit a
simple interdigitated layout (Figure 6.30b), featured typically by two fingers (in some cases a four fingers
layout is adopted if allowed by the available air-bridge technology [96]) whose length decreases with
increasing target operating frequencies, from 25 down to 4–5 μm; moreover, the two finger topology eases
the drain and source direct connection, thus minimizing discontinuities in propagation. The resulting gate
periphery is therefore from 50 to 10 μm, giving rise to a current consumption per stage on the order of
5–20 mA. Given the typically low drain biases (ranging from Vds = 1.2 down to 0.8 V), this brings the
power consumption of typical TMICs stages to 20 mW maximum down to 4 mW per stage.

To briefly summarize the attained performance to date, it should be noted that the commonly adopted
figure cannot be just the gain perstage of the given amplifier to compare gain performance with a common
metrics. In this respect it should be noted that cascade realizations inherently guarantee a higher gain
perstage, due to their CS-CG topology as compared to simple CS ones. Further, both gain and noise
performance are strongly influenced by the amplifier realization, for example, TMIC (on-wafer probed)
or packaged (module). In the latter case, transitions from waveguide media, both at module input and
output, increasingly worsen the module performance if compared with that of the bare chip. Moreover, for
packaging constraints, the TMIC to be mounted inside the module is typically modified by the addition
of transmission lines connecting the waveguide transition to the amplifier chip input. Both effects may
degrade chip performance by several dBs [96].

Available data on realized TMIC LNAs are mostly restricted to the frequency range 300–500 GHz,
where a clear trend can be evidenced: 5 dB perstage is attained on average with CS topologies, reaching
6.7 dB for CS-CG stages. The noise figure for packaged amplifiers is slightly higher than 8 dB in the lower
frequency edge, while it increases to almost 12 dB at 480 GHz. Such a figure has clearly to be corrected by
the transition and mounting contribution, totaling at least 2 dB. The most commonly adopted technology
for such demonstrators is a 35 nm HEMT, either of the lattice-matched InP or metamorphic type. A
few examples of InP DHBTs (double-heterojunction bipolar transistors) do exist [97], demonstrating
quite good gain performance, even if the measured noise performance is typically worse than HEMT
counterparts (by at least 3 dB), however, exhibiting the technology potentials. A quite complete listing
of submillimeter wave realizations can be found in Table 1 of [77].

If frequency is further increased over 500 GHz, a few demonstrators actually exist, either realized
in InP HEMT or mHEMT technologies, with increasingly smaller gate features. In particular, if
lattice-matched InP HEMT devices are considered, the first demonstrator dates back to 2010 with
cascode stages [98], while a remarkable upgrade was presented in 2011 [96], for operation at 670 GHz.
In this case a TMIC amplifier composed of 10 CS stages, each 30 nm 2 μm × 7 μm devices, demonstrates
a peak 30 dB gain at 670 GHz with a >25 dB gain from 635 to 680 GHz. A second TMIC, composed
of 5 CS stages in the same technology and devices, mounted onto a module, exhibited a 13 dB noise
figure at the same frequency. In a later contribution [79], a 10-stage amplifier was inserted in a module
exhibiting a 12.5 dB noise figure at 670 GHz, competitive with GaAs Schottky diode receivers at the
same frequency.

Very recently, the InP technology has been further improved to reach the record 850 GHz operating
frequency [75]: in this case, 25 nm transistors were used to form a 9 CS-stage TMIC (see Figure 6.31a,b),
demonstrating, for the first time, a peak gain of 6 dB at 850 GHz. Such a figure is clearly not practical for
LNA packaging. However, with the same technology, a 4-stage frequency-scaled version has also been
fabricated to operate at 425 GHz, exhibiting a record >20 dB gain over more than 150 GHz bandwidth,
with associated 7.5 dB noise figure at the module level, again a state-of-the-art performance.

If metamorphic technology is now considered, the first result at frequencies higher than 500 GHz is
presented in Ref. [99], while a 600 GHz amplifier in 35 nm technology is presented in Ref. [100]: six
stages are adopted in GCPW, each adopting a 2 × 4 μm mHEMT, resulting in a maximum 20.3 dB gain
at 610 GHz. With the same technology, a 230–300 GHz packaged amplifier has been realized, result-
ing in >20 dB gain and an associated noise figure of 6.1 dB. Also, in this case, a further recent update
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(a) (b)

Figure 6.31 (a) Microphotograph of the nine-stage TMIC in Ref. [75] and (b) SEM picture of the
front-side of (a) [75].

(a) (b)

Figure 6.32 (a) Microphotograph of 600 GHz TMIC in Ref. [101] and (b) the same amplifier with
integrated microstrip E-plane transitions [101].

[101] contributed with the measured noise performance of a packaged version of the same amplifier (see
Figure 6.32), resulting in an average noise figure of 15.1 dB at center frequencies.

Also in the case of mHEMT technology, transistor gate features continue to shrink, leading to 20 nm
gate length, as detailed in Ref. [102]: 8 CS stages were used, each composed of 2 × 5 μm transistors,
to realize an amplifier achieving more than 15 dB gain from 500 to 635 GHz, with a peak gain of 23 dB
at 570 GHz. The amplifier smoothly degrades the gain performance, exhibiting gain up to 700 GHz. No
noise data are available at the moment. A peculiar feature of this demonstrator resides in the use of
microstrip transmission media (as contrasted with the previously described realizations, all in GCPW),
realized making use of BCB (as a low-k dielectric), representing therefore the state of the art in microstrip
active circuits.

6.3.4 Perspectives

As it should be clear from the discussion above, the race to 1 THz amplifier operating frequency is going
to be completed very soon: very likely the milestone indicated in the DARPA THz Electronics program
([76], i.e., February 2015) will be reached. However, as demonstrated by the many steps forward to date,
the game is far from being finished: state-of-the-art demonstrators represent in fact simply statements
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of technological capabilities and potentials. To fully exploit the real performance of a technological
node, further advances are needed: on the one hand on the device characterization and modeling side,
and on the other one hand specific design methodologies have to be adopted. For the former point,
characterization set-up costs and complexity have to be reduced, and complemented with ad hoc cal-
ibration procedures. Noise characterization is a problem if on-wafer measurements are required at THz
frequencies, given the lack of appropriate set-ups and de-embedding methods. The problem is even more
cumbersome if modeling is considered, taking into account that, as already mentioned, the use of device
noise models borrowed from lower frequencies is questionable. A quantum noise approach is neces-
sary to fully understand and dominate the noise generation in THz devices. Once the above-mentioned
tools are developed, even the actual gate features may suffice to improve noise (and gain) performance
drastically, making use of ad hoc design strategies, as in the case of the microwave and millimeter
wave ranges.

6.4 Square-Law Detectors
Summarized with the term square-law detector are all devices that allow high frequency signal recti-
fication with a quadratic dependence between the applied voltage and current. With a proper detector
design, this nonlinear behavior leads to a defined dependence between the RF and DC or video signals.
For low RF input power levels, the output voltage is proportional to the quadratic RF input voltage, or
directly proportional to the RF input power. If the input power is enhanced beyond specific power lev-
els, the linear diode region is reached. Here the output voltage is proportional to the square root of the
input power. The otherwise constant detector voltage responsivity degrades with increased input power.
For further increased input power levels, the detector saturates. For an exceeded maximum input power,
and therefore power density at anode level, the diode might even be destroyed. In order to assure high
detector linearity, the applicable dynamic range is defined within the quadratic region of the diode, being
considered for most millimeter and submillimeter wave applications.

Schottky diodes with reduced barrier height are very efficient in signal rectification and have already
been applied in many kinds of applications. The avoidance of bias currents reduces design complex-
ity, power consumption, and particularly noise contribution. This technology evolution has opened the
door for competitive diode-based devices to frequency ranges even up to the THz. Most commercially
available Schottky detectors, waveguide coupled and quasi-optical, are broadband devices, providing
only minor impedance matching with only acceptable signal to noise ratio (SNR). These performances
cannot compete within most emerging detector application concepts:

1. Radiometry demands a maximum of SNR and linearity (deviation from square law) from low-barrier
detectors to compete with mixer module performances.

2. Ultra broadband detectors require a fast response time and reasonable sensitivity over a multi decade
bandwidth, for frequencies between 50 GHz and several THz.

3. Wireless communication networks require compact devices with large video bandwidth and maximum
SNR.

Detector circuits for demodulation or power measurement with low-barrier Schottky diodes are all
based on the same principle. A nonlinear device, the implemented diode, realizes the rectification of an
RF signal to a video frequency or DC signal. All other circuit elements separate the relevant frequencies,
and assure closed circuits for the RF and video frequencies.

The focus in this section is on radiometric detectors, with low-barrier Schottky diode characterization
in particular. In contrast to radar, radiometry is a fully passive technique, detecting spectral parts of the
blackbody radiation of objects. The type of the emitted or reflected signal is thermal noise at low power
levels. Therefore, extremely sensitive receivers are required, providing very low noise contribution by
the square-law detector itself.
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The rectifying element in the exemplified detector design is a low-barrier Schottky diode from ACST
GmbH [103]. Due to a strongly reduced barrier height, this diode type features a low differential resis-
tance Rdiff of down to a few hundred ohms only. Benefits are an enhanced power transfer to the diode
and a low thermal noise level. The applied low-barrier Schottky diode of type 3DSF is fabricated by the
film diode process (FD-process), suitable for fabrication of discrete diodes and integrated circuits for
millimeter and submillimeter wave applications. This technology is further discussed in Section 6.5.

6.4.1 Characterization and Modeling of Low-Barrier Schottky Diodes

Square-law detector designs with maximum performance require detailed knowledge of the detector
diode. Diode manufacturers typically provide relevant diode models. In case of incompleteness or inac-
curacy, RF designers are required to set up their own diode models, adapted to the specific applica-
tion and final device specifications. Figure 6.33 illustrates a typical parameter extraction procedure for
low-barrier Schottky diodes. Besides the common I–V measurement, to extract intrinsic diode parame-
ters, low-barrier Schottky diodes for radiometry have to be characterized for white noise and 1/f noise,
which is essential for radiometer integration time as part of the signal processing.

For most Schottky diodes, the extraction of the junction capacitance Cj parameter is achieved with
LCR meters. For low-barrier Schottky diodes, the values to be extracted from phase angle measurements
of the complex impedance is in the range of the calibration accuracy of state of the art measurement
equipment. Therefore, it is not possible to extract this parameter directly for low-barrier Schottky diodes.
Hence, S-parameter measurements are performed within the frequency band of application, or as close as
possible. The diode junction capacitance at zero bias, Cj0, can then be obtained by curve fitting of mea-
sured and simulated diode data. The diode model is further expanded with temperature and thermal noise
measurements of the I–V data and the noise floor. Expanding frequency ranges also require inclusion of
full 3D diode models for RF and thermal simulations.

A common first step in diode modeling is the DC characterization [103, 104]. From I–V data, applying
first and second derivatives, Rdiff, (Eq. 6.40) and DC current responsivity, 𝛽0, (Eq. 6.41) are extracted,
respectively. Low-barrier diodes are often compared by their Rdiff at 0 V. This parameter is dependent on
the anode size and the Schottky interface. The second derivative describes the diode’s curvature in A/W.
Half this value is also referred to as the diode’s intrinsic current responsivity, 𝛽0. For low-barrier devices,
the current responsivity maximum is very close to 0 V. The absolute value is limited by technology,
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Figure 6.33 Low-barrier Schottky diode characterization chart.
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providing quality criteria for the Schottky interface of the diode. This parameter describes the short
circuit current responsivity of the diode, and therefore the maximal achievable current responsivity of
the detector.

Rdiff =
1
dI
dV

= dV
dI
. (6.40)

𝛽0 =

d2I
dV2

2
dI
dV

= −
d2V
dI2

2
(dV

dI

)2
. (6.41)

Figure 6.34 presents typical measurement data. Results are plotted for four different anode diameter
sizes from one single semiconductor wafer. With curve fitting methods, the three data sets per diode, I–V
curve, Rdiff, and responsivity, are compared to simulation data, to gain an intrinsic diode model.

Most simulation tools provide standard diode models, which can be adapted to a specific diode. Phys-
ical intrinsic parameters are directly revealed, such as saturation current Is, ideality factor 𝜂, series
resistance Rs, and leakage conductance Gleak. If these physical parameters are of no interest for the
designer, the I–V data might also be modeled with equation-based nonlinear components in simulation
tools. The applied polynomial order depends on the required fitting accuracy and voltage or RF power
range of the final application.

Temperature measurements are directly performed with the diode on wafer, or on single diodes, already
separated. The recorded series of curves with I–V data over temperature is represented and fitted by
the temperature coefficient in the standard diode model, or included in the polynomial equation. In the
latter case, special attention is demanded for the modeling of the nonlinear temperature dependence of
the diode.

–0.2
–500.0 μ

500.0 μ

4.5 μm

3.5 μm

2.5 μm

1.5 μm

1.0 m

1.5 m

Current Anode diameter

Diff. resistance

Responsivity

0.0

101 0

5

10

20

15

102

103

104

105

C
u
rr

e
n
t/

A

D
iff

. 
R

e
s
is

ta
n
c
e

/Ω

R
e
s
p
o
n
s
iv

it
y

/A
/W

–0.1 0.0

Voltage/V

0.1 0.2

Figure 6.34 DC measurement result, with I–V curve, differential resistance Rdiff, and DC current
responsivity. Four different anode diameters are presented.
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S-parameter measurements of Schottky diodes are performed either to verify the directly measured
capacitance [104], or, in the case of low-barrier Schottky diodes, it is the only way to extract this diode
parameter. The probe calibration for vector network analyzer measurements of the mounted diode is
achieved with individually designed calibration kits, to de-embed the diode RF characteristic only.
A common line structure is the grounded CPW line, which suits the GSG wafer probes for millimeter
and submillimeter wave frequencies. In addition to the diode itself, open and short variants of the
diode serve to increase the accuracy of the diode model. Knowledge of the housing or packaging diode
parameters is gained, as the series inductance Ls and parasitic capacitances (Figure 6.35). Similar to the
physical intrinsic diode parameters, this information is not essential for a detector design. However, at
higher millimeter frequencies, these parameters can limit the overall detector performances, especially
for smaller diodes, and should be considered as a design parameter.

Most often not only the RF responsivity, but rather the SNR of a detector is optimized. This is one
major design parameter also for radiometry. Then, an accurate noise model is to be created. White noise,
dominated by thermal noise, is directly modeled with knowledge of Rdiff, but the 1/f noise contribution
requires biased measurements on the single diode [105].

3D diode models are necessary for simulation and modeling at millimeter frequencies and above.
Either the diode manufacturer provides the 3DEM models directly (Figure 6.35b), or they are gener-
ated by the detector designer with knowledge of the main diode dimensions and material properties.
At frequencies below 100 GHz, equivalent circuits (Figure 6.35a) may provide sufficient accuracy. This
depends on the individual design and relevant circuitry surrounding the diode.

After diode parameter extraction, the maximum achievable diode RF voltage responsivity at room
temperature is calculated according to Eq. (6.42), derived from Ref. [106].

𝛾RF =
𝛽0Rdiff

(1 + 𝜌){1 + 𝜌[1 + (𝜔CjRdiff)2]}
(6.42)

The parameter 𝜔 is the angular frequency, the variables 𝛽0 = qe/2𝜂kBT and 𝜌=Rs/Rdiff, with the tem-
perature T and the Boltzmann constant kB. With an applied single diode with 4.5 μm anode diameter from
Figure 6.35, a maximum value of 3600 mV/mW is possible with ideal impedance matching.

6.4.2 Design of Millimeter-Wave Square-Law Detectors

A general detection principle introduction has already been given in Section 5.1. State of the art detectors
in the millimeter wave range are all realized on planar structures with transitions from a rectangular

(a)

Cg Cp Cg

Ls

(b)

Intrinsic
diode model

Figure 6.35 (a) Equivalent circuit for Schottky diodes, including the intrinsic diode model and parasitic
elements. (b) 3DEM model of a low-barrier Schottky diode based on FD-process by ACST GmbH.
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waveguide, or are quasi-optically coupled to lenses. The most reliable and accurate way to realize planar
RF circuitry in waveguide coupled detectors is the application of a microstrip line or GCPW sections. The
main part of the electrical field is inside the substrate or surrounding air. However, suspended striplines
have also been reported. Since for a stripline the functionality is dependent on the field distribution
between the line and the surrounding metal block, a highly accurate assembly process has to be ensured.

The presented diode types are suitable for detector applications for up to several hundreds of GHz,
and even up to the THz range, due to their small series resistance and junction capacitance values. Even
though diodes with smaller anodes do provide better responsivity results than those with larger anodes,
the overall performance might decrease. Rdiff, indirectly proportional to the anode size for equivalent
technology, is the dominant white noise contributor. Therefore, the required SNR for detectors is funda-
mentally limited by the diode performance. By proper junction size and resistance choice, the SNR is
maximized, potentially meeting required radiometer SNR specifications.

Further design steps commonly include the video connections in front and behind the diode. Addi-
tional impedance matching structures optimize the detector’s performance, specifically responsivity and
bandwidth. The real part of the complex RF impedance is typically below 50Ω for low-barrier Schottky
diodes. This low impedance is either matched to an intermediate reference impedance of 50Ω on sub-
strate, or directly with the design of the waveguide to microstrip transition. The second impedance
matching aspect is the video amplifier section. For DC, the diode’s Rdiff is relevant for the voltage
read-out. Hence, for plain DC detection, or low video bandwidth as for a radiometric detector, presented
in Ref. [107], a large input impedance of the read-out equipment is the best choice in order to avoid addi-
tional loading of the diode. For larger video bandwidth, for example, telecommunication, the impedance
has to be matched to a low impedance amplifier [108]. Based on the same diode type, quasi-optical detec-
tors for communication within the 71–76 GHz band are developed at Universidad Carlos III de Madrid,
in Spain. This communication system demonstrates a data rate of 1 Gbps with a bit error rate (BER)
below 2× 10− 10.

Within the last decade, low-barrier Schottky technology has appeared in various detector designs for
direct detection radiometry. Although already established up to 40 GHz [109], recent ESA studies pushed
the direct detection even above 200 GHz, with promising results for future radiometric space missions.
Based on the ACST FD-technology, low-barrier Schottky diodes are applied in detector designs, suitable
for direct detection receiver channels, at 89 GHz by ACST in Germany [107], at 166 GHz by Airbus
Defence and Space in France, and at 243 GHz by OMNISYS in Sweden [110].

The particular design focus for radiometric detectors is on the best possible SNR and linearity for sev-
eral decibels RF input power dynamic. Only by optimization on the diode, detector, and video amplifier
level, can the required radiometric specifications be met. The diode is selected according to an optimum
ratio between maximum RF responsivity, linearity, and minimum overall noise. The detector design pro-
vides the diode integration without limiting the major diode performance. The first video amplifier stage
should minimize excess noise to the detector. This is an essential design aspect, since state-of the art
detectors provide noise levels in the range of the noise levels of high performance operational amplifiers.

Figure 6.36 presents photographs of the recently developed detectors for 89 GHz by ACST and
166 GHz by Airbus Defence and Space, with waveguide interfaces for W-Band (WR10) and G-Band
(WR5), respectively. The actual detector is placed close to the waveguide flange. The video amplifier
section in the back-side cavity determines the overall size of the detector module. SNR values for the
89 GHz detector above 35 dB with 0.2 ms integration time are reported for RF input power levels above
−30 dBm [107]. Measured NEP (noise-equivalent power) levels are below 6 pW∕

√
HZ.

6.5 Fabrication Technologies
Since the beginnings of wireless electromagnetic experimentation and RF technology, the Schottky diode
has been a cornerstone for RF system applications, such as small-signal square-law and envelope detec-
tors, or large-signal mixers and frequency multipliers. No cooling requirements, large bandwidth and
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(a) (b) 

Figure 6.36 Photographs of the detector modules with low-barrier Schottky diodes for (a) 89 GHz by
ACST and (b) 166 GHz by Airbus Defence & Space.

proven reliability and repeatability of Schottky diodes weigh heavily in their favor in comparison to
other square-law elements.

6.5.1 Overview of Fabrication Approaches of Schottky Structures
for Millimeter-Wave Applications

Whereas the theoretical model of the Schottky contact has been well understood since 1938, its practical
employment for high frequency applications was delayed for several decades. Since existing fabrication
technologies for microwave structures were not well-suited for millimeter-/submillimeter wave devices,
development of dedicated processes was needed.

Different dedicated processes have been developed during recent decades by several companies and
R&D groups around the world. Two structural concepts are usually considered for Schottky devices,
namely, planar and vertical devices. Figure 6.37 illustrates these.

The planar concept implies both Schottky and ohmic contacts situated on the same side of the epitaxial
layer. Such a technology is relatively simple because basically only one side of the semiconductor wafer
is processed, whereas the bulk of the semiconductor wafer serves as a carrier substrate during processing.
An undesirable effect of the planarization of Schottky and ohmic contacts is non-uniform distribution of
the current density across the contact area. Local current overloading can occur on the anode region clos-
est to the ohmic contact. High current density may heat electrons considerably above the lattice thermal
energy, causing excess noise in the device and/or limiting the power capability of a planar structure.

In contrast, the advantage of vertical structures is the uniform distribution of current density across the
entire contact area at the cost of more complex fabrication process. This involves substantial thinning
or complete removal of the bulk semiconductor substrate and processing of the epitaxial layer from its
back-side.

A whisker-contacted diode (WCD) was probably the first prototype of a vertical Schottky struc-
ture for millimeter-wave applications. A schematic diagram and an optical microscope photo of a
WCD are shown in Figure 6.38. Although WCD have proven high performance at THz-frequencies
[111, 112], there was great interest in developing technologies that are more mechanically robust and
suitable for hybrid and monolithic integration. Since the initial development and demonstration of the
surface-channel-etched (SCE) diode structure by Bishop et al. [113], the planar GaAs Schottky diode
chip has been widely deployed in millimeter and submillimeter wave mixers and multipliers. A 3D
model of a SCE-diode is shown in Figure 6.39.
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Planar structure
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Figure 6.37 Two structural concepts for Schottky devices.
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Figure 6.38 Schematic and an optical microscope photo of a WCD.
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Figure 6 39 3D model of a SCE-diode
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GaAs mesa

Au-bump of the
back-side Ohmic contact

1.
5

 µ
m SiONx passivation

layer

GaAs substrate

Pt-Anode

(a) (b)

Au-air-bridge

Figure 6.40 A sketch and a SEM-picture of a QVD.

The quasi-vertical diode (QVD), proposed by IHF, Technical University Darmstadt (TUD) [114], is an
alternative to the SCE structure. Similar to the planar structures, QVD is suitable for hybrid integration
and demonstrated good mixing performance at millimeter waves [115]. QVD structures are also suitable
for monolithic integration with passive elements on a quartz substrate [116].

A sketch of a single-diode QVD structure is shown in Figure 6.40, together with a SEM-picture of
a fabricated QVD diode. The active part of the device is the GaAs-mesa. It has a disk-like shape and
is enclosed between the air-bridge-foot and an Au-bump, embedded in the substrate. The air-bridge
connects the anode to the anode contact-pad, whereas the cathode contact-pad is electrically connected
to the back-side ohmic contact through the Au-bump. All elements are attached to a membrane-substrate,
in this case a 4 μm thin semi-insulating AlGaAs.

The QVD structure combines some advantages of both WCD and a planar structure. Its particular
features are as follows:

• In contrast to the SCE-structure, the current flow is kept vertical, as in the case of the WCD-structure.
The Schottky and ohmic contacts are parallel and the current flows from the anode on the top of the
epitaxial layer to the back-side ohmic-contact. Therefore, the field distribution and current density are
kept uniform across the entire anode area.

• The GaAs-mesa of a QVD-structure is usually as thin as 1.5 μm and is enclosed between the Schottky
and the ohmic contacts. Therefore, the current path through the semiconductor is very short. This
minimizes the impact of GaAs on the series resistance.

• Since the GaAs mesa is very thin, the heat generated at the Schottky interface can comparatively easily
sink in the back-side Au-bump and other massive metallic elements of the circuitry. This suggests an
enhanced power capability of QVD structures, in comparison to WCD structures.

• For technological reasons, Schottky contacts of any GaAs-structure have to be fabricated after ohmic
contacts. In contrast to planar structures, ohmic contacts of QVD-structures are defined on the
back-side of the wafer. This represents an advantage when high planarity of the front side is required
for definition of very fine anodes.

• Because of a one-side processing, contact-pads of a SCE-structure can only be fabricated on the top
of the diode chip. Therefore, the most convenient mounting approach of a discrete planar structure is
the flip-chip approach. This means upside-down mounting of the diode chip on a substrate with pre-
defined surrounding circuitry. In this case the anode/finger area, which is usually most sensitive to any
parasitics, is placed close to the substrate material. Any substrate has worse dielectric characteristics
in comparison to air and this can affect the overall performance. In contrast, a specific feature of QVD
structures is a back-side gold-bump of the ohmic-contact and via-holes. This offers the opportunity
for up-side-up mounting, which diminishes the influence of the substrate in the anode/finger area.
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6.5.2 Film-Diode Process

The FD process represents a novel technology platform, recently developed at ACST GmbH. This tech-
nology is suitable for fabrication of both discrete diodes and integrated circuits, so-called terahertz
monolithically-integrated circuits (THz-MICs). Figure 6.41 shows a single FD-structure mounted onto
a quartz-substrate with pre-defined impedance matching circuitry.

The main particularity of FD-structures consists in a few micrometers thick transferred insulator
membrane-substrate, which maintains integrity of all circuit elements. This approach aims at ultimate
performance at millimeter- and submillimeter-waves and is scalable up to terahertz frequencies.

Figure 6.41 A single FD-structure mounted onto a quartz-substrate with pre-defined impedance match-
ing circuitry. The diode is mounted by gluing using silver-epoxy. High mounting accuracy is facilitated
by optical control of the mounting procedure via transferred insulator membrane-substrate. Lateral chip
dimensions are about 60× 157 μm2.
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Figure 6.42 Integrated circuit of balanced 440 GHz frequency doubler. This consists on one varactor
diode on each arm, input and output couplers, and beamleads for suspending the structure directly into
the input waveguide of a metallic WG split-block. All the elements are monolithically integrated on
transferred insulator membrane-substrate, which has overall dimensions of about 100× 250 μm2. The
doubler provides about 10 mW of output power at peak efficiency of more than 25%. This performance
compares well with state-of-the-art performance at this frequency and is achieved in collaboration with
GML and RPG in framework of an ESA/ESTEC project.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



THz Electronics 297

Suspending beamlead

Suspending beamlead

Anti-parallel

varistor diodes
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Figure 6.43 Photo of a 664 GHz subharmonic mixer IC in the diode region. The chip contains two
anti-parallel varistor diodes integrated with matching and filtering circuitry and suspending beamleads
on a transferred insulator substrate. DSB conversion loss and mixer temperature of the fabricated mixer
were about 8 dB and 1600 K, respectively, which is an excellent performance at submillimeter waves.
This has been achieved in collaboration with RPG in the framework of an ESA/ESTEC project.
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Figure 6.44 A log-spiral antenna feed by a zero-bias diode on a transferred insulator membrane-
substrate. The structure is attached to a Si-lens to form a quasi-optical ultra-wide band detection. FTIR
measurements were performed at the German national space agency/(DLR) to assess frequency response
of this detector. These measurements show detector responsivity from about 50 GHz through well beyond
2 THz, which is the largest operation bandwidth to date for a Schottky detector. When compared to the
Golay Cell the responsivity of the Schottky detector was higher below about 1 THz and lower beyond.
This detector finds many applications because it simultaneously combines such qualities as ultra-wide
frequency band, high responsivity, extremely short response time, and room-temperature operation.
(Courtesy of DLR department THz-Instrumentierung, Institut für Planetenforschung.) 
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Similarly to QVD structures, the FD-process implies two-side processing of the semiconductor wafer.
Schottky-contacts are formed on the front-side of the epi-layer whereas back-side processing offers the
opportunity for ohmic metallization directly under the corresponding Schottky contacts. The main advan-
tages of such an approach are the opportunity for improved thermal dissipation and uniform distribution
of current density across the anode area. Moreover, two-side processing offers the opportunity for 2.5 D
integration, that is, electrical wiring on both sides of the substrate. This implies more flexibility for device
miniaturization, which is especially useful for high frequency applications.

The membrane-substrate is just a few micrometers thick and is made on a low-dielectric insulator. This
allows for drastically reduced substrate-related circuit parasitics and RF losses. The membrane-substrate
is very flexible, mechanically robust, and optically transparent. This significantly facilitates the assembly
process by optical control during chip positioning. FD-structures can be assembled either by soldering
or gluing on corresponding contact-pairs or they can be suspended on gold-beamleads, which is the best
approach for a suspended-substrate mounted in waveguide technology.

Various circuit architectures can be accommodated by the FD process, including fabrication of single
diodes, various diode arrays, and passive circuit elements, including MIM-capacitors and the surrounding
circuitry. This technology can be extended to fabrication of active devices, like RTDs and transistors.

A few examples of realized FD structures at ACST GmbH are shown in the following figures
(Figures 6.42–6.45). A short explanation is given in the corresponding captions.
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Figure 6.45 Microscope photo of an assembled planar RTD oscillator operating at about 1 THz.
The RTD is enclosed in a slot-resonator, which is defined by two MIM capacitors. DC-bias is applied
to the RTD via DC-leads. Generated THz-power is irradiated in free-space by a Vivaldi antenna. The IC
has overall dimensions of about 500× 1000 μm2 and is mounted on a high-resistive Si-chip for mechan-
ical robustness and heat sinking. The active part of the circuit, namely the slot-resonator and free-space
coupling antenna, are supported by an insulator membrane, which is free-standing in air. The thin-film
resistor suppresses unwanted parasitic resonances. A series of such oscillators for various frequencies
were developed in collaboration with TUD in the framework of an R&D activity supported by the Fed-
eral Ministry of Education (DFG). The highest operation frequency was observed at more than 1.1 THz.
At the moment of experimental demonstration this was the highest frequency generated by a solid-state
oscillator worldwide.
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7.1 Photonic Techniques for THz Emission and Detection
The THz spectral range is not exploited to its full potential due to the current limitations in sources and
detectors. To open the frequency range for applications, photonic solutions have been at the technological
forefront. For example, the advances of time domain spectroscopy (TDS) techniques using short pulse
lasers have enabled the measurement of full spectroscopy data across the range [1, 2]. There are different
types of systems and their development should be driven by the requirements of the potential application.
Photonic techniques are desirable solutions for millimeter and THz generation in terms of their energy
efficiency, bandwidth, and above all, their tuning range. Recent developments in this area target the
improvement of optical-to-THz converters as well as pushing the level of integration of semiconductor
laser sources in order to address the main drawbacks, cost, lack of power and spectral purity.

The purpose of this chapter is to describe the main types of photonically enabled THz systems and
the expected performances from their components. Then a description of the key elements in designing
each of the components and their limitation will be given. The final part of the chapter is a discussion on
potential future development and the importance of photonic integration.

7.1.1 Overall Photonic System

Currently the most used THz systems, especially for spectroscopic applications, are based on time domain
techniques, that is terahertz TDS [1, 2] (cf. Figure 7.1).

Semiconductor Terahertz Technology: Devices and Systems at Room Temperature Operation, First Edition.
Edited by Guillermo Carpintero, Luis Enrique García Muñoz, Hans L. Hartnagel, Sascha Preu and Antti V. Räisänen.
© 2015 John Wiley & Sons, Ltd. Published 2015 by John Wiley & Sons, Ltd.
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Figure 7.1 Simplified schematic of a TDS system.

A typical system includes a narrow optical pulse source – with a pulse-width typically of the order
of 100 fs – mode locked laser. That source is used to excite either a nonlinear crystal or a photocon-
ductive antenna as both emitter and receiver through a variable delay Michelson interferometer. From
the emitter side the excitation creates a short electrical pulse that has a spectrum of a few THz. That
pulse can be coherently detected and sampled using varying delay by utilizing electro-optic or photo-
conductive techniques [3, 4]. These systems typically rely on expensive lasers, such as Ti:Al2O3 lasers,
to generate the optical pulses since most operational photoconductive switches are based on the GaAs
material system.

On the other hand, one can develop terahertz continuous wave (CW) systems by heterodyning two
lasers in a photomixer [5], whereas similar detection could be obtained in a photonically driven switch
(cf. Figure 7.2). The advantage of such systems is that they can be based on optical communication
components that are more cost effective and offer agility, high scanning speed, and superior frequency
resolution with reduced requirements for sampling and data processing. However, the source power and
the detection sensitivity are both relatively low [6]. One of the main obstacles for the development of this
technology has been the limited availability of CW emitters and detectors that can operate efficiently at
room temperature [7].
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Figure 7.2 Simplified schematic of a heterodyne CW system.
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7.1.2 Basic Components Description

In this section we summarize the main components of a THz photonic system and what are their key
characteristics for THz application. This will be used as a reference when discussing the components in
detail.

7.1.2.1 Laser Sources

We can distinguish three different types of laser sources for THz systems: mode locked lasers (as a short
pulse source or a comb generator), optical frequency comb generators (OFCGs) (as a reference source
for a set of frequencies that are multiples of the comb spacing), and single/dual frequency laser sources
(photomixing solutions).

For a mode locked, the following parameters are key to the system design: pulse width (should be
short enough to generate sufficient frequency components), pulse peak power (high enough to switch
the photoconductive antenna or drive the nonlinear effects), and repetition rate (key in designing the
Michelson interferometer and the sampling-triggering mechanism). Since in a TDS system the sampling
of the transmitted pulse is made by the same original pulse sent to the receiver, the jitter of the source is
mostly not relevant.

For the comb generators the key parameters are the line spacing, the span (hopefully a multiple
of THz), the power per line, and the linewidth (phase noise) of a single line as it will determine the
resulting frequency obtained from these sources. It is important to note that there are many ways
of obtaining THz spanning comb sources that would output either pulsed (mode locked lasers) or
CW signals [8–12], which could be important when put in combination with the THz photomixer or
line filters.

CW lasers used for heterodyning can be divided into two kinds: single frequency and dual frequency.
In both cases the key characteristics are the output power, the relative intensity noise (RIN), the linewidth,
and the tuning range. Typically, we will focus on telecommunication technology based solutions as they
offer the most prospects for application, potential integration, and tuning range (several THz).

7.1.2.2 Photonic Emitters and Detectors

One of the main components in TDS systems or in photomixing, used as both an emitter or a detector,
is the photoconductive antenna that is typically made from a low-temperature grown gallium arsenide
crystal (LT-GaAs) [13], though other technical solutions exist [14]. Here, the key parameters to assess
are the recovery time, the mobility of the carrier, and the dark resistivity of the switch, all of which will
influence the shape of the THz pulse and its intensity.

Nonlinear crystals are also used [15] through a different set of effects. In this case the main parameters
are the phase matching conditions, the nonlinearity coefficient and the polarization dependence, as they
will affect the choice of the mode lock laser source and the power of the THz pulse.

Finally, photodetectors could be used, mostly for photomixing [16] or less efficiently as detectors [17].
The key parameters are the responsivity (key in converting optical power into THz power efficiently),
frequency response (3 dB point and roll-off), that is driven by both the carrier transit time, and the elec-
trical characteristics, the saturation output power to assess the maximum power achievable. For such
devices solutions to address those parameters exist in terms of both material and structure (waveguide
or vertical).

Some other elements also need to be envisaged for the overall system design, such as passive waveg-
uides to transit between the different active components which are mostly described in term of losses
and become key in integrated designs, as discussed later in this chapter. A designer should also consider
amplifiers in integrated and CW systems as they might be required to generate enough power at the cost
of a decreased signal to noise ratio. For certain applications modulators might also be used. For these last
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two it is more of a general optical system design problem, as described in [18], and will not be discussed
in this chapter.

7.1.3 Systems Parameters, Pulsed versus CW

In order to compare the two systems we are going to use spectrometry as an example of an application
field and in that case the test parameters should be as follows:

• Spectral range
• Signal-to-noise ratio (SNR) and dynamic range
• Spectral resolution.

Considering that both systems could be used for spectroscopy, and that commercial solutions are avail-
able for both, it is a fair comparison of their performances [19]. However, one should bear in mind that
the choice of system remains highly dependent on the application domain.

In comparison to the TDS system shown in Figure 7.1, we can schematize a CW spectroscopy system
(homodyne) in the form shown in Figure 7.3.

It can be seen that in that case we have an interferometric type of signal, generating a signal which
should follow a sinusoidal evolution as a function of path length:

Idetect ∝ ETHz cos(𝜑THz + 𝜑opt) (7.1)

where ETHz is the amplitude of the THz electrical field, 𝜑THz is the accumulated phase on the THz path,
which depends on the THz frequency 𝜔THz and the path length for the THz beam, and 𝜑opt is the phase
difference between the two optical paths.

Such a system operating at 1500 nm [20] has enabled the measurement of the data shown in Figure 7.4,
which are to date the best results obtain from a THz CW spectroscopy system. While a typical TDS
spectrum from one of the commercial systems [21] is shown in Figure 7.5.

On pure performances we then have the results shown in Table 7.1.
As one can see from the straightforward comparison of the operating characteristics of the two systems,

the TDS system is slightly advantageous in term of spectral range, and SNR, with shorter measurements.
On the other hand the CW system demonstrates very similar SNR and spectral range with better reso-
lution, which can even go down to 100 MHz or lower. However the increase in resolution is obtained
through more sampling points, which each need 200 ms integration time to reach the required SNR.

Laser 1, ω1

Beam
combiner

Rx

Mechanical
delay stage

Mechanical
delay stage

Tx

Laser 2, ω2

Figure 7.3 Typical schematic for a THz CW homodyne spectroscopy system.
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(Reproduced and adapted with permission from Ref. [20], © 2013 Optical Society of America.)
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Figure 7.5 Spectrum from a THz TDS system [21].

Table 7.1 Performance parameters of THz systems reported in [20] and [21].

TDS system THz CW system

Spectral range 4 THz (5 THz) 3.5 THz
Spectral resolution 5 GHz 1 GHz
SNR @ 3 THz 20 dB (up to 40 dB) 16 dB
Measurement time 50 ms (25 s for higher SNR) >10 min
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To obtain these operating conditions each system requires the following:

TDS system:
Pulsed laser with 120 fs pulses or less and about 30 mW average output power for each arm and a typical

electrical power to drive the system (including cooling) of the order of 5 W minimum for a fiber laser
based system (higher for titanium sapphire based systems). The THz pulse emitted is about 1 μW in
power.

THz CW system:
Two extended cavity lasers with 30 mW output each and a typical electrical power to drive the system

of the order of 2 W. The emitted signal ranges from hundreds of microwatts at 100 GHz to tens of
nanowatts at 3 THz.

Overall we can see that while a CW system requires less energy to drive for a higher resolution and
uses off-the-shelf components from the optical communication industry, it can only match a THz TDS
system performance in term of SNR and spectral range at the expense of a longer measurement time.
It is to be noted that the laser average power required for both systems is relatively similar, while the bias
voltage required for a photodiode emitter would be much lower than that required for a photoconductive
antenna (by a factor of 5).

7.2 Laser Sources for THz Generation

7.2.1 Pulsed Laser Sources

Time domain (TD) has already been mentioned as a common technique to produce THz waves, requiring
femtosecond optical pulses. Semiconductor lasers have been pursued as a compact source for femtosec-
ond pulses as the gain bandwidth of their active region sets the lower limit for the duration of mode
locked pulses on the order of 50–100 fs. These figures are by far shorter than any measured pulse width
achieved from a semiconductor laser to date [22]. Mode locked pulses are generated from phase locking
the longitudinal modes, resulting in pulsed optical output with a repetition rate defined by the cavity
length and the number of pulses in the cavity. TD generally relies on passive mode locking and requires
an intracavity saturable absorber (SA) to lock the cavity modes in phase. Mode locking is a least energy
situation in which light can exist in the cavity, using the gain of the media in the most efficient way to
turn the SA into transparency. Energy builds up by adding the individual modes of the cavity in phase,
creating a short pulse of light that concentrates the optical energy. This pulse is then capable of saturating
the SA for the short time interval that the pulse propagates through the SA. As a main advantage, we
must point out that it does not require any electrical modulation and therefore does not have an electrical
limitation. The fundamental frequency of the pulses, known as the fundamental repetition rate (fRP0), is
determined by the cavity length as

fRP0 = c
n2Lcav

(7.2)

where c is the speed of light, n the refractive index in the medium, and 2Lcav is the length in the cavity
that light must propagate to return to the initial start point. Figure 7.6 shows the basic scheme of a mode
locked device, generating a pulse train over time with the corresponding optical frequency spectrum.

One of the main problems with this technique is that as the appearance of the pulses comes from the
interplay between the gain and absorber sections, this happens for a given set of conditions that allow
establishing a self-stabilized pulse that travels back and forth through the cavity. Usually, this interplay
also allows other regimes of operation, such as Q-switching or Q-switched mode locking, with a negative
impact for the device. A deep understanding of the physics of the device is needed to suppress these
undesirable operating regimes [23].

As THz sources, passive mode locked lasers can be used in different forms. One approach is based
on the fact that the shorter the pulse (decreasing its pulse duration, 𝜏P), the greater the frequency
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Frequency, ν

Time, t

fRP0

TRP0 = 1/ fRP0

Lcav

SA Gain

ΔvP

τP ~ 1/ΔvP

Figure 7.6 Mode-locked laser output in the time domain and the frequency domain.

bandwidth (ΔvP). As shown in Figure 7.6, there exists an inverse relationship between pulse duration
and spectral bandwidth. In order to generate frequency components in the THz range, femtosecond pulse
durations must be generated. THz generation therefore requires ultrafast laser pulses. Combined with a
photoconductor made from low-temperature-grown GaAs (LT-GaAs), operating at 850 nm, this is one
of the most mature THz technologies in commercial use [24]. However, the ultrafast laser pulse sources
are complex, bulky, and power-hungry titanium-sapphire lasers, which highlights the lack of compact
sources for THz.

Another competitive photonic pulse source is mode locked fiber lasers, capable of producing short
pulses down to a few femtoseconds with high peak power [25]. The large gain bandwidth of the fiber,
which can be pumped by means of diode lasers, allows these ultra-short pulses to be compact and
low cost. However, the gain media used, ytterbium-doped and erbium-doped fibers operate within the
wavelengths around 1050 and 1560 nm. Thus a critical step forward for their use has been the devel-
opment of optoelectronic converters that operate in the C-band telecommunication wavelength range
(1530–1565 nm), which opened the door to telecom components.

A current alternative to these short pulse sources are mode-locked laser diodes (MLLDs). Their main
advantages are being small in size and easy to operate just by injecting an electrical current. Short pulses
have been reported in the far-infrared region, between 820 and 840 nm, with duration down to 158 fs and
peak power (including a tapered laser amplifier) up to 6.5 kW [26]. The problems that semiconductor
pulsed sources experience to generate short pulses come from the strong dependence of the refractive
index of the medium on the carrier density, leading to self-phase modulation (SPM) effects that cause
chirp of the generated pulses.

A second approach using mode locked laser diodes is to push upwards the repetition rate frequency of
the pulse train, locking the device at higher cavity harmonics without modifying the fundamental cavity
length. This approach, known as harmonic mode locking (HML), was very promising to increase the
data rate of time division multiplexed (TDM) data transmission systems in the 1990s before the telecom
bubble burst in the early 2000s. Several approaches were demonstrated, which were facilitated by the
early monolithic integration efforts to place the gain and SA onto the same chip. Integration allowed
reducing the cavity length increasing the repetition rate. However, it was soon noticed that in order to
generate frequencies within the THz range, from 300 GHz to 1 THz, the cavity length should be decreased
below 100 μm. With such a cavity length it is not possible to introduce the gain section and the SA, and
still have the gain section overcome the losses. Figure 7.7 shows different routes that were developed in
order to achieve HML. The simplest procedure is to increase the bias current on the gain section. Higher
order harmonics are produced when the gain section current goes above the value for stable operation 
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Frequency, ν

Frequency, ν

fRP = 2 fRP0

fRP = nfRP0

Lcav/2

m Lcav/n

Lcav

L2 = m L1 L1

SA Gain

(a)

(b)
(d)

(c)

Gain

SA GainGain

SA Gain 2Gain 1

Δv
2

n.Δv
2

Figure 7.7 Approaches to increase the repetition rate frequency of mode-locked lasers. (a) Colliding
passive mode locking (CPM), (b) asymmetric colliding passive mode locking (ACPM) and (c) compound
cavity mode locking (CCML) and (d) CCML optical mode filtering scheme.

of the fundamental repetition rate. With such an approach, it was demonstrated that the repetition rate
could be set at 400 GHz, 800 GHz, and 1.54 THz just by fixing the current at 137, 154, and 179 mA [27].

A radical new approach developed when it was realized that the SA could be moved into the center
of the cavity. This simple change resulted in two counter-propagating pulses that meet at the SA every
round trip, doubling the repetition rate [28]. This technique is known as colliding passive mode locking
(CPM)(cf. Figure 7.7a). It was soon realized that further increases in the repetition rate could be achieved
by locating the SA at an asymmetric location, shifting it from the midpoint toward one facet, developing
a new structure, known as asymmetric colliding passive mode locking (ACPM) (cf. Figure 7.7b). The
usual approach is to locate the saturable absorber section at a prime multiple (m) of an integer fraction
(n) of the cavity length, m ⋅Lcav/n, to achieve a repetition rate at the nth-harmonic of the fundamental,
demonstrating repetition rates up to 860 GHz [29].

Another important HML technique is compound cavity mode locking (CCML) (cf. Figure 7.7c). In
CCML, two cavities with defined ratios of their lengths, L1/L2 = 1/m, are coupled together. Since the
compound cavity modes must fulfill the phase condition for both cavities simultaneously as shown in
Figure 7.7d, the ratio of their lengths determines when their modes align in frequency, becoming a solu-
tion for the compound structure. The repetition rate frequency, proportional to the mode spacing, is
therefore increased to the nth-multiple, with n = m + 1. With such an approach, devices with cavity
lengths from 900 to 615 μm produced repetition rates extending from 131 GHz to 2.1 THz for m = 3 to
m = 33, respectively, delivering around 2 mW of optical power at the facets [30].

It has been reported that short pulse widths produce higher THz power when used with Uni-Travelling
Carrier Photodiodes (UTC-PD) optoelectronic converters. When compared with heterodyne schemes,
after polarization alignment, the pulsed system outputs ∼7 dB more THz power for the same level of
incident optical power on the UTC-PD, suggesting that peak optical power matters more than mean
optical power in the conversion process [31].

However, TD techniques have two major drawbacks: limited frequency resolution, and the fixed
relation between the repetition rate and the cavity length, which cannot be tuned over a wide
range without moving parts. These weaknesses are precisely addressed by the frequency domain
techniques.
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7.2.2 Continous Wave (CW) Sources

In contrast to TD techniques, based on short optical pulses, frequency domain techniques – also known
as continuous wave – aim to generate a continuous wave having constant amplitude over time. Optical
heterodyne generation (OHG) is a CW technique in which, as represented in Figure 7.8a, two optical
modes having slightly different frequencies are combined in a single output. Assuming two waves of
equal amplitude (cf. Figure 7.8b), and using the principle of superposition, we find that the total field in
the common output is the sum of the two modes, resulting in a signal given by:

E1 sin(2πf1t + 𝜑1) + E2 sin(2πf2t + 𝜑2) = 2A sin

[
2π

(
f2 + f1

)
t

2

]
cos

[
2π

(
f2 − f1

)
t

2

]
(7.3)

The resulting wave, shown in Figure 7.8c, is the product of a sine wave oscillating at the average
frequency (f1 + f2)/2 and a cosine wave oscillating at the difference frequency (f2 − f1)/2. When this wave
is feed into an optoelectronic converter (a photoconductor or photodiode), which behaves as a square law
detector, the high frequency is filtered out and the resulting photocurrent is a signal that results from the
down-conversion of the two optical frequencies, with its frequency determined by the beat at twice the
cosine, fbeat = (f2 − f1) = Δ𝜐 [32]. For this reason, OHG is also known as photomixing, first reported at

Frequency, ν

(a)

(b)

(c)

Frequency, ν

Frequency

Δv

E1 (t) = E1e j(2π f1t + φ1)

E2 (t) = E2e j(2π f2t + φ2)

Figure 7.8 Basic principle of the optical heterodyne generation: (a) dual wavelength source combining
two slightly different optical frequencies, (b) time evolution of the two signals separately, and (c) time
evolution of the combined signal.
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terahertz frequencies using a low-temperaturegrown GaAs (LTG GaAs) photomixer at 780 nm reaching
up to 3.8 THz [33].

Compared to TD techniques, the OHG technique offers a wide range of advantages. The most straight-
forward is that it concentrates the energy at a single terahertz frequency, improving the spectral density
and the SNR. Another advantage is that OHG can produce broadly tunable terahertz sources just by using
any wavelength tuning mechanism on one (or both) optical sources. More importantly, OHG enables the
modulation and distribution of the THz signal in the optical domain, making use of the existing optical
fibers using techniques similar to radio-over-fiber (RoF). Since THz waveguides do not yet exist, and the
propagation through air does not allow covering distances beyond a few meters, the distribution of the
optical signal through fiber to the optoelectronic converter is a very attractive option.

A key factor reducing the cost has been the availability of optoelectronic converters with sufficient
electrical bandwidth operating in the telecom-based wavelengths for long-haul optical fiber communica-
tions. Turning to the C-band (1530–1565 nm) or L-band (1565–1625 nm) allows one to use the mature InP
semiconductor laser technology to develop the required dual wavelength sources and to use off-the-shelf
components, such as semiconductor lasers, semiconductor optical amplifiers (SOAs), or erbium-doped
fiber amplifiers (EDFAs) – with wide optical bandwidths of several THz-, as well as high-speed modu-
lators. The most straightforward solution to get a dual wavelength source is to combine the output from
two discrete and independent single frequency semiconductor lasers [34]. Common single frequency
semiconductor laser structures are based on frequency selective feedback schemes, such as distributed
feedback (DFB) lasers, in which a grating layer is incorporated along the active gain section, and dis-
tributed Bragg reflector (DBR) lasers, in which the grating is processed in a low-loss passive section
[35]. With this approach, the main concern is the poor frequency stability and large phase noise, as mea-
surements have shown a frequency stability of about 10 MHz/h and a phase noise level of −75 dBc/Hz
at a 100 MHz offset [36]. These issues have an impact on the linewidth of the generated terahertz signal,
related to the sum of the optical linewidths from each of the modes that are mixed.

When the two independent lasers are combined, the noise from each one is uncorrelated to the other,
which has a negative impact on the beat frequency. Unfortunately, there are several mechanisms gov-
erning the change in lasing wavelength of a semiconductor laser, the most important being linked to the
dependence of the active region refractive index on injected current (about 0.005 nm/mA) and temper-
ature (around 0.13 nm/∘C) [37]. To make matters worse, on single frequency lasers, such as DFB and
DBR structures, we can vary the wavelength through changes in the refractive index affecting the effec-
tive grating pitch. Thus, frequency drift appears from the independent temperature fluctuation of each
laser. Also, the optical beams need to be precisely controlled, in order to have the same relative intensity
and polarization in order to maximize the amplitude excursion of the beat signal. A positive aspect of the
temperature dependence of wavelength is that it can be used to vary the wavelength of one (or both) lasers,
allowing tuning of the output frequency. Of course, the most straightforward solution usually does not
provide the best performance, although it usually provides good lessons. The problems observed using
discrete and independent lasers can be addressed in different ways to “build a better mouse trap”, or in
this case, a better dual wavelength source.

Since using two independent sources to generate each of the mixed wavelengths produces poor fre-
quency stability and large phase noise, establishing a common wavelength reference should improve
the situation. The most straightforward method is shown in Figure 7.9, using a CW single mode laser
followed by an external modulator, such as an electro-absorption (EA) modulator or a Mach–Zehnder
modulator (MZM), driven by an electrical signal of frequency fRF. The modulation generates two opti-
cal sidebands, a lower sideband (LSB), and an upper sideband (USB), with their phases locked together.
Thus the phase noise of the generated photonic signal is directly related to the phase noise of the electrical
signal driving the external modulator. This technique is mainly intended for RoF applications, to translate
an electrical wireless carrier signal into the optical domain for routing it through fiber to a remote antenna
unit (RAU), not for signal generation at the THz range, since it already requires an electrical signal at
the desired frequency. However, the fact that the signal quality characteristics are directly inherited from
the electrical driving source makes it attractive for high frequency generation.
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External
modulator

Frequency, ν

f0

f0fRF

fRF

LSB USB 

Figure 7.9 Photonic signal generation technique based on external modulation.

An approach to multiply the frequency of an electrical signal in the optical domain is by using the
nonlinear transfer function of an external MZM to create a carrier-suppressed modulation, shown in
Figure 7.10. This technique allows doubling of the frequency of the electrical signal fRF by appropriately
selecting the bias point of the MZM. Setting the DC bias voltage so that the insertion loss becomes a
maximum, suppresses the optical center frequency at f0. Every semi-period of the electrical modulation
drives the MZM out of the maximum loss into the maximum transmission, given that the amplitude of the
electrical signal is V𝜋 . The output signal consists now of an optical suppressed carrier and dual sideband
(SC-DSB), achieving a dual wavelength source. The great advantage is that it provides the stability and
tuning range of the electrical source, with the drawback that it requires an electrical signal with frequency
of at least half the target, having successfully been applied to generate the carrier waves for transmission
systems in the millimeter wave range [38]. For the THz regime, it still remains impractical given the
frequency limitation of the available sources and the modulators.

7.2.3 Noise Reduction Techniques

We have already discussed how using two independent sources to generate each of the wavelengths mixed
in the OHG technique produces poor frequency stability and large phase noise. However, using two
independent single wavelength-tunable laser diodes offers the best solution to a CW frequency-tunable
source capable of reaching the THz frequency range. Several techniques have therefore been developed
to lock the optical wavelengths from the two independent sources, aiming to reduce the noise and drift.

Input
RF Signal, fRF

Output optical
signal, 2·fRF

MZM
transfer
function

Frequency, ν

2·fRF

f0

LSB USB 

DC bias

External
modulator

fRF

+

DC
Bias

Figure 7.10 Photonic signal generation technique based on carrier suppressed double side band mod-
ulation on a MZM.
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In the end, we need a stable frequency reference and a method to compare the frequency of the generated
signal to this reference.

The two wavelengths can be lock to each other by means of an optical phase-locked loop (OPLL). An
OPLL is a feedback system that enables electronic control of the phase of the output of a laser source,
locking the two wavelengths to a microwave reference electrical signal. The block diagram of the feed-
back loop is shown in Figure 7.11. It consists of two semiconductor lasers (one free-running), a high
speed photodiode, a phase detector (microwave mixer), a low pass loop filter, and a microwave reference
oscillator. The operation principle is based on comparing the signal generated by heterodyning the two
lasers on the photodiode to the reference in the phase detector. The resulting phase-error signal is fed
back to one of the lasers, changing its wavelength acting on the bias current, to force it into tracking the
free-running laser at a frequency offset corresponding to the frequency of the microwave reference oscil-
lator. This causes a significant reduction in the phase noise on the optically generated microwave signal,
and yet allows the OPLL to tune the generated frequency. The wide linewidth of DFB and DBR semicon-
ductor lasers make OPLLs difficult to design and implement, requiring wideband feedback electronics
and small loop delays [39]. Although phase-locked, we are still limited to two wavelengths separated by
the frequency offset corresponding to the frequency of the microwave reference oscillator.

In order to have the noise reduction advantages offered by an OPLL, while freeing ourselves from
the limitation imposed by the microwave reference to access THz wavelength separation, a double arm
OPLL THz photonic oscillator has been proposed [40], following the schematic in Figure 7.12. The
system allows the two semiconductor lasers to be mutually phase locked, locking each one of them to
a different wavelength from an external optical reference, usually an OFCG. An ideal optical frequency
comb is an optical spectrum made up by multiple optical wavelengths over a wide optical wavelength
range (comb span), all equidistant from each other by a fixed value (comb spacing), and all phase locked
to each other.

7.2.4 Photonic Integrated Laser Sources

In the previous sections we have described different laser diode structures that can be used as light
sources for millimeter- and terahertz-wave signal generation using either pulsed or CW photonic
techniques. These structures require different active and passive components to be combined, including
laser sources emitting at different wavelength and wavelength combiners. Photonic integration allows
placing different photonic components with various functions into a single chip, not just to reduce system
complexity, size, and cost, but also to improve their performance [41]. One early demonstration showed
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Figure 7.11 Block diagram of a single arm optical phase-locked loop (OPLL).
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Figure 7.12 Block diagram of a double arm optical phase-locked loop (OPLL).
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Figure 7.13 Block diagram of a planar lightwave circuit to generate a dual wavelength source. See
plate section for color representation of this figure.

the advantages that photonic integration could bring in terms of improving the noise characteristics
of the generated signal [42]. The scheme shown in Figure 7.13, consisted in an arrayed-waveguide
grating (AWG) to separate the wavelengths of an OFCG into different output channel waveguides. The
AWG was followed by a 3-dB combiner to select the outputs from two of these channels, achieving
a dual wavelength source for optical heterodyning. When these elements were integrated together
into the same planar lightwave circuit (PLC), the phase noise was reduced by the suppression of
optical path length differences, achieving a phase noise of less than −75 dBc/Hz at an offset frequency
of 100 Hz.

To date, several semiconductor laser structures specifically designed to produce two longitudinal
modes on a single output waveguide have been reported. Most of these structures exploit in a different
manner the potential of integrated frequency selective reflectors, DFB or DBR. An early solution
consisted of a two-section DBR laser with an active gain section and a passive DBR, included in
the latter was a periodic-phase-shift to produce a transmission “fringe” into the grating reflection
band. This in turn created the two-wavelength emission [43]. At present, we can distinguish two main
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approaches, the parallel and the axial, to achieve a dual wavelength source with a single output from
a chip. In the parallel approach, multiple discrete lasers are integrated adjacent to each other on the
chip, and use a wavelength combiner element to place the two wavelengths into a single optical output
waveguide. In the second approach, which we might call the axial approach, the two optical modes
coexist along the same cavity in which the selection filters are located. The main advantage of this
approach is that the two modes will experience the same electrical and thermal fluctuations. The noise
of the two wavelengths will be correlated, reducing its impact by the common-mode noise rejection as
the beat note is a frequency difference.

Considering first the parallel structures, these commonly use two single frequency DFB or DBR semi-
conductor laser structures, each with its own grating selecting a different emission wavelength, and a
followed on-chip multiplexer to combine the output of each laser. These structures can then be organized
in terms of the type of multiplexer used to combine the wavelengths.

The simplest combiner that can be used for a dual wavelength source is a Y-junction, integrated on
the same active material [44] or in a butt-coupled passive epilayer [45], as shown in Figure 7.14a. An
effective technique to reduce the linewidth is to increase the length of the optical cavity, both having an
inverse relation. It has been shown that for a 2500 μm long cavity, the beat note linewidth was 600 kHz
without any additional control [45]. This level of quality for the beat note was sufficient to use it as a
carrier frequency generator in a wireless link operating at 146 GHz [46]. As observed in Figure 7.15(a),
the shift in the grating pitch for each DFB laser allows dual wavelength emission. One important issue of
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Figure 7.14 Dual wavelength source based on two DFB lasers: (a) combined with a Y-junction and
(b) combined with an MMI.
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Figure 7.15 Dual wavelength output from two DFB lasers combined on a Y-junction. (a) observed on
an optical spectrum analyzer and (b) wavelength spacing in terms of the current injected on one DFB
(x-axis) for fixed values on the other (inset). (Reproduced and adapted with permission from Ref. [46],
© 2012 Optical Society of America.) See plate section for color representation of this figure.
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these structures is that the wavelength tuning that is observed is mainly due to thermal heating dependent
on the injection current level. In addition, there is some thermal crosstalk between the two lasers, as
shown in Figure 7.15(b), as the wavelength for a given input current in one laser changes depending
on the current level on the other. The major drawback is that Y-junction combiners have issues with
repeatability as well as introducing undesirable back-reflections to the laser. The next step forward is to
substitute the multiplexer by a multimode interference (MMI) combiner, as shown in Figure 7.14b. An
MMI is a combiner that operates on a self-imaging property that divides the power at each one of the
inputs evenly among its outputs. When a 2× 2 MMI combiner is used, with two inputs and two outputs,
half of the light from each DFB is combined at the outputs. The back reflections at the MMI inputs are
reduced by more than 10 dB by replacing the straight ends by tapered waveguides [47].

Another type of structure where multiple discrete lasers are integrated adjacent to each other are
multi-wavelength lasers based on AWGs. This element is another type of intra-cavity optical filter, with
particular properties that allow it to have a multiplexing/de-multiplexing action [48]. The basic schematic
of the device is in Figure 7.16a, showing the AWG function combining the fixed wavelengths of the chan-
nel waveguides (on the left-hand side of the AWG) onto a common waveguide. The operation principle,
shown in Figure 7.16b, is that the AWG selects the lasing wavelength within each channel by filtering the
Fabry–Perot modes among those under the AWG passband. The Fabry–Perot modes are formed in the
cavity between the end mirrors. Each channel has a frequency selective response, around the AWG cen-
tral wavelength (usually 𝜆0 = 1550 nm). The channel wavelengths are spaced by design at a fixed value,
known as the channel spacing (Δ𝜆). In addition, the response of the AWG is periodic, and the frequency
response of each channel repeats every free spectral range (FSR). Injecting current into a channel SOA
turns on the lasing wavelength of the corresponding channel. When multiple SOA channels are activated,
the channel wavelengths are combined in the common waveguide.

Two examples of such a device, fitted into a single chip, are shown in Figure 7.17a. In both structures,
the AWG have channel spacing and FSR set at 0.8 nm (100 GHz) and 7.2 nm (900 GHz), respectively. The
device on the left-hand side, having 16 channels, allows generation of wavelengths spaced from 100 GHz
to 1.5 THz, in steps of 100 GHz. As shown in Figure 7.17(b), AWG lasers are able to deliver these wave-
lengths independently, delivering simultaneously as many wavelengths as channels are activated, with
their spacing being determined by the fixed AWG channel spacing. Arrayed-waveguide grating lasers
(AWGLs) are able to deliver many wavelengths, spaced by the fixed AWG channel spacing. When a nar-
row channel bandwidth is used, these devices have been shown to emit in a single mode despite the length
of the cavity, producing very stable and reproducible devices [49]. Recently, the optical linewidth of each
of the channel wavelengths has been evaluated using a self-heterodyne technique to find a full width
half maximum lower that 130 kHz [50]. There are several factors that may account for such extremely
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Figure 7.16 Dual wavelength output from an AWG laser. (a) schematic of the device, showing the
AWG, its channel and common waveguides and the Fabry–Perot cavity, and (b) transfer function of the
AWG, selecting the Fabry–Perot modes allowed to lase within each channel. See plate section for color
representation of this figure.
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Figure 7.17 (a) Multi-wavelength AWG laser chip with two devices and (b) Dual wavelength out-
put from an AWG laser, with bias in one channel, bias on the adjacent channel, and simultaneously
biasing both. See plate section for color representation of this figure.

good performance. First, we must note that the device includes an intra-cavity filter, with a narrow
pass-band to eliminate Fabry–Perot side-modes. The AWG therefore reduces the amplified spontaneous
emission (ASE) noise from the amplifiers. In addition, the fabrication of these devices requires
active/passive integration technology, fabricated using an extended cavity laser configuration. Due to
the AWG, the devices have a long cavity (>2 mm), most of which is a low loss passive waveguide. Since
the cavity length is one of the factors involved in the determination of the optical linewidth, we expect
these devices to be of interest in the generation of high purity carrier wave signals. Shown in Figure 7.18
is the electrical beat note generated by optical heterodyning the optical modes from adjacent channels
of an AWGL.

The axial approach to implementing a dual wavelength source has a wide range of different structures,
in which both modes propagate through a structure in which at least an optical filter is located. Single filter
dual wavelength structures need to have at least three sections within the cavity, as shown in Figure 7.19a,
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Figure 7.18 Beat note at 95.15 GHz obtained by photomixing on a UTC-PD the two modes on adjacent
channels of an AWG laser (resolution bandwidth (RBW) = 50 kHz, video bandwidth (VBW) = 300 Hz).
(Reproduced and adapted with permission from Ref. [50], © 2012 Optical Society of America.)
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Gain DBRPhase

Wavelength (nm)

Wavelength (nm)

Wavelength (nm)

(a)

(b)

(c)

Wavelength (nm)

ΔλFP

ΔλFP

Figure 7.19 (a) Dual mode source based on an axial structure with a single DBR section, (b) DBR bias
set for single mode operation, and (c) DBR bias for dual mode operation.

namely a gain section, a phase section, and a DBR grating. The current injected into the DBR section
allows tuning of the center wavelength of the grating filter, moving from situations in which a single
Fabry–Perot mode is selected, Figure 7.19b, into the most desirable ones in which two modes have similar
losses in the grating, achieving a dual mode lasing, Figure 7.19c. The main drawback again, as in pulsed
schemes, is that the wavelength spacing among the modes depends greatly on the cavity length, thus the
frequencies are restricted to around 100 GHz [51]. This scheme has also been used introducing into the
cavity a SA so that the modes filtered by the DBR section are locked, helping to reduce the phase noise
of the generated electrical signal [52].

Another alternative for axial structures is to introduce two different grating structures to select the two
lasing modes in the cavity. The main problem here is that the modes must propagate through the other
mode selection filter. One approach to this has been to use surface lateral gratings along the guiding layer,
defining two different Bragg grating periods, one for each side of the ridge [53]. This approach generates
two wavelengths but lacks tuning. In order to enable frequency tuning, a different approach needs to
be followed. Recently, a structure in which two DFB lasers are placed in-line, separated by a passive
phase modulator section, has been reported. Frequency tuning of each of the DFB lasers is achieved by
a titanium wire heater [54].

7.3 Photodiode for THz Emission

7.3.1 PD Limitations and Key Parameters

As discussed in Section 7.1.2 for photodetectors (PDs) in THz photonic systems we need to consider
four different parameters: responsivity, bandwidth, roll-off, and saturation power. These parameters can
be summarized by a figure of merit demonstrating the efficiency of the device in converting light into
THz signal (𝜂THZ = Pmax-THz∕P2

opt). Within this section we will look at the ultimate performances of each
current PD technology looking into these parameters with the use of the figure of merit as an ultimate
comparison tool.
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To start with bandwidth, it is limited by two factors, electrical and transit time-related, as shown in
Eq. (7.4) describing the normalized output power of the device, P(f) as a function of frequency, f.

P( f ) = 1

1 +
(

2πWd f

3.5𝜐

)2

1
1 + (2πRCf )2

(7.4)

where Wd is the thickness of the depletion layer, R and C are the total resistance and capacitance of
the device, and 𝜐 is the average carrier drift velocity, which in a heterojunction photodiode is given by
Eq. (7.5) [55].

𝜐 =
4

√√√√√ 2
1
v4

e

+ 1
v4

h

(7.5)

where ve and vh are the electron and hole velocities, respectively.
It is clear that both the electrical and transit time limit need to be addressed in THz PDs. Indeed work

on PDs has been principally looking at two avenues for solving that problem. Hot carrier type PDs (cf.
Figure 7.20a) [57] allow achieving shorter transit times while traveling wave PDs (cf. Figure 7.20b) [56]
address the electrical bandwidth limitation. It is also important to note that traveling wave design helps
in improving the roll-off beyond the 3 dB bandwidth point thus enhancing the output power at higher
frequency.

Saturation power is mostly limited by space charge and power distribution, so again in this case the
use of single carrier fast transport and waveguide distributed design will help performances at high fre-
quencies.

A good example is to simulate a device at fixed capacitance and fixed absorbing area with different
structures [58]. In the case of Figure 7.21, the devices are a vertically illuminated UTC-PD, a traveling
wave PIN and a traveling wave UTC-PD. This simple simulation shows the clear advantage of optimizing
both the transit time and the electrical limit, in particular at frequencies beyond the 3 dB limit. It is also
interesting to note that this does not take into account the enhancement in term of saturation power that
a UTC-PD can offer.

Depletion

electron
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hole

JA – qμhNAEh
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дn(x)

дn

Fibre-to-chip
coupling

Passive taper

Absorber

Backward

wave

Forward

wave

InGaAs

InGaAsP
InP

Gold
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Faster transport – Hot electrons in
the depletion region, no hole
transport.
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Figure 7.20 Schematic diagram of (a) a UTC-PD band structure and (b) aTW PD structure. See plate
section for color representation of this figure.
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Figure 7.21 Modeling results for different PD structures with identical capacitance and area [58].

Finally, it is important to note that optical coupling plays an important role in achieving the required
high responsivity in a small area detector (required to have a low capacitance).

While much of the theory of the operation of fast PDs is described in Chapter 3, we will here con-
centrate on showing the best performances shown by these different devices. We will only describe
waveguide detectors as, expected from the discussion in this introduction, they have demonstrated the
best performances to date.

7.3.2 Traveling Wave UTC-PD Solution

It is understood that to achieve fast operation the absorption layer of a UTC-PD will generally be thinner
than that of a normal PIN PD, resulting in a degraded responsivity in a vertical structure illumination
configuration. In these cases despite a relatively high emitted power the figure of merit of the device
remains low [59]. It is then logical to overcome that issue with the design of an edge illuminated waveg-
uide design [60] that is then compatible with traveling wave design techniques to enhance the roll-off
beyond the 3 dB bandwidth point as discussed in Section 7.3.1. However for such devices a true traveling
wave structure is not achieved as velocity matching could only happen with practical PD in periodical
structures [61]. Designs approaching velocity matching are possible and will give roll-off significantly
better than the normal 40 dB per decade.

A typical device would use an epitaxy as described in Table 7.2, and would have a 2× 25 μm ridge
waveguide absorber enabling responsivity of the order of 0.5 A/W for 3 dB bandwidth of 108 GHz when
integrated with a mode converter [62]. This device, depending on the application, can then be coupled to
an antenna either through a coplanar interface or an integrated planar antenna (cf. Figure 7.22).

Such devices can then be characterized across frequencies up to several THz using heterodyne exci-
tation. The best published results are summarized in Figure 7.23. It is important to note that all mea-
surements are highly dependent on the calibration of the power measurement systems and assessment
of the noise sources. However, coplanar measurements use a calibrated millimeter wave system and are
more reliable, thus giving a good reference in the lower frequency range. Importantly, one can note that
in the range of interest the roll-off is of the order of −30 dB/decade; a significant improvement from the
standard 40 dB/decade.
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Table 7.2 Typical epitaxial structure for a TW-UTC-PD [56].

Doping (cm−3) Material Function Thickness (nm)

Zn (>2⋅1018) Q1.3 P contact and barrier 200
Zn (1.5⋅1018) InGaAs Absorber 120
S (uid) Q1.3 Spacer 30
S (uid) InP Carrier collection 300
S (2⋅1018) Q1.3 Waveguide 300
S (4⋅1018) InP n-contact 600

Q1.2 Diluted waveguide 40
Repeated

Fe SI-InP Substrate 350 000

uid = unintentionally doped

50 μm

50 μm 200 μm

50 μm

(b)(a)

(d)(c)

Figure 7.22 Images of the fabricated devices. (a) Coplanar waveguide, (b) bow-tie, (c) log-periodic,
and (d) cleaved chip with coplanar waveguide.

Although the achieved powers are at the top of the range from such devices, it is far more interesting
to look at the figure of merit. This allows to fully assess the performances of the device as it combines
all the parameters, including the responsivity and compares it to other known photomixing solutions. In
Figure 7.24, we show a summary of the figure of merit for the device described in this chapter compared
to other photomixing technologies [58]. It clearly demonstrates the enhancement in terms of efficiency
of the traveling wave uni traveling carrier design. However, looking into the details of the design require-
ments for the thicknesses of the absorber and depletion region, one can see that these affect both carrier
transport and traveling wave design performances [58]. In particular, further optimization of the car-
rier transport would give better transport performances combined with a better junction capacitance,
which in turn enhance traveling wave results. For that reason we discuss further design mechanisms and
performances from optimized devices for carrier transport in the next section.
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Figure 7.23 Measured saturated power out of TW-UTC PDs in different configurations (coplanar prob-
ing, resonant antenna, log periodic antenna, and bow tie antenna) [62–64].
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Figure 7.24 Comparative figure of different photomixers [58].

7.4 Photonically Enabled THz Detection
Despite the high availability of power detectors, such as Golay cells and pyroelectric detectors (cf.
Chapter 5), a key issue which has been addressed from the beginning of photonic-based THz tech-
niques is concepts for the coherent detection of the generated THz radiation. Whether for spectroscopy
or THz imaging, for full analysis of the device under test (DUT), the real and the imaginary part of the
refractive index and permittivity, respectively, have to be identified. Photonically enabled THz detection
offers the advantage of precise sampling of the electrical THz pulses in time-domain systems via fem-
tosecond lasers and the possibility to realize local oscillators at THz frequencies in CW THz systems.
The most common methods, including all commercial systems, are (i) photoconductive antennas and
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Figure 7.25 Basic structure of a TDS system (a) and photoconductive sampling of the THz pulse via a
delayed optical femtosecond-pulse (b). To adjust arrival time of the optical sampling pulse at the receiver,
a variable delay stage is applied.

(ii) electro-optical sampling via birefringent crystals. In addition, fast photodiodes or optically pumped
Schottky mixers are demonstrated concepts. The operation principle of these techniques and basic design
considerations are addressed in the subsequent sections.

7.4.1 Pulsed Terahertz Systems

In pulsed THz systems, the receiver performance is a crucial parameter which has to be carefully opti-
mized if one wants to profit from the wide bandwidth of these systems. Since the width of the detected
pulse (and therefore the obtainable THz bandwidth) is determined by the convolution of the incident
THz pulse with the transfer function of the receiver, the receiver contributes significantly to the system
performance.

A widespread technique for coherent THz detection in pulsed THz systems is photoconductive
sampling of THz pulses by means of optical femtosecond pulses in semiconductors. As illustrated
in Figure 7.25, the THz pulse and an optical sampling pulse are both incident onto the receiver. The
optical pulse induces a time-variant photoconductivity 𝜎(t), which can be described by the following
convolution, which takes the temporal function of the optical pulse into account [65]

𝜎 (t) ∝ e ∫
+∞

−∞
Popt(t

′)𝜇(t − t′)n(t − t′)dt′. (7.6)

The semiconductor properties are described by the mobility 𝜇 and the carrier density n. For further
analysis, the optical pulse is considered short as compared to the trapping time of the carriers. This allows
approximation of the optical pulse as delta function. Thus, the carrier density after excitation is given by

n(t) =

{
N (0) e

−t∕𝜏c t > 0

0 t < 0
, (7.7)

where 𝜏c is the average trapping time. Similarly it follows for the mobility:

𝜇(t) =

{
𝜇e

[
1 − e

−t∕𝜏s

]
t > 0

0 t < 0
(7.8)
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where 𝜏s is the average scattering time due to defects or other carriers. Since the repetition rate of
femtosecond lasers is in the 100 MHz range, the repetition time (∼10 ns) is much shorter than typical
integration times. Thus, the detected signal is a time-averaged photocurrent which only depends on the
difference in the arrival time Δt of the THz and the optical pulse at the receiver. Therefore, the current
density can be expressed by the convolution of the time-dependent conductivity 𝜎(t) and the incident
THz field:

J(Δt) = ∫
+∞

−∞
𝜎(t − Δt) ETHz(t)dt (7.9)

If not only the laser pulse but also the carrier lifetime is much shorter than the THz pulse (i.e., it can
also be approximated by a delta function), the induced photocurrent density is directly proportional to
the electric THz field (J(𝜔)∝ETHz(𝜔)). In the long term limit, the detected current is proportional to the
integral of the electric field. In the intermediate regime, which is the most realistic case, the photocurrent
response does depend significantly on the time constants 𝜏c and 𝜏s. If the time domain function of n(t)
and 𝜇(t) is Fourier transformed according to

F(𝜔) = 1√
2π∫

+∞

−∞
f (t)e−i𝜔tdt (7.10)

both carrier density and mobility feature a frequency dependence proportional to

F(𝜔) ∝ 1
1 + 𝜔2t2

s,c

. (7.11)

Thus, a photoconductive receiver features a low pass characteristic because the photoconductivity
decreases with increasing frequency. This signifies that short carrier lifetimes are essential for the real-
ization of wideband THz systems. The concepts (e.g., low-temperature-growth) to achieve fast trapping
of photoexcited carriers in semiconductors are identical to those for photoconductive emitters, which is
why Chapter 2 is referred to at this point.

Nevertheless, the design criteria for photoconductive switches operated as a receiver are different from
the ideal parameters in the emitting regime. The difficulty is the existing trade-off between high mobility
and fast carrier trapping, where the ideal semiconductor should feature both. But since the trapping of
photoexcited carriers is a scattering process, semiconductors with short carrier lifetimes feature a lower
mobility, and vice versa. For the realization of efficient THz emitters, a high mobility is preferable to fast
trapping [66]. On the receiver side, the dynamic range of the detector is limited by the carrier lifetime
which causes an increased frequency roll-off and Nyquist noise [67] (cf. Figure 7.26).

The advantage of photoconductive sampling is the convenient handling and the simple system geom-
etry. However, if very wide bandwidths (>8 THz) are required, for example, for the analysis of carrier
dynamics in semiconductors [68, 69], different detection methods have to be applied due to the low-pass
characteristics of the photoconductive switches.

An alternative technique, which features an almost flat frequency response, is electro-optical sampling.
This method is based on birefringence in crystals, where the incident THz field alters the refractive index
of the material, as illustrated in Figure 7.27. In general, the difference in the refractive index due to an
external field is given by [70, 71]

Δn = n3rij ETHz, (7.12)

where n is the refractive index at the optical probe wavelength and rij is the relevant electro-optical
or Pockels coefficient, respectively. For the orientation of electric field, probe beam and material
axes in Figure 7.27, the induced phase retardation between the optical polarization components is
given by

Δ𝜑 = 2π
𝜆

n3rijETHzd, (7.13)

where d denotes the thickness of the crystal in the direction of propagation.
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Figure 7.26 Dynamic range (a) and bandwidth (b) of a 1.5 μm TDS system which was equipped with
four different receivers, based on InGaAs/InAlAs multilayer-heterostructures (MLHSs) with different
carrier lifetimes. For the identical emitter, the two samples with the shortest carrier lifetime (0.3 ps for
MHLS 3 and 0.2 ps for MHLS 4) lead to the highest bandwidth. (Reproduced and adapted with permis-
sion from Ref. [67], © 2013 Optical Society of America.)

(a) (b)

GaAs (110)

GaAs (110)Eopt

Eopt

ETHz

x (100)

z (001)

y (010)

x' (112)

z' (110)

y' (112)

ao
o

ΔΦ

Figure 7.27 Induced birefringence in a GaAs crystal by an external electric field. In the absence of
the electric field (a), the GaAs is isotropic and the optical probe beam passes the crystal unchanged.
In the presence of an electric field (b), the refractive index becomes different for the two polarization
components of the optical probe beam, which causes a phase shift.

The frequency response of the EO detector depends on the group velocity dispersion of the probe
beam and the refractive index dispersion of the THz beam propagating through the crystal. Thus, there
is a trade-off between the sensitivity and the bandwidth of the detector. A thick crystal allows longer
interaction of the optical probe pulse and the THz-signal, which increases the phase difference of the
polarization components and therefore the detectable signal. At the same time, the detector bandwidth is
decreased due to the group-velocity mismatch (cf. Figure 7.28).

Suitable materials depend on the optical wavelength. Classical detectors for 800 and 1060 nm are
based on ZnTe [72] or GaP [73], respectively, where for 1.5 μm GaAs is preferable due to the long
coherence length [74] at this optical wavelength. Within recent years, organic crystals such as DAST,

1 Rainbow Photonics DSTMS.
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Figure 7.28 Detection of the optical phase shift: behind the detector crystal, a polarization beam splitter
separates the horizontal and the vertical polarization components, where each is detected by a photodiode.
In the absence of a THz field, the differential signal of the two photodiodes is set to zero. In the presence
of an incident THz field, the optical power in the two separated polarization components will become
unbalanced, causing the differential signal of the photodiodes to deviate from zero.
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Figure 7.29 Comparison of two different detection techniques in a pulsed THz system for an identical
emitter. Electro-optical sampling (a) features a larger bandwidth whereas the photoconductive antenna
(b) is superior in terms of dynamic range. The EO crystal used in (a) was a 300 μm thick DSTMS crystal
which also caused the dip between 500 GHz and 1.5 THz due to absorption.1

OH1, or DSTMS [75] have been introduced, which feature larger electro-optic coefficients. A comparison
between the two different detection techniques is shown in Figure 7.29, where the identical 1.5 μm TDS
system was equipped with a photoconductive receiver (LTG-InGaAs/InAlAs) and an organic crystal
(DSTMS).

7.4.2 Optically Pumped Mixers

For the detection of CW THz radiation, optoelectronic down-conversion, also called photomixing, is
the most common approach. This heterodyne (or, in special cases homodyne) technique has the advan-
tage over direct detection, that the THz frequency is mixed to lower frequencies, which facilitates the
measurement due to the availability of the required components. In principle, photoconductors [4] and
photodiodes [17] can be applied as a mixer, where photoconductors are more widespread due to the sim-
ple fabrication process and the availability of a suitable semiconductor (LTG GaAs). With the increasing
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interest in photomixing systems operating at the optical telecommunication wavelength of 1.5 μm, pho-
todiodes have become more popular in recent years.

In general, the operation of a photoconductor-based mixer can be modeled as follows. A THz wave

ETHz = E0 ⋅ cos(𝜔THz ⋅ t + 𝜑THz) (7.14)

is incident on a photosensitive semiconductor. This electric field will generate a proportional voltage,
which takes the role of the bias voltage for THz emission. In parallel, the detector is illuminated with the
optical local oscillator signal (cf. Figure 7.30), composed of two optical modes with a slight wavelength
difference, which can be written as

E(t) = E1 ⋅ ei𝜔1 t + E2 ⋅ ei𝜔2t+i𝜑. (7.15)

If the relative phase 𝜑 between the two signals is set to zero, the total optical power incident on the
detector can be written as:

Popt(t) ∼ E1(t) ⋅ E∗
2(t)

= E2
1 + E2

2 + E1E2ei(𝜔1−𝜔2)t + E1E2ei(𝜔1+𝜔2)t

= E2
1 + E2

2 + 2E1E2cos((𝜔1 − 𝜔2)t). (7.16)

The optical signal modulates the resistance of the photoconductor, which is transformed into a current
via the voltage induced by the electric THz field. For most photomixing systems, THz frequency and local
oscillator frequency are identical, since both are generated from the same pair of laser. In this homodyne
regime, the detected (DC) current follows [76]

Idet =
1
2

E0e𝜇e𝜂
𝜏

hf
⋅

√
Popt1 ⋅ Popt2√
1 + 𝜏2𝜔2

THz

cos(𝜑THz − 𝜑) (7.17)

As expected, the trade-off between mobility and trapping time is also present in the case of CW THz
systems. Thus, also for CW THz detection, the material parameters have to be carefully analyzed and
optimized to find the right balance between the different material properties. Concerning the design of
the contact metallization structure and the antennae, the same considerations are valid as for the design
of photoconductive emitters, which is described in detail in Chapter 2.

THz signal

Optical beat signal

AIDC
detSilicon lens

Photoconductive chip
with THz antenna

Figure 7.30 Coherent detection of THz radiation using a photomixer.
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(a) (b) (c)

Figure 7.31 Commercially available photomixer for 1.5 μm optical wavelength. The mixer itself (a)
features a radial-symmetric interdigital finger metallization with a diameter of 10 μm. The photomixer
is located in the feedpoint of a bow-tie antenna, with 800 μm diameter (b). For convenient handling, the
receiver chip is mounted into a fiber-coupled module (c), with a footprint of 25 mm.

The choice of semiconductor certainly depends on the optical wavelength. Since the first suit-
able material, which offers the required balance between fast trapping and high mobility was
low-temperature-grown (LTG) GaAs, the first coherent CW THz systems were pumped at 800 nm
optical wavelength (cf. Figure 7.31).

With increasing interest in THz technologies, THz systems at 1.5 μm optical wavelengths have
become intensively requested, since the required optical components are available off-the-shelf in high
quality at low price. Further, optical integration technologies, which have been established for telecom-
munications, can be applied for the realization of dual-color laser sources or a fully integrated THz
emitter. For the realization of photoconductive detectors operating at 1.5 μm optical wavelength, several
material systems have been explored, including GaAsSb [77] or Br-doped InGaAs [78]. Another material
system, where a detailed description can be found in Chapter 2, is In0.53Ga0.47As/In0.52Al0.48As multi-
layer structure, as shown in Figure 7.32. In combination with a photodiode-based emitter, generating
∼10μW of THz power at 100 GHz, a signal-to-noise-ratio of 105 dB and 3.5 THz bandwidth have
been achieved.
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Figure 7.32 Photomixer structure (a) and SNR performance (b) of a 1.5 μm photomixing system for
an integration time of 200 ms. (Reproduced and adapted with permission from Ref. [20], © 2013 Optical
Society of America.)
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An alternative, less frequently used approach for the coherent detection of CW THz radiation is
photodiodes. The advantage of using photodiodes as the detector is that they can be operated in two
detection modes, depending on the bias condition [79]. In forward bias, they work as a square-law (i.e.,
power) detector, in reverse bias, they can be applied for heterodyne/homodyne detection. The funda-
mental difference between the photoconductive and the photodiode approach is that, in an ideal case,
no photocurrent is generated in a photoconductor if no THz signal is incident. In contrast, a photodi-
ode will generate a photocurrent (and therefore a photovoltage) if illuminated with light, due to the
build-in potential of the pn-structure. This DC part is inevitable and has to be separated from the modu-
lated signal via a bias-tee. Up to now, photoconductive detectors have been preferred due to their higher
signal-to-noise-ratio.

7.5 Photonic Integration for THz Systems
Integration is the technology by which a large number of individual components can be fabricated on a
single common substrate, arranged to perform a given function. Planar technology was developed in the
1960s by Jack Kilby and Robert Noyce to fabricate silicon semiconductor devices and integrated circuits
(ICs). It brought such advantages in both cost and performance that silicon has been the primary host
material for electronics since then. These advantages fueled the continuous effort to increase the scale of
integration, which as foreseen by Gordon Moore, has experienced an exponential growth rate, doubling
the number of transistors on an IC every two years. The dimension for the success of silicon comes from
both its technological and economic advantages.

The impact that planar technologies had in the development of electronics motivated the efforts to
develop photonic integration techniques. The integration of a large number of optical components on a
single substrate in order to develop complex functions started in the 1970s, known as “active integrated
optics”, concentrating on the InP material system to develop components in the fiber optics communica-
tion spectral region 1.1–1.6 μm. This technology evolved into optoelectronic integrated circuits (OEICs),
which refers to the monolithic integration of optical devices and electronics [80], and photonic integrated
circuits (PICs), which aim at the integration of a large number of optical devices on a common substrate
[41]. Despite these efforts, the growth of PIC technology is occurring at a slower pace, PICs being several
generations behind ICs, as shown by some key figures of merit, such as the cost per unit component [81].

The generation of signals with frequencies ranging from the millimeter to the THz range is one key
application for photonic technologies. The photonic approach provides important advantages, among
which we can highlight the low-phase noise, the wide tuning range (several GHz) and the ultra-wide
modulation bandwidth (up to 100 Gbit/s). In addition, we can make use of optical fibers and RoF tech-
nologies to provide a low-loss media for the distribution of the signals. Such characteristics have been
demonstrated to be key in the development of ultra-broadband wireless data transmission systems to
generate high frequency carrier waves [82]. These systems usually require additional functional building
blocks to introduce some level of signal processing, such as data modulation. In the following sections
we tackle the issues that using PIC technology raises for the integration of a photonic-based wireless
communications transmitter operating in the millimeter to THz frequency range. The building blocks
that compose such a system, shown in Figure 7.33, include photonic carrier signal generator, an optical
modulator and an optoelectronic converter coupled to an antenna. The photonic carrier signal generation
will provide the optical signal that when shined onto the optoelectronic conversion module (a photodi-
ode or photoconductor) produces the millimeter/THz frequency wave, which is emitted into the medium
using an antenna. The optical data modulation takes advantage of the wide bandwidth offered by opti-
cal components to modulate the carrier signal in the optical domain, as the modulation speeds that are
required lie beyond 10 Gbit/s. If the main objective is to integrate all of these elements onto a single sub-
strate, which reduces significantly the optical coupling losses between the elements and the packaging
costs, it becomes of major importance to define the primary host material.
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Photonic mmW/THz
carrier signal generation

DC
bias

Frequency tuning
control

Optoelectronic
conversion

Data

Optical data
modulation

Figure 7.33 Building blocks of a photonic-based wireless transmitter, with optical carrier signal gen-
eration in the millimeter/THz wave range.

7.5.1 Hybrid or Monolithic Integrations

There are two main host materials (known also as material systems) which are available for monolithic
integration of PICs, each having its own advantages and disadvantages [83]. One is based on the group
of III–V materials (mainly In, P, Ga, As, and Al), which, having a direct band gap, allow efficient optical
gain. The other, based on group IV materials (mainly Si, Ge, and N), does not have a direct band gap,
so it can only be used for passive components. However, it has a very low propagation loss and has a
high quality oxide (SiO2) that allows one to achieve a high index contrast, which are extremely useful in
reducing the size of the components.

Indium phosphide (InP) is a III–V group substrate, which is the most widely used platform for mono-
lithic integration of photonic components. InP-based technologies are the most advanced from the huge
demand for components to deploy the current optical fiber communication networks, operating at the
wavelength windows for minimum-dispersion (1.3 μm) and minimum attenuation (1.5 μm). InP substrate
is a good host for monolithic integration due to the wide range of different materials that can be grown.
On InP substrate it is possible to grow easily materials for optical emission, guiding, modulation, ampli-
fication, and detection. Reliability of devices made on InP is also known to be good. The main drawbacks
of InP substrates are that the material is very fragile and very expensive.

Gallium arsenide (GaAs) is another III–V group substrate that can be used in order to integrate THz
systems. As for InP substrate, it can also be used to integrate optical emission, guiding, modulation,
amplification, and detection. GaAs substrate is the best host for optical elements working in the 0.6–1 μm
range and can, for this reason, be interesting for THz systems exploiting LTG GaAs. But maturity of
integration technologies on GaAs, even if their development started earlier, is less than for InP due to
less effort in this field. Devices developed on GaAs also face some reliability issues that require particular
care for passivation steps and reduce the integration flexibility.

Silicon substrate is nowadays encountering a big success for photonic circuit integration. Fabrication of
silicon PICs gains from technical development made for silicon-based microelectronics and by the large
fabrication capacity. Even if silicon is not adapted for emission and detection, integration schemes of
passive optical elements on silicon, associates with silica and silicon nitride, and active elements based
on silicon germanium (SiGe) or on different III–V elements have been developed. These integration
schemes use either hetero-epitaxy or wafer bonding techniques. The maturity of silicon-based integration
is not sufficient to make a THz transceiver now but this could change rapidly as developments on this
platform are very fast.

All these three material systems accept the integration of different components. All allow the process-
ing of different passive components, such as optical waveguides, optical multiplexers and demultiplexers,
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phase modulators, or Bragg mirrors, or active ones such as PDs. To date, InP is the most common material
in order to generate light, providing SOA, and lasers.

When an optical system composed of different elements is grown on a single chip, on any of the above
material systems, a monolithic PIC is developed. However, when we aim to utilize the advantages from
each material simultaneously, to develop the most convenient material for its realization, we require
integrating different materials. The methods that allow us to integrate different materials are broadly
known as hybrid integration techniques. Currently the main driver is to integrate InP, the main substrate
material of photonics, with silicon, the main substrate material for electronics [84].

7.5.2 Monolithic Integration of Subsystems

As presented before, photonic-based THz generation requires at least a laser source and a photomixer.
The laser source can be a pulse source or a dual wavelength source. The photomixer can be a photodiode,
a photoconductor, or even a nonlinear frequency converter. This results in a multi-element system that
can gain a lot from integration in a single integration platform through monolithic integration in a single
semiconductor chip.

If the different elements of a THz emitter or a THz receiver are integrated in a single chip, the resulting
system will be more compact. As all optical couplings between the elements of the system will be done in
the chip, the optical losses will be lower and the packaging complexity significantly reduced. As all active
elements, that often require a thermal control, are integrated in the same chip, only a single thermoelectric
temperature control will have to be used which will result in a reduced packaging complexity and a lower
power consumption of the system.

Monolithic integration is also a way to reduce the sensitivity to environmental fluctuation. For example,
in the case of a dual wavelength source, if the two laser sources are integrated on the same chip, they
will encounter the same environment-related temperature fluctuations that will result in the same optical
frequency shift. As a result the frequency difference between the two optical tones will be less affected.
Integration is also a way to improve phase stability between different elements: all free-space optical
interfaces or optical fiber interfaces that are used in non-integrated systems induce phase fluctuation due
to mechanical and thermal phenomena that will not occur in monolithic systems.

The first challenge encountered to integrate these devices is the need to develop the laser resonator
without relying on the cleave facets. Several approaches have been demonstrated to integrate laser diodes
on-chip:

Ring resonators: This early solution uses closed resonator structures, which offer single mode operation
and lithographic control of the cavity length [85]. Unfortunately ring structures were soon demon-
strated to support two counter-propagating fields which give rise to complex phenomena due to their
mutual interaction. These structures require S-shape waveguides or asymmetries to be included to
suppress one propagation direction [86].

Distributed feedback lasers (DFB): This is one of the most common approaches to achieve a single-mode
monolithic laser structure. This laser relies on a grating structure close to the active layer of the laser,
periodically varying the index of refraction, building a distributed reflector along the cavity that selects
the lasing mode [45]. Therefore, to operate this structure actually requires anti-reflection coating on
the facets to suppress the Fabry–Perot cavity modes.

Distributed Bragg reflectors (DBR): This is another approach that uses a grating mirror structure which,
in contrast to the DFB, places the grating mirror structures in a passive material at the extremes
of the active region. Some structures use one cleaved facet on one end of the cavity and a DBR
on the other [87]. This technique has recently been improved demonstrating mode-locking when a
surface-etched grating is used [88], with a simpler fabrication process than a DBR.

On-chip interference reflectors: This is a relatively recent approach to achieve on-chip laser sources.
Here, the optical resonator is defined by multimode interference reflectors (MIRs), which have a simple
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fabrication technique requiring only the use of a deep etch fabrication step [89], and which have already
been demonstrated to implement multiwavelength sources.

DFB and DBR laser sources for THz emission based on PICs have already been demonstrated on InP
[45, 54] and on GaAs [90]. The target of these demonstrations was mainly to integrate at least two lasers
for heterodyne generation or to add functionality to the device. There have also been demonstrations of
photonic integrated devices for improved photodiode-based photomixers. In this case, the main advantage
of integration is to combine more than one photodiode in order to increase the total power that can be
emitted. Indeed a single photodiode, as the size is reduced to keep a large bandwidth, is also limited
in terms of optical power handling due to heating effects. Increasing the number of photodiodes that
can be coherently combined has been proven to be a good way to improve the total generated THz
power [91].

There has been less demonstration of fully integrated photonic-based THz emitters, integrating both
laser emitters and photomixers in the same chip. Even if this would be the ultimate solution to get cost
effective power efficient emitters based on these technologies, their fabrication complexity is high, requir-
ing mastering fabrication of high performance lasers and photomixers in a single fabrication run. There
is one example of this type of fabrication that was demonstrated to be applied to high data rate wire-
less transmissions [92]. The chip that was realized is presented in Figure 7.34. It integrates two DFB
lasers to generate two optical tones, SOA to adjust the optical power in the circuit, optical couplers,
electro-optical modulators in order to modulate data on the two optical tones and high speed photodiodes
to do the mixing process to generate the data-modulated THz signal. An optical output on the opposite
side of the chip is used to monitor the optical spectrum. All these elements were integrated in a single
InP chip.

The resulting optical spectra and the corresponding beat notes are presented in Figure 7.35. Even
if only generation from 75 to 110 GHz is presented in the graphs, generation from 3 to 120 GHz was
demonstrated with these chips. Output power at 120 GHz of up to −10 dBm has been obtained. This
definitely demonstrates that photonic integration is a very promising solution for THz systems.

7.5.3 Foundry Model for Integrated Systems

One of the main problems that needs to be addressed in the field of photonics is reduction of the develop-
ment costs [41]. It is very expensive to set up and run a clean-room facility to fabricate these chips. This
issue was already encountered in the electronics field, where several industries with fabrication facilities,
willing to make them more profitable, have given access to their fabrication platform to designers sharing
the chip space among different users, giving rise to the concept of multi-project wafer (MPW) runs. This
has been facilitated by the fact that there are few design tools for which the manufacturers disclose their
component libraries and design rules contained within a kit, usually know as a design manual.

DFB lasers

Optical
amplifiers

Optical
amplifiers

Optical
amplifiers

Optical
amplifiers

Modulators2x2 Optical
coupler

1x2 Optical
coupler

UTC
photodiodes

Figure 7.34 InP photonic integrated heterodyne THz generation circuit. The chip is 4.2 mm long and
750 μm wide.
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Figure 7.35 (a) Optical spectra of light generated by the chip for different bias currents applied to the
DFB lasers and (b) corresponding electrical tone measured from one of the two UTC photodiodes. See
plate section for color representation of this figure.

A design manual contains the description of the different building blocks available to the designer,
their characteristics, as well as any constraints imposed by the fabrication process. These building blocks,
which can be used for a broad range of different applications, are the first step toward a generic integra-
tion. Each industry platform provides a set of building blocks into a standard design tool. This strategy
causes a dramatic reduction in the entry costs to developing custom photonic ICs into novel or improved
products, bringing them within reach even of SMEs. Also, new types of SMEs have appeared whose busi-
ness model is to act as design houses that give support to other industries that want to include photonic
ICs in their products.

This process was started under the European Network of Excellence on Photonic Integrated Compo-
nents and Circuits (ePIXnet) [93]. Within this project, InP and silicon technology platforms were created
(JePPIX and ePIXfab, respectively), which are currently being transferred from a University foundry
model into industrial platforms (Oclaro, UK and Fraunhofer HHI, DE), developing software design kits
and standardized packaging solutions.
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8.1 THz Resonators

Resonators are key components for a number of applications. Their key properties are their resonance
frequencies, their size, and their losses. These losses, such as coupling, radiation, and absorption losses,
determine the frequency range in which electromagnetic waves can interact with a certain resonance and
determine how much power of the incident wave can be coupled into the resonator. This frequency range,
also named linewidth, is inversely proportional to the photon lifetime within the cavity. The lifetime
determines how much electromagnetic energy the resonator can store if driven resonantly. A long photon
lifetime combined with a small footprint of the resonant system can lead to significant field enhancements
of the injected fields. Absolute resonance frequencies are directly determined by the size and the dielectric
properties of the resonator.

Compared to optics or electronics, resonators are by far less common in the THz domain up to now. As
in optics, THz resonators mainly find their application in coherent THz sources such as gas [1, 2], solid
state [3], and quantum cascade lasers [4, 5]. Depending on the particular system, one can find different
resonant structures, such as external mirror based cavities, integrated Bragg mirrors, or ring resonators.
Here, the resonators enhance the coherence time of the laser, decrease its lasing threshold and can enable
single modal operation by mode selection.

A particularly interesting resonator type is the dielectric resonator, first described by Richtmyer in
1939 [6]. It consists of a dielectric cylinder and became of crucial importance in microwave technol-
ogy in the following decades due to its small size and high mechanical and thermal stability. In the
optical domain, light scattering on spherical particles was first described at the beginning of the last
century by Mie [7] and Debye [8]. These resonators have in common especially high quality factors
if the size of the resonator is significantly larger than the wavelength, such that the light confinement
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can be described by continued total internal reflection (TIR). Already in 1961 such a dielectric res-
onator was used as a feedback device in one of the first solid state lasers and termed a whispering
gallery mode (WGM) resonator [9]. Its huge success in the optical domain came in 1989 after Braginsky
showed ultra-high quality (Q) factors and therefore strong nonlinear effects in fused silica microspheres.
Due to their high Q factors in both the microwave and optical regimes, these resonators are used as
very narrow band frequency filters and, still mainly in the optical domain, as highly efficient nonlinear
devices.

A few years ago, people started to exploit the huge bandwidth of these resonators to combine
microwaves with the optical regime to build highly efficient electro-optic modulators in materials
showing high electro-optic coefficients, such as lithium niobate [10, 11] and lithium tantalate [12].
These schemes are based on coupling a microwave cavity with an optical one. Recently, there have been
efforts to extend the frequency range of such a process from the microwave into the THz regime [13],
see Section 8.1.5.

The main application for resonators in the microwave and THz frequency range so far is material
characterization and sensing [14, 15]. As we will see in the next section, the resonance frequency and
the linewidth depend strongly on the resonator’s geometry and its dielectric properties. If the geometry is
known with a sufficient accuracy compared to the used wavelength, it is possible to extract very precise
information about the real and imaginary parts of the dielectric constant of the used material. This is
particularly easy in the THz compared to the optical domain.

In all dielectric resonators the electromagnetic wave is guided in a transparent material with a high
dielectric constant. Contrary to a cavity with conducting boundaries, the electric field can leak out of
the cavity and – in the case of TIR – show an exponentially decaying (evanescent) field component. Such
resonators are therefore called “open cavities” as they can interact with their environment. This inter-
action can be detrimental but it can also be ideal for sensing the environment. In all of these resonant
systems a simple measurement of resonance positions and their linewidth is sufficient to determine all
of the resonator’s properties. These measurements are highly accurate due to the precision with which
frequency measurements can be taken.

8.1.1 Principles of Resonators

If two electromagnetic waves overlap, they can interfere constructively or destructively, depending on
the relative phase between them. A simple set-up where two such waves continuously interfere is a ring
resonator, consisting of three perfectly reflecting mirrors placed at the edges of an equilateral triangle,
each at a distance L/3 from each other, see Figure 8.1a. A plane wave traveling between these three mir-
rors would interfere constructively with itself after a round-trip if an integer number m of wavelengths fit
into the optical path length nL=m𝜆0 =mc0 / 𝜐0, where n is the index of refraction, 𝜆0 the vacuum wave-
length, 𝜐0 the frequency, and c0 the speed of light in free space. At such a wavelength, the system is said
to be in resonance. In order to couple to such a resonator one of the mirrors would need to be not per-
fectly reflecting but semi-transparent. Then coupling can be modeled as a black box that has a complex
incident (outgoing) field a1 (b1), respectively, which is coupled to the inside fields a2 and b2. Schemati-
cally, such a system can be described by a transfer matrix [16], which relates the fields by the complex
coupling parameters t and r. The coupling between the field amplitudes is given by a linear system of
equations: (

b1

b2

)
=
(

r t∗

−t r∗

)(
a1

a2

)
, (8.1)

Due to energy conservation the matrix has to be unitary, which leads to |t |2 + |r |2 = 1. If one considers
a phase change 𝜃 during one round-trip and that the internal field can acquire some losses (𝛼 ∈ℝ) we can
write the field a2 as a2 = 𝛼 exp(i𝜃)b2. With a normalized input field a1 = 1 we can solve for the intensities
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Figure 8.1 (a) Schematic of the coupling. The incoming field a1 is related to the reflected field b1 and
the internal cavity field b2. The coupling coefficients are r and 𝜅. This coupling scheme can be applied
to the coupling to a ring resonator of length L and some loss 𝛼. (b) Reflected intensity for a critically
coupled resonator as a function of the total phase 𝜃 + 𝜙, from Eq. (8.3). The shape for low coupling and
low internal losses around a resonance is that of a Lorentzian, given by Eq. (8.4).

within the resonator

|b1|2 = 𝛼2 + |r|2 − 2𝛼|r| cos(𝜃)
1 + 𝛼2|r|2 − 2𝛼|r| cos(𝜃)

, and |a2|2 = 𝛼2(1 − |r|2)
1 + 2𝛼2|r|2 − 2𝛼|r| cos(𝜃)

. (8.2)

The system is said to be in resonance if the total phase 𝜃 = 2𝜋l where l is an integer. In this case the
equations simplify to |b1|2 = (𝛼 − |r|)2

(1 − 𝛼|r|)2
and |a2|2 = 𝛼2(1 − |r|2)

(1 − 𝛼|r|)2
. (8.3)

In the picture of the ring cavity (Figure 8.1a) the phase incurred by the light in one round-trip is
𝜃 = 2𝜋nL / 𝜆0 which is an integer multiple of 2𝜋 if nL=m𝜆0. This corresponds directly to the intuitive
picture of resonances given above. If the internal losses 𝛼 equal the coupling losses 𝛼 = | r | the system in
resonance is critically coupled and no field exits the cavity |b1|2 = 0. Every multiple of 2𝜋 phase build-up
corresponds to a resonance. The distance between two such resonances in frequency space is the free
spectral range (FSR), yielding FSR𝜐 = c0/nL, with its inverse being the round-trip time T. The resonant
frequency can therefore also be given by 𝜐=mΔ𝜐FSR. For low internal and coupling losses 𝛼 ≈ | r | ≈ 1
the reflected intensity around a resonance 𝜔0 is very well approximated by a Lorentzian

I(𝜔) ∼
1

2
𝛿𝜔

(𝜔 − 𝜔0)2 +
(

1

2
𝛿𝜔

)2
, (8.4)

whose linewidth, or full width at half maximum (FWHM) is given by 𝛿𝜔, see Figure 8.1b. In terms of
the coupling coefficients it is given by

𝛿𝜔 =
2|𝜅|2c0

nL
. (8.5)

This linewidth is the inverse of the lifetime 𝜏 of a photon stored in the resonator. An important figure of
merit is the quality factor Q or loss tangent tan 𝛿, which is defined as

Q = 𝜔𝜏 = 𝜔

𝛿𝜔
= 1

tan 𝛿
. (8.6)
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Another important factor is the finesse, F. The finesse quantifies the loss per round-trip F=𝜋 / (1−
|r |2)=𝜋/|t |2 and can also be considered as the average number of cavity round-trips before a photon
leaves the cavity. For a critically coupled resonator the internal and external losses are equal, thus the
finesse yields directly the power inside the cavity PR to the power coupled into the cavity PI

PR = F
2π

PI. (8.7)

Correspondingly the quality factor represents the inverse of the loss per optical cycle

Q =
PR

PI∕(𝜔T)
= m ⋅ F. (8.8)

where T is the round-trip time, and PI/(𝜔T) is the power lost per optical cycle. We finally can relate the
finesse to experimentally easily accessible quantities

F = Q
m

=
Δ𝜐FSR

𝜐
Q =

Δ𝜐FSR

𝛿𝜐
. (8.9)

namely the ratio of the FSR𝜐 and the linewidth 𝛿𝜐.

8.1.2 Introduction to WGM Resonators

Monolithic dielectric resonators feature a different concept of confining light. If a plane electromagnetic
wave is impinging from a dielectric with refractive index nin onto a dielectric with smaller refractive
index nout < nin the light can be partially refracted and reflected, see Figure 8.2a. The angles are governed
by Snell’s law, where the incidence angle 𝜒 with respect to the normal is related to the refraction angle
𝛽 by nin sin 𝜒 = nout sin 𝛽. It can be seen that at an angle 𝜒 >𝜒 crit = arcsin(nout / nin) the refraction angle
becomes complex, which means that there is no refraction possible. Starting at this point, all the light is
said to undergo total internal reflection (TIR). The complex angle, and therefore the complex wavevector,
corresponds to an evanescently decaying field into the optically less dense medium. As TIR only depends
on the angle of incidence and the refractive indices, it is a very broadband process.

The basic concept behind a WGM resonator is that of multiple consecutive TIRs, see Figure 8.2b.
In order to take these multiple consecutive reflections to the extreme we can imagine a perfectly circular
dielectric. There the angle of incidence would always be conserved between consecutive reflections and
thus the light would always be totally internally reflected. Introducing a curved boundary does have a
small effect on the TIR. If the radius of curvature of the boundary becomes comparable to the wavelength
within the resonator there is a certain amount of radiative emission [9, 17]; such loss is considered as
internal loss. In a WGM resonator there are many different loss channels. They can all be lumped into
the quality factor by assuming the Lambert–Beer law I(x)= I0 exp(−𝛼x) yielding

Qmax = 2πn
𝜆0𝛼

. (8.10)

where 𝛼 is the total optical loss coefficient, with the most significant individual components given by
material, radiative, surface scattering, and coupling loss, respectively

𝛼 = 𝛼material + 𝛼radiative + 𝛼surface scattering
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

internal

+ 𝛼coupling
⏟⏟⏟

external

. (8.11)

In the THz domain the material losses dominate, still allowing quality factors up to 10 000, with the
current materials available [18].
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Figure 8.2 Schematic of a dielectric whispering gallery mode resonator. (a) In the ray-dynamical
description, light incident at an angle 𝜒 can be either partially refracted out (𝜒 <𝜒 crit) or totally inter-
nally reflected (𝜒 >𝜒 crit). (b) If the phase matching conditions after a round-trip are fulfilled, a resonance
can build up as described in Section 8.1.1. For low loss dielectrics, Q factors of up to 10 000 have been
achieved in the THz domain, limited mainly by material losses; in the optical domain Q∼ 1011 is possible,
limited predominantly by material absorption and surface roughness.

Contrary to simple linear resonators, the modal structure of WGM resonators is more complex. In order
to find an expression for the field distribution inside a WGM resonator we need to turn to Maxwell’s
equations and, in particular, the Helmholtz equation

[∇2 − (nk0)
2]E⃗ = 0 (8.12)

which needs to be solved with the appropriate boundary conditions. WGM resonators are azimuthally
symmetric. The solutions to the Helmholtz equation in spherical coordinates with imposed Sommerfeld
radiation conditions are well known [19] and result in a product of spherical Bessel functions jm and hm

and spherical Harmonics, if a fully spherical geometry is assumed:

E<
lmq(r, 𝜃, 𝜑) ∼ jm(ninkqr) × Pm

l (cos 𝜃)eim𝜑,

E>
lmq(r, 𝜃, 𝜑) ∼ hm(noutkqr) × Pm

l (cos 𝜃)eim𝜑 (8.13)

where the associate Legendre polynomials Pm
l (cos 𝜃) yield the spherical harmonics Ym

l (𝜃, 𝜑) =
Pm

l (cos 𝜃)eim𝜑. Here the integer m in front of the azimuthal angle 𝜑 gives us the number of oscillations
that fit into the WGM along the equator. The associate Legendre polynomials provide with p= l − | m |
the number of nodes in the polar direction and the Bessel-function jm(ninkqr) provides the number of q
field maxima within the radial direction of the WGM (for an illustration see Figure 8.3a). Differences
arising between a spherical and a disk geometry can be considered by imposing a different local
coordinate system [20]. For THz WGM resonators, where the size of the resonator is close to that of
the wavelength, fully analytic methods provide useful understanding but are not sufficient as the field
interacts strongly with the three-dimensional geometry of the set-up. In order to investigate disk or
ring structures, fully numerical methods, such as finite element methods, can be utilized [21, 22]. They
become particularly efficient if azimuthal geometries are imposed [23] (see Figure 8.3b). In the next
section we will consider coupling into such a resonator. Especially in the THz domain where the coupler
is often similar in size to the wavelength, the coupler perturbs the system significantly such that these
effects can only be considered in a full 3D calculation (see Figure 8.3c).
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(a)

q = 1, p = 0 q = 2, p = 1

(b)

R ~ mm

λ ~ mm

(c)

Figure 8.3 Modal distributions in a whispering gallery mode resonator. (a) Analytical solutions based
on an expansion in spherical harmonics for a spherical geometry. (Adapted and reproduced from Ref.
[20] with permission of the Optical Society of America © 2013.) (b) Numerical solutions based on finite
element methods. (c) Solutions based on a full 3D finite difference time domain which also include the
coupling waveguide. See plate section for color representation of this figure.

8.1.3 Evanescent Waveguide Coupling to WGMs

Coupling light into a dielectric resonator can be achieved by a number of different means. Two fac-
tors are of importance, the ideality of the coupling and the criticality. The former specifies the ratio
of the power coupled into the desired mode, the latter the energy exchange rate between the coupled
light and the resonator mode at resonance (see Section 8.1.1). The simplest approach is free-beam cou-
pling. If the main loss mechanism of the resonator is radiative, then by time reversing the field one
can couple light into the resonator directly from the far-field. This method is efficient only for rather
leaky cavities or for specially designed asymmetric microcavities using the reverse directional emission
direction [24, 25], see also Section 8.1.4.2. In general, ideality and criticality are low for free-space cou-
pling. Therefore, we focus on near-field coupling methods, as they are the method of choice for high Q
WGM resonators.

Two basic near-field approaches can be employed to couple radiation into high Q resonators. The
basic idea is to introduce an evanescent field close to the WGM resonator, which is comparable to the
evanescent field leaking out of the WGM resonator. We have seen in Section 8.1.1 that if the fields a1

and a2 are appropriately out of phase the emitted field b1 can vanish. This condition can be achieved if
the phase velocity of the radiation within the coupling device corresponds to that of the resonant mode in
the WGM. Usually such phase-matching is considered in terms of a matching of the effective refractive
index neff.

Prism coupling with frustrated TIR is among the oldest approaches used in the optical domain [26].
An incident beam of radiation is focused inside the high-index coupling prism and the angle of incidence
is adjusted in such a way that phase matching between the WGM and the evanescent TIR light from the
prism is achieved. The gap between the prism and the resonator is optimized to obtain critical coupling
[26–28]. In the THz domain this method would also work but is effectively limited by the required
focusing optics and the prism size.

Another more promising near-field coupling approach regularly used in coupling THz WGM res-
onators is waveguide coupling. In the optical domain this corresponds usually to optical fibers, which
are tapered down close-to and below the wavelength of the light, such that an evanescent field manifests
around the vicinity of the taper. Such structures are very fragile but in the THz domain they can be read-
ily implemented as tapered polymer or fused silica rods (see Figure 8.4a). These low index amorphous
waveguides have been successfully used to couple to low index Teflon n= 1.43, polyethylene n= 1.53,
and silica n= 1.95 resonators. For high refractive index materials, such as birefringent sapphire no = 3.0,
ne = 3.4 (at 100 GHz), waveguides with higher bulk refractive index are necessary. Gallium arsenide
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(a) (b)

Figure 8.4 Two different dielectric waveguides for THz radiation. (a) Tapered Teflon waveguide for
coupling to low refractive dielectric disk resonators. (b) Gallium arsenide waveguide coupling to a high
index crystalline WGM resonator.

dielectric rod waveguides (DRWs) (see Figure 8.4b) have been used to efficiently couple low frequency
THz radiation into a sapphire WGM resonator [18] (see Figure 8.5a for the set-up). A typical spectrum
of such a high-Q (> 104) resonator is shown in Figure 8.5b, where two different non-degenerate mode
families are excited.

8.1.4 Resonant Scattering in WGM Resonators

Up to now we have only considered the interaction of a single resonator with a non-resonant waveguide,
and considered scatterers as sources for loss within the resonator. If the interaction with such a scatterer
is, however, strong, both systems can interact coherently and form a combined resonance. The interaction
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Figure 8.5 Waveguide coupling of a crystalline DRW to a WGM resonator. (a) The schematic of the
coupling set-up shows the GaAs waveguide directly attached to a photomixer chip. Via the waveguide,
the radiation can efficiently couple to the sapphire resonator, which is shown in the inset photograph.
These crystalline waveguides can also act as antennas. (b) A transmission spectrum of the waveguide
coupled to a sapphire sphere. Resonance dips can be observed when the power is resonantly coupled to
the sphere and dissipated in it. Two different, non-degenerated, mode families are excited, their simulated
intensity distributions are shown in the insets.
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of two identical resonators with each other can be easily modeled and is similar to the hydrogen molecule
and thus they are often called photonic molecules [29]. In the optical domain, it is very challenging to
fabricate two resonators that show exactly the same spectral response as their geometries have to be
identical on a sub-wavelength scale. In the THz frequency domain this challenge is feasible.

8.1.4.1 Coupled Spectrally Identical WGM Resonators

In a fundamental picture, resonances of a WGM resonator and atoms can be compared with each other.
Both systems are rotationally symmetric and feature a non-equidistant spectrum. If two atoms are brought
into proximity they can form a molecule if their combined wavefunction is of a binding type. Two inter-
acting identical WGM resonators will also form a combined resonance and their degenerate modes are
split, see Figure 8.6a. Experimentally it was shown that it is possible to fabricate multiple dielectric disks
made out of high density polyethylene (HDPE) that show identical spectral response in the THz domain
[31], see Figure 8.6b,c.

The coupled disk spectrum shows mode splitting as expected (see Figure 8.6c). However, there is a
small asymmetry between the bonding and antibonding modes with respect to the Q-factor [32, 33]. Most
resonances show antibonding modes with a higher Q-factor. A similar effect was found in the microwave
range [34] and was described as an interplay between mode splitting and absorption. Recently, similar
effects were shown in coupled semiconductor resonators [35].

8.1.4.2 WGM Resonators with Finite Scatterer

Unperturbed WGM resonators are fully symmetric and therefore do not allow efficient directional
free-space coupling. Thus, several different schemes have been developed to induce directional emission,
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Figure 8.6 (a) When two spectrally identical disk resonators come within close proximity, they couple
strongly and show a mode splitting similar to that of a hydrogen molecule. The field intensity distribution
in two such coupled dielectric resonators is shown, calculated via a fast multipole method in 2D [30].
(b) Schematic set-up: THz light generated by beating two detuned lasers onto a n-i-pn-i-p photomixer
and focused through two parabolic mirrors onto a horn and into a Teflon waveguide. The transmittance
is measured. (c) Transmission spectra of two spectrally identical polyethylene WGM resonators (middle
two traces). The bottom curve shows the transmission of both resonators in close proximity, showing
clearly the mode splitting [31]. In the top trace data of a numerical simulation are shown. The individual
traces are vertically shifted for clarity. (Reproduced from Ref. [31] with permission of the Optical Society
of America © 2008.) See plate section for color representation of this figure.
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as this would allow effective free-space coupling due to time inversion symmetry. Smoothly deforming
the boundary can change the optical mode from a regular to a wave-chaotic behavior. This can keep the
Q factors high, but at the same time allows directional emission [36–42].

Another way to achieve directional emission is to introduce a finite scatterer within the resonator’s
mode volume. Theoretical calculations initiated by Wiersig et al. [43–46] already described efficient
outcoupling of a high Q mode via interaction with a low Q mode without ruining the Q factor. Besides
directional emission at high Q factors, finite scatterers may further assist to improve the threshold
behavior of WGM-based lasers [47]: they can be used to perturb non-lasing modes which suppresses
spontaneous emission. Symmetrically spaced perturbations on the rim or above the disk can act as
gratings and efficiently couple light out of, for example, THz quantum cascade laser resonators [5], and
also provide a novel way to generate optical angular momentum beams [48]. Scatterers therefore present
an excellent alternative to improve both the directionality and lasing performance of WGM-based
lasers.

A recent experiment with polymer THz WGM resonators showed that inducing a small hole within
the mode volume can drastically change the emission direction [17] while keeping the Q-factor high, see
Figure 8.7.

8.1.4.3 Sensing Applications

The properties of dielectric resonators make them powerful tools for material characterization and sens-
ing applications. As the major part of the electromagnetic field travels inside the dielectric, the spectral
position and the linewidth of a particular resonance depend strongly on the real and imaginary part
of the dielectric constant of that material. In the microwave regime, a dielectric sandwiched between
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Figure 8.7 (a) A resonator is mounted at a fixed position in the center of a rotation stage. The detector
(Golay cell, D1) scans the angular power distribution of the far-field of the resonator with an angular
resolution of about 10∘. (b) Photograph of resonator and waveguide. The waveguide is bent to improve
coupling. (c) Result of the Poynting vector analysis of the resonator with hole. (d) Experimental data
(black dotted) as well as far-field radiation pattern predicted from the theoretical Poynting-analysis on a
linear scale. While the first main lobe predicted from the theoretical calculation around 120∘ is missing
in the experimental data, experiment and theory agree well for the second lobe at 200∘, most likely due to
the slightly curved waveguide in the experiment. (Adapted and reproduced from Ref [17] with permission
of the Optical Society of America © 2013.) See plate section for color representation of this figure.
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two conductive metal plates, a so-called “post resonator,” is a common device for material character-
ization. If one of the loss constants, either that of the metal or the dielectric, is known with certain
accuracy, the other can be extracted from the linewidth of the resonances [49–51]. While this tech-
nique is mainly used in the microwave domain, first attempts have been made to extend it into the
THz regime [14].

In optics, people are more interested in actual sensing applications, exploiting the small field portion
leaking out of the WGM resonator evanescently. A typical measurement scheme consists of a fused
silica microsphere, which is immersed in water. As soon as the refractive index of the water changes, the
resonance spectrum of the resonator will change and thus give a measure of the refractive index of the
surrounding [52].

8.1.5 Nonlinear Interactions in WGM

If the amplitude of an electromagnetic wave in a dielectric is sufficiently strong, the dielectric response
of the medium can no longer be considered linear and the dielectric constant becomes a function of the
electric field strength. Such a nonlinear response allows interaction of fields of different frequencies with
each other. Nonlinear frequency conversion of far-infrared or microwave signals into the optical domain
has been actively used for detection of such signals [13, 53–60]. The relative ease of optical detection
compared to, for example, detection in the THz or sub-THz range, in combination with an intrinsi-
cally noiseless character of nonlinear frequency conversion, explains the close attention this method
has been receiving. Its main drawback, however, is its low conversion efficiency. The highest power
conversion efficiency known to us is about 0.5%, which has been recently achieved [13] for a 100 GHz
signal using 16 mW of continuous-wave (CW) optical pump at 1560 nm. This number corresponds to the
photon-number conversion efficiency of approximately 2.6× 10− 6, following the Manley–Rowe relation.
One of the main reasons for the low efficiency is that most transparent materials show only a very weak
nonlinear response and therefore such interactions usually require very high field intensities. Especially
in the CW THz regime, these high field intensities are difficult to achieve. Furthermore, in such experi-
ments a good field overlap between microwave and optical modes is difficult to achieve due to the very
different wavelengths.

WGM resonators are the ideal platform to address this issue. They feature very small modal volumes
and therefore enhance the local field strength significantly. Furthermore, they can be fabricated out of
the best available nonlinear materials and provide long interaction length within the nonlinear medium
as the fields are almost fully confined within. Second order nonlinear processes are orders of magnitude
stronger than higher order processes, however, they can only occur in certain materials. Only crystals
which do not possess inversion symmetry can show such nonlinear 𝜒 (2) response. Examples are crystals
such as lithium niobate (LiNbO3) and single crystal quartz. It is possible to fabricate high quality WGM
resonators from these crystals [11, 61]. Both materials are also (semi-)transparent in the THz domain.
Due to the dispersionless nature of TIR, such a resonator can support WGMs of both frequency domains
simultaneously and hence allows nonlinear interaction between them.

All resonant, highly efficient and noiseless upconversion of microwave and especially THz radiation
into the optical domain would open up numerous possibilities in microwave imaging and communica-
tions. Reaching the photon-counting regime in the sub-THz or THz range would be an important achieve-
ment for quantum information processing and computing, sub-millimeter spectroscopy and astronomy,
security, and for other areas where highly sensitive detection of microwave radiation is desired. It has
been proposed [13, 62] that using a lithium niobate ring resonator supporting WGM type modes in the low
THz regime can allow unity conversion efficiency into the optical regime with moderate pump powers.
The basic idea of such a scheme is shown in Figure 8.8.
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Figure 8.8 (a) Schematic of the proposed THz detector set-up. A ring resonator fabricated out of an
optical 𝜒 (2) material, in which the THz 𝜐THz, optical pump 𝜐opt, as well as the optical signal 𝜐sum, are
resonant. If the phase-matching conditions are fulfilled single THz photon sensitivity in the 𝜐sum signal
should be achievable at moderate pump powers and Q value requirements. The inset shows an SEM
picture of a ring fabricated from LiNbO3, polished to optical precision. (b) Good spatial modal over-
lap of the THz and optical modes is required in order to achieve strong nonlinear interactions. Contrary
to a sphere resonator, a ring resonator that “pushes” the THz mode toward the outside cannot be ana-
lytically solved. Numerical simulation of the THz field distribution, here in a LiTaO3 ring resonator,
is necessary and shows that good modal overlap with the optical modes, which travel within 1 μm of
the rim is possible. The simulations also provide the dispersion relation required in order to find the
phase-matching condition.

8.2 Liquid Crystals

8.2.1 Introduction

Liquid crystals (LCs) have been used successfully in optics and, recently, in the microwave domain. The
remarkable combination of liquidity and anisotropy is unique to this class of materials. It has since been
discovered that a number of LC blends tend to conserve their good properties – in particular low loss and
high anisotropy – far into the terahertz range [63–66].

In the following section the concepts and the technical application of LCs in microwave,
millimeter-wave and THz devices will be introduced. A short discussion will provide the reader
with the basic concepts of this unique material and literature for further reading. Nevertheless, this
section will focus on the particular results in the field needed to understand both characterization and
application of LC in devices and, in particular, toward the terahertz regime.

8.2.1.1 History

LCs were first described in 1888 by Friedrich Reinitzer while experimenting with benzoic acid and its
cholesterol derivates. The phenomenon was then first described theoretically by Otto Lehmann shortly
after Reinitzer’s discovery.

For another 80 years, with the exception of the time during the wars, the phenomenon was studied
continuously by various groups but remained rather a niche field. After 1960, research intensified with
the first liquid crystal displays (LCDs) discussed in the early 1970s [67].

With the commercialization and broad availability of LCs and LCDs in the 1990s, interest in other
fields of application grew. In the late 1990s and early 2000s, several groups started to study LCs in the
field of microwaves and millimeter-waves. They discovered that it was possible to design molecules
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(singlets) and blends (mixtures thereof) with low losses and high anisotropy in the microwave range.
Finally, in the mid-2000s Merck KGaA commercialized the first LCs for microwave and millimeter-wave
applications.

8.2.1.2 Typical Liquid Crystals

Today, an enormous number of LC compounds are known, but only a few are commonly used. Typ-
ical LCs available off the shelf are blends of several singlet compounds. A recurring compound is
4-cyano-4′-pentylbiphenyl (5CB) which belongs to a wider family of compounds, the cyanobiphenyls
(n-CB and n-OCB). Data for 5CB is widely available, see for instance [64, 68].

A commercially available blend is for instance K15 which has been used in many publications and
referred to as the “fruit fly” of LCs. It is actually an LC for display applications, offers good tuning speed
and a fair tunability, but the losses in the microwave and millimeter-wave range are very high.

There is a great variety of molecules and blends exhibiting numerous phases. For the sake of clarity
we focus on calamitic nematic LCs in this section, as they are the most widely used group of LCs for our
purpose. Most of the methods and equations shown, however, do generally also describe other types of
nematic LCs.

8.2.1.3 Physical Properties of LCs

The physical properties of LCs in general are a rather complex topic for which the reader is advised to
refer to Ref. [69]. We will therefore introduce a number of simplifications. First, LCs will be treated as
ordinary homogeneous dielectrics (anisotropic nonetheless, although we will see that even this can be
simplified) which holds for a limited temperature range for a given LC mixture.

In order to understand the limitations of this approach, one has to keep in mind the general properties
of dielectrics over a wide frequency range.

The dielectric permittivity 𝜀 describes the macroscopic interaction of matter and electromagnetic
waves, more specifically the interaction of dipoles (i.e., the microscopically inhomogeneous distribution
of charge density on atoms or molecules) within the material and the electric component of the wave.

The most common and perhaps most intuitive model for this behavior is the mass-spring model where
the electric field exerts a force on the electric charge which in turn moves a coupled mass (e.g., the
molecule or parts of it). At its resonance frequency (i.e., when action and reaction take place in a 180∘
phase relation) the process stores (and for several reasons dissipates) a maximum of energy. Far below
this frequency, the process reacts to the field but mostly in-phase and thus with low dissipation of energy.
It does, on the other hand, influence the electric field and thus the propagation of the electromagnetic
wave. Far above this frequency, it is too slow to react to the exciting field and therefore does not constitute
an effect.

This is referred to as dielectric relaxation and described by various relaxation response expressions,
most prominently the Debye relaxation but other responses are also used for dielectrics [70]. It is
defined as

𝜀(𝜔) = 𝜀∞ + Δ𝜀
1 + i𝜔𝜏

(8.14)

with 𝜀∞ being the limit permittivity above the resonance frequency and 𝜀∞ +Δ𝜀 the limit permittivity
below the resonance frequency. 𝜏 is called the relaxation time.

There are various ways of looking at this expression. In microwave engineering, dielectric properties
are described by real part permittivity and the loss angle

tan 𝛿 = Im(𝜀)
Re(𝜀)

(8.15)
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Figure 8.9 Example of a dielectric with a relaxation frequency at 1 GHz.

We can therefore look at an example dispersion curve (using 𝜀∞ = 2.5, Δ𝜀= 0.5, and 1/𝜏 = 1 GHz)
which is shown in Figure 8.9. Obviously, the loss angle is at maximum at the resonance frequency.
About one decade below and above it, it has almost vanished. Another observation is that the slope of
the permittivity is near zero when the resonance frequency is sufficiently far from the region we are
interested in.

Several relaxation processes can be present in one material. Typically, LCs show very high permit-
tivity values near DC (i.e., in the range of 1 kHz). LCs for optical application will have low losses (or
virtually none at all) in the range of 1.5 μm wavelength (which corresponds to 200 THz in frequency),
but usually show rather high losses in the GHz and low THz range. This is because the imaginary part
of the permittivity for relaxation processes extends far into the microwave range. However, it has been
shown in the past by Merck KGaA, that LCs can be tailored to show low losses even in this frequency
range.

A high DC permittivity, however, is of great use for tuning purposes, in this case losses do not play an
important part.

It can be concluded that, if properly designed, LC mixtures can exhibit a near flat permittivity in a given
frequency range and equally have a very low loss angle in the range of tan 𝛿 = 10− 3 which is comparable
to the majority of low-loss polymers and even better than many glasses. Finally, a high DC permittivity
enhances tunability.

8.2.1.4 Material Phases

In the previous section the properties of common dielectrics were discussed. At a fixed temperature and
pressure (and orientation, but we will come to this later) this also holds true for LCs. Let us now look at
a fixed frequency and change the temperature (but not orientation) for a given LC mixture.

Under atmospheric pressure, many materials exhibit three well known phases when transiting from
low to high temperatures. So, while increasing temperature one would expect the material to take
two transitions: Starting in the solid state, a melting point and further a boiling point are expected
(Figure 8.10).
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Figure 8.10 Schematic dependence of an observable, such as the real part of the permittivity 𝜀, on
temperature for a material exhibiting three phases – solid, liquid, and gaseous.

In the case of LCs this is different. Between solid and liquid one finds at least one additional tran-
sition. For the LC BL111, the first occurs at the melting point, where the formerly crystalline material
becomes a milky liquid. It has oil-like texture and shows perturbations visible to the bare eye, referred
to as schlieren.1 At the second transition it remains liquid but loses its milky appearance and becomes
clear. When lowering the temperature again, the process reverses with the transitions not necessarily at
the same temperature (hysteretic effect). Many LCs exhibit such hysteretic behavior.

Other types of LC change from clear liquid through milky liquid to a wax-like state before they start
to show crystalline features. They are commonly referred to as smectic LCs. Care needs to be taken since
there are several smectic phases, the reader is advised to refer to deGennes’ work [69]. The properties of
such types of LCs are not the subject of this book.

The given measurements can be carried out applying a magnetic field to the sample. Depending on
its orientation with respect to the electric component of the radio frequency (RF) field, the results look
entirely different in a given temperature range. This is shown in Figure 8.11 where two orientations
have been schematically superimposed. In the solid, that is, crystalline phase, due to a high number of
defects the material is poly-crystalline and solid, which leads to a random grain orientation and thus
quasi-isotropic behavior. The bias field has little impact here.

At the melting point Tm, the permittivity changes according to the orientation of the magnetic bias
field with respect to the incident electric RF field. This is the nematic phase with a high permittiv-
ity and typically low losses in one direction (ordinary axis, the magnetic field is aligned with the RF
E-field) and low permittivity and high losses in the other direction (magnetic bias field orthogonal to
RF E-field).

The transition from nematic to isotropic takes place at Tni. Here, the molecular order of the material
collapses and both orientations show the same permittivity. This transition is reversible, although effects
such as supercooling have been observed that cause a shift in Tni when the temperature is varied from
high to low values.

At very high temperatures (or low atmospheric pressures), LCs may go into a gaseous phase. This,
however, is rather a question of handling problems when LC devices are designed for instance for space
applications and will therefore not be considered here.

1 From German “Schliere”, meaning streak or flow mark.
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Figure 8.11 Schematic dependence of the permittivity of a liquid crystal material on temperature. In
the nematic phase the effective permittivity depends on the orientation of the LC, that is, the material is
anisotropic.

8.2.1.5 Description of Anisotropic Properties

As discussed before, a simple experiment illustrated the anisotropic behavior of LCs. In this section, a
commonly accepted approach to model this behavior will be presented: the Frank–Zocher–Oseen con-
tinuum theory.

Single LC molecules exhibit polarizability which depends on the direction of the polarizing field. The
LCs we consider here always have one optical axis along which polarizability is usually large; orthogonal
to this axis, the polarizability is significantly lower.

In the isotropic phase, molecule movements and arrangement are sufficiently uncorrelated that while
for the single molecule anisotropy still holds, the whole ensemble appears isotropic – hence the name of
the phase.

Below a certain temperature, called the clearing point Tni (subscript ni for transition from nematic to
isotropic), a molecule is able to influence the alignment of other molecules in its vicinity. Neighboring
molecules’ orientations become correlated and a given volume can now show anisotropic behavior. Bear
in mind that this does not mean that all molecules are aligned in parallel but rather there is a common
direction, called the director, which can be seen as the average orientation of all molecules in the vicinity.
Associated with this is an order parameter S. It is zero in the isotropic phase and becomes 1 for a fully
ordered volume, that is, when all molecules have the same orientation. It is related to the distribution of
orientations via the integral

S = ∫ f (𝜃) ⋅ 1
2
(3cos2𝜃 − 1) dΩ (8.16)

where 𝜃 is the angle of a single molecule’s axis with respect to the director, f(𝜃) the probability of a
molecule having an orientation 𝜃, and the integration is carried out over a full sphere dΩ.

There are several approaches to determining S that are discussed in detail in Ref. [69]. The order
parameter S will only be used symbolically here in order to explain the two main characteristics of LC
switching: phase transition and the change of anisotropy with temperature.

Assuming an order parameter of S= 1 was possible. This means all molecules are oriented along
the director n⃗. Therefore, maximum polarizability and hence permittivity is obtained along the
director. Orthogonally, the perpendicular permittivity value is obtained. The dielectric tensor of the
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material therefore is

𝜀 =
⎛⎜⎜⎝
𝜀⊥ 0 0
0 𝜀⊥ 0
0 0 𝜀‖

⎞⎟⎟⎠ (8.17)

with 𝜀⊥ and 𝜀‖ related to the polarizability of the perfectly aligned molecules, hence the maximum respec-
tive permittivities.

If the order parameter decreases (with rising temperature or due to local field effects), the expression
for the effective anisotropic dielectric tensor still holds, though now with values 𝜀′⊥ > 𝜀⊥ and 𝜀′‖ < 𝜀‖,
that is, closer to a value in between. There are, in general, models that describe the behavior of S,
but for the purpose of application it is a matter of characterization to obtain the effective values. The
effect of the ordering parameter is clearly visible in Figure 8.12. The measured values for the effec-
tive permittivities in parallel and perpendicular to the director converge on each other with increasing
temperature. The anisotropy then collapses at the phase transition temperature Tni at the edge of the
isotropic phase.

It should be kept in mind that S is foremost a function of temperature but not of electric or mag-
netic fields. Measurements show that high bias fields can speed up the orientation process but they
cannot increase anisotropy. For weak bias fields only long-range disorder can cause lower effective
anisotropy.

8.2.1.6 Mechanical and Dynamic Properties

In nematic LCs there is a short-range order, which was previously introduced and described by the LC
director. The correlation length associated with this short-range order depends on several dimensions but
is usually determined mainly by temperature.

It is in the range of micrometers. External (electric or magnetic) fields and wall effects can have an
effect. Their main influence though lies in the long-range order. The director field itself can vary signifi-
cantly over longer distances, that is, the LC orientation can nevertheless be a function of space.

A central concept for microwave and THz LC devices is the mechanics of this director field n⃗ as a
function of biasing fields, intrinsic interactions, and boundary conditions, called the director dynamics.

In order to calculate the director field n⃗ of a macroscopic volume of LC, the concept of Lan-
dau free energy is used. The problem consists in minimizing the free energy f defined by its three
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Figure 8.12 Permittivity and loss angle for two common LC blends ((a) BL035 and (b) BL111). Note
the different clearing points Tni.
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components for the steady state – elastic free energy, surface (or interface) free energy, and electric field
energy:

f = felast + fsurf + ffield (8.18)

felast =
K11

2
(∇n⃗)2 +

K22

2
(n⃗ ⋅ ∇ × n⃗)2 +

K33

2
(n⃗ × ∇ × n⃗)2 (8.19)

fsurf = −
K24

2
(∇ ⋅ ((∇ ⋅ n⃗)n⃗ + n⃗ × ∇ × n⃗)) (8.20)

ffield = −1
2
𝜀0E⃗2 ⋅ (Δ𝜀r(E⃗ ⋅ n⃗)2 + 𝜀r,⊥) −

1
2
𝜇0H⃗2 ⋅ (Δ𝜇r(H⃗ ⋅ n⃗)2 + 𝜇r,⊥) (8.21)

In the Lagrangian formulation

d
dt

(
𝜕f

𝜕qi

)
−
𝜕f

𝜕qi

= Qi (8.22)

holds. The external forces (or the external moments) Qi contain dissipative moments of the form

Q⃗diss = 𝛾rot
dn⃗
dt

(8.23)

Depending on the problem, certain terms in Eqs. (8.18)–(8.21) can be omitted. The resulting expression
may for instance not contain the magnetic component of ffield if no magnetic fields are used. For large
structures, surface effects may be neglected, resulting in the omission of Eq. (8.20). A derivation is carried
out in Ref. [71].

Equation (8.19) shows the relation of the spatial director field to a set of four mechanical constants
(𝛾 , K11, K22, and K33), external bias fields (H and E), wall forces and the free energy f. This is the com-
monly used continuum equation. The system tends to minimize its free energy.

The three constants K11, K22, and K33 are related to the three possible distortions of the director field
(cf. Figure 8.13): bend, twist, and splay respectively. The constant 𝛾 rot is the LC’s viscosity in Pa s. Optical
LC mixtures are optimized for very low viscosities in the range of 1–10 kPa s, that is, comparable
to water. Common mixtures optimized for microwave application show viscosities of several hundred
or thousand kPa s. Visible from Eq. (8.21) is the relation with the electric (or magnetic) field: while
𝛾 rot inhibits or damps movement, its counterparts are the external fields. Increasing their strength can
therefore decrease the switching time.

The presented equations are solved numerically. An approach which takes into account the relevant
effects for microwave applications is discussed in Ref. [72].

electric and magnetic fields

excert torque on molecules

Field effect

T

+ –

E, B

director field aligns along

a surface-dependent easy direction

Surface effects
rotational axis normal

to spatial axis

Bend
rotational axis

along spatial axis

Twist
rotation is function

of spatial angle

Splay

Figure 8.13 Illustration of free energy terms and their geometric representations.
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Orientation Mechanisms
As discussed above, three mechanisms can be used to obtain orientation in LCs

1. Magnetic fields
2. Electric fields
3. Surface effects.

Their specific application depends strongly on the topology one desires to use: bulk material is best
oriented with magnetic or electric fields. If electrodes cannot be applied to the device, only the magnetic
field may be a solution. For planar structures very often a combination of electric field and surface effect
is used: A main orientation is imposed by a rubbed wall (e.g., a rubbed polyimide film), which acts as an
anchor for the LC.

This is a convenient way of establishing one orientation in a planar structure. In the case of an inverted
microstrip line (IMSL) it is convenient to apply an electric field between the signal and the ground elec-
trode. This establishes a vertical orientation. The orthogonal, horizontal orientation can then be provided
by an orientation layer: If the electric field is strong enough, it will orient the LC vertically (from signal
to ground); if it is switched off, the only remaining force on the LC is the surface force. The LC will
therefore orient horizontally.

Which of the three effects is used depends strongly on the application. In the case of characteriza-
tion, which will be discussed now, external magnetic and electric fields are often used for convenience.
Compactness is rarely an issue and the orientation speed is usually much higher for these mechanisms.

8.2.2 Characterization

A number of standard characterization techniques specially suited for characterization of LCs are pre-
sented – starting from an approach well known in optics because it may be the most intuitive. Further-
more, it allows introduction of the line model which will help in understanding common microwave
techniques that some readers may be unfamiliar with. As a last step, terahertz characterization which
employs methods from optics or the microwave range, depending on the specific frequency or set-up
that is available, will be discussed.

8.2.2.1 The Transmission Method

In an optical set-up, the material properties 𝜀⊥ and 𝜀‖ can be determined using a slab model. For solid
materials, an etalon is fabricated with a thickness that allows on the one hand a compromise between
feasibility (very thin layers will be deposited on a substrate which in turn has to be taken into account)
and precision. On the other hand, a compromise has to be found between narrow-band measurements
that allow for high sensitivity, especially with respect to losses, and wide-band measurements which
resolve permittivity and losses reasonably well for lossy materials but over a wide frequency range.
Using a Fabry–Pérot etalon we can achieve both, depending on the parameters we choose. The methods
presented here are expressed in terms that should address people from microwave engineering as well as
those working in optics and photonics. Saleh and Teich use a very similar transmission matrix method
extensively in “Fundamentals of Photonics” [73]. It is similar in the sense that subsequent structures’
matrices can be multiplied and provide the overall transmission matrix. The matrices used here, however,
are determined differently and converted into S-parameters in a different way. The two methods should
not be confused.

To start with, the set-up depicted in Figure 8.14 is considered. A slab of the material under test (MUT) is
surrounded by two semi-infinite spaces of permittivity 𝜀env. The slab is of thickness dMUT and unknown
permittivity 𝜀MUT. Measurements are usually taken with a collimated laser beam and the samples are
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εr = εMUT

MUT

Z0 Z0

εr = 1 εr = 1

k k

AMUT

Figure 8.14 Transmission model for a single, solid material slab surrounded by air or vacuum.

much wider than the beam waist. This means a plane wave propagating from left to right with wave
vector k⃗ pointing in the same direction2 can be assumed.

In order to formulate the analytic model an ABCD-Parameter approach is used. The matrix for the
slab of MUT is similar to that of a line [74]. It takes the form

AMUT =
(

A B
C D

)
=

(
cos 𝛽MUTlMUT jZW,MUT sin 𝛽MUTlMUT
j

ZW,MUT
sin 𝛽MUTlMUT cos 𝛽MUTlMUT

)
(8.24)

with ZW,MUT =
Z0√
𝜀r,MUT

and 𝛽MUT =
√
𝜀r,MUT ⋅ k0 (8.25)

Now, the overall transfer function is obtained by transforming AMUT into an S-parameter matrix. For
this, the transformation [74] is used

S = [A + B∕Z0 + CZ0 + D]−1 ⋅
(

A + B∕Z0 − CZ0 − D 2 (AD − BC)
2 −A + B∕Z0 − CZ0 + D

)
(8.26)

The parameter T= |S12|2 carries the transmission information and can be fitted numerically onto the
results. Z0 refers to the impedance of the embedding medium (i.e., free space impedance in the case of
air or vacuum).

In a real set-up for instance, a laser source would be used as source and a photodiode as a detector.
Sweeping the laser wavelength and recording the diode response produces a transfer response that only
needs to be normalized using an empty measurement as a reference.

The above expression can now be fitted to the measurement data yielding a complex value for 𝛽MUT

that can be transformed into a complex permittivity.

2 It is actually a Gaussian beam, but near its focal plane it has a flat wavefront. In the case of a collimated beam, the
curved wavefront of a Gaussian beam is sufficiently flat to be modeled by a plane wave.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



Selected Emerging THz Technologies 359

εr = εMUT

MUT

ZW ZW
Aslab,1 AMUT Aslab,2

εr = εC

εr = 1εr = 1

k ′ k ′

εr = εC

Figure 8.15 Transmission model of a more realistic characterization setup – the sample material (MUT,
white) is embedded between two slabs of container material (gray).

The presented set-up is only reasonable for solid samples that can be fabricated at a given thickness.
It does not take into account a sample container, which is necessary for liquid materials. A more realistic
set-up would be to use three slabs surrounded by air or vacuum (Figure 8.15). Using line theory this can
now be easily established. Instead of a single ABCD matrix AMUT two more matrices need to be defined
that each represent one slab of the container. Their expression is essentially the same except that 𝛽 now
depends on the container material and its permittivity. The multiplication is carried out from right to left.

Atotal = Aslab,2 ⋅ AMUT ⋅ Aslab,1 (8.27)

The three matrices are multiplied and the resulting expression (only T in the case of a simple trans-
mission measurement, or more S-parameters if available) is fit onto the measurement results. Both the
algebra and the fitting can today easily, reliably, and quickly be done in software. In this way, we can
even obtain an error estimation.

The obtained expressions hold for an isotropic dielectric. Under certain conditions they are applicable
for anisotropic material as well. In a uniaxial anisotropic dielectric, which is the most complex material
treated here, there is a single optical axis with one permittivity along the axis and another permittivity
perpendicular to it.

Without going into too much detail, it can be seen that for two cases (optical axis parallel to the incident
polarization and optical axis perpendicular to the polarization) the dielectric tensor may be simplified.
Here, the material can be treated as an isotropic dielectric because the electric field does not “experi-
ence” the other tensor element. Assuming perfect alignment of the LC directors in the whole sample
volume would allow the permittivities of the two orientations to be obtained in two measurements with
the previously presented, very simple expression.

This is, in fact, the usual way of characterizing LC in the optical domain: A slab, sufficiently thick, is
irradiated by a laser in the desired wavelength range and the transmission function is fit to an analytic
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expression. All this while orienting the LC using a strong, homogeneous magnetic field – parallel to the
polarization of light and then perpendicular to it.

We have presented a way to treat this problem mathematically using the line theory with the free space
expression for the propagation constant 𝛽.

8.2.2.2 Microwave Methods

The Line Method
A number of line topologies can be used to characterize LCs. The expression for a piece of line was
presented above in Eq. (8.24). Its wave vector more generally depends on the shape of the field which is
imposed by the line topology [42].

Propagation constants and line impedances are a function of the line type. As an example, the three
types, best suited for LC characterization are given below: hollow waveguide (HL), microstrip line
(MSL), and coaxial line (coax).

• Microstrip Line (MSL)

𝛽MSL = k0 ⋅

√
𝜀r + 1

2
+

𝜀r − 1

2
√

1 + 12d∕W

ZMSL =
⎧⎪⎨⎪⎩

60√
𝜀r

ln
(8d

W
+ W

4d

)
for W∕d ≤ 1

120π ⋅
[√

𝜀r

[
W∕d + 1.393 + 0.667 ln

(W
d

+ 1.444
)]]−1

for W∕d > 1

(8.28)

• Coaxial Line (coax)

𝛽coax = k

Zcoax =
√
𝜇∕𝜀
2π

ln
D
d

(8.29)

• Rectangular Hollow Waveguide (HL), transverse electric (TE) modes

𝛽HL = k
√

1 − (fco∕f )2

ZHL,TE = 𝜂√
1 − (fco∕f )2

(8.30)

with fco =
c0

2π
√
𝜇r𝜀r

√(mπ
a

)2
+
(nπ

b

)2
, 𝜂 ≈ 377 Ω and k =

2πf

c0

√
𝜇r𝜀r (8.31)

MSLs are to be used with great caution when looking at anisotropic media. It is easy to see in
Figure 8.16 that in the case of horizontal orientation a considerable portion of the RF field is not parallel
to the LC directors. Such results, although presented frequently, can only represent an estimate of LC
permittivity.

An efficient characterization method in coaxial topology is presented in Ref. [75]. The outer conductor
of a semi-rigid coaxial line and the dielectric are removed and replaced by a fabricated cavity of the same
dimension. It is filled with air and has holes on both ends that allow filling of the empty cavity with LC
(or any other liquid). The cavity is fabricated in brass and heated or cooled from both sides.

Using bias-tees it is possible to apply a DC voltage between the inner and outer conductors thus pro-
viding a cylindrical electric field that aligns the LC in parallel to the electric field of the fundamental
coaxial mode (see Figure 8.17). As discussed in earlier sections, this allows determination of the permit-
tivity along the optical axis of the LC. Using an external magnetic field and removing the electrical bias,
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(a)

w

d

Erf ≈ EDC || n

(b)

–

+

(c)

EDC = 0, Erf || n

Figure 8.16 Microstrip line. (a) Dimensions of a MSL, (b) DC, RF and director field orientations in
the electrically tuned state (on), and (c) RF and director field in the non-tuned state (off).

(a)

B

B || Erf, n

(b)

EDC || Erf || n

Figure 8.17 LC characterization in a coaxial line set-up. (a) Orientation for the parallel state biased
using a voltage between the center conductor and shield. (b) Indirect determination of the perpendicular
state using an external magnetic bias field.

it is possible to align the LC such that its uniform direction points across the cross-section of the coax-
ial line (see Figure 8.17b). The propagating wave now experiences different effective permittivities for
each angle around the center conductor. Assuming the mode itself is only slightly disturbed, this allows
calculation of an effective permittivity. As is clear from the expression, it contains both the parallel and
the perpendicular permittivity.

𝜀r,eff =
𝜀r,⊥ + 𝜀r,‖

2
(8.32)

Using the scattering matrix presented above, it is now possible to solve the analytical S-parameter
expression for 𝜀r,eff in both states (electric bias and magnetic bias). The analytical solution for the
S-parameters and the data obtained in a broadband vector network analyzer (VNA) measurement are
fitted using a simple Newton–Raphson-based algorithm and permittivity and loss are obtained. Note
that it is necessary in order to know the perpendicular permittivity 𝜀r,⊥ to carry out the electrical biasing
experiment and obtain 𝜀r,‖ as well. Furthermore the margin of error of 𝜀r,‖ adds to the margin of error
of 𝜀r,⊥. This may seem inconvenient but – as we will see later – for actual devices it is not an obstacle
because in most cases perfect orientation of the LC is impossible. For very accurate characterization,
especially for improving LC mixtures, it is crucial to have more precise results. This is true in particular
for the losses which show an uncertainty of tan 𝛿 < 1.7× 10− 3, which is in the range of the tan 𝛿 for
current high-performance mixtures.

It should be pointed out that while microstrip and coplanar waveguide (CPW) lines can be used for
characterization as well, the expressions for determining the permittivity become a lot more complex
than in the aforementioned cases. Moreover, the higher line losses in general may also be considered,
as they make characterization of low-loss LCs very difficult or even impossible. These topologies,
however, are interesting for characterization of small amounts of a LC. Depending on the desired
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MUT

AMUT ACAC ZWZW

εr = 1 εr = 1εr = εC εr = εCεr = εMUT

Figure 8.18 Transmission line model for a coaxial line characterization set-up. It is strictly identical
with the three slab model except that the propagation constant is chosen to be of the form of a coaxial
line propagation constant.

frequency range, only several microliters may suffice. It is also possible to obtain both orientations with
magnetic biasing.

The Resonant Method
Looking at the last section one may notice that broadband measurements based on a line approach,
while an interesting approach, show several major inconveniences. The first is certainly the low accuracy
when determining dielectric loss. However, on closer inspection it becomes clear that the real part of
the permittivity itself is subject to uncertainties of the order of percents. When, from the broadband
investigation, the overall dielectric response of the material is found, one could settle for single frequency
points and describe the dielectric function using these sampling points to get a broader view. Meanwhile,
the accuracy at which both parts (real and imaginary) of the permittivity are being measured, may be
greatly enhanced using a resonant approach.

The optical characterization method discussed before, can be made resonant by selecting the slab
thickness using the Fabry–Pérot effect. Its FSR and finesse  are functions of permittivity and loss.
Using microwave terminology, one would call this a multimode resonator with a high number of modes
and a high Q-factor (which corresponds to a high finesse). Both finesse and Q-factor translate to the
width of the resonance peaks and are very sensitive to material losses. The position of the resonance
peak is a function of the geometry of the resonator, that is, its electrical (or optical) dimensions. The
peaks therefore change position depending on the dielectric permittivity. Having said this, we will treat
two limiting cases: an entirely filled (i.e., fully loaded) resonator and an almost empty (i.e., perturbed)
resonator with only a small portion of sample.

Resonant Line Approach
Yet another method to determine material properties is to use a resonant line [76]. At first sight, and
in particular concerning the mathematical approach, this is very similar to the free space approach.
On further investigation, one notices that while this is a very convenient approach for isotropic
materials, since there are expressions to obtain the material permittivity from the effective permit-
tivity of the propagating mode, it is rather difficult to obtain an expression for anisotropic media.
Electric biasing is, in this case, not an option as it makes the determination of the material properties
unnecessarily complicated. A strong, homogeneous magnetic field creates a homogeneously oriented

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



Selected Emerging THz Technologies 363

LC layer, which, while anisotropic, can still be analyzed mathematically and makes an analytical
separation of 𝜀r,⊥ and 𝜀r,‖ possible.

The error using this method is rather large for the above reasons. Nevertheless, it is acceptable for
qualitative studies [77] and it allows investigation of structures like filters or phase shifters. It is therefore
suggested to use a cavity perturbation method for characterization.

Cavity Perturbation Method
Unperturbed cavity modes can provide Q-factor values of several thousands, even around 10 000. While,
until now, only methods have been discussed where a cavity is entirely filled with the MUT, for cavities
this is not an option for two reasons: (i) In general, the amount of material would be too large (several
milliliters are necessary for a 30 GHz cavity). (ii) The Q-factor of such a fully loaded cavity will be
extremely low.

Several geometries for a partially loaded cavity have been proposed, depending on material type and
sample geometry. For solid, machinable bulk material for instance, a variety of shapes can be sought
and fabricated. In the case of LCs, the limiting problem is the container for the liquid. It should be of
very low loss so as not to contribute to the loading of the cavity. It should also not be of a too large
permittivity for it will disturb the mode without providing any insight. Last but not least, it should have
a very well defined geometry or a geometry which can be easily described in terms of an analytical or
semi-analytical model, so variations can be accounted for by running a reference measurement of an
empty container.

In Refs. [78, 79] a rectangular cavity with one dominant high-Q mode is proposed. In this way, apply-
ing an auxiliary magnetic field in two directions, 𝜀r,⊥ and 𝜀r,‖ (and the respective tan 𝛿) can be determined
in two separate measurements. Both are determined independently of each other. The error in this pro-
cedure only depends on the unloaded quality factor of the cavity, variation of the container from the
ideal cylindrical shape and perturbations induced by the coupling windows and the holes through which
the sample container is inserted. However, for a mostly automatic measurement procedure the fact that
two magnetic field orientations are necessary is inconvenient. It requires a usually rather bulky mechan-
ical construction. Furthermore, moving the set-up may disturb calibration conditions and thus introduce
further, unknown errors.

Therefore, in Ref. [80] a rectangular triple-mode cavity is proposed. It allows measurements of three
independent material axes (which in the case of the LC would be 𝜀r,‖ along the optical axis and 𝜀r,⊥ twice
perpendicular to it) without the need to change the external magnetic field orientation (cf. Figure 8.19).
Obtaining two results for 𝜀r,⊥ may seem unnecessary. It should be pointed out though, that because of
the relatively large freedom in choosing the modes to be used, the second result can be obtained for a

Figure 8.19 Fundamental modes of a rectangular cavity resonator. A sample placed in the center or
along one of the central axis can be characterized in three directions.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



364 Semiconductor Terahertz Technology

significantly different frequency and therefore allow broader characterization. The authors also point out
that instead of measuring 𝜀r,⊥, the mode may be used to determine 𝜇r,⊥ or 𝜇r,‖.

The main issue with the rectangular cavity is fabrication. Inner radii are limited by mechanical con-
straints which become harder to meet with increasing frequency. Furthermore, it is impossible to place
the filling hole in a place which is current free for all three modes. A way to circumvent this is by using
a cylindrical rather than a rectangular cavity. At the expense of a third independent mode (which is
unnecessary for biaxial media like LCs, Figure 8.20) both shortcomings of the previous approach can be
solved. As a cylindrical structure, the cavity is very easy to fabricate. It is also rather easy to polish the
cavity, which is not the case for a rectangular cavity. The cavity is closed by a flat piece which is advan-
tageous as it avoids a seam that would otherwise perturb the resonant modes and break the symmetry. At
last, it is now possible to place the sample very precisely in the very center of the cavity (Figure 8.21).
Combined with the generally lower tolerances of this simple cylindrical structure, it allows for a very
high repeatability.

Figure 8.20 Fundamental modes of a cylindrical cavity resonator. A small sample can be placed along
the center line.

Polished and

passivated surface

Low tanδ
quartz glass tube

LC sample

Magnetic

bias field

Figure 8.21 Cylindrical cavity resonator for characterization of liquid crystals. The glass tube in the
center holds the LC sample, a magnetic bias field orients the LC along the axis of revolution of the cavity.
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8.2.2.3 Terahertz Methods

The major challenge of terahertz technology is that wavelengths require dimensions that are generally
extremely small for conventional fabrication techniques present in microwave engineering but extremely
large with respect to optical (even far-infrared) wavelengths.

The methods previously presented are still generally applicable, even in the terahertz domain. It is pos-
sible to build a three slab sample holder – somewhat the standard procedure – as well as it is technically
possible to build a cavity resonator. The latter is, however, incredibly delicate and it is impossible to
get high quality factors (high in microwave technology refers to orders of 103 − 104 or higher). This
makes this method inferior to the simple transmission method, especially if Fabry–Pérot is consid-
ered. Given smooth surfaces, Bragg gratings provide quite high reflectivities and therefore high finesses
(i.e., quality factors).

Most characterization methods for solids rely upon the simple slab method presented above. Duvillaret
et al. presented a rather general and often cited numerical method to extract data from such set-ups [81].
Unfortunately, most publications are limited to the determination of permittivity or refractive index.
Material loss is often neglected (for instance in [82] or [83]). Various works show why this is the case:
In the non-resonant set-up, loss angles of tan 𝛿 < 10− 2 (corresponding to similar numerical values of 𝜅
in the case of organic materials) are impossible to resolve (cf. [63]).

8.2.3 Applications

Over the years, a considerable number of LC-based devices have been proposed. There are devices, based
on waveguides, first conceived for the microwave range and steadily approaching the terahertz regime.
Another approach is based on free space optics where phase shifting is an interesting opportunity to
remove mechanical components from beam lines [66].

One of the great advantages of LCs over several other tuneable materials is their high linearity. Goelden
et al. [84] have determined the IP3 of 5CB to be at least 52 dBm. Commercial mixtures reached values
of the linearity range of at least 60 dBm.

8.2.3.1 Phase Shifters

Phase shifters are an integral part of many microwave applications. They serve as variable delay elements
in phased array antennas, they can be used to compensate delays or, as in a Mach–Zender type interfer-
ometer, they can be used as switches. In terahertz set-ups they may potentially replace mechanical delay
lines that are necessary for phase sensitive (heterodyne) measurements.

The first devices adopted well-known principles from LC display devices. The MSL phase shifter first
published in Ref. [85] showed good performance. The figure of merit (FoM) for phase shifters, that is,
the ratio of maximum phase shift over maximum insertion loss as defined by

FoM =
Δ𝜑max

ILmax

(8.33)

took values of 40–80∘/dB up into the lower millimeter-wave region of 35 GHz. This was quickly extended
to the W-band by Fritzsch et al. [86].

When it became clear that the true advantage of LC devices over other technologies were low losses
(rather than switching speed, where ferrites, semiconductors or even micro-electromechanical struc-
tures (MEMS) are faster by at least 1 order of magnitude), the topology of choice became the hollow
wave guide.

Gäbler et al. [87] demonstrated 150∘/dB phase shift at 35 GHz in a hollow waveguide phase shifter with
a three slab dielectric filling. Hoefle et al. [88] combined waveguide and planar topology to integrate a
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phase shifter and a Vivaldi antenna, namely using a finline structure in the W-band. FoM-values of 70∘/dB
in the well-matched range of 70–75 GHz were obtained, attaining 100∘/dB for higher frequencies at the
expense of matching. This concept was successfully extended to an array [89, 90].

The inhomogeneously filled hollow waveguide approach by Gäbler et al. was picked up several
times. Low-weight Ka-band phase shifters have been demonstrated in Refs. [91, 92] and another
W-band approach was presented in Ref. [93]. Combining classical micro-milling and micro-fabrication
approaches, frequencies beyond 110 GHz come within reach.

Many rather simple free space phase shifter elements are of transmission type, that is, an LC slab is
enclosed by two quartz glass plates and oriented either using a strong magnetic field or using the surface
orientation effect and an electric bias (cf. [66, 83, 94, 95]).

8.2.3.2 Polarizers

Another way of driving the aforementioned structure is a polarizer. Unlike in a phase shifter, the polarizer
is a structure where both fundamental modes TE01 and TE10 are propagating (degenerate mode). Such
an LC-filled structure can be used to couple between TE01 and TE10 and vice versa. This principle is
depicted in Figure 8.22.

Strunck et al. have presented such a structure in Ref. [97]. It works very much like a polarizing LC
layer in an LC display. The optical axis of the LC is continuously turned. Under certain conditions,
the light polarization follows. Optimal suppression of the orthogonal polarization is obtained when the
Gooch–Terry criterion is met. While this was derived for plane wave propagation through a slab of LC,
in modified form it still holds for propagation in waveguides. The main difference lies in the change in
the propagation constant. In a waveguide it not only depends on the dielectric constant but also on the
cut-off frequency of the waveguide.

8.2.3.3 Beam Steering

If an antenna array is used, the antenna beam pattern is a function of the phases of the individual radiating
elements (i.e., patch or horn antennas). LC phase shifters can be used to efficiently set the phase, for
example, in an array as shown in Figure 8.23. This principle can be applied using LC up to very high

(a)

l

Vertical Horizontal

TE11

TE10 TE01
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n

Figure 8.22 Principle of a LC hollow waveguide polarizer. The LC director field orientation n is con-
tinuously rotated to make the RF field follow. (a) Circular and (b) quadratic cross-section.
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Figure 8.23 Phased transmit array with LC phase shifters.

frequencies. It was shown that an array of Vivaldi antennas with slotted guide phase shifters works at
94 GHz with a tuning range of± 15∘ [90]. At the current state of research, the limit is rather the machining
and fabrication of the antenna and/or phase shifter structure than the capabilities of the LC materials.

There are numerous techniques on the market to implement a phased array as depicted in Figure 8.23.
Most prominently, in the past years MEMS and ferroelectrics (such as barium-strontium titanate, BST)
have been used for phased arrays. In contrast to LC technologies however, there are distinct drawbacks:
the performance of ferroelectrics-based systems degrades with frequency. While very good performance
is observed in the Ka-band, most publications in the W-band show only half the performance in terms
of FoM. MEMS perform better and only degrade as the line topology degrades but they are, in general,
non-continuously tunable devices.

Another general advantage of LC technology is that it can be applied to hollow waveguide structures
relatively easily. This is not the case for MEMS and BST structures. While for instance ferrite-based
waveguide phase shifters are available, they usually require strong magnetic fields and thus high current
(i.e., high power).

Several phased arrays based on LC have been demonstrated: planar devices (as presented, for example,
in Ref. [98]) as well as 2.5/3D devices (such as [77, 90, 91, 99, 100].

One drawback of those arrays is the relatively slow tuning speed in comparison with the
quasi-instantaneous tuning of semiconductor devices or the nanosecond to microsecond speed of
ferrites or MEMS. LC phase shifters are in the range of milliseconds (planar structures) to tens of
seconds (waveguide with current LCs).

This, however, does not necessarily turn out to be a problem: if the application is tracking a transmitter
station at low relative angular speeds, then slow switching is acceptable and the advantages (low insertion
losses in general, high relative phase shifts, that is, high FoMs and high-power acceptance) predominate.

8.3 Graphene for THz Frequencies

8.3.1 Theory and Material Properties

Single crystal carbon, diamond, is used in the THz-application field as an efficient heat conductor for heat
sinking of high-power devices. Diamond has also been used as a field-effect transistor for high-voltage
applications since this material has a very high breakdown field.

The first two-dimensional carbon lattices were the so-called buckyballs. They are used as a nanometric
powder for numerous applications, even in drug-delivery concepts in the human body.
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The next type of component was the carbon nanotube [101]. A large number of electronic components,
from field-effect transistors to sensors, were experimentally realized, including applications in the THz
frequency range.

Theoretically it was initially considered impossible to obtain graphene sheets, until the experimen-
talists Geim and Novoselov at the University of Manchester published their experimental realization of
graphene by the special approach of mechanical exfoliation from pyrolytic graphite [102]. The Nobel
Prize was awarded to them for this achievement.

Since then, a good number of fabrication techniques, often by epitaxial processes on such materials as
SiC and by chemical vapor deposition, have been developed so that graphene is offered by a number of
companies and universities for a reasonably low price.

It is now therefore possible to consider applications of graphene for the THz area. The most important
specific properties of this material are summarized in the following.

8.3.1.1 Band Structure

The conduction band and valence band touch at the K-point of the Brillouin zone. Graphene is therefore
a zero band gap semiconductor or a semi-metal. The point where valence and conduction band touch
is called the Dirac point. Due to the hexagonal honeycomb structure in real space, there are 6 K points
in momentum space. Two lattice vectors are required to describe the lattice. Therefore, the 6 K points
are divided into two groups, namely the K and K′ points. The quantity to differentiate the two groups
is called the pseudo-spin. Most 3D semiconductors show parabolic conduction and valence bands in the
E-k space. For graphene, instead, the bands are linear, as illustrated in Figure 8.24 with

EC,V(k⃗) = ±ℏvF|k⃗| = ±vFp (8.34)

where p=ℏk is the momentum measured relative to the Dirac points and vF = 106 m/s is the Fermi veloc-
ity, 1/300 of the speed of light. The “+” sign accounts for the conduction band, EC, the “−” sign in
Eq. (8.34) is for the valence band, EV. The conduction and valence band form cones with their tips
touching at the Dirac point. These cones are often referred to as Dirac cones.

kF

EV = –ħvF |k|

EC = ħvF |k|

k

EF

Conduction band

Valence band

(b)

(a)

E(eV)

Figure 8.24 Energy band diagram of n-doped graphene at the K point. (a) Interband excitation of
an electron from the valence band into the conduction band, for instance by absorption of a photon
(high energy, little momentum transfer). (b) intraband transfer of an electron in the conduction band,
for example, by emission or absorption of a phonon (little energy of a few millielectronvolts, large
momentum transfer).
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The linear dispersion relation for both electrons and holes results in a very unusual behavior of the car-
riers. In usual metals or semiconductors, electrons behave like ordinary particles with an effective mass,
m*. Their kinetic energy is given by E= p2/(2m *)∼ k2. Clearly, this is not the case in graphene since car-
riers in graphene obey a linear dispersion. Therefore, the carriers cannot be described by the Schrödinger
equation and do not behave like classical particles. The carriers obey the Dirac equation [103], actually
describing relativistic Physics,

E =
√

(m0c2)2 + p2c2. (8.35)

Comparing Eq. (8.35) with Eq. (8.34), reveals that the rest mass, m0, of carriers in graphene must be
zero and that the velocity of light must be exchanged by the Fermi velocity, vF, in the Dirac equation.
This means that electrons and holes behave like relativistic particles with zero rest mass that move at
about 1/300 of the speed of light. The 300 times smaller velocity of electrons compared to the speed of
light makes graphene an excellent test bed for relativistic Physics. Although the rest mass of the electron
is zero, the effective mass at finite energy is non-zero and is calculated via the De Broglie relation [104]

p = m∗vF. (8.36)

With Eq. (8.34) the effective mass is
m∗ = E∕v2

F, (8.37)

in analogy to the relativistic mass. That is, the effective mass of the electron is zero at the Dirac point
and increases linearly above and below. For ordinary semiconductors, in contrast, the effective mass at
the top of the valence band and at the bottom of the conduction band are not energy-dependent.

8.3.1.2 Charge Carrier Density in Graphene

The electron (n(2D)) and hole (h(2D)) concentrations in a graphene sheet are given by the following
expressions:

n(2D)(EF) =

∞

∫
0

𝜌(E)f (E − EF)dE = Ngℑ(EF∕kBT) (8.38)

h(2D)(EF) =

∞

∫
0

𝜌(E)[1 − f (E − EF)]dE = Ngℑ(−EF∕kBT) (8.39)

here, f(E) is the Fermi–Dirac distribution function which describes the occupational probability of a state
depending on its displacement in energy from the Fermi energy, EF (measured relative to the Dirac point).
Further, Ng, the effective graphene density of states, is given by

Ng =
2(kBT)2

π(ℏvF)2
(8.40)

and ℑ is the complete Fermi–Dirac integral:

ℑ(EF∕kBT) =

∞

∫
0

𝜂

1 + e𝜂−EF∕kBT
d𝜂 (8.41)

Figure 8.25 shows the calculated sheet carrier density in graphene for various Fermi energies and
temperatures.
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Figure 8.25 Carrier concentration versus temperature for several Fermi energies.

The Fermi energy in graphene depends on the doping level. It can be tuned by doping with adsorbates,
substitution doping or by binding to a substrate. In as-grown epitaxial graphene on SiC, for instance, the
dangling bonds of the carbon-rich buffer layer cause an n-type doping level in the range of 1.1× 1013/cm2

[105]. The carrier concentration at 0 K can be calculated by integrating the Fermi circle in k-space.
This yields |n(2D)| = πk2

F∕Vk =
E2

F

π(ℏvF)2
, (8.42)

where Vk =𝜋2 is the unit volume in k-space. Equation (8.34) was used to express the Fermi wave
vector, kF, in terms of the Fermi energy. Equation (8.42) holds for both electrons and holes; n(2D) is
either the electron or the hole density. The Fermi energy can now be expressed in terms of the carrier
concentration as

EF = ±ℏvF

√
π|n(2D)|, (8.43)

where the “+” sign has to be used for n-doping and the “−” sign for p-doping.

8.3.1.3 AC Conductivity and THz Transmission

The THz transmission and the (AC) conductance of graphene are dominated by an interband transition
and an intraband transition of the charge carriers. The interband contribution corresponds to creation of
an electron–hole pair by excitation of an electron from the lower Dirac cone into the upper Dirac cone at
approximately the same k-vector as illustrated in Figure 8.24 by arrow a. The intraband contribution is
due to transitions at the Fermi energy, transferring mainly momentum and only little energy (Figure 8.24,
transition b).

Interband transitions are responsible for the commonly denoted transmission loss through graphene
of 2.3% in the visible. In the THz range, however, intraband transitions dominate the transmission
and the optical conductivity, even for only lightly doped graphene: The interband transition can only
occur for excitation energies higher than ∼2EF (see Figure 8.24, arrow a) since it requires an empty
state in the upper Dirac cone and a filled state in the lower one (or vice versa). For terahertz radiation
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(E= 4 meV at 1 THz), the Fermi energy must therefore be smaller than |EF|< 2 meV. Even for lightly
doped graphene at low temperature with n(2D) > 3×108/cm2, the Fermi energy is higher than 2 meV (see
Eq. (8.43)) such that only intraband contributions to the conductivity have to be taken into account.
Although there are some THz applications where interband transitions play a role, we focus in the fol-
lowing on the much more important intraband transitions. A derivation of the interband response can be
found in Ref. [106].

In general, the conductivity of a two-dimensional electron gas (2DEG) is given by

𝜎(2D)(𝜔) = e|n(2D)|𝜇(𝜔), (8.44)

where n(2D) is the doping level of graphene which can be adjusted by doping with adsorbates or by
coupling of graphene to its vicinity, as discussed in Section 8.3.1.2. The (collective) mobility can be
derived from the equation of motion,

m∗ẍ(t) + m∗Γ .
x(t) = eE(t), (8.45)

where m* is the effective mass from Eq. (8.37), Γ= 1/𝜏 is the damping factor resulting from scattering
with an effective scattering time, 𝜏, and E(t) is the electric field that causes the carrier motion. The scat-
tering time at room temperature is fairly short, with typical values in the tens of femtosecond range [106]
and may reach much higher values at low temperatures. With harmonic excitation, E(t)=E0exp(−i𝜔t),
Eq. (8.45) becomes

(−i𝜔 + Γ) .x(t) = e
m∗ E(t). (8.46)

Using
.
x(t) = v(t) = 𝜇(𝜔)E(t), the mobility is

𝜇(𝜔) = e
m∗ ⋅

1
−i𝜔 + Γ

= i
e

m∗ ⋅
1

𝜔 + iΓ
. (8.47)

Finally, we obtain for the conductivity, by substituting the mobility of Eq. (8.47) into Eq. (8.44),

𝜎(2D)(𝜔) = i
e2|n(2D)|

m∗ ⋅
1

𝜔 + iΓ
. (8.48)

This is equivalent to a classical particle motion with a Drude weight of

D = 𝜋
e2|n(2D)|

m∗ . (8.49)

However, the effective mass is energy-dependent according to Eq. (8.37), since only the carriers at
the Fermi energy have the option to move into free states. With Eq. (8.37), the effective mass can be
expressed in terms of the carrier concentration as

m∗ = ℏ

vF

√
πn(2D), (8.50)

and with Eq. (8.39), the Drude weight for graphene as [107]

D =
e2vF

ℏ

√
π|n(2D)|. (8.51)

The conductivity as a function of the carrier concentration becomes

𝜎(2D)(𝜔) = i
e2vF

ℏ
√
π

√|n(2D)| ⋅ 1
𝜔 + iΓ

. (8.52) 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



372 Semiconductor Terahertz Technology

Also the damping factor, Γ, may depend on the carrier concentration, n(2D). Carrier concentration or
doping-dependent origins of scattering are, for instance, impurity scattering by the dopants [108] and
electron–electron scattering. Carrier-concentration independent scattering can arise from strong coupling
of graphene to its vicinity, for example, to phonons of a substrate or a dielectric layer covering graphene,
or by scattering with defects in the graphene film.

Note that the equation of motion in Eq. (8.45) is actually a classical description, despite the rela-
tivistic, Dirac-like nature of graphene’s carriers. However, this classical description of the conductivity
of graphene turns out to reproduce experimental results well [107, 109], since it describes the average
motion of the charge ensemble rather than the motion of individual carriers. This average motion is taken
into account by the effective mass and the scattering time. A more sophisticated derivation is given in
Ref. [106] (and references therein), however, leading to the same result. For structured graphene, a reso-
nant term 𝜔2

0x(t) may have to be included on the left-hand side of Eq. (8.45), providing a Lorentz–Drude
equation of motion.

According to Eq. (8.52), the (intraband) conductivity approaches zero at zero carrier concentration.
However, we have neglected interband transitions so far. Even for zero carrier concentration, graphene
remains conductive with a minimum conductivity of 𝜎0 = e2/(4ℏ)= 60.7 μS [110] due to the interband
term. Large area graphene can therefore never be turned into a high resistive state, which results in some
difficulties in constructing graphene transistors or diodes. In Section 8.3.1.4 we will explain that this
problem can be resolved by implementing nano-constrictions.

Equation (8.52) shows that the (intraband) conductivity of graphene varies as ∼
√|n(2D)|, whereas the

conductivity of classical semiconductors and metals scales as ∼|n(2D)|. This feature displays an important
property of graphene that also impacts the THz transmission. The transmission through a 2DEG, situated
at a surface between air and a material with refractive index, n, (not to be confused with the carrier density,
n(2D)) is given by [106]

T(𝜔) = T0 ⋅
1|||||1 +

𝜎(2D)(𝜔)Z0

1 + n

|||||
2
= T0 ⋅ TG(𝜔), (8.53)

where T0 = 1−R0 = 1− [(n− 1)/(n+ 1)]2 is the transmission through the interface without the 2DEG,
and Z0 = 377Ω is the free space wave impedance (see also Chapter 2, Section 2.2.4.2., Eq. (2.74) and
discussion thereof). For suspended, undoped graphene at low temperature (T0 = 1, nAir = 1, only interband
transitions with 𝜎 = 𝜎0 = 60.7 μS), Eq. (8.53) yields T= 97.7%. This is the well known transmission loss
through graphene of 100–97.7%= 2.3%. In the THz range, however, the AC conductivity of graphene
is usually (much) larger than 𝜎0 due to the intraband contribution. Particularly highly doped samples
show strongly reduced THz transmission through a single graphene layer. For instance, graphene on SiC
(nSiC = 3.2) with typical carrier concentrations in the range of n(2D) = 1.1×1013/cm2 and DC mobilities of
the order of 900 cm2/Vs [105] (corresponding to a damping constant of Γ= 2𝜋⋅4.6 THz), shows a fairly
constant transmission of only TG = 76.7% (corresponding to a transmission loss of 23.3%), from DC to
frequencies 𝜐THz <Γ/2𝜋 = 4.6 THz. The transmission loss of 23.3% is more than one order of magnitude
higher than the 2.3% caused by interband transitions only.

8.3.1.4 Semiconducting Graphene

The vanishing effective mass of graphene’s charge carriers at the Dirac point implies that graphene is
attractive for highest mobility applications. Several applications, however, require a finite band gap. An
example is graphene transistors: even at the Dirac point, the conductivity is not zero (despite a vanish-
ing carrier density). The transistor cannot be pinched off. A bandgap, however, would allow for pinch
off: it switches off the low energy interband transitions. In bilayer graphene, a tunable band gap can be
formed by applying a perpendicular electric field. Another case of semiconducting graphene is reported
by sandwiching it between boron nitride [111]. Mono-layer graphene can be made into a semiconductor
by reducing the width of narrow strips [112]. A bandgap can be formed by confining the graphene width
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Figure 8.26 The graphene sheet on an insulating substrate like SiC is electron-lithographically struc-
tured such that a wide structure with a narrow band gap is followed by a narrow structure with a wide
band gap.

in nanoribbon or nanoconstriction structures. For example, the induced bandgap by a 50 nm nanoribbon
is about 6 meV, while for a nanoconstriction with a 30 nm constriction width, this can be about 14 meV
[113]. This is mainly attributed to the extra confinement in the longitudinal direction. Such narrow con-
strictions require electron-beam lithography for fabrication. In order to obtain acceptable power levels
of such components, one has to use multiple-layer graphene and matrices of components in series and in
parallel. An example is given in Figure 8.26, where ballistic resonators are proposed for THz generation
and other signal processing applications. Such matrix surfaces have to be incorporated into suitable THz
resonating or transmission structures [114].

8.3.2 Applications

The special properties of graphene make it very attractive for a manifold of applications. These properties
include the potential for extremely high carrier mobility, its thickness of one atomic layer, compatibility to
standard lithography processes, high transmission in the visible (97.7%), and carrier-density controllable
transmission coefficient in the THz. This section lists some recent applications and future perspectives
for THz applications of graphene. Due to the vast amount of publications on graphene, this brief section
is far from exhaustive, it just gives a glance at THz graphene optics and devices.

8.3.2.1 Graphene Field Effect Transistors

As described in Section 5.1.3 field effect transistors (FETs) can rectify THz radiation, generating a DC
bias that is proportional to the incident THz power. The rectification remains efficient even if the transis-
tor is operated far above its respective maximum frequency for amplification, fT and fmax. Such transistors
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require ohmic source-drain contacts and a gate Schottky contact to a 2DEG. Graphene with its excellent
material parameters can be used as the 2DEG material in FETs, offering mobilities much higher
than those of silicon devices and being compatible with any kind of high resistivity substrate and
complementary metal oxide semiconductor (CMOS) processes. In terms of device processing, it is
fairly simple to achieve ohmic source and drain contacts to graphene. However, obtaining high quality,
low leakage Schottky gate contacts requires some engineering. The absence of a band gap prevents
formation of natural Schottky contacts to graphene. An oxide or dielectric insulation layer is required.
For efficient rectification, the thickness of this layer, dOx, should be as small as possible in order to
increase the control of the gate bias, UG, on the carrier density in graphene, which follows a simple plate
capacitor model. The 2D carrier density for gated, undoped graphene is given by

en(2D) = 𝜀0𝜀r
1

dOx

UG. (8.54)

Further, the gate dielectric must be of high quality to prevent charge trapping in the dielectric. Trapped
charges lead to a drift in the effective gate bias and hysteresis. Thermally evaporated dielectrics show a
large amount of chargeable traps and are a poor choice. Atomic layer-deposited (ALD) materials, such
as Al2O3, have excellent material properties and can be deposited in atomically thin layers. However,
growth of a closed film on bare graphene is difficult: water is used as precursor for Al2O3 growth, but
the hydrophobic nature of graphene prevents adhesion of water. Two solutions to this problem have been
found: Lin et al. [115] have processed a graphene FET with an fT = 26 GHz by using a NO2-TMA precur-
sor prior to ALD growth. Another solution is the implementation of a few nanometer thick organic seed
layer [116]. Further, ALD materials other than Al2O3, without the requirement of water as precursor, rep-
resent a solution. Vicarelli et al. [117] have fabricated a THz graphene rectifier by contacting a graphene
flake with a HfO2-insulated Cr/Au gate. Some hysteretic behavior remained. The maximum THz respon-
sivity is in the range of R= 0.1–0.15 V/W at 300 GHz and the room temperature noise equivalent power
(NEP) is in the range of 30 nW∕

√
Hz for bilayer graphene. These values are about 3 orders of magnitude

worse than the state-of-the-art in classical semiconductor FETs based on Si or III–V materials but already
allow for some THz applications. The reasons for the weaker performance are (i) less optimization of
the devices (such as impedance matching, etc.) and (ii) the absence of a band gap in graphene. The lat-
ter is responsible for a low on/off ratio in the range of 5–10 and a fairly small resistance of the device
at the Dirac point without strong threshold behavior. However, for rectification, operation close to the
threshold usually allows the highest responsivities. Formation of a band gap would, for instance, require
nano-constrictions. To the knowledge of the authors, no graphene FET rectifiers with nano-constrictions
have yet been demonstrated. A band gap may also be formed by breaking the coupling of multi-layer
graphene [116].

First attempts to build THz amplifying graphene FETs have also been undertaken. Liao et al. [118]
have developed a self-aligned process with very short ungated graphene regions where the gate is formed
by a GaN nanowire. The authors did not measure the THz performance directly but from the transit-time,
they estimated an fT = 0.7–1.4 THz.

The highest (extrapolated) fT from RF measurements on graphene-based transistors are in the range
of 300 GHz [119].

8.3.2.2 Switchable THz Filters

In the visible domain, the transmission loss through graphene is dominated by interband absorption.
Due to the linear band diagram, it is fairly constant at a value of only 2.3%. Transmission in the THz
domain, however, is dominated by intraband absorption of electrons (or holes) at the Fermi energy. The
transmission through graphene can be controlled by the charge density in graphene: more carriers result
in higher losses; the smallest losses are given for graphene at the Dirac point. The transmission through 
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Figure 8.27 Schematic of the THz modulator in Ref. [120].

a continuous (doped) graphene film can be well described by a Drude model for the (AC) conductivity,
as discussed in Section 8.3.1.3, Eqs. (8.52) and (8.53).

Several groups have designed structures where the carrier concentration (and hence the conductivity)
in graphene is controlled by a gate in order to alter the transmission through the active graphene layer.
Sensale-Rodriguez et al. [120] used a graphene layer on a thin, slightly doped semiconductor layer which
acted as gate (see Figure 8.27). The semiconductor was biased by a gold ring back-gate. At specific
frequencies, they achieved a transmission modulation depth (defined as (Tmax − Tmin)/Tmax) of 64%. The
3 dB switching speed was in the range of 4 kHz. The insertion loss is 2 dB.

8.3.2.3 THz Plasmonics

By adding structure to graphene, additional performance features can be generated. One of the simplest
structures is a grating of graphene strips. The constriction gives rise to surface plasmon-polaritons (SPPs)
which alter the THz transmission for the electric field along the grating. A Drude model is insufficient
to describe the THz transmission, since it cannot reproduce the SPP resonance. For very thin strips, a
Lorentz–Drude model can be used as a very coarse model. A more accurate description has been derived
by Bludov et al. [121]. A first experimental demonstration is shown in Ref. [122].

A series of plasmonic structures for manipulating light has been proposed in Ref. [123] for the infrared
range, which may be extended to the THz. This includes waveguides and splitters. Further, the chemical
potential of a graphene sheet can be periodically altered in order to generate additional functionality by
plasmons. This includes circular n–p junctions that act as a lens. Formation of n–p junctions within a
(single) graphene layer can be achieved either by gating or by local intercalation with hydrogen [124].
The latter bears the advantage that no further metallization is required, allowing obstacle-free optical
access to the graphene layer.

The first THz meta-materials with an active graphene layer have been presented [125].

8.3.2.4 Perspectives for THz Amplification and Lasing

A few groups have yet worked on theoretically investigating potential THz amplification using graphene.
Two different operation modes are discussed:

Ryzhii et al. [126] have discussed an optically pumped graphene laser with a pump photon energy
(much) above that of the THz wavelength to be amplified. The pump laser causes inter-band absorption,
populating the upper Dirac cone with electrons and the lower one with holes, causing population inver-
sion. They have shown that lasing is theoretically possible, however, with several obstacles to overcome.
First, a single graphene sheet absorbs only 2.3% of the incident laser light via an interband transition.
In order to overcome the low absorption, the authors suggested to use graphene multilayers. However, 
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Figure 8.28 (a) Schematic of the proposed plasmonic amplifier in Ref. [127]. Electrons and holes in
the graphene layer are vertically offset for clarity. (b) Ideal carrier energy distribution with population
inversion at the center of the structure.

electronic coupling between the layers must be circumvented in order to preserve the properties of mono-
layer graphene, such as a linear band structure, low effective mass, and high mobility. Second, carrier
relaxation and scattering can be extremely fast in graphene with values in the tens of femtoseconds to a
few picoseconds for substrate-coupled graphene on SiC [126]. For instance, carriers can emit phonons,
scatter with impurities, scatter on fluctuations of the Fermi-energy due to external fields or adsorbates,
or scatter with other carriers. The latter becomes very important for high carrier concentrations, that
is, high optical pumping, and may limit the maximum pump power. However, strong inversion (and
hence, extreme pumping) will be required in order to achieve timescales for stimulated emission that
are shorter than the relaxation or scattering time. Further, highest quality material is required in order to
prevent impurity scattering. Graphene is very sensitive to adsorbates, which act as dopants or scatterers.
This may require protecting layers. These protecting layers, however, can already alter the properties of
graphene.

Rana [127] proposed an electrically pumped THz plasmon amplifier. A graphene sheet is connected
with two ohmic contacts followed by (insulated) gates. The gate potentials determine the carrier type
under the gate and are chosen such that holes are injected from one side and electrons from the other side
into the active zone between the gates, as illustrated in Figure 8.28. At the center of the structure, electrons
and holes can recombine, emitting photons or plasmons. A plasmonic waveguide is situated on top of the
recombination zone where the amplified wave is guided. It is crucial that the carriers do not relax while
transported from the gate to the recombination zone. This requires very long scattering times in order to
cover the distance of d= 1 μm (or longer). Similar constraints on material properties and transport are
apparent, as for the laser proposed in Ref. [126]. It is reasonable to expect that graphene-based amplifiers
and lasers will have to be operated at low temperatures, similar to quantum cascade lasers. Rana [127]
calculated the gain versus THz frequency. Reasonable gain is only achieved above 3 THz, even for 77 K
operation. This also shows that lasers and amplifiers are unlikely to work in the low THz range but may
be feasible in the higher THz range.

8.3.2.5 Further Potential Applications

There is another useful property of large graphene sheets, namely that they are conducting up to and
beyond THz frequencies, but optically transparent [128, 129]. This is a property which makes graphene
attractive for replacing the conductive, transparent semiconductors such as indium tin oxide [130]. For
THz generation, such properties have been successfully employed for efficiency enhancement of THz
signal generation by optical mixing in materials such as low-temperature fabricated GaAs [131], where
graphene acted as a transparent electrode. A sometimes relevant effect is the plasmon dispersion in
graphene [132].

Graphene stripes are open to a large number of component ideas. Tunneling structures can be produced
by separating two graphene layers by an insulating sheet, such as SiO2 or hexagonal boron nitride (h-BN)
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[133]. Similarly, this can be realized by short gaps along a line. Also structures of varying strip width
can be used to heat the charge carriers, which can be then made to drop energetically in a narrow-gap
stretch, similarly to the quantum cascade laser, and thus emitting THz photons.

Graphene has been employed as a flexible component such as transparent heaters [134]. Graphene can
also be doped with various types of impurities so that many more ideas can be attempted.

The field of THz components based on graphene is therefore very wide. Many of the basic
engineering concepts, such as the characteristic impedance of graphene transmission lines, have
not yet been evaluated systematically. Other important questions concern 1/f noise contributions.
Similarly, life-time limitations of components are unknown since such effects as electromigration of
the material are not yet known. This section is therefore just an encouragement of further research
work.
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Beam waveguide, 160, 168, 183, 187, 193
Bias field screening, 29, 30, 33, 34
Bolometric resistor (bolometer), 213, 215–218
Brendel–Bormann model, 202, 205

Cavity perturbation method, 362
Characteristic impedance, 170, 174, 175
Circular polarization, 72, 89, 194
Clearing point temperature, 354
Coaxial line, 165, 168, 173, 174
Complex permittivity, 202, 358
Conjugate matching. See Impedance matching
Constitutive relation, 160
Coplanar stripline, 168, 176
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Coplanar waveguide, 168, 176, 233, 283, 284
Coupled mode resonator. See Photonic

molecule
Coupled resonators. See Photonic molecule
Critical coupling, 345
Cut-off frequency, 17, 99, 165, 167, 169
Cut-off wavelength, 167, 169, 170, 172

Debye relaxation, 351
Dielectric rod waveguide (DRW), 168, 177,

346
circular, 168
rectangular, 177–182

Dipole antenna, 32, 85–87, 94
dual-dipoles, 86, 94
full wavelength dipole, 85
full-wavelength four-leaf-clover, 87
half wavelength dipole, 51, 85
meander dipoles, 86, 87

Direct detection, 212–253
Distributed feedback laser (DFB), 315–318
Drude model, 59, 202–204

Eigenmode, 180
Electrical responsivity, 214, 216, 235–237
Electric flux density, 160
Equivalent noise bandwidth, 239, 242
Esaki diode, 5, 55, 56
Evanescent coupling, 342
Evanescent waveguide coupling, 345
External coupling efficiency, 235, 236, 245
External quantum efficiency, 8, 134, 230
External responsivity, 40, 235, 236, 238, 244

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



384 Index

Faraday’s law, 161
Far-field distance, 205
Field-effect transistors (FETs)

graphene, 373
HEMT, 53, 213, 220, 245
MOS, 220, 221, 368, 373, 374

Finesse, 343, 362, 365
Finger electrodes, 36
Finite difference time domain (FDTD), 198
Fin line, 168
First null beamwidth (FNBW), 70
Frank–Zocher–Oseen continuum theory, 354
Free spectral range, 318, 342
Frequency multiplier, 56ff, 57
Front to back radiation, 70

Gaussian beam, 17, 86, 91, 116, 118, 122, 141,
185, 186, 192

beam radius, 123, 143, 148, 149, 151, 155,
156

beam waist, 184, 185, 188, 189, 191
beam width, 70, 151, 199
complex beam parameter, 184
confocal distance, 184
Gaussian–Hermite, 186, 187
Gaussian–Laguerre, 186, 187
higher-order, 171, 174, 186, 214
modes, 58, 90, 99, 100, 165, 166
phase radius of curvature, 184–186, 188,

190, 191
phase slippage (Guoy phase), 184–186, 190,

195
transformation, 17, 19, 179, 187, 189, 190

Gauss’ law, 161, 166
Goell’s method, 180, 182
Golay (pneumatic) cell, 97, 149, 215, 219, 220,

245
Graphene, 56, 195

AC conductance, 370
effective mass, 10, 11, 16, 135
transmission, 357, 372

Groove guide, 168
Group velocity, 166, 167, 213, 220

Half power beamwidth (HPBW), 70, 84
Helmholtz equation, 160, 162, 163, 344
Hertzian dipole, 18, 20, 74, 75, 79, 119
Heterostructure barrier varactor (HBV), 56ff
H-guide, 168
Hollow metal waveguide, 168, 171

circular, 172, 173

rectangular, 168, 169, 171, 173
Homodyne detection, 20, 105
Horn, 47, 183, 217

conical, 191, 192, 195, 196
corrugated, 192, 195, 197, 198
diagonal, 191, 196
mode matching, 195, 198, 200
multimode, 318, 334
scattering matrices, 196, 197, 200, 201
single mode, 172, 173, 199, 200
smooth walled, 191, 192, 195, 198, 200

Hybrid mode, 177, 200
Hyperhemispherical, 75, 90, 110–112, 115, 146.

See also Lenses, extended hemispherical
lens

Ideality factor, 214, 290
Image guide, 168, 177
Impedance matching, 31, 33, 34
Ion implantation, 44

Kramers–Kronig relations, 204, 205

Lambert–Beer law, 343
Landau free energy, 356
Laplace’s equation, 166, 173
Lenses, 75, 90, 91, 99

anti-reflection coatings, 8
extended hemispherical lens, 75, 91, 92
refractive index, 5, 13, 34

Life-time roll-off, 15
Linear polarization, 72
Line-of-sight (LOS) path, 206
Link budget, 205
Liquid crystal, 350. See also Lorentz–Drude

model
calamitic nematic liquid crystal, 351
LC based beam steering, 367
LC characterization, 357ff
LC figure of merit (FoM), 365
LC orientation mechanisms, 357
LC phase shifter, 365
LC polarizers, 366

Lorentz–Drude model, 204
Lorentz oscillator, 204. See Lorentz–Drude

model
Loss resistance, 73
Loss tangent, 162, 342

Macroscopic acceleration, 135f
Magnetic flux density, 160

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



Index 385

Marcatili’s method, 177, 182
Maxwell’s equations, 58, 84, 160, 165,

344
Microbolometer, 233, 236
Microstrip line, 168, 174, 292, 357, 361
Mirrors, 97, 168, 183, 187, 188, 193, 212

aberrations, 91, 189
beam distortion, 188
cross polarization, 192
elliptical, 73, 90, 127, 153
off-axis parabolic, 146

Modeling techniques, 201
physical optics, 90, 189, 201

Mode locking, 309, 311
Mode splitting, 347
Monolithic integration, 293, 295, 310,

332
Multiphoton photoelectron emission, 59ff

Nanoconstriction, 372/373
Negative differential conductance, 54ff
Nematic phase, 353, 354
Noise, 40, 54, 106, 199, 224/236, 266, 273/285

amplifier noise, 243
current noise density, 243
radiation (photon) noise, 239, 241
shot noise, 224, 239, 269
temperature fluctuation (phonon) noise,

242
thermal (Johnson–Nyquist) noise, 225, 272
voltage noise density, 243

Noise equivalent power (NEP), 212, 228, 236,
240, 292

Noise-equivalent temperature difference
(NETD), 212, 242/247

Nonlinear frequency mixing, 266
Nonlinear second order process, 349
Non-radiative dielectric guide (NRD), 177

Optical heterodyne, 312. See also Photomixing
Optical rectification, 4f, 59
Order parameter S, 354

Parallel plate waveguide, 168, 173, 285
Permeability, 161
Permittivity, 58, 91, 161, 236, 325
Phase center, 72, 191
Phase velocity, 166, 176, 345
Photoconductor, 13, 115, 313, 329

ErAs:GaAs photoconductor, 37, 38ff
ErAs:InAlAs/InGaAs photoconductor, 41

low temperature grown (LTG) GaAs
photoconductor, 35, 135

low temperature grown (LTG)
InAlAs:InGaAs photoconductor, 41ff

Photocurrent, 6, 9, 15, 16ff
Photomixer diode, 7, 86

n-i-pn-i-p superlattice photomixer, 49ff
triple transit region photodiode, 48f
uni-traveling-carrier photodiode, 13, 47
waveguide integrated photodiode

(WIN-PDA), 47
Photomixing, 5, 52, 94, 107, 115, 265, 306

continuous-wave, 5ff
pulsed, 7ff, 16ff

Photonic integrated circuits (PICs), 331
Photonic molecule, 347
photonically enabled THz detection, 324. See

also Homodyne detection
Photonics, 2, 58, 333, 335, 357
P-i-n diode, 7ff, 118, 125, 153
Planar-antenna coupling, 231
Plasma frequency, 59, 203
Plasma-wave detection, 221

graphene, 375
Plasmon, 45, 58, 173, 375
Poynting vector, 116, 348
Propagation, 3, 119, 160, 220, 282

ABCD (or ray) matrix, 189
beam solid angle, 199
beam waveguides, 183, 193
partial coherence, 201
propagation constant, 58, 163–165, 167
propagation in free space, 160, 201, 205
propagation velocity, 163, 166, 167
spatial resolution, 199, 200

Pyroelectric capacitor, 213

Quality factor (Q factor), 97, 195, 340–344, 347,
363

Quantum cascade laser (QCL), 4, 59, 61, 246,
265

Quasi-ballistic transport, 10, 12
Quasi-optical waveguide, 168
Quasi-optics, 160, 168, 183, 190

absorbers, 47, 195
beam splitters, 108, 193
beam waveguide, 160, 168, 183, 187, 193
diffractive optical elements, 193, 194
filters, 40, 177, 193, 194, 241
interferometers, 193, 278
metamaterial absorbers, 195

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               
              

           
 



386 Index

Quasi-optics (continued)
polarizing grids, 193
roof mirrors, 193, 194

Quasi-TEM mode, 173, 176

Radiation efficiency, 71–73, 81, 86
Radiation field screening, 31–34, 147
Radiation resistance, 6, 8–10, 18

large area emitter, 34, 36, 41, 42, 74
RC roll-off, 9, 10, 12–14
Rectification, 213, 288, 373, 374
Relaxation frequency, 203, 204, 352
Relaxation time, 203, 221, 224, 257, 258
Resonant-tunneling diode, 55, 254
Ring resonator, 61, 334, 340–342

Schottky diode, 2, 5, 40, 56, 57
Self-complementary antennas, 84, 87, 88, 97,

236
bow-tie antennas, 49, 51, 84, 88, 90
log-periodic antennas, 89
log-spiral antennas, 88, 89

Sensing applications, 348, 349
Side lobe level (SLL), 70
Signal-to-noise ratio, 228, 239, 307, 331
Skin depth, 164, 175
Slot antennas, 83, 84, 87, 99, 261

tapered slot antenna, 99
Slotline, 168, 176, 177

Smectic phases, 353. See also Bias field
screening

Space charge screening, 28, 31
Stationary phase, 84
Stripline, 43, 44, 100, 168, 173
Stripline, suspended, 168, 177, 292
Substrate integrated waveguide (SIW), 171

Thermal conductance, 22, 23, 45, 52, 216
Thermal detection, 215
THz amplification, 375
THz resonator, 4, 340
Time domain spectroscopy (TDS), 20, 304
Time harmonic, 161
Total internal reflection, 75, 130, 231, 341, 343
Transit-time roll-off, 9, 19, 23, 26
Transverse electric (TE) wave, 75
Transverse electromagnetic (TEM) wave, 165
Transverse magnetic (TM) wave, 75
Tunnel-injection transit-time diode, 53

Velocity overshoot, 11, 14–16, 19

Wave equation, 160, 162, 166, 183, 184
paraxial, 183, 184, 186, 191, 201

Waveguide coupling, 227, 345, 346
Wave impedance, 34, 163, 166, 169, 170
Whispering gallery mode, 341, 344, 345
Wiedemann–Franz law, 238
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Figure 2.8 (a) Cross-section of a photoconductor. The electric DC fields, due to biasing the electrodes,
are indicated by the bowed lines. The gradient illustrates the amount of photo-generated carriers in the
gap (logarithmic scale; bright: many carriers, dark: few carriers). (b) Top view of a photoconductive
mixer with fingers for CW operation. (c) Fingerless gap for pulsed operation.
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Figure 2.25 (a) Schematic of the plasmonic structure and the antenna-integrated device. (b) Micro-
graph of the structure. (c) Simulated optical absorption. Figures reproduced from Ref. [92] with permis-
sion from the Optical Society of America, © 2013 Optical Society of America.
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Figure 2.26 (a) Schematic view of the developed TTR-PD (b) with band diagram and (c) layer
structure.
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levels for a reverse bias of 8 V. Figure reproduced from ref. [98] with permission from the Optical Society
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Figure 2.30 Band diagram of a n-i-pn-i-p superlattice photomixer (N = 2). Conduction band, valence
band and L-sidevalley (dotted) are shown. The dashed line depicts the band diagram under illumination.
A small forward bias, Urec, evolves at the recombination diodes due to charge accumulation. The bias is
only a fraction of the bandgap voltage. Reproduced and adapted with permission from ref. [18] S.Preu
et al., J. Appl. Phys. 109, 061301 (2011) © 2011, AIP Publishing LLC.
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Figure 3.7 Angular distribution P(𝜃) of emitted power normalized to n1 = 1 and n2 = 1 case versus
angle 𝜃 for vertical electric dipoles located on the interface (z0 = 0). (a) n1 > n2 and (b) n1 < n2.
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Figure 3.8 Angular distribution P(𝜃) of emitted power normalized to n1 = 1 and n2 = 1 case versus

angle 𝜃 for vertical electric dipoles located at different distances z0. (a) n1 = 1 and n2 =
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Figure 3.10 Angular distribution P(𝜃) of emitted power normalized to the free-space (n1 = 1 and
n2 = 1) case versus angle 𝜃 for horizontal electric dipoles located on the interface (z0 = 0). (a) E-plane
and (b) H-plane.
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Figure 3.11 Angular distribution P(𝜃) of emitted power normalized to the free-space (n1 = 1 and
n2 = 1) case versus angle 𝜃 for horizontal electric dipoles located at different distances z0 with n1 = 1

n2 =
√

12.9. (a) E-plane and (b) H-plane.
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Figure 3.12 Radiation patterns of a vertical Hertzian dipole lying on a 350 μm GaAs substrate obtained
at different frequencies. The case of a dipole on a semi-infinite GaAs substrate is shown as a reference.
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Figure 3.13 Radiation patterns of a horizontal Hertzian dipole lying on a 350 μm GaAs substrate
obtained at different frequencies. The case of a dipole on a semi-infinite GaAs substrate is shown as
a reference.
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Figure 3.14 Radiation patterns of a vertical Hertzian dipole inside a 350 μm GaAs substrate obtained
at different frequencies. The dipole is placed 25 μm away from the upper part of the wafer.
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Figure 3.15 Radiation patterns of a horizontal Hertzian dipole inside a 350 μm GaAs substrate obtained
at different frequencies. The dipole is placed 25 μm away from the upper part of the wafer.
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Figure 3.38 Reflection coefficients for six periods of stacking layers with 𝜀r1 = 12.9 and 𝜀r2 = 2.2 in
terms of frequency and substrate width.
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Figure 3.50 Radiation intensity patterns of a 3× 3 array of isolated dipoles (- -), a 5× 5 array of isolated
dipoles (⋅⋅), and a 7× 7 array of isolated dipoles (-⋅-) with pitch a = 𝜆0∕(2nsc). (a) Arrays without lens, (b)
with a 2 mm radius and 0.69 mm slab hyperhemispherical lens, and (c) with a 5 mm radius and 1.725 mm
slab hyperhemispherical lens. For the sake of comparison also the radiation intensity pattern for the single
AE is depicted (-).
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Figure 3.51 Radiation intensity patterns of 3× 3 array of isolated dipoles (- -), 5× 5 array of isolated
dipoles (⋅⋅), and 7× 7 array of isolated dipoles (-⋅-) with pitch a = 4𝜆0∕(2nsc). (a) Arrays without lens,
(b) with 2 mm radius and 0.69 mm slab hyperhemispherical lens, and (c) with 5 mm radius and 1.725 mm
slab lens. For comparison also the radiation intensity pattern for the single AE is depicted (-). The lobes
in (b) and (c) are directly related to the off-center positions of the pixels (three lobes for the 3× 3, five
lobes for the 5× 5, and seven lobes for the 7× 7 array). The angle between neighboring lobes closely
corresponds to the values obtained from Eq. (3.43).
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Figure 5.1 (a) Room-temperature I−V curves and (b) corresponding ℜ − V curves for a family of
Schottky diodes fabricated from ErAs (semimetal)–InGaAlAs (semiconductor) junctions and with var-
ious In, Ga, and Al fractions [2]. (©2007 IEEE. Reprinted, with permission, from IEEE Microwave
Magazine vol. 8, p. 54 (2007).).
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Figure 7.13 Block diagram of a planar lightwave circuit to generate a dual wavelength source.
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Figure 7.15 Dual wavelength output from two DFB lasers combined on a Y-junction. (a) observed on
an optical spectrum analyzer and (b) wavelength spacing in terms of the current injected on one DFB
(x-axis) for fixed values on the other (inset). (Fice 2012 [46]. Reproduced with permission of Optical
Society of America.)
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AWG, selecting the Fabry–Perot modes allowed to lase within each channel.
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Figure 7.35 (a) Optical spectra of light generated by the chip for different bias currents applied to the
DFB lasers and (b) corresponding electrical tone measured from one of the two UTC photodiodes.
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Figure 8.3 Modal distributions in a whispering gallery mode resonator. (a) Analytical solutions based
on an expansion in spherical harmonics for a spherical geometry. (Adapted and reproduced from ref.
[23] with permission of the Optical Society of America © 2013.) (b) Numerical solutions based on finite
element methods. (c) Solutions based on a full 3D finite difference time domain which also include the
coupling waveguide.
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Figure 8.6 (a) When two spectrally identical disk resonators come within close proximity, they couple
strongly and show a mode splitting similar to that of a hydrogen molecule. The field intensity distribution
in two such coupled dielectric resonators is shown, calculated via a fast multipole method in 2D [30].
(b) Schematic set-up: THz light generated by beating two detuned lasers onto a n-i-pn-i-p photomixer
and focused through two parabolic mirrors onto a horn and into a Teflon waveguide. The transmittance
is measured. (c) Transmission spectra of two spectrally identical polyethylene WGM resonators (middle
two traces). The bottom curve shows the transmission of both resonators in close proximity, showing
clearly the mode splitting [31]. In the top trace data of a numerical simulation are shown. The individual
traces are vertically shifted for clarity. (Reproduced from ref. [33] with permission of the Optical Society
of America © 2008.)
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Figure 8.7 (a) A resonator is mounted at a fixed position in the center of a rotation stage. The detector
(Golay cell, D1) scans the angular power distribution of the far-field of the resonator with an angular
resolution of about 10∘. (b) Photograph of resonator and waveguide. The waveguide is bent to improve
coupling. (c) Result of the Poynting vector analysis of the resonator with hole. (d) Experimental data
(black dotted) as well as far-field radiation pattern predicted from the theoretical Poynting-analysis on a
linear scale. While the first main lobe predicted from the theoretical calculation around 120∘ is missing
in the experimental data, experiment and theory agree well for the second lobe at 200∘, most likely due to
the slightly curved waveguide in the experiment. (Adapted and reproduced from ref [20] with permission
of the Optical Society of America © 2013.)
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