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PREFACE 

Background 

Cancer is a variety of malignancies generally associated with aging. As the 
overall health technology and health care delivery improved with the advances made 
in medicine and science in the United States, the life expectancy of the population 
also increased. The average life expectancy in the U.S.A. has increased from 49 years 
at the end of 1900 to 75 years today in 1990 (1-3). The population of 65 years 
and older that constituted 25.5 million or 11.3% of the total U. S. population in 
1980(4) has now increased to 31.1 million or 12.5% of the population according 
to the 1990(5) census. As cancer diagnosis and treatment have improved, cancer 
mortality among patients under 55 has been significantly reduced within recent years *1; 
however, cancer incidence under 55 is still increasing at about 0.4% per year (as 
compared to 1.0% for all ages or 0.6% for < 65) according to the 1990 review of the 
15 year trends in the Cancer Statistics Review 1973-1987, published by the Surveillance, 
Epidemiology, and End Results (SEER) Program of the National Cancer Institute 
(NCI). In contrast, both cancer incidence and mortality have been increasing among 
the population 65 and over*2 at a rate of 1.4% and 1.0% respectively per year 
between 1973-1987(6). Whereas persons 65 years of age and over constitute 
approximately 12% of the total population, statistics showed that over 50% of all 
cancers occur in this age group. In specific cases like breast cancer, approximate 80% 
of cases occur in women over the age of 50(6l, suggesting that cancer tends to target 
elderly persons. Confronting the increasing cancer incidence among the aged, the 
National Cancer Institute implements special measures aiming at reducing cancer 
mortality among the underserved population of age 65 years and over. 

*lFor age group of 45-55 in the years of 1973, 1977, 1982 and 1987, the respective 
cancer mortality rates per 100,000 are 179.0, 179.2, 172.1 and 170.7 respectively 
age-adjusted, all sites combined.(6) 

*2For 1973, 1977, 1982 and 1987 the mortality rates of populations 65 + are 929.6, 
962.3, 1023, and 1057 per 100,000 respectively.(6) 
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Rationale, Opportunity and StrrItegy jJr the Future 

A panel of experts including William Ershler, Michael Gottesman, Arnold 
Levine, James O'Leary and Bert Vogelstein, was convened to discuss with program 
staff the merits and impacts of such statistical findings and to explore the scientific 
research opportunities, state-of-the-art technology, and the relative readiness for a 
multidisciplinary approach to achieve a better understanding of why cancer incidence 
increases with the aged and how to reduce cancer mortality among the underserved 
population over 65. Areas that need to be examined in detail are: 

o Are there age-related differences in the phenotypic and genotypic properties 
of tumor cells derived from the same organ? 

o What factors might contribute to altered tumor behavior? Is a tumor in 
an older patient (age 65 and over) more aggressive than the same tumor 
in a young patient (under 65) in terms of growth rate and metastatic potential 
or vice versa? 

o Within an identical environment, does a tumor from an old patient grow 
at the same or equivalent rate as the same tumor from a young patient? 
Why do some tumors grow more slowly in elderly patients? Does the elderly 
host present a "hostile milieu" to the tumor cell as compared with a young 
host? 

o Is the increase in mortality among patients over 65 years of age a true 
reflection of cancer deaths? If so, what accounts for the slow growth 
observed with some tumors in old patients? Does growth rate have any 
relationship to the malignancy of a tumor? 

o To what extent does genetic instability playa role in tumor heterogeneity 
in elderly patients as compared with the same in young patients? Does 
genetic dominance exist in certain tumor cells and are these dominant 
tumor cells derived primarily from older patients' tumors? Can such a 
hypothesis be tested in vitro and/or in vivo? 

o What is the nature of the negative genetic control of tumorigenesis as 
expressed by suppressor genes, e.g. RB-! and p53, and their gene products. 
What interplay exists at the genetic level with respect to aging and cancers? 
What results may be expected from transfer of suppressor genes in transgenic 
animal studies with respect to age-related cancers? 



o To what extent do the physiological and metabolic changes of the host during 
aging affect the tumor cell response to anti-cancer drugs and thus the overall 
tumor behavior? 

After a day of discussion, the panel concluded that, notwithstanding certain 
shortcomings in the available statistical information, the trend of the cancer statistics 
(1972-1986) with respect to increasing incidence and mortality rates among the aged, 
and the poor survival of the elderly within this fifteen-year period, demands special 
reseatch emphasis in aging and cancer. There is a scarcity of information in many 
of the issues addressed above. Nevertheless, there are rational, testable, experimental 
hypotheses that can be proposed in a number of areas discussed in age-related cancer. 
A database desperately needs to be established specifically for age-related cancer 
patients' response to anti-cancer drugs, drug transport, drug metabolism and drug­
resistance. 

It was the expressed opinion of the advisory panel that a forum whereby the 
state-of-the-art presentations, followed by open and frank exchanges, would provide 
opportunities to (1) identify areas of critical concern in cancers among the underserved 
population over 65, and (2) stimulate research collaboration among scientists of diverse 
disciplines. 

As an initial effort to stimulate the awareness of the scientific community, a 
workshop on The Underlying Molecular, Cellular and Immunological Factors in Age-related 
Cancers was convened on June 3-6, 1990 in Annapolis, Maryland. The purpose of 
the workshop was to bring together scientists from diverse disciplines in cancer biology, 
epidemiology, molecular biology, genetics, immunology, gerontology and drug resistance 
to discuss the possible underlying factors that may account for the increase in cancer 
incidence and mortality among the elderly. The National Cancer Institute considers 
it a high priority to identify the intrinsic (genetic, molecular, and cellular) and extrinsic 
(epigenetic, immunological, drug-induced, chemical and viral) factors that may play 
a critical role and account for increases in certain cancer incidence and mortality among 
the aged. 

The workshop was co-sponsored by the Division of Cancer Biology, Diagnosis, 
and Centers of the NCI and the Biomedical Research and Clinical Medicine Program 
of the Institute on Aging. Its goal was to identify such factors in cancers of the elderly 
and compare with those in the younger patients, to assess the state-of-the-art in Cancer 
and Aging, and to stimulate the awareness of scientists and clinicians to face the 
challenge in reducing the cancer mortality of the underserved population of age 65 
and over. 
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AGING, COMORBIDITY, AND BREAST CANCER SURVIVAL: 

AN EPIDEMIOLOGIC VIEW' 

ABSTRACT 

William A. Satariano 

School of Public Health 
University of California at Berkeley 
Berkeley, CA 94720 

This is a review of epidemiologic studies, which suggest that comorbidity (e.g., 
diabetes and heart disease) has an adverse effect on survival among women with 
incident, invasive breast cancer, adjusting for chronological age and stage of breast 
cancer at diagnosis. As part of this review, recent results are presented from a series 
of 463 breast cancer cases, identified through the Metropolitan Detroit Cancer 
Surveillance System. Women with two or more concurrent health conditions were 
2.2 times more likely than breast cancer cases without comorbidity to die from their 
breast cancer over a four-year period (95% CI: 1.13, 4.18). Limiting heart disease 
was especially problematic. Recommendations are made for future research in this 
area. 

INTRODUCTION 

Breast cancer is the leading form of cancer in women. The age-adjusted incidence 
rate for the disease among women in the United States between 1986 and 1987 was 
108.9 per 100,0001• This is over two times greater than the age-adjusted incidence 

'Support for this project was provided through NIA Grant ROI-AG-04969, NCI Contract NOl­
CN-55423, and by the United Foundation of Detroit. 

The Underlying Molecular. Cellular, and Immunological Factors in Cancer 
and Aging, Edited by S.S. Yang and H.R.warner, Plenum Press, New York, 1993 1 



rate for cancer of the colon, the second leading form of cancer in women. It is well 
known that the risk of breast cancer increases with agel. The incidence rate for the 
disease among women under the age of 50 is only 34.4 per 100,000, compared to 
351.1 for women aged 50 and over. 

Although the risk of developing breast cancer increases dramatically with age, 
differences in five-year relative survival rates by age are far less pronounced. Recent 
data from the National Cancer Institute indicate that for white women the poorest 
survival rates are found both for those under the age of 35 and those over the age 
of 75 at the time of diagnosis (Table 1).1 On the other hand, for black women, those 
with the poorest survival are aged 55 to 64. The reasons for these age (and race) 
differences in survival are still unclear. 

TABLE 1. The Five-Year Relative Survival Rates for Black And White Women 
with Incident, Invasive Breast Cancer by Age at Diagnosis 

Surveillance, Epidemiology, and End Results Program 
National Cancer Institute, 1974-1986 

Black Women % White Women % 
Age at Diagnosis 

< 35 63.5 69.3 

35 - 44 63.5 77.2 

45 - 54 66.1 77.6 

55 - 64 62.8 75.1 

65 - 74 64.6 77.3 

75 + 63.0 74.4 

Source: Ries, L.A.c.; Hankey, B.F.; Edwards, B.K. (ed.) Cancer Statistics Review, 
1973-87. Bethesda, MD: National Cancer Institute (NIH Publication No. 90-2789). 

Tumor and host characteristics have been implicated in breast cancer 
prognosis. Most research has focused on tumor characteristics, such as the number 
of affected axillary lymph nodes, estrogen receptor status, the degree of 
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vascularization, and the size and grade of the tumor-7• With regard to host 
characteristics, a number of studies have pointed to obesity as a risk factor'l·9. Obese 
women are less likely than women with normal body mass to survive following breast 
cancer. In addition, there is a growing body of research, which suggests that the 
prevalence of concurrent health conditions, such as heart disease and diabetes, 
elevate the risk of death10•ll• Given that the prevalence of concurrent health 
conditions in the general population increases with age, research in this area may be 
particularly fruitful for understanding breast cancer prognosis in older women12• 

COMORBIDI1Y AND BREAST CANCER SURVIVAL 

The purpose of this chapter is to review recent epidemiologic research on the 
association between comorbidity and breast cancer survival. In addition, areas of 
needed research will be identified to understand more clearly the underlying 
mechanisms affecting prognosis following the diagnosis of breast cancer. 

Attempts have been made to develop a comorbidity index to assess the risk 
of dying from specific concurrent conditions among women diagnosed with breast 
cancer. It is reported that an index of this kind would aid in designing clinical trials 
to better assess therapeutic interventions; people with serious comorbid conditions 
could be randomized separately from patients with fewer or less serious comorbid 
conditions. Along these lines, an index was developed by Charlson and colleagueslO 

from a review of a sample of 607 patients admitted to the medical service at New 
York Hospital-Cornell Medical Center during a one-month period in 1984. The 
number and severity of comorbid diseases were recorded at the time of admission. 
Survival was measured in months from the date of admission to either the date of 
death or one year following the admission. A prognostic weight was assigned to each 
health condition. The weight was derived from the relative risk of death associated 
with the specific diagnosis. The final score was based on the sum of the weights of 
each condition exhibited by the patient at the time of admission. 

The index was then used to evaluate the prognostic significance of comorbidity 
for a second cohort of women diagnosed with breast cancer. This cohort consisted 
of 685 women with histologically-confirmed primary carcinoma of the breast, who 
received their first treatment at Yale New Haven Hospital. In addition to clinical 
characteristics of the cancer itself, e.g., stage at diagnosis, the number and severity 
of comorbid diseases also were recorded. Survival was assessed over a lO-year 
period, with deaths being restricted to those due to a comorbid disease. Deaths due 
to breast cancer were censored, i.e., "withdrawn" from the analysis. Moreover, 
patients with metastases at death, but whose death was caused by a comorbid 
condition (e.g., myocardial infarction) were categorized as cancer deaths and thus 
censored. 

The number and severity of comorbidity were associated with poorer survival. 
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Specifically, the relative risk of comorbid death for each increasing level of the index 
was 2.3 (95% CI: 1.9,2.8). This is similar to risk associated with each decade of age 
(2.4; 95% CI: 2.0, 2.9). Charlson and colleagues conclude that the risk of dying from 
comorbid disease posed by an additional decade of age was equivalent to an increase 
of "1" in the comorbidity index. 

In another study, comorbidity was found to be associated with the risk of 
death from all causesl1. The study was based on 463 breast cancer cases aged 55 to 
84 identified through the Metropolitan Detroit Cancer Surveillance System, a 
population-based cancer registry. Information about comorbidity was obtained from 
an interview with the cases conducted three months after diagnosis. The interview 
included questions concerning the number and types of diagnosed chronic conditions, 
as well as the resulting functional limitations. A chart of 20 different conditions was 
adapted from that used by the Human Population Laboratory (HPL) in Alameda 
County13. The HPL self-reported health assessment has been demonstrated to be 
both reliable and valid in several evaluation studiesl4-16. In another study on health 
surveys in older populations, Bush et al. 17 reports "good to excellent" agreement 
between the medical record and the reports of respondents aged 65 and over, 
especially for common conditions, such as stroke, diabetes, myocardial infarction, and 
hypertension. Reading through the list of conditions, respondents in the Detroit 
study were asked whether they had ever been diagnosed with the condition by a 
physician and if so, in what year they were first diagnosed l1. Those reporting a 
diagnosis were then asked whether the condition currently limits any of their daily 
activities. 

Of the 463 women with breast cancer interviewed three months after 
diagnosis, 63 or 13.6% died during a 2-year period. Comorbidity was associated with 
the risk of death. Sixty-two percent of the 63 women who died within the first two 
years reported one or more comorbid conditions three months after diagnosis. In 
contrast, only 38% of the 400 women who survived at least two years reported 
comorbid conditions at the first interview (three months after diagnosis). 

The number of limiting conditions increased the risk of death from all causes, 
independently of age and stage of disease. Stage of disease was classified as either 
"local" (invasive cancer confined to the breast), "regional" (spread to adjacent organs 
by direct extension or to regional lymph nodes), or "remote" (extension or metastases 
to distant organs or distant lymph nodes). Women reporting one comorbid 
condition were 2.5 times more likely to die than those women without any comorbid 
conditions. Among women with two or more conditions, the risk was 3.4 compared 
to women without any conditions. The number of non-limiting conditions was not 
associated with the risk of death. Advanced age, obesity, past cigarette smoking, and 
current alcohol consumption were all associated with an elevated risk of comorbidity. 

More recently, analyses have been conducted in this population to determine 
whether comorbidity also elevates the risk of death from breast cancer. This was 
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done to determine whether comorbidity aggravates the course of the disease itself. 
After approximately 4 years, 101 (21.8%) of the 463 interviewed cases had died. 
Breast cancer was listed on the death certificate as the underlying cause for 61 of the 
decedents. The analysis was restricted to these decedents. As in our past workll, 
analysis of duration of survival was based on Cox proportional hazards models. The 

TABLE 2. Number of Comorbid Conditions and Risk of Death from Breast 
Cancer among Women Aged SS to 84 with Invasive Breast 
Cancer of The Detroit Metropolitan Area 

Race 

Black vs. White 

Age 

65-74 vs. 55-64 

75-84 vs. 55-64 

Stage of Disease 

Regional vs. Local 

Remote vs. Local 

Relative Hazard 9S% Confidence Interval 

1.28 

0.60 

0.79 

4.35 

28.83 

0.70, 2.34 

0.32, 1.12 

0.41, 1.54 

2.05, 9.23 

12.77, 65.10 

Number of Comorbid Conditions 

1 vs. 0 1.45 0.75, 2.81 

2+ vs. 0 2.17 1.13, 4.18 

Limiting Breast Cancer 

Yes vs. No 0.80 0.46, 1.39 
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Cox model provides an estimate of the relative hazards associated with each 
independent variable. The risk estimate is the average of estimated relative risks for 
various small intervals over the survival period, in this case, approximately 4 years. 
The Cox analysis also allows adjustment for a variety of covariates, providing an 
estimate of the independent effect of each factor associated with survival. 

Table 2 compares the risk estimates for age, race, stage of disease, and the 
number of limiting comorbid conditions. In addition, we included the patient's report 
of whether the breast cancer itself currently limits her daily activities. Although 
there was no elevated risk for women with only one limiting condition, those with 
two or more concurrent conditions were 2.2 times more likely than women without 
comorbid conditions to die from breast cancer, adjusting for other factors (95% CI: 
1.13, 4.18). 

The prognostic significance of individual conditions also was assessed. 
Limiting heart disease, hypertension, arthritis were the three most common 
conditions reported by the breast cancer casesll. Individual risk estimates were 
obtained for each of these conditions, adjusting for race, age, stage of disease at 
diagnosis, as well as the number of remaining limiting conditions. 

Women with limiting heart disease were 2.4 times more likely than women 
without limiting heart disease to die from breast cancer, adjusting for other factors 
(95% CI: 1.07, 5.52) (Table 3). Limiting arthritis and hypertension were not 
associated with an elevated risk of death. Women with two or more other limiting 
conditions (i.e., not arthritis, hypertension, or heart disease) continued to have an 
elevated risk of death. 

These preliminary studies suggest that comorbidity has an adverse effect on 
survival, independently of age and how advanced the breast cancer is at the time of 
diagnosis. In spite of these promising findings, additional research is needed to 
clarify this association, especially as a way of understanding more clearly the 
underlying mechanisms associated with survival. 

RESEARCH ISSUES AND FUTURE DIREcrIONS 

Cause of Death 

Determining the cause of death is of utmost importance in conducting survival 
studies. In most survival studies in epidemiology, deaths are restricted to those in 
which the index condition, in this case, breast cancer, is listed as the underlying cause 
of death. Deaths from other causes, such as heart disease, are "censored" and treated 
similarly to those cases who have been lost to follow-up. Restricting the analysis to 
deaths due to breast cancer may prevent, however, a comprehensive view of the risks 
associated with comorbidity. Indeed, Charlson and colleagues10 were specifically 
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interested in determining whether comorbidity elevates the risk of death from causes 
other than breast cancer. Innovative procedures may be required to obtain a more 

TABLE 3. Selected Comorbid Conditions and Risk of Death from Breast Cancer 
among Women Aged 55 to 84 with Invasive Breast Cancer of The 
Detroit Metropolitan Area 

Relative Hazard 95% Confidence Interval 
Race 

Black vs. White 1.43 0.76, 2.67 

Age 

66-74 vs. 55-64 0.61 0.33, 1.13 

75-84 vs. 55-64 0.72 0.36, 1.44 

Stage of Disease 

Regional vs. Local 4.73 2.22, 10.07 

Remote vs. Local 32.93 14.14, 76.73 

Limiting Heart Disease 

Yes vs. No 2.43 1.07, 5.52 

Limiting Arthritis 

Yes vs. No 1.03 0.52, 2.07 

Limiting Hypertension 

Yes vs. No 0.46 0.14, 1.59 

Limiting Breast Cancer 

Yes vs. No 0.82 0.47, 1.44 

Remaining Limiting Comorbidity 

1 vs. 0 1.03 0.50, 2.11 
2+ vs. 0 2.83 1.18, 6.77 
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complete picture of survival using both underlying and contributory causes of death. 
It is also important to keep in mind that in some instances it is difficult to determine 
the cause of death. In the presence of other health problems, how does one establish 
whether a death was due to breast cancer or to some other cause? To what extent 
is the decision affected by the number and severity of health problems facing the 
person? Moreover, do differences in the time interval between diagnosis and death 
determine why one condition is listed as the underlying cause of death rather than 
some other condition? In light of these difficulties, it is advisable to examine the risk 
of breast cancer recurrence associated with comorbidity. Indeed, recurrence may be 
a more precise measure of whether comorbidity affects the course of the cancer 
itself. 

Measurement of Comorbidity 

Research in this area depends on clear criteria for defining and measuring 
comorbidity. As a first step, it is necessary to determine whether comorbid 
conditions are antecedent, concurrent, or subsequent to the diagnosis of the breast 
cancer. Determining the timing of the condition is important for establishing both 
the etiology of the concurrent health condition and its effect on survival. There may 
be instances when the comorbid condition itself increases the risk of the breast 
cancer. Diabetes and hypertension, for example, elevate the risk of endometrial 
cancer18. On the other hand, some forms of cancer treatment may lead to the 
development of health problems. Certain chemotherapeutic agents, such as 
doxorubicin (Adriamycin), are known in some cases to have cardiotoxic side effects19• 

The severity of comorbid conditions also needs to be established. It should 
be emphasized that the level of severity does not depend simply on the number of 
concurrent health conditions. Instead, the potential seriousness or impact of each 
condition must be considered. As noted previously, researchers have scored health 
conditions in terms of either the risk of death or disability associated with each 
condition1o. Others have asked respondents through health surveys to assess the 
extent to which a prevalent condition limits their daily activitiesll. It would be 
worthwhile to determine whether data from medical records and health surveys could 
be used together to develop a more comprehensive comorbidity index. Scores could 
be based on both the risk of death as well as expected functional limitations 
associated with each concurrent health condition. 

Research to date has focused on either the prognostic significance of 
individual conditions or the total number and severity of conditions exhibited by the 
cancer patient. Research is needed to address the prognostic significance of specific 
combinations of conditions. It is also important to establish more precise measures 
of severity. Most summary measures are additive. The Charlson index, for example, 
is based on the assumption that the overall degree of severity of comorbidity equals 
the sum of the weights of each individual condition. It may be, however, that the 
severity of particular combinations of conditions is not additive. Together, some 
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conditions may be especially lethal, reflecting a multiplicative or synergistic 
relationship. In other instances, the presence of an additional condition may not 
elevate the overall risk of death beyond the level of risk associated with the most 
serious concurrent condition. 

Comorbidity and Tumor Characteristics 

It is again well known that the risk of death following breast cancer depends 
on the size and grade of the tumor as well the number of affected axillary lymph 
nodes. It is unknown, however, whether particular combinations of comorbid 
conditions are associated with these tumor characteristics. In addition to a 
physiologic relationship, comorbidity may affect the stage of disease at diagnosis by 
affecting the likelihood of screening. Are women with particular comorbid conditions 
more likely than others not to be screened, thus elevating the risks of being 
diagnosed with advanced disease? Are there other instances, however, in which the 
presence of particular conditions, for example, those being monitored by a physician, 
actually improve the chances that an incident breast cancer will be identified? In 
addition, the prognostic significance of comorbidity itself may be affected by the stage 
of the breast cancer at diagnosis. The risk of death associated with comorbidity may 
be greater for women with local and regional disease than it is for women with 
remote disease, those for whom the risk of death is already high. The prognostic 
significance of comorbidity must be determined in conjunction with detailed 
assessments of tumor characteristics, e.g., tumor size and grade. With the exception 
of ongoing research from the Breast Cancer Prognostic Study at the Michigan Cancer 
Foundation, the effects of comorbidity on survival have not been assessed in 
conjunction with detailed specifications of tumor characteristics. 

Comorbidity and Host Characteristics 

Comorbidity either may determine or simply serve as an indicator of the host's 
immunological status. The risk of death associated with comorbidity also may 
depend on the host's chronological age. Is the prognostic significance of comorbidity 
greater for older women than it is younger women? This question has yet to be 
addressed. Comorbidity also may help to clarify the reasons for the elevated risk 
associated with other host characteristics, such as body mass. It is hypothesized that 
obesity has an adverse effect on survival through hormonal mechanisms involving 
changes in prolactin, gonadotropins, or estrogen levels. Serum albumin, commonly 
used as an indicator of nutritional status and more specifically, amino acid intake, 
also has been associated with breast cancer prognosis20. Women with low serum 
albumin have poor immune function, which may impede recovery following disease. 
Obesity and serum albumin level also may affect survival through unknown 
mechanisms. For example, it may be hypothesized that obesity and level of serum 
albumin elevate the risk for other, concurrent health conditions, such as heart disease 
and diabetes, which, in turn, may have an adverse effect on the course of the breast 
cancer following diagnosis. Obesity and other nutritional factors, therefore, may 
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adversely affect survival both directly (e.g., through hormonal mechanisms) and 
indirectly (through the development and/or aggravation of other, concurrent health 
conditions). 

CONCLUSION 

Preliminary evidence suggests that comorbidity has an independent effect on 
prognosis following the diagnosis of breast cancer. Data on the number, type, and 
severity of concurrent health conditions may provide prognostic information about 
the host beyond what is available from data on chronological age and body mass. 
More important, the study of comorbidity may provide an excellent opportunity for 
collaboration between epidemiology and molecular biology to understand more 
clearly the mechanisms affecting survival for women with breast cancer. 
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SQUAMOUS CELL CANCER OF THE CERVIX, IMMUNE SENESCENCE AND 

HPV: IS CERVICAL CANCER AN AGE·RELATED NEOPLASM? 
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Relationships between cancer ~d aging will assume greater scientific 
importance over the coming decades as the number and proportion of 
elderly increase. Contrary to popular belief, cervical cancer remains an 
important disease into old age. This paper will briefly review what is known 
about immune senescence, cervical cancer and immune function, and the 
relationship between human papilloma virus and immunity, to support the 
hypothesis that these factors may contribute to the continued occurrence of 
invasive cervical cancer in the elderly. 

INTRODUCTION 

Relationships between cancer and aging will assume greater scientific 
importance over the coming decades as the number and proportion of elderly 
increase (Butler, Gastel, 1979). Contrary to popular belief, cervical cancer remains 
an important disease into old age. While cervical carcinoma in-situ (CIS) incidence 
peaks prior to menopause and then rapidly declines, invasive cervical cancer (ICC) 
incidence continues to rise with advancing age (Figure 1). These contrasting 
incidence patterns may be due to several factors, including: the natural history of 
the disease with its long, but detectable, pre-invasive phase, under.representation 
of post-menopausal and elderly women in population screening programs, and/or 
biological and physiologic changes associated with aging, such as lower hormonal 
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production or declining immune competence, which may facilitate carcinogenesis 
in the elderly. Cervical neoplasia is considered to develop along a continuum, with 
neoplastic cells occupying progressively larger portion of the squamous epithelium 
(Figure 2). Invasive cancer occurs when these cells invade through the basement 
membrane and extend into the stroma. This process is estimated to take between 
three and ten years. 
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Figure 1. Age-Specific Cervical Cancer Rates 

Thus, the observation of increased incidence of invasive cervical cancer in 
the aged may be an artifact of the progressive nature of cervical neoplasia and 
when disease is detected in this course. For example, if a woman is receiving 
regular Pap tests, as many younger women are likely to, her disease can be detected 
prior to invasion. If no screening is occurring, as is more often the case for elderly 
women, the same disease will be detected at an invasive state, when it is more 
likely to produce abnormal symptoms, such as bleeding. Thus, older women, by 
virtue of their non-use of screening, may be diagnosed at the end of a given state 
of cervical neoplasia and thus appear to have higher rates of ICC than younger 
women. 
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Source: Frenczy A, in Blaustein: Pathology of the Female Genital Tract, 1977 

Figure 2. The Progression of Squamous Cell Cancer of The Cervix 

If no screening occurred and all CIS cases presented with symptomatic 
invasive cancer, say, 10 years later, we would expect the two incidence curves to 
overlap. However, if we adjust the incidence curves under this assumption, the 
curves do not overlap and the incidence of invasive disease in the older age groups 
still exceeds that expected solely from the progression of CIS. 

Therefore, the incidence of invasive disease in the older age groups depends 
on factors beyond screening patterns. One possibility is to postulate either a 
proportion of slow growing CIS cases which finally invade after, say, twenty to thirty 
years, or a substantial portion of CIS cases arising postmenopausally which rapidly 
progress to invasive disease. A recent review of the natural history of cervical 
cancer in the elderly concluded that the data regarding disease progression are 
inconclusive, but suggestive of the latter scenario (Muller, et al., 1990). 

What, then, is the mechanism whereby cervical neoplasia may arise in older 
women and, once it has developed, progress to invasive cancer? This paper will 
briefly review what is known about immune senescence, cervical cancer and 
immune function and the relationship between human papilloma virus and 
immunity to support the hypothesis that these factors may contribute to the 
continued occurrence of invasive cervical cancer in the elderly. 
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IMMUNE SENESCENCE 

Normal immune senescence is characterized by an involution of the thymus 
gland, a decrease in T cells, with a reduction of CD4+ and CD8+ cells, and reduction 
in the helper/suppressor ratio and diminished in vitro mitogen responses (Fletcher, 
1986; Weksler, 1982; Kay, 1978). Delayed hypersensitivity and graft rejection, two 
manifestations of cell-mediated immunity, are diminished in the elderly, including muted 
reactions to Candida, Mumps and PPD and a diminished proliferative response to 
mitogens. When lymphocytes of the elderly are exposed to antigens such as Mycobacterium 
tuberculosis or varicella-zoster virus they do not proliferate to the same degree as 
do lymphocytes of younger individuals. Not only do there seem to be fewer mitogen 
responsive cells in the elderly, but these cells are also impaired in their ability to divide 
sequentially. 

It has been suggested that the increased susceptibility of the elderly to cancer 
may be a consequence, in part, of these immune deficits associated with senescence 
(Weksler, 1982). In animal models the evidence for a role of the aging immune system 
in carcinogenesis is more direct. Basically, animal models show a loss of tumor-specific 
immunity with increasing age (Flood et al., 1981); and the ability of mice to reject 
tumors diminishes with increasing age as a result of defects in cellular responsiveness 
(Urban, Schreiber, 1984). 

CERVICAL CANCER AND IMMUNITY 

Is immune status, then, in tum, related to cervical neoplasia? The primary 
immune response of the cervical squamous cell epithelium is of the cell-mediated 
variety. Cell-mediated immunity has also been noted as the primary immune response 
in cervical cancer patients (Goldstein, et al., 1971; Chen, et al., 1975; Chiang, et 
al.,1976). Interestingly, the alterations in immune function noted among cervical cancer 
patients are remarkably similar to those seen with normal aging. Patients with histologically 
proven invasive squamous cell carcinoma of the cervix have been noted to have immune 
deficits characterized by a decrease in T cell counts, a decrease in CD4+ helper cells, 
a decreased CD4+/CD8+ ratio, a decreased lymphocytic response to mitogens, and impaired 
function of Langerhans's cells, compared to healthy controls (Levy, et al., 1978; Ishiguro, 
et al., 1980; Castello, et al., 1986; Park, Kim 1989). 

In one study, T-cell counts were evaluated in women with dysplasia, CIS, and 
early (stage 1 and 2) and late (stage 3 and 4) invasive cervical cancer. The authors 
noted a general decline in T-cell counts with advancing stage of disease, although 
there was an initial increase early in the invasive process. They concluded that this 
overall depression of cell-mediated immunity was responsible for the initiation of 
cervical cancer and that the temporary increase in T -cells may represent a reaction 
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against invasion of the malignant cells through the basement membrane (Ishiguro, 
et ai., 1980). Other groups, based on similar findings, have also concluded that cervical 
cancer progression is related to immune suppression (Castello, et ai., 1986). 

In addition, the Langerhans's cells, which exist throughout the cervical squamous 
epithelium, have also been proposed as part of the immune response (Morris, et ai., 1983) 
and surveillance (Streilein, Berggstresser, 1980) system of the cervix. Patients with papilloma 
virus infection have been noted to have reductions or absence of Langerhans's cells and 
a depletion of T -lymphocytes (Morris, et ai. 1983). The Langerhans's cells which were 
present in viral infected cervices showed poor differentiation of cytoplasmic processes 
and a loss of dendritic arborizations (Morris, et ai. 1983), indicating a loss of normal 
functioning. Other studies have also shown either a decrease in the number of Langerhans's 
cells with CIN lesions (Tay, et ai., 1987) or the presence of morphological abnormalities 
(Morris, et ai., 1983). These findings suggest an interaction of immune response and 
cervical neoplasia which may be further promoted by viral agents. 

Studies in other settings have also noted a strong association between cervical 
cancer and immune function. For example, women with iatrogenic immunosuppression 
have been observed to have higher than expected rates of cervical neoplasia (Porreco, 
1975, Schneider, et at., 1983, Fraumeni, Hoover, 1977) and this increase may be as high 
as ten to fourteen-fold, compared to healthy women (Sillman, et ai., 1984, Porreco, Penn, 
Droegemueller et ai., 1975); and women with HIV (HTLV III) infection and disease have 
been observed to have high rates of cervical neoplasia, correcting for other confounders 
(Koss, 1987). However, since all of these relationships between cervical cancer and immune 
deficits are from either case-control or cross-sectional studies, the temporal sequence 
of events cannot, by design, be determined. 

HPV AND IMMUNITY 

Recent epidemiological and biologic evidence suggest that human papilloma virus 
(HPV) may either be an initiating or promoting agent in cervical carcinogenesis (zur Hausen, 
1982; Meisels, Fortin, 1976; Purola, Savia, 1977; Koss, 1987). The overall prevalence 
of HPV in normal Pap smears has been noted to range from a low of 1.3% (Reid, et ai., 
1980) and 3% (Meisels, Morin, 1981; Grubb, 1986), to a high of 10% (Devilliers, et 
ai., 1987); in women with cervical neoplasia, HPV is contained in 50% to 95% of lesions 
(Nelson, Averette, Richart, 1988). From these, and other data, it has been estimated that 
HPV may increase the risk of cervical neoplasia by as much as between 10 to 30-fold 
(Reeves, 1989). 

It also appears that HPV typing may be useful to predict the course of cervical 
disease (Syrjanen, et at., 1985). Several viral types (16, 18) have been observed in 
as many as 95% of cases with invasive cervical cancer, whereas other types (6, 11) 
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are only rarely observed in malignant lesions (Nelson, et 01., 1988; Schneider, et 01., 1987; 
Campoin, et 01., 1986). Table 1 summarizes the types of HPV typed to date and their 
disease associations. 

Next, is there evidence for a relationship between altered immunity and the 
development of HPV infections? In the normal cervix the CD4+ helper and CD8+ suppressor 
cells are present in the same proportions to that found in the peripheral circulation. However, 
women with either multiple genital papillomas and intraepithelial neoplasia or 
contemporaneous HPV infection and CIN have been noted to have a decreased CD4+/CD8+ 
ratio (generally as a result of decreased CD4+ cells) and diminished responses oflymphocytes 
to mitogens, compared to control populations (Carson, Twiggs, Fukushima et 01., 1986; 
Tay, Jenkins, Maddox et 01., 1987). Also, a near complete depletion of Langerhans's 
cells in women with cervical neoplasia and HPV suggests a local immunodeficiency state 
(Tay, Jenkins, Maddox et 01., 1987, McArdle, Muller, 1986). 

There are also several lines of indirect evidence linking HPV and impaired 
immune function: 

1) women who have been both iatrogenically immunosuppressed and 
have HPV infection have been observed to rapidly develop ICC (Shokri­
Tabibzadeh, et 01., 1981; Schneider, Kay, Lee, 1983; Porreco, et 01., 1975; 
Sillman, et 01., 1984); 

2) pregnant women, who experience a non-pathological state of 
immunosuppression, have been noted to have a higher rate of all types 
of HPV and specifically a higher HPV 16 replication rate, compared to 
controls (Schneider, et 01., 1985, 1986, 1987); 

3) women with HIV and HPV have markedly increased incidence of 
cervical cancer; women with concurrent HPV and HIV infection are 42 
times more likely to have CIN than women without either virus (Feingold, 
Vermund, Burk, 1990). 

Unfortunately, from the present evidence it is not possible to determine whether 
immunosuppression promotes the activation of oncogenic viruses or whether HPV infection 
suppresses the natural immune system. However, HPV is not reported to be a lymphotropic 
virus that selectively infects and destroys the CD4+ subset ofT cells, supporting the idea 
that HPV infection may be facilitated by a pre-existing decrease in immune competence. 

Is there, then, an association between HPV and age? In Germany, one group 
examined more than 9,000 women for HPV types 16/18 and 6/11; 10% of the study 



Table 1. Anogenital Human Papillomaviruses1 

HPV TY~E DISEASE ASSQCIA nQN QNCQGENIC ASSQCIAIIQN 

6 Condylomata acuminata Rarely malignant 
Low-grade dysplasias 

11 Condylomata acuminata Rarely malignant 
Low-grade dysplasias 

16 CIN 1-3, Bowenoid papulosis; Malignant 
Bowen's disease Cervical, 
vulvar, and anal ulcers 

18 CIN 3; rarely CIN 1-2 Highly malignant 
Cervical cancers 

31 CIN 1-3, cancers Malignant 

33 CIN 1-3, cancers Malignant 

35 Cervical intraepithelial Malignant 
neoplasias 

39 Bowenoid papulosis Rarely malignant 

41 Condylomata Benign 

42 Flat condylomata Benign 
Bowenoid papulosis 

43 Low-grade dysplasias Benign 

44 Condylomata acuminata Benign 
Low-grade dysplasias 

45 Condylomata Rarely malignant 

51 Low-grade CIN ? Benign 

52, 56 Condylomata Malignant 
CIN 1-2, cancers 

53-56 Genital HPV ? 

ISource: Adapted from Nelson, Averette, Richart, 1989. 

HPV types with insufficient data to determine association with neoplasia have been designated with a question mark. 
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sample were aged 60, and older (DeVilliers, et al., 1987). They found that the 
association between HPV and CIN and HPV and normal smears generally 
decreased with age, although there is some suggestion that the age-specific 
distribution of HPV in CIN lesions is bimodal, with the second peak at about age 
75. In contrast, they also noted that HPV was present more often in elderly women 
with ICC, compared to younger women with ICC (DeVilliers, et al., 1987) (Fig.3). 

Also, in a recent report of HPV in Latin America, Reeves et al., noted that 
HPV types 16 and 18 were associated with cervical cancer and that this association 
increased with increasing age of the woman (Table 2). Meanwell also noted that 
the chance of a woman's being HPV 16 positive has been noted to increase with 
age, whether she had cervical cancer, or not (Meanwell, 1987). These observations 
support the hypothesis that age-related changes may interact with HPV and the 
neoplastic process. 
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Table 2. Risks of Cervical Cancer Associated with HPV 

NEGATIVE for HPV POSITIVE for HPV 16/18 

Age 

<40 
40-49 
50-59 
2.60 

Cigarettes 

None 
<10 

2.10 

No. of Sexual Partners 

1 
2or3 
2.4 

Age at First Intercourse 

2.18 
16 or 17 
<16 

Oral Contraceptives 

Never Used 
Used 

1.00 
0.98 
0.78 
0.75 

1.00 
1.03 
1.02 

1.00 
1.56 
1.35 

1.00 
1.35 
1.42 

1.00 
1.35 

Adjusted Relative Risk* 

4.08 
4.51 
4.72 
5.63 

4.66 
5.91 
8.00 

4.72 
8.00 
8.69 

4.56 
5.53 
10.38 

5.31 
6.34 

* Adjusted for age, number of partners, age of first intercourse, number of births, 
interval since Pap, and education. 

From: Reeves et al., New England Journal of Medicine 320:1437 (1989). 
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Table 3. Results of PAP Smear Screening for Elderly Women 

AGE RACE PAP HISTOLOTY 

83 black + ca vaginal squamous ca 

88 white + ca invasive squamous ca 

65 black + ca invasive squamous ca 

65 black CIN 1 CIN 1 

67 white CIN II CINII 

67 white koilocytes CIN 1 

77 white CIS CIS 

73 hispanic koilocytes CIN 1 

77 oriental + ca invasive squamous ca 

73 black suspicious CIN 3/CIS 
ca 

74 white suspicious CIS 
ca 

There have been no studies in the United State of HPV infection in elderly 
women. In our previous work, we screened over 1,500 elderly women attending a 
public hospital medical clinic. In that program the average age of the patients was 
74 years, 25% of the women had never been screened before and only 25% 
reported regular past screening. We found 11 abnormal Pap smears among 816 
women who agreed to be screened, for a rate of 13.5 per 1,000. Interestingly, two 
patients, or 18% of the abnormal smears were reported as having koilocytosis 
(Table 3) (Mandelblatt et al., 1986). 
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We are currently conducting a case-control study of the relationship between 
HPV infection and cervical neoplasia in a group of high-risk elderly women. Briefly, 
we are studying the association between HPV types 16/18, 6/11, 31/33/35 and 
abnormal Pap smears (as defined as CIN, or worse) among a group of 1,000 black 
women aged 65 to 99 living in Harlem, NYC. Preliminary results suggest that 
women who are HPV DNA positive are significantly more likely to have an 
abnormal Pap smear than those who are HPV negative. 



CONCLUSION 

It appears that when the immune system is compromised, either iatrogenically 
or by changes in physiologic functioning, such as aging, conditions favorable to both 
neoplasia and the maturation of the HPV may be created (Koss, 1987; Meisels, 
Morin, 1981;). It seems plausible to postulate, given the epidemiologic and 
molecular biologic evidence, that there may be an interaction between HPV 
infection, immune status, or other factors in elderly women which promote the 
expression of cervical neoplasia, making cervical cancer an age-related cancer. 

Other factors which may also contribute to the relationship between aging and 
cervical cancer include hormonal status, genetic factors, as well as yet un-delineated 
factors. The paradox of CIS incidence dramatically declining after a peak at age 
30 in contrast to the increase, or plateau, in invasive cancer rates with increasing 
age cannot be explained by screening utilization patterns alone. The elucidation 
of the factors which interact with age in promoting invasive cervical cancer could 
contribute to our understanding of age-related carcinogenesis. 
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GENETIC AND MOLECULAR BASIS FOR CELLULAR SENESCENCE 

ABSTRACT 

J. Carl Barrett, Lois A. Annab, and P. Andrew Futreal 

Laboratory of Molecular Carcinogenesis 
National Institute of Environmental Health Sciences 
Research Triangle Park, North Carolina 27709 

Normal human and rodent cells in culture exhibit a finite life span at the end 
of which they exhibit morphological changes and cease proliferating, a process termed 
cellular senescence or cellular aging. Many cancer cells differ from normal cells in 
that they do not senesce and have an indefinite life span in culture, suggesting that 
alterations relating to cellular senescence are involved in the neoplastic evolution of 
tumor cells. Recent experimental results strongly support a genetic basis for cellular 
senescence. Defects in the senescence program in transformed cells can be corrected 
by introduction of a specific chromosome from normal cells into the abnormal cells. 
Using this approach, possible senescence genes have been mapped to specific 
chromosomes. Cell cycle control genes that regulate entry into the DNA synthetic 
phase of the cell cycle must be altered in senescent cells. Recent findings suggest that 
phosphorylation of the retinoblastoma gene is altered in senescent cells. It is possible, 
but not yet proven, that aging at the cellular level contributes to the aging of the 
individual. Therefore, an understanding of cellular senescence at the genetic and 
molecular levels may provide new insights into both the cancer and aging processes. 

INTRODUCTION 

Nearly thirty years ago, Hayflick and Moorhead reported that normal human 
embryo fibroblasts are able to undergo a limited, fixed number of cell divisions after 
which they cease proliferation!. Human embryonic fibroblasts can be grown for 50-60 
population doublings before senescence. The failure of the cells to grow beyond this 
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limit is an inherent property of the cells that cannot be explained simply by inadequate 
media components!. The key determinant in the life span of cells in culture is the 
number of cell doublings, not the length of time in culture!. Normal cells transplanted 
serially in vivo also exhibit a finite life span, suggesting that cellular senescence is not 
a cell culture artifact2. 

Three lines of evidence suggest that the aging of cells in culture may be related 
to the aging of the organism!,3: 

(1) The doubling potential of cells in culture is inversely proportional to the age 
of the donor. Cells from embryonic tissue exhibit the longest life span 50-60 
cell doublings). Cells from adult tissue can be grown for only 14 to 29 
doublings, and there is a general decrease in the life span of cells in culture 
with increasing age of the donor tissue. 

(2) Cells derived from individuals who exhibit premature aging have a decreased 
life span in culture. Patients with progeria (Hutchinson-Gilford syndrome) manifest 
signs of aging at the end of their first decade of life that are typical of normal 
individuals in the seventh decade of life. Werner syndrome individuals also 
have accelerated aging but in later years--the mean age of death is 47. The 
main causes of death in these individuals are cancer and cardiovascular disease, 
similar to normal individuals. Fibroblasts derived from individuals with the 
premature aging characteristics senesce prematurely in culture, after only 2 
to 10 population doublings. 

(3) The life span of cells in culture is correlated in general with the maximum life 
span of the species, although the variability in this experimental data isgreat. 
Cells from humans (maximum life span = 100-120 years) can be grown for 50-60 
population doublings, whereas cells from rodents (3-5 year life span) can be 
grown for only 20-40 population doublings. Cells from the Galapagos tortoise, 
which has a life span of 175-200 years, undergo a greater number of population 
doublings (90-125) in culture than human cells. 

These lines of evidence, although not conclusive, provide provocative support 
for the hypothesis that aging of cells is related to the aging process of the organism. 
Escape from cellular senescence is an important step in neoplastic progression of human 
and rodent cancers4• Many, but not all, tumor cells can be grown indefinitely in culture 
and therefore have escaped senescence and are termed immortal. It is not clear whether 
the failure of some tumor cells to grow in culture is a technical artifact or an indication 
that escape from senescence is not required for these cancers. Many of these tumors 
cannot be maintained in vivo in nude mice, suggesting that only a small growth fraction 
of cells exists in the tumor. Improvements in cell culture techniques have led to the 
establishment of many cell lines from most tumor types, suggesting that it is possible 
to obtain immortal cell lines if the culture conditions are optimal. Since no property 
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of cancer cells is universal, it is not necessary to demonstrate that escape from senescence 
has occurred in every cancer. However, in those cancers where this change is evident, 
it is probably a critical change based on the following additional lines of evidence4• 

The observation that treatment of normal cells with diverse carcinogenic agents, 
including chemical carcinogens, viruses, and oncogenes, allows cells to escape senescence 
indicates that this change is important in cancer induction. While immortality is not 
sufficient for neoplastic transformation, most immortal cells have an increased propensity 
for spontaneous, carcinogen-induced or oncogene-induced neoplastic progression4• 

Therefore, escape from senescence is a preneoplastic change that predisposes a cell 
to neoplastic conversion. It is clear that immortal cells are further along the multistep 
pathway to neoplasia than normal cells4• 

Cellular senescence may be one of the mechanisms by which tumor suppression 
occurs4, 5. Tumor suppression is controlled by a family of normal cellular genes that 
must be inactivated, lost, or mutated in cancer cells. Since cellular senescence limits 
the growth of cells, it is reasonable that senescence might be one mechanism by which 
tumor suppressor genes operate. 

Two major theories of cellular senescence have been proposed for manyyearsl,3. 
One is the error catastrophe or damage model, which proposes that random accumulation 
of damage or mutations in DNA, RNA, or protein leads to the loss of proliferative 
capacity. The experimental evidence support the error accumulation hypothesis has 
been criticized3. A second hypothesis is that senescence is a genetically programmed 
process, and support for a genetic basis for senescence was provided by the recent 
experiments of Pereira-Smith and Smith6 and of Sugawara et al.7 It is possible to fuse 
cells of different origins and then to select for the hybrid cells using biochemical markers 
for drug sensitivity or resistance that differ in the parental cells. When cells with a 
finite life span are fused to immortal cells with an indefinite life span, the majority 
of these hybrids senesce, indicating that senescence is dominant over immortality6,8. 
Even hybridization of two different immortal human cell lines with each other can 
result in senescence, indicating that different complementation groups exist for the 
senescence function lost in these hybrid cells. Four complementation groups have 
been established, suggesting that loss or inactivation of one of multiple genes might 
allow escape from senescence6. If this hypothesis is correct, it should be possible to 
map the genes involved in cellular senescence. Recent findings with hamster and human 
interspecies hybrids have mapped putative senescence genes to specific human 
chromosomes7• 9• 

MATERIALS AND METHODS 

All the materials and methods have been previously described7-1o• 

29 



RESULTS 

Mapping Genes for Cellular Senescence 

When normal human cells with a finite life span are fused to immortal hamster 
cells, the hybrids that form exhibit a finite life span characteristic of the normal human 
cells. At the end of this life span, the cells display signs of cellular senescence 
characteristic of the parental human cells at the end of their life span. Criteria for 
senescence include cellular enlargement and flattening, and cessation of proliferation 
as measured by the failure to increase cell number in two weeks, failure to subculture, 
failure to form colonies at clonal density, and lack of significant incorporation of 
3H-thymidine as measured by labeled nuclei «2%) following autoradiograph7• 

When MRC-5 cells, which are normal human lung fibroblasts with a life span 
of 60 population doublings, were used at a population doubling level of 40, the 
human-hamster hybrids grew for approximately 20 population doublings, i.e., the 
remaining life span of the parental human cells. Since the cell hybrids grew extensively 
before dying, the cessation of growth was not due to a toxic effect of the fusion protocol 
or some other trivial reason. Furthermore, when earlier passage MRC-5 cells were 
used (population doubling level 30), the hybrids grew longer, for up to 30 population 
doublings, again achieving the life span of the parental cells. Therefore, the senescence 
of the hybrids is an active process dictated by the senescence program of the normal 
human cells. The limited life span of the hybrids indicates that cellular senescence 
is dominant in these hamster-human hybrids. A similar conclusion was drawn from 
studies of intraspecies, i.e., human-human and hamster-hamster hybrids6• 8• 

Although the majority of the hamster-human hybrids senesced, some of the hybrids 
ultimately escaped senescence (Fig. 1). Senescent cells appeared in all of the hybrid 
clones after two to three passages. In some of the clones a few nonsenescent cells 
persisted and continued to proliferate, achieved> 100 population doublings, and had 
high labelling indexes and colony forming efficiencies. These results indicated that 
these hybrid clones had escaped senescence. Since it is known that human chromosomes 
are usually lost in interspecies hybrids, the possibility that escape from senescence 
is due to loss of an essential chromosome or chromosomes was examined by karyotypic 
examination of the hybrids after escape, from senescence (approximately 40 population 
doublings). Since it is possible to distinguish human and hamster chromosomes, the 
simple question was asked whether escape from senescence involved the loss of any 
specific human chromosome. Without exception, all of the human-hamster hybrid 
clones that escaped senescence had lost both copies of human chromosome 1. All 
other human chromosomes were present in one or two copies in at least one of the 
immortal hybrids 7. 

In order to determine whether the loss of chromosome 1 in non-senescent hybrids 
was the fortuitous consequence of human chromosome loss in the hybrid or an indication 
that a gene on this chromosome influenced the senescence process, two additional 
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approaches were undertaken. The hamster cells used in these experiments lacked 
HPRT gene activity7. Hamster-human hybrid clones were selected in HAT medium, 
which requires the cells to retain the HPRT gene located on the long arm of human 
chromosome. Karyotypic analysis confirmed that all immortal hybrids retained a human 
chromosome X. Normal human fibroblasts with a translocation between the human 
chromosome X and either chromosome 1 or chromosome 11 were obtained. The 
translocated portion of the chromosome contained the HPRT gene located on the 
long arm of the X chromosome. Both cell strains had a finite life span and hybrids 
between the human cells and hamster cells senesced. The percentage of senescent 

lOW ~-5 
Hamster Fibroblasts X Human Fibroblasts 

(sen-) 1 (sen+) 
fus 1 on 
hybr1d selection 

sen+ Hybrids 

I 
I human chromosome loss 

J.. 
sen- Hybrids 

Fig. 1. Hybrids between immortal (sen-) hamster cells and 
normal human cells senescence (sen +). Rare variants 
escape senescence (sen-) after losing human chromosomes. 

hybrids was 40% in the case of fusions between hamster cells and human cells with 
a t(X;11) chromosome, similar to the percentage with normal diploid human MRC-5 
and hamster cells. In contrast, nearly 90% of the cell hybrids between the hamster 
cells and human cells with a t(X;l) chromosome senesced. This increased frequency 
of senescent hybrids is consistent with the hypothesis that chromosome 1 contains a 
gene(s) involved in the senescence process. The gene(s) must be on the long arm 
of the chromosome 1 since only this portion of chromosome 1 is present on the 
translocated chromosome. The few hybrids that escaped senescence were examined 
karyotypic ally and no intact t(X;l) chromosome was observed. We interpret these 
results to indicate that a deletion of the critical portion of chromosome 1 occurred, 
which allowed these hybrids to escape senescence. Since the cells still grow in HAT 
media, the HPRT gene on chromosome X must be retained in these cells. 
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To further confirm the role of human chromosome 1 in the senescence of hamster 
cells, transfer of a single copy of chromosome 1 into immortal hamster cells by the 
microcell transfer technique was attempted7• Mouse A9 cells containing a single human 
chromosome 1 or 11 tagged with a dominant selectable marker (neomycin) were isolated 
by techniques previously described1o. Chromosome 1 or chromosome 11 was transferred 
by microcell fusions to immortal Syrian hamster cell lines and mouse A9 cells. Numerous 
colonies were observed following transfer of chromosome 11 into the hamster cells, 
and no colonies senesced. The frequency of colonies following transfer of chromosome 
1 into the mouse A9 cells was similar to that observed with chromosome 11, but only 
one large colony was observed in 10 experiments with the hamster cell line (the frequency 
was reduced by at least two orders of magnitude). This clone, however, senesced after 
4 weeks and failed to grow to more than 1000 cells. Several small, senescent colonies 
(8 to 20 cells) were observed following transfer of chromosome 1 into the hamster 
cells, but these colonies ceased proliferating and sometimes detached from the dish. 

The data presented above suggest that a gene or genes on human chromosome 
1 are involved in the senescence of hamster-human hybrids. This conclusion is based 
on three experimental approaches: interspecies cell hybrids with diploid human cells, 
interspecies cell hybrids with human cells carrying X;autosomal chromosome 
translocations, and microcell hybrids with individual human chromosomes. Each 
experimental approach alone is inconclusive, but taken together the results strongly 
implicate human chromosome 1 in cellular senescence. 

Recently, in collaboration with Dr. Max Costa and coworkers, we have mapped 
another senescence gene to chromosome X9. In addition, Ning, Pereira-Smith and 
Smith (personal communication) have mapped a senescence gene for HeLa cells to 
chromosome 4. Thus, three senescence genes have now been mapped (Table 1). 

POSSIBLE ROLE OF PHOSPHORYLATION OF RETINOBLASTOMAMA GENE 
IN CELLULAR SENESENCE 

The Rb susceptibility gene encodes a nuclear phosphoprotein of 110 kilodaltonsll,12. 
Inactivation of both alleles of this gene leads to the development of retinoblastoma 
and has been implicated in several other malignancies including osteosarcoma, soft 
tissue sarcomas, lung carcinoma and breast carcinomal 3-18. Recent work has shown 
that the Rb protein is differentially phosphorylated during the cell cycle19-23. It was 
found that the Rb protein is unphosphorylated in the Gt/Go compartment of the cell 
cycle and is phosphorylated as cells enter into S phase. The protein is increasingly 
phosphorylated as the cells progress through G2 and M and is again primarily in the 
unphosphorylated form as cells re-enter G1 i9-23. Also, the RB protein was found to 
be unphosphorylated in cells induced to differentiate20, 23. These data suggest that 
the unphosphorylated form of the protein is growth inhibitory and that the tumor 
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suppressor function of the RB protein may be linked to cell cycle control and 
differentiation. Therefore, we examined whether the product of the retinoblastoma 
tumor suppressor gene may be a key regulator of cellular senescence24. 

Examination of RB protein expression levels in senescent SHE cells was 
accomplished by PAGE separation of cellular lysates followed by the Western blotting 
procedure and immunochemical detection using monoclonal antibodies to the human 
retinoblastoma protein24• This antibody detected bands of approximately 110 to 116 
kD by Western blot in the hamster cells, which is similar to the reported sizes of both 
human and mouse RB proteins12,]5,26. Senescent SHE cell cultures expressed comparable 
levels of RB protein to young cells; however, only the unphosphorylated form of RB 
was observed. 

Chromosome 
Localization 
of Sen + Gene 

Chromosome 1 

Chromosome 4 

Chromosome X 

Table 1. Mapping of Putative Senescence Genes 

Cell Line(s) 

Syrian hamster lOW 
Syrian hamster BHK 
Human endometrial 

Cervical carcinoma 
(HeLa) 

Chinese hamster 
(Ni-2) 

Reference 

Sugawara et al., 1990 
Annab & Barrett, unpublished 
Yamada et al., 1990 

Ning, Smith & Pereira-Smith, 
unpublished 

Klein et aI., 1991 

We examined whether the senescent cells could be stimulated to phosphorylate 
the RB protein in response to growth stimulatory signals24. When cultures of young 
or senescent cells were maintained for 48 hours in media containing 0.5% serum, both 
young and senescent cells exhibited only the unphosphorylated form of the RB protein 
as determined by Western blot analysis. When the cells were stimulated with media 
containing 10% serum, the phosphorylated form of the RB protein was observed in 
the young cells by 10 hours after serum stimulation, peaking at 20 hours, which 
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corresponds to the time course for stimulation of DNA synthesis under similar conditions. 
In the senescent cells, the Rb protein remained unphosphorylated at all time points 
examined (up to 120 hours). This result indicates that senescent cells are blocked 
in their ability to phosphorylate the Rb protein in response to normal growth stimuli 
(Fig. 2). 
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Fig. 2. The block to DNA synthesis in senescent cells appears to be 
in later G1 prior to the phosphorylation of the Rb protein. 

A recent report by Stein et al.27 also found that the Rb protein was not 
phosphorylated in senescent human cells, which further substantiates the possible growth 
regulatory role of the unphosphorylated Rb protein in cellular senescence of cells from 
different species. We have shown that senescent cells no longer possess the capability 
to phosphorylate the Rb protein in response to growth stimulation24• This finding 
implicates upstream modifiers of Rb phosphorylation as possible crucial regulatory 
elements in mediating cellular senescence, with the end result being a block to 
proliferation caused by the presence of unphosphorylated Rb protein acting on its 
own or through other effector molecules. Down-regulation of a Rb kinase activity 
in senescent cells and/or upregulated activity of a Rb phosphatase are possible 
mechanisms for the alterations of Rb phosphorylation in senescent cells. Recent studies 
indicate that the cdc2 p34 kinase, which is a candidate Rb kinase, is downregulated 
in senescent hamster cells (Richter, H., Burkhart, B., Annab, L.A., Boyd, J., and Barrett, 
J.c., unpublished observations). 

DISCUSSION 

Our results indicate that it is possible to map genes involved in cellular senescence 
to specific chromosomes. These findings provide important support for the hypothesis 
that cellular senescence is a genetically programmed event. We would like to propose 
the following hypothesis: Cellular senescence is controlled by a set of genes that are 
activated or whose function becomes manifested at the end of the life span of the cell. 
Defects in the function of these genes can allow cells to escape the program of senescence 
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and become immortal. Immortalization relieves one constraint on tumor cell growth, 
allowing malignant progression. A number of key questions relating to this hypothesis 
can be proposed. Most of these questions remain unanswered but a discussion of possible 
answers and our current understanding of these problems may help to guide future 
research in this area. 

Question #1: What genes control the program for cell senescence? 

The mapping of genes involved in cell senescence to specific chromosomes (Table 
1) provides a foundation for the answer of this question. Recent findings (Futreal, 
P.A., Annab, L.A., and Barrett, J.e, unpublished observations) have localized the 
senescence gene on chromosome 1 to the region 1q23-q25 (Fig. 3). Further mapping 
of this region will hopefully lead to the cloning of this gene. Alterations of chromosome 
1 are common in many tumor types28-38 including gastrointestinal, breast, mesothelioma, 
ovarian, uterine and colon. In some cases the region 1q23 has been implicated33-36. 

Question #2: How do these genes arrest cell division? 

The findings of Stein et al.27 and Futreal and Barrett24 that the Rb protein is 
unphosphorylated in senescent cells provide one possible mechanism for the arrest 
of cell division. However, neither our study nor the study by Stein et al.27 can distinguish 
whether the lack of Rb phosphorylation in senescent cells is the cause or consequence 
of growth arrest. Cellular senescence is perhaps the ultimate perturbation of cell 
cycle progression and very few treatments are capable of extending the in vitro life 
span of normal cells in culture4. One of these is SV40 virus39, and the interaction of 
the Rb protein with the large-T antigen of SV40 is well documented40, 41. It is very 
tempting to speculate that the mechanism of SV40-induced immortality is through 
its interaction with the Rb protein, which in its unphosphorylated form acts as a block 
to further cell cycle progression. Large T antigen binds preferentially to the 
unphosphorylated form of the Rb protein41, thus targeting the growth inhibitory form 
for presumed inactivation. Other studies have shown that the majority of senescent 
cells are arrested in the Gt/Go compartment of the cell cycle47, which is in agreement 
with such a hypothesis. 

The Rb protein is a possible substrate for the cdc2 protein kinase43. An inability 
of senescent cells to express this kinase (Richter, H., unpublished observation) may 
result in a block to DNA replication in senescent cells. The cdc2 p34 kinase 
phosphorylates several possible regulatory proteins in cell cycle controI43-47. In yeast, 
the gene for this kinase is called Start. It seems logical that a program which stops 
cell growth may operate by blocking the start point in the cell cycle. 

Question #3: How do senescence genes relate to genes that control cell division 
in terminal differentiation and/or apoptosis (programmed cell death)? 

Only after the genes involved in these processes are identified can this question 
be answered. However, it is highly likely that the genes involved in cellular senescence 
are also involved in other terminal growth arrest states. 
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Question #4: What is the activation switch for the senescence program? 

If the cdc2 kinase is a key determinant in growth, then we have a means to 
explore the nature of the switch for the program that results in cell senescence. We 
recently observed that the activity of the senescence gene on the X chromosome appears 
to be regulated by DNA methylation/ demethylation9. This may provide a mechanism 
for one of the switches that activates the cellular senescence program. 

Question #5: What is the clock for cell senescence? 

This is an intriguing biological question. Cell aging appears to be dependent 
on the number of cell divisions rather than time per se. A clock mechanism at the 
cellular level could be achieved by the progressive accumulation, deletion, or winding 
up of some cellular component at each cell division. Since normal chromosomes 
transferred into immortal cells can correct the defect in these cells and restore their 
ability to express the apparently normal senescence program, we are currently addressing 
whether chromosomes from young cells differ from chromosomes from old cells in 
their rate of induction of cellular senescence, i.e., can chromosomes tell time? Preliminary 
results (Annab, L.A. and Barrett, le., unpublished observation) are consistent with 
this hypothesis. 

One intriguing observation is that the ends of chromosomes (telomeres) become 
progressively shorter in older cells49, 50. This could represent a clock mechanism for 
the chromosome and for the cell. 

Question #6: What is the evolutionary advantage of cell senescence? 

It seems paradoxical that a cell would have a program that is detrimental, i.e., 
promotes death. There must be an evolutionary advantage for cell aging. We would 
like to propose that the cellular senescence program is switched on in response to 
signals that are triggered by cellular states that are detrimental to the organism. For 
example, if genetic instability were to arise in a normal cell, this could lead to aberrant 
behavior and clonal growth of cells resulting in cancer, developmental defects, and 
other deleterious effects to the organism. A mechanism to eliminate such aberrant 
cells (e.g., senescence) would allow improved survival (and life span) for the organism. 

Question #7: What is the relationship between cell senescence and aging of 
the organism? 

This is a key unresolved question. The answer, of course, could be that there 
is no relationship, and the evidence supporting a relationship (as discussed in the 
Introduction) may only be coincidental. On the other hand, the hypothesis proposed 
in question #6 provides a link. Cell senescence may allow longer life span and actively 
delay age-related diseases in the organism. Hayflic~l expressed this when he noted 
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that "Why do we age?" may be the wrong question. The right question may be, "Why 
do we live as long as we do?" 

Further studies of the genetic and molecular basis of cell aging should provide 
insights into both the cancer and aging processes. 

Question #8: What is the role of cellular senescence in oncogenesis and/or 
tumor growth? 

Cellular senescence may be one of the mechanisms by which tumor suppression 
occurs. Tumor suppression is controlled by a family of normal cellular genes that must 
be inactivated, lost, or mutated in cancer cells. Since cellular senescence limits the 
growth of cells, it is reasonable that senescence must be one mechanism by which tumor 
suppressor genes operate. Hayflick has shown that cells from adults can be grown 
in culture for 14 to 29 population doublingsl. If all the changes necessary for tumorigenic 
conversion were to accumulate in an adult cell without loss or gain of life span potential, 
then this cell could grow to form a tumor of 16,354 cells (14 doublings or 214 cells) 
to 5.4 x lOS cells (29 doublings or 229 cells). It is estimated that a tumor formed after 
30 cell doublings would be approximately 1 cm2 in size. Interestingly, Paraskeva and 
coworkers have shown that colon adenomas of < 1 cm2 in size are rarely capable of 
indefinite growth in vitro whereas cells from adenomas of > 1 cm2 are often immortal22-24, 

which suggests that escape from senescence is a requirement for tumor growth beyond 
a certain size or cell number and is consistent with the hypothesis that cell senescence 
is a constraint on tumor growth. 

DEDICATION 

The initial phase of this work, the arduous mapping of chromosome 1 losses 
in human-hamster cell hybrids, was performed by Dr. Osamu Sugawara. We are sad 
to report that Dr. Sugawara died of amyloidosis in 1990, and we would like to dedicate 
this paper to the memory of this special scientist and friend. 
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A SINGLE GENE CHANGE CAN EXTEND YEAST LIFE SPAN: THE ROLE 

OF RAS IN CELLULAR SENESCENCE 

ABSTRACT 

S. Michal Jazwinski, James B. Chen, and Jiayan Sun 
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New Orleans, LA 70112 

The budding yeast Saccharomyces cerevisiae has a limited life span (reproductive 
capacity), which is measured by the number of times an individual cell divides. 
There is evidence for the involvement of a senescence factor that affects cell 
cycle traversal in older yeast cells. Distinct alterations in the abundance of 
a handful of transcripts have been identified during the life span of this organism, 
and the genes that specify these mRNAs have been cloned. This raises the 
question whether the activity of one or more genes can alter the yeast life 
span. Indeed, the controlled expression of the transforming gene of Harvey 
murine sarcoma virus (v-Ha-ras) was found to extend the life span nearly 
two-fold. The normal homo logs of this oncogene, RAS1 and RAS2, playa 
central role in the integration of cell growth and the cell cycle in yeast. 
Expression of v-Ha-ras appears to impinge on this integration. We suggest 
that it is the relative levels of the senescence factor and the Ras protein that 
determine whether a cell ceases to divide and senesces. We liken the senescence 
factor to the product of an anti-oncogene or tumor suppressor gene that 
neutralizes Ras. 

INTRODUCTION 

There are several points in the cell cycle at which control may be exerted. 
In yeast, a microbial eukaryote, there is evidence for coordination of successive cell 
cycles, understood as the dependence of certain events in the current cell cycle on 
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events in previous cell cycles and not merely as a requirement for cytokinesis (Pringle 
and Hartwell, 1981). In a mortal cell with a finite life span (reproductive capacity), 
this may be the essence of the aging process. With regard to budding yeast, this 
statement seems paradoxical, because one can passage a yeast culture indefinitely. 
The resolution of this dilemma lies in the fact that yeast divide asymmetrically by 
budding. The yeast cell (mother) can divide many times, becoming one generation 
older at each division. The bud or daughter also has this capacity, but it starts from 
scratch. The finite nature of this process was first shown by Mortimer and Johnston 
(1959). Thus, the individual yeast cell is mortal, even though the culture is immortal. 

Information concerning the aging and senescence of S. cerevisiae has been 
reviewed recently (Jazwinski, 1990; Jazwinski, 1990a). It is clear that yeast undergo 
a variety of morphological and physiological changes with increasing buddings 
(reproductive age). Therefore, it is appropriate to speak of an aging process in this 
organism. Notably, the mortality rate of yeast cells increases exponentially with age 
(Pohley, 1987; Jazwinski et al., 1989) similarly to what is observed in higher organisms, 
including humans. Studies in yeast and in other systems suggest an intimate relationship 
between the cell cycle and cellular life span (Jazwinski, 1990; Jazwinski, 1990a). To 
depict this relationship, we have proposed the Cell Spiral Model (Jazwinski et al., 
1989; Jazwinski et al., 1990; Jazwinski, 1990). In this model, individual cell cycles 
are not isolated throughout the life span, but rather they are connected in a downward 
spiral that reflects the aging process. The successive cell cycles are coordinated up 
and down this spiral, indicating the operation of a "molecular memory". As in other 
systems, the senescent phenotype is a dominant feature in yeast (Egilmez and Jazwinski, 
1989). Evidence has been accumulated for a senescence factor that arrests normal 
mammalian cells at the GdS boundary of the cell cycle at the limits of their population 
doubling capacity in culture (Smith, 1990). A similar senescence factor appears to 
be operative in yeast cells (Egilmez and Jazwinski, 1989), and the importance of the 
GdS boundary for determining the life span in this organism has been demonstrated 
(Jazwinski et al., 1989; Jazwinski et al., 1990). Using a differential hybridization 
approach, we have cloned six genes that are differentially expressed during the yeast 
life span (Egilmez et al., 1989). Five of these are young cell-specific and one is old 
cell-specific, and our results indicate that aging in yeast does not involve random 
alterations in gene expression. Among these genes, perhaps, we will find the senescence 
factor gene. 

CONTROLLED EXPRESSION OF RAS IN YEAST EXTENDS LIFE SPAN 

The demonstration of alterations in gene activity during the life span of yeast 
raises the question whether the converse is true; namely, can a change in the activity 
of one or more genes alter the yeast life span. To examine this question, we have 
chosen to express the transforming gene of Harvey murine sarcoma virus, v-Ha-ras, 
in yeast cells (Chen et al., 1990). This gene was chosen because yeast possess two 
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normal homologs of ras, called RAS1 and RAS2 (Gibbs and Marshall, 1989). The 
v-Ha-ras oncogene was placed under the control of the galactose-inducible yeast 
promoter GAL 10 by subcloning portions of the Harvey murine sarcoma virus genome 
spanningras (Fig. 1) from the plasmid HBll (Ellis et aI., 1981) into the yeast shuttle 
vector pBM150 (Johnston and Davis, 1984). This construction enables the stable 

Bam HI Acc I Sac I Pst I 
~ ~ sm; I ~ v-Ha-ras ~ 
1~~--~~~~-4I~~~--~~--~I--~~~L­
~ 0.5 kb 1.0 kb ~ 

i pBY150B i 
ATG TGA 

Acc I Pst I 

+ ~ 
~~--------------------------~~ 

pBM150A 

~~ __________________ ~r--
pBM150Sma 

Sac I Pst I 

~ ~ 
~~----------------~~ 

pBY150S 

Fig. 1. Construction of v-Ha-ros expression plasmids. 
Various restriction fragments derived from Harvey murine sarcoma virus DNA that 
span the transforming gene v-Ha-IUS \\ere inserted into the }east shuttle vector pBM150 
behind the GAL 10 transcription start site using standard recombinant DNA techniques 
(Ausubel et aI., 1989). All of these fragments shared a common Pst! site downstream 
of the TGA translational stop codon of IUS. The fragments differed in the length 
of viral DNA upstream of the ATG start codon of IUS, and they \\ere obtained by 
digestion with different restriction enzymes: Bam HI, AccI, SmaI and SacI in the case 
of pBM150B, pBM150A, pBM150Sma and pBM150S, respectively. The restriction 
fragments \\ere filled in by the Klenow fragment of Escherichia coli DNA polymerase 
I, EcoRI linkers \\ere added with T4 DNA ligase, and then they \\ere ligated into 
the EcoRI site of pBM150. 
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maintenance of v-Ha-ms in the yeast cell in single copy and its induction by the addition 
of galactose to the growth medium. As indicated in Fig. 1, several constructs were 
made that differed in the length of Harvey murine sarcoma virus DNA upstream 
of ras. 

The induced levels of v-Ha-ms mRNA were determined by Northern blot analysis 
after transformation of yeast cells with the various constructs, as well as with pBM150 
plasmid DNA as a control (data not shown). Significant levels of v-Ha-ms mRNA 
were detected upon induction of cells transformed with pBM150S. Interestingly, in 
cells transformed by pBM150A, these mRNA levels were approximately 5-fold lower. 
The v-Ha-ras mRNA levels expressed in cells transformed by pBM150Sma and 
pBM150B were similar to those detected in pBM150S- and pBM150A-transformed 
cells, respectively. The difference in v-Ha-ras mRNA levels found in cells transformed 
by pBM150A and pBM150S was reflected by the v-ras protein levels, as determined 
in immunoblot experiments (data not shown). It is not clear at present how the excess 
Harvey murine sarcoma virus DNA upstream ofv-Ha-ras in pBM150A and pBM150B 
leads to a reduction in v-Ha-ras mRNA. 

The effect of induced expression of v-Ha-ras on yeast life span was determined 
in cells transformed by the various plasmids (Fig. 2). The expression of v-Ha-ms 
from both pBM150A and pBM150B resulted in a substantial extension of yeast longevity. 
For pBM150A, an approximately 70% extension of both mean and maximum life 
span of individual yeast cells was observed as compared to control cells transformed 
by pBM150 alone. Interestingly, the 5-fold higher levels of expression in cells 
transformed by pBM150S abrogated this prolongation of yeast life span. Similarly, 
cells expressing v-Ha-ras from pBM150Sma showed no extension of life span (data 
not shown). The effects of v-Ha-ras expression on yeast life span presented in Fig. 
2 were observed in several separate experiments with individually transformed sets 
of cells. Thus, appropriately controlled expression of v-Ha-ms leads to a near doubling 
of not only the life expectancy but also the yeast life span. It should be noted that 
the yeast cell is at the same time the intact yeast organism. 

ROLE OF RAS IN YEAST LONGEVITY 

The lack of life span extension in cells expressing higher levels of v-Ha-ras 
(Fig. 2) was surprising. One possibility was that the higher levels of v-Ha-ras in 
pBM150S and pBM150Sma transformants decreased cell viability. However, 
exponentially growing cells in which v-Ha-ras expression was induced by the addition 
of galactose to the growth medium displayed virtually identical viability throughout 
the logarithmic and stationary phases of growth regardless of the level of oncogene 
expression (data not shown). 
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Fig. 2. Extension of life span by v-Ha-ras. 
s. cerevisiae SP1 (MATa, leu2, u1ll3, trpI, ade8, can I, his3, gaI2) was transformed 
separately by the various plasmids indicated by the procedure of Ito et al. 
(1983). Transformants were selected by their ability to grow on medium 
lacking uracil, which is conferred by the URA3 gene in pBM15O. Reproductive 
life spans of individual cells of each of the transform ants were determined 
on medium containing galactose, but lacking glucose which represses the 
GALlO promoter, as described previously (Egilmez and Jazwinski, 1989). 
Individual cells were observed microscopically, and their buds were removed 
at maturity by micromanipulation. With each budding the mother cell was 
counted one generation older. Each life span determination was initiated 
with a newborn daughter cell. The differences between the mean life spans 
of pBM150 and pBM150S transformants were not significant. However, the 
differences between the mean life spans of cells transformed by pBM150A 
and pBM150 and between pBM150B and pBMl50 were highly significant 
(P< <0.0005). 

Another possibility is the existence of a homeostatic mechanism in yeast that 
downregulates the signal generated by increased levels of RAS expression leading 
to a secondary response of growth arrest similar to that observed in mammalian cells 
(Hirakawa and Ruley, 1988). The yeast RAS genes are highly pleiotropic and occupy 
a central role in the integration of cell growth and metabolism with the cell cycle 
(Gibbs and Marshall, 1989). RAS1 and RAS2 are part of the A complex of START, 
a point in the G1 phase of the yeast cell cycle associated with commitment to cell 
division (Pringle and Hartwell, 1981). The RAS2 gene plays a particularly crucial 
role in the control of cell size (Baroni et aI., 1989). Therefore, the effect ofv-Ha-ras 
expression on cell size during the life span was examined (Fig. 3). Regardless of 
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whether v-Ha-ras expression was high as in pBM150S transformants or low as in 
pBM150A and pBM150B transformants, there was a striking increase in cell volume 
early in the life span, as compared to control cells transformed with pBM150 alone. 
Thus, increased cell size did not always correlate with an extended life span, and 
the cell size-enhancement effect of ras could be uncoupled from its stimulatory effect 
on cell cycling that results in an extended life span. Inasmuch as increased size of 
the cell might indicate a higher cellular metabolic rate, these results suggest that 
the rate of metabolism or metabolic "wear-and-tear" is not likely a major factor in 
limiting the life span. 
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Fig. 3. Increase in size of cells expressing v-Ha-ras. 
Cell size during the life span of transform ants was determined microscopically 
(Egi1mez et aI., 1990) by measuring the major and minor IDeeS of the cell and calculating 
the volume of a prolate ellipsoid. The means of measurements 
for 4 to 8 cells were used for each age indicated. 

RAS plays a central role in cell growth and in cell division in yeast (Fig. 4). 
It is, in a hitherto unknown manner, involved in sensing the nutritional status of the 
cell (Gibbs and Marshall, 1989). RAS exerts its effects along at least two pathways 
(Gibbs and Marshall, 1989). It either stimulates adenylate cyclase and thus protein 
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Fig. 4. Proposed mechanism of yeast life span determination by the 
relative levels of Ras and senescence factor. 

Full description is in the text. Stimulation or activation is indicated 
by "+", while inhibition or downregulation by"·". 

kinase A, or it stimulates inositol phospholipid turnover and calcium flux. Our 
observations indicate that the life span-extending effect of v-Ha-lru' is mediated through 
a cAMP pathway, although some role of phospholipid turnover has not been ruled 
out (Sun and Jazwinski, unpublished results). In any case, the ultimate effects of 
RAS are traversal of START in the G l phase of the cell cycle and cell growth. Our 
studies indicate that these effects can be uncoupled, and we suggest that the cell 
cycle-stimulatory signal generated by RAS can be downregulated. As stated earlier, 
there is evidence for a senescence factor that arrests senescent cells at the GdS 
boundary of the cell cycle. We have proposed earlier that it is the relative levels 
of Ras and of the senescence factor that determine yeast life span (Jazwinski, 1990). 
The. life span-extending effects of v-Ha-ms presented here are consistent with this 
hypothesis. In this case, ms is the oncogene and the senescence factor gene would 
be the anti-oncogene. Further studies will allow us to determine whether the interaction 
between Ras and the senescence factor is direct or indirect. 
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A COMPARISON OF THE PROPERTIES OF HUMAN P53 MUTANT ALLELES 
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p53 is a cellular-encoded phosphoprotein first identified in protein complexes 
with the large tumor (T) antigen of simian virus 40 (SV40) (Linzer and Levine, 
1979; Lane and Crawford, 1979). High levels of p53 protein have been detected in 
both embryonal carcinoma cells and chemically induced transformed cells using 
antisera from animals with SV 40-induced tumors or immunized with these 
tumorigenic lines (Linzer and Levine, 1979; DeLeo et al., 1979). In addition, 
humans with cancer have been shown to have circulating anti-p53 antibodies 
(Crawford et al., 1982; Caron de Fromental et al., 1987). Thus, p53 was termed a 
tumor antigen. 

While normal, non-transformed cells have been shown to express very low 
levels of p53 (Dippold et al., 1981; Benchimol et al., 1982; Thomas et al., 1983; 
Rogel et al., 1985), many transformed cells isolated from tumors or cell lines 
transformed by viruses or chemical treatments exhibit high metabolic levels of the 
protein (Linzer and Levine, 1979; Crawford et al., 1981; Dippold et al., 1981; 
Benchimol et al., 1982; Rotter, 1983; Thomas et aI., 1983; Koeffler et aL, 1986). The 
increased steady-state levels of p53 have been attributed to an increase in protein 
stability (Oren et al., 1981; Reich et al., 1983). The half-life of p53 in normal, non­
transformed cells ranges from 6 to 20 minutes (Oren et al., 1981; Reich et al., 1983; 
Rogel et al., 1985), whereas the protein is stable for many hours in transformed cells 
(Oren et al., 1981; Reich et al., 1983; Jenkins et al., 1985). 

A number of observations led to the original designation of p53 as an 
oncogene. Genomic and cDNA clones of murine p53 analyzed in transformation 
assays were found to cooperate with the activated (mutant) oncogene Ha-ras to 
transform cultured cells (Eliyahu et al., 1984; Parada et al., 1984). High levels of p53 
alone resulted in cellular immortalization (Jenkins et al., 1984; Rovinski and 
Benchimol, 1988). 
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An oncogenic role for p53 was, howeveI, in conflict with a series of other 
findings that suggested that mutation or inactivation of the p53 gene is required 
for transformation or tumor formation. Several Friend virus-induced murine 
erythroleukemic cell lines have p53 gene deletions (Mowat et aI., 1985; Chow et aI., 
1987; Rovinski et aI., 1987; Munroe et at., 1988; Ben-David et aI., 1988). Many 
leukemias of the myeloid lineage lack expression of p53 (Wolf and RoUer, 1985), 
and gross rearrangements in the p53 gene have been detected in humans with 
chronic myelogenous leukemia (Kelman et aI., 1989; Ahuja et aI., 1989). p53 allelic 
deletions and gene mutations have been found in human colorectal carcinomas 
(Baker et aI., 1989; Nigro et aI., 1989), osteogenic sarcomas (Masuda et at., 1987), 
tumors of the lung (Takahashi et aI., 1989; Nigro et ai., 1989; Iggo et aI., 1990) 
brain and breast (Nigro et aI., 1989). Recently, a number of human germ-line p53 
mutations have been identified that predispose family members to a variety of cancers 
(Malkin et aI., 1990). 

The apparent contradictions were resolved when it was found that the p53 DNA 
clones that had been shown to immortalize cells and to cooperate with the ras 
oncogene to transform cells were all mutant p53 DNA clones. The wild-type p53 
gene did not have these biological activities (Finlay et at., 1988; Eliyahu, et aI., 1988; 
Hinds et aI., 1989a). Wild-type p53 has been further shown to suppress the 
cooperative transformation potential of EIA protein (from adenovirus) and ras, or 
of mutant p53 and ras (Finlay et at., 1989; Eliyahu et aI., 1989). Transformed 
cell lines derived from such experiments either failed to express the p53 protein or 
expressed high levels of a mutant protein, suggesting that expression of wild-type 
p53 is antithetical to the transformation process (Finlay et aI., 1989). Mutations 
that activate the protein in these transformation assays lie within the region of amino 
acid residues 118-307 (Levine, et aI., 1989; Levine, 1990) in a protein that is 390 
(murine) to 393 (human) amino acids in length. 

The p53 protein may normally function to regulate cellular proliferation. 
Increases in p53 expression have been correlated with the cell cycle Go-to S-phase 
transition (Milner and Milner, 1981; Mercer et al., 1982; Reich and Levine, 1984; 
Lalande, 1990). Microinjection of p53-specific antibodies into cells blocked entry 
into S-phase (Mercer et al., 1982; 1984). Expression of p53 antisense RNA has been 
shown to decrease cell division (Shohat et al., 1987). The expression of transfected 
wild-type murine p53 had little or no effect upon the plating efficiency of non­
transformed fibroblast cells, but inhibited foci formation of transformed cells (Finlay, 
et ai., 1989). The introduction of Wild-type human p53 DNA into human tumor 
cell lines dramatically inhibits their growth (Baker et aI., 1990; Diller et al., 1990; 
Mercer et aI., 1990). 

Further support for the role of wild-type p53 as a tumor or growth suppressor 
protein is evidenced by the formation of stable complexes of p53 with various viral 
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transformation proteins: T antigen from SV40 (Lane and Crawford, 1979; Linzer 
and Levine, 1979), ElB 55kd protein from adenovirus (Samow et ai., 1982), and E6 
protein from human papilloma virus type 16 or 18 (Wemess et al., 1990). It has 
been proposed that complex formation with viral oncoproteins inactivates or alters 
the growth-suppressive function of p53 (Finlayet ai., 1989). Similarly, mutant p53 
proteins may inhibit wild-type p53 activity through an inactivating complex. Such 
oligomeric complex formation has been demonstrated between mutant and wild-type 
p53 proteins expressed in transformed cells (Rovinski and Benchimol, 1988; Eliyahu 
et aI., 1988; Finlay et al., 1989). Thus, a lack of functional p53 due to a loss of 
expression or inactivation through complex formation apparently confers a selective 
advantage for cell growth and tumorigenesis. 

Analyses of the p53 genes of human colorectal carcinomas have shown that 
75% of these tumors have lost one allele of the p53 gene (Baker et al., 1989), and 
the remaining allele has suffered a missense point mutation (Nigro et aI., 1989). 
These mutations are distributed between amino acid residues 118-307, and the 
majority of these mutations coincide with the four most evolutionarily conserved 
regions of the gene defined by amino acid residues 111-136, 165-175,230-252,264-
280 (Soussi et al., 1987). Residues 175,248,273 and 281 represent mutational "hot 
spots" in p53 (Hinds, et ai., 1990). 

A model to explain the role of mutant p53 in tumor progression proposes that 
initially one allele in one cell acquires a point mutation leading to the expression of 
an activated mutant protein that binds to and sequesters the wild-type protein 
(Finlay et ai., 1989). This cell then has a growth advantage over neighboring cells, 
thus increasing the probability that deletion of a wild-type allele will occur in a 
mutant-expressing cell. The fact that many tumors only retain a mutant allele 
suggests that the mutant protein may not completely dominate the wild-type protein, 
and that the loss of the wild-type allele confers a fully neoplastic phenotype. The 
predominance of missense mutants further suggests that the mutant protein has a 
distinct tumor-promoting function. It is apparent that a series of accumulated 
genetic alterations promotes normal cells to progress through a number of clinically 
defined stages to metastasis. Although mutation and alteration of the p53 gene is 
certainly not common to all types of tumors (various pathways of accumulated 
somatic changes may lead to a cancerous state), mutation at the p53 locus is 
believed to be a late event in tumorigenesis (Fearon and Vogelstein, 1990). 

The tumor progression model predicts that the p53 missense proteins found 
in colon carcinomas should confer a growth advantage to recipient cells in culture. 
In co-transfection assays, human mutant p53 DNA clones were tested and compared 
with wild-type p53 for their ability to cooperate with an activated ras oncogene 
(which is itself unable to transform cells) to transform rat embryo fibroblasts (REF). 
The clones contained missense mutations at the following amino acid residues: 143 
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(valine to alanine), 175 (arginine to histidine), 273 (arginine to histidine) and 281 
(aspartic acid to glycine). The amino acid 143 mutant clone (p53-c 143A) was a cDNA, 
the remaining clones (p53-175H, p53-273H and p53-281G) all contained the second, 
third and fourth introns from the human p53 gene; all clones were under the control 
of the human cytomegalovirus promoter-enhancer (Hinds et al., 1990). 

The results of the transformation assays are detailed in Table 1. Relative 
transformation frequencies reflect the average number of transformed foci resulting 
per co-transfection experiment. The cDNA (p53-cWf) and the intron-containing (p53-
WT) wild-type p53 clones did not cooperate with ras to produce foci above the level 
of ras-only transfections. Furthermore, no permanent cell lines could be cloned from 
the few foci obtained from transfections with p53-WT plus ras. 

TABLE 1. Human p53 DNA Clones Tested in Transformation Assay with TUS 

Mutant 
residue 

cWP 
143A 

wT' 
175H 
273H 
281G 

Relative 
transformation 
frequency 

0 
1.6 

0 
11.5 
4.7 
1.9 

Cloning 
efficiency 
(%) 

5 
22 

0 
58 
30 
20 

1/2 life hsc70 
protein bound 

20 min. 
1.5-2 hrs. + 

NDc ND 
3.6-6.4 hrs. + 
7 hrs. 
1.4 hrs. 

aWild-type sequence as defined by three independent studies (Zakut-Houri et al., 
1985; Matlashewski et al., 1984; Lamb et al., 1986). 

bThe DNA clones in the bottom of the table contained the second, third and fourth 
introns from the p53 gene. 

cND - not determined. 

All four human missense mutant clones cooperated with activated ras to 
transform REF. The relatively low transformation frequency for p53-c143A plus ras 
transfections may be due to the lack of introns in this clone. Focus formation 
efficiency and cell line establishment were previously found to be higher for murine 
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mutant p53 constructs containing introns than for their cDNA counterparts (Hinds 
et aL, 1989). 

p53-175H was the most efficient transforming DNA clone, 6-fold more efficient 
than p53-281G and about 2.5-fold more effective than p53-273H. These differences 
in relative efficiencies of transformation were reproducible and significant. 

The proteins expressed in the cloned, transformed lines were examined to further 
investigate the role of the mutant clones in the transformation process. The cell lines 
derived from p53-c143A plus ras and from p53-175H plus ras transfections expressed 
high levels of human p53 that formed tight complexes with both the endogenous wild-type 
rat p53 and the constitutively expressed heat shock protein hsc70, as had been shown 
for many activated murine p53 mutant proteins (Hinds et al, 1987; Pinhasi-Kimhi 
et al., 1986; Sturzbecher et al., 1987). 

The cell lines derived from p53-273H plus ras and from p53-281G plus ras 
transfections also expressed high levels of human p53 that complexed with the 
endogenous rat protein, but no interactions between either mutant p53 protein and 
the hsc70 protein were detected. These results indicate that interaction with the 
rat hsc70 is dependent upon the type of mutation, and that hsc70 binding is not a 
strict requirement for p53 activation. Additionally, half-life analyses indicated that 
all four mutant proteins had extended metabolic stabilities. The single line derived 
from a ras plus p53-cWT focus expressed a protein with characteristics of endogenous 
wild-type p53 in that the protein was found at low levels, possessed a short half-life, 
and did not associate with hsc70. Some other secondary event may have occurred 
to complement mutant ras in this cell line. 

These results demonstrate that several of the human p53 mutants identified 
in colorectal carcinomas can cooperate with the ras oncoprotein to transform primary 
rat embryo fibroblasts in cell culture. Three of the mutants examined (175H, 273H 
and 281G) contain "hot spot" mutations. The cell lines transformed by the mutant 
clones expressed elevated levels of the mutant p53 proteins with extended metabolic 
stabilities. This is consistent with the high levels of p53 detected by immunohistochemical 
staining of various tumor tissues (Iggo et al., 1990). The wild-type human p53 does 
not exhibit these characteristics. These data further support the growth-promoting 
role of p53 missense mutants in the process of tumorigenesis. 

A murine p53 mutant with an amino acid substitution at residue 270 (analogous 
to 273 in the human protein) has been described that has characteristics similar to 
those of the 273H and 281G human mutants. Although it possessed an extended 
metabolic stability and complexed with the wild-type protein, it exhibited decreased 
transforming activity in the co-transfection assay and did not interact with the hsc70 
protein (Halevy et al., 1990). 

59 



Missense mutant p53 proteins may affect cell growth through 1) the gain of 
a new function and 2) the dominant loss of the wild-type, growth suppressor 
function. The expression of an exogenous mutant p53 protein in a cell line lacking 
endogenous p53 expression resulted in enhanced tumorigenicity (Wolf et al, 1984). 
This new growth potential is indicative of a gain of function due to the presence of 
the mutation. The inactivation of wild-type function through complexes formed 
between exogenous mutant p53 proteins and endogenous wild-type p53, which often 
includes the hsc70 protein (Finlay et aI., 1989), results in the dominant loss of the 
normal wild-type function in the cell. The possible association of different mutant 
alleles with one or more of these functional changes is also suggested by the results 
of transactivation analyses. In such analyses two murine mutations, that highly 
activate p53 in the transformation assay, abolished the transactivating potential of 
the wild-type p53 protein (Raycroftet aI., 1990). while the 273H mutant was equivalent 
to the wild-type in promoting transcription (Fields and Jang, 1990). 

There are immunologically defined conformational differences between the 
various tumor-associated human missense mutants. The epitope of the mutant­
specific monoclonal antibody PAb240 is hidden in the properly folded (native) p53 
protein, and is only made fully accessible in mutant proteins by certain mutations 
(Bartek et al., 1990). These conformational differences may correlate with the 
different biological characteristics exhibited by the mutant p53 proteins. Analyses 
of murine p53 proteins have shown that the activated mutants that complex with 
hsc70 lack a conformational epitope recognized by a wild-type, murine-specific 
antibody (Finlay et al., 1988). 

Thus, two classes of p53 missense mutant proteins may be distinguished: mutants, 
including 175H, that efficiently cooperate with a mutant ras oncoprotein to transform 
primary cells and that form tight complexes with hsc70; and mutants, including 273H 
and 281G, that exhibit decreased transforming activities, and do not interact with hsc70. 

It will be particularly important to determine the biological significance of these 
phenotypic differences in vivo, given the various possible backgrounds of activated 
oncogenes and inactivated suppressor genes in which missense p53 mutant proteins 
are expressed in tumor cells. 
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Colorectal cancer provides a unique model for the study of molecular changes 
that are associated with tumorigenesis. The cancer evolves as an apparent ordered 
sequence from a benign to a malignant lesion in histopathological recognizable 
stages. Since it is relatively easy to isolate tissue representing each of these stages, 
studies of molecular events associated with tumor progression are feasible. Such 
studies have shown that multiple changes in gene structure, expression and activity 
occur during tumorigenesis. 

INTRODUCTION 

One of the hallmarks of many and perhaps all cancers are their apparent 
ability to evolve through a series of stages with each successive stage having a higher 
invasive or metastatic potential than the previous. Epidemiology data indicate that 
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multiple events are required for the initiation of cancer coupled with an array of 
data demonstrating that genetic mutations from an integral part of this process has 
led to the hypothesis that cancer cells acquire their malignant phenotype through the 
acquisition of mutations. These alter the structure, expression or activity of proteins 
involved in regulating cell proliferation and survival. That is the acquisition of 
mutations in specific loci contribute to the development and behavior of the tumor. 
Thus, one of the goals of cancer biology is to identify molecular events responsible 
for different stages of tumorigenesis and to identify those that directly effect tumor 
behavior. 

Colorectal cancer provides a model system for the study of molecular events 
that occur during the genesis and progression of tumors. Invasive adenocarcinomas 
are thought to arise from benign neoplasms called adenomatous polyps (Muto et aL, 
1975). Both tumors and polyps occur as different classes distinguishable by 
histolugical criteria. Furthermore, therapy dictates that tumors and polyps, and the 
surrounding normal colon be surgically removed from an affected individual then 
they are identified. Thus, colorectal cancer provides an opportunity to obtain 
normal, premalignant and malignant tissue in quantities suitable for molecular 
analysis, from the same patient. The existence of genetic syndromes such as familial 
polyposis coli, that predispose of the development of colorectal cancer provide 
additional material for study. 

Molecular genetic hypotheses for the genesis of colorectal cancer predict that 
mutation affecting a specific set of genes leads to the formation of an adenomatous 
polyp from normally regulated colonic epithelium and that mutations in an 
additional collection of genes leads to the invasive phenotype characteristic of 
adenocarcinoma. Similarly mutations at specific loci should contribute to the 
metastatic potential of the tumor. The identification of the loci affected at each 
stage of tumorigenesis is an important task since such changes might provide 
hallmarks that are predictive of tumor behavior and thus be of therapeutic 
significance. A number of laboratories have begun cataloging changes that occurring 
gene structure, expression and activity at different stages of colorectal cancer. In 
this manuscript we discuss our efforts and those of others and the problems inherent 
with this strategy. 

Expression of the Myc Gene Family in Colorectal Cancer 

The myc gene family consists of three members, c-myc, N-myc and L-myc 
each of which encodes a nuclear phosphoprotein those precise roles in cellular 
metabolism are not understood (Cole, 1986; Bishop, 1987). Evidence from a variety 
of sources suggests that these proteins may play a role in controlling cell 
proliferation or both. All three are oncogenes in that they are capable of inducing 
neoplastic transformation and/or immortalization in cell culture systems and in the 
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case of c-myc, of inducing tumors in transgenic animals. In addition, expression of 
c-myc is elevated when quiescent cells are stimulated with serum or purified growth 
factors. Changes in structure and expression of all three members of the gene 
family have been observed in human tumors. 

Several laboratories have reported that the c-myc gene is over expressed in 
a majority of adenocarcinomas of the colon (Erisman et al., 1985; Stewart et al., 
1986; Erisman et aI., 1988; Calabretta et al., 1989; Finley et al., 1989). Our studies 
indicated that the L-myc and N-myc genes also frequently show increased levels of 
expression in colorectal cancer (Finley et al., 1989). These changes in expression 
usually occur without gross structural alterations in the gene, although occasionally 
the c-myc gene is amplified 2.3 fold in tumors relative to normal mucosa. These 
studies indicated that two-thirds of adenocarcinomas of the colon show increased 
levels of the c-myc transcript as detected by Northern hybridization and 
normalization to the signal obtained from histologically normal colon adjacent to 
the tumor. There was no obvious correlation between the levels of myc RNA and 
the pathology, stage of clinical outcome of the disease. 

We extended previous studies by examining expression of the myc family in 
adenomatous polyps, presumed precursor to carcinoma (Finley et al., 1989). 
Approximately two-thirds of these neoplasms showed increased levels of myc-related 
transcripts relative to normal mucosa. Again no clear correlation was evident 
between the histology of the polyp and the level of myc expression. The fact that 
over expression of myc genes is detected in adenomatous polyps indicate that 
deregulation of this gene family is a relatively early event in the course of 
tumorigenesis and that this deregulation persists through the transition from the 
benign to the malignant state. 

Northern hybridization analysis is not ideal for these studies. The fact that 
tumor tissue is necessarily a collection of neoplastic epithelium mixed with other 
tissue, i.e., muscle, vessels, and nerves that are present and not easily separable from 
pure tumor cells could lead to: (1) an underestimation of the amount of myc 
transcripts present in the tumor if these genes are not expressed at high levels in 
extraneous tissue and if contamination of tumor cells with non-tumor tissue is 
significant; or (2) an overestimation of transcript levels if expression in the tumor 
cells is normal, but transcript levels are increased in the extraneous tissue. Our 
preliminary experiments using immunohistochemistry to detect myc protein levels 
in individual cells indicate that the former is the case. That is all adenocarcinomas 
and adenomatous polyps show increased levels of myc proteins (Melham et at., 
manuscript in preparation). Moreover, it appears that not all tumor cells within a 
tumor express the myc protein nor are all cells expressing the protein proliferating 
as determined by simultaneous measurement of the proliferation associated antigen, 
Ki-67. 
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Activation of pp60c..m in Colon Carcinomas and Adenomas 

The Rous sarcoma virus transforming gene v-src, and its cellular homologue 
c-src, encode 60-kilodalton, membrane associated protein-tyrosine kinases. 
Transformation by the viral protein ( pp60v-src ) or by mutants of the cellular protein 
( pp60c-src ) is closely correlated to elevated specific activity of the enzyme. All 
transforming mutants of pp60c-src tested have higher specific activity than normal 
pp60c-src. 
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Bolen and coworkers reported that pp60c-src from human neuroblastoma 
(Bolen et at., 1985) breast adenocarcinoma (Rosen et at., 1986) or colon carcinoma 
(Bolen et at., 1987) had higher in vitro protein tyrosine kinase activity than pp60c-src 
from normal mucosa adjacent to the tumor. The most consistent and striking 
elevation in pp60c-src activity was observed in colon cancer. 

We also measured the in vitro protein kinase activity pp60c-src from human 
colon carcinoma cell lines and tumors (Cartwright et at., 1989). The activity of 
pp60c-src from 6 to 9 carcinoma cell lines was higher (on average, 5-fold as 
measured by enolase phosphorylation, or 8-fold as as measured by 
autophosphorylation) than that of pp6OC-src from colonic mucosal cells, or human 
or rodent fibroblasts. Similarly, the activity of pp6OC-src from 13 of 21 primary colon 
carcinomas was 5 or 7 fold higher than that of pp60c-src from normal colonic mucosa 
adjacent to the tumor. Overall, we observed elevated pp60c-src protein kinase 
activity in two thirds of colon carcinoma cell lines and tumor tested. The increased 
pp60c-src activity did not result solely from and increase in the level of pp60c-src 
protein, suggesting that the specific activity of the pp60c-src kinase is elevated in the 
tumor cells. 

Using immunoblotting with antibodies to phosphotyrosine we identified 
substrates of protein-tyrosine kinases in colonic cells (Cartwright et at., 1989). Three 
phosphotyrosine containing proteins of approximately 145, 125 and 57 kDa were 
detected at significantly higher levels in most colon carcinoma cell lines than in 
normal colonic mucosal cells, normal human mammary cells, or normal human or 
rat fibroblast cell lines. The data indicate that active protein tyrosine kinases, 
inactive protein-tyrosine phosphatases, or both, are present in colon carcinoma cells. 
The observation that all colon carcinoma cell lines with elevated pp60c-src, activity 
as measured in vitro, show increased phosphorylation of proteins on tyrosine in vivo, 
suggests that pp60c-src is activated in the cells and is possibly one of the kinases 
phosphorylating these proteins. 

To determine whether pp6OC-src is activated in colonic tissue at risk for 
carcinoma, we measured the in vitro protein kinase activity of pp60c-src from 22 
colonic polyps and adjacent normal mucosa, from 18 patients (Cartwright et at., 
1990). The polyps varied in size (0.5 - 8.0 cm). Histology (tubular, tubulovillous 



and villous architecture) and degree of dysplasia (mild, moderate and severe). 
pp60c-src activity in ~ 2 cm benign polyps was not significantly different from 
activity in normal mucosa adjacent to the polyp. In contrast, pp60C-Src activity in > 
2 cm benign polyps was significantly higher than activity in smaller polyps or in 
normal mucosa. A close correlation existed between increased pp60c•src activity and 
increased cancer risk as predicted by polyp size, histology, and degree of dysplasia 
and/or cancer. Thus pp60c-src activation occurs in benign polyps that are at greatest 
risk for developing cancer. The data suggest that activation of pp6OC-src is an early 
event, although not the genesis of human colon carcinoma. 

Changes in mRNA Levels between Normal Mucosa and Tumors 

Most work directed towards finding genes important for tumorigenesis has 
centered on genes known to play a role in controlling proliferation or inducing 
transformation in cell culture systems. Thus most of these studies have utilized 
previously characterized oncogenes. More recently several groups have turned the 
differential screening of cDNA libraries prepared from normal and malignant tissue 
to identify genes whose level of expression is altered (Bartsch et at., 1986; Augenlicht 
et at., 1987). Again, colorectal cancer offers a unique opportunity for such studies 
since both tumor and adjacent normal mucosa are removed upon surgical resection 
in quantities suitable for library preparation. 

Our initial experiments as well as those of others indicate that a large 
number of genes show changes in expression levels when adenocarcinoma is 
compared to normal colonic epithelium. Many of these genes have been identified 
by comparing their nucleotide sequence to a sequence data base. In colorectal 
cancer these include a laminin binding protein, cytochrome c oxidase, type I and 
type II keratin genes and the gene for ribosomal protein L31 (Yow et at., 1988; 
Chester et aI., 1989; Heerdte et al., 1990; Schwinfest et al., 1990). In addition, 
several genes of unknown function whose sequence has not been previously reported 
have been identified by this procedure. In these cases the problem will be to identify 
those whose change in expression contributes in some way to the transformed 
phenotype from those whose change is a result of transformation and therefore 
irrelevant to the molecular mechanism(s) involved in tumorigenesis. 

We have recently cloned and identified a cDNA encoding the human S3 
ribosomal protein from such a differential cDNA library screen (pogue-Geile et al., 
in preparation). The transcript for this gene is over-expressed in both 
adenocarcinomas and adenomatous polyps indicating that the increased expression 
is a relatively early event in tumorigenesis. We also examined the levels of 
transcripts for several other ribosomal protein genes and found that these too were 
over-expressed in both malignant and premalignant tissue. We hypothesize that this 
indicates that increased expression of the genes for ribosomal proteins and thus 
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presumably increased number of ribosomes is an event that occurs coordinately with 
or soon after the initial onset of neoplasia in this tissue. 

DISCUSSION 

Colorectal cancer provides a unique opportunity to study the molecular changes 
in gene structure and expression associated with the early stages and progression of 
tumorigenesis. A number of laboratories have set out to catalogue these changes in 
premalignant and invasive tumors. These studies have demonstrated a large number of 
such alterations. Thus, mutational activation of K-ras oncogene (Bos et al.; 1987; 
Forrester et aI., 1987), loss of heterozygosity and mutation of the p53 locus (Baker 
et aI., 1989; Nigro et al., 1989), over-expression of the myc gene family (Erisman 
et al., 1985; Stewart et al., 1986; Calabretta et aI., 1989; Finley et al. 1989), over­
expression of the c-erbB-2 gene product (D'Emilia et al., 1989), activation of src 
tyrosine kinase activity (Bolen et aI., 1987, Cartwright, 1989; Cartwright et al., 1990) 
and mutation of the DCC locus (Fearon et aI., 1990) have all been observed as frequent 
events in colorectal cancer. In addition alterations on chromosome 5 have been associated 
with familial polyposis and/or sporadic cancer suggesting that a gene on this chromosome 
may play an early role in neoplasia of the colon (Bodmer et al., 1987; Leppert et aI., 1987; 
Solomon et aI., 1987: Okamoto et aI., 1988; Vogelstein et al., 1988). 

The significance of any of these events in relation to tumor behavior is unclear. 
The problem is that it is difficult to distinguish a gene product whose function is to restrict 
(negatively regulate) or stimulate cell proliferation from one whose expression or activity 
is deleterious or advantageous to the growth and survival of a cell in an abnormal environment 
for reasons unrelated to neoplasia per se. Thus it will be necessary to couple the observations 
made in primary human tumors with systematic animal studies where the changes can 
be introduced one at a time or in combination to study their effects on cell behavior. 
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TUMORS AND AGING: THE INFLUENCE OF AGE-ASSOCIATED IMMUNE 

CHANGES UPON TUMOR GROWTH AND SPREAD 
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INTRODUCTION 

There has been a clinical impression that tumors are less malignant in older 
people. Such has been claimed for breast, colon, prostate and lung carcinomas 
(Schottenfield and Robbins, 1971; Berkson et al., 1957, Calabrese et al., 1973; 
Ershler et al., 1983; Pickren et al., 1982; Suen et al., 1974). The great heterogeneity 
in clinical populations, confounded by antecedent illness, medicines, exposures, and 
social circumstances have precluded a statistical confirmation of such age-associated 
changes. Nonetheless, in experimental animals, we and others have found 
significant differences in tumor growth and spread when the common variable is 
host age. Weakly immunogenic tumors such as B16 melanoma or Lewis lung 
carcinoma (3LL) grow more slowly in old mice, but more immunogenic tumors such 
as methylcholanthrene-induced fibrosarcomas grow more rapidly. We have 
explored a variety of proposed mechanisms for the observed differences and have 
concluded that the age-associated decline in immune function (immune senescence) 
is central to the reduced aggressiveness of weakly antigenic tumors in older hosts. 
This conclusion is based on the following findings: 

a) Primary growth and metastases of weakly antigenic experimental 
tumors is less in immune-deficient mice (Yuhas et al., 1974; Ershler et aI., 
1984c). This is not true of the more highly antigenic tumors, such as those 
induced by methylcholanthrene or UV light. 

b) The growth of B16 melanoma or 3LL correlates directly with the 
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level of immune competence (Yuhas et al., 1974; Ershler et al., 1984c). 
Reduced immune competence is associated with slower tumor growth; 
restoration of immune functions is associated with more rapid growth 
(Ershler et al. , 1984b; Tsuda et al., 1987). Under certain circumstances, 
lymphocytes, or factors therefrom, can enhance tumor cell proliferation in 
vitro (see below), and angiogenesis both in vitro and in vivo (Hadar et al., 
1988; Kreisle et al., 1988). 

c) With age, there is a well characterized immune deficiency, 
primarily of T -cells, and reduced production of cytokines is generally 
observed. 

IMMUNESENESCENCE 

In all mammalian species studied to date, there is an age-related decline in 
immune function which begins before sexual maturation and develops progressively 
thereafter. Extensive reports have described a wide variety of age-related 
abnormalities and these have been nicely reviewed by Thoman and Weigle (1989). 
It is generally believed that age-related immune deficiency develops coincident with 
the gradual involution of the thymus gland and thymic-related (or T-cell) functions 
are most profoundly affected (Price and Makinodan, 1972; Stutman, 1974; Weksler 
et aL, 1976). Humoral immunity is less affected, but age-associated alterations have 
been reported (Serge and Serge, 1976; Callard and Basten, 1977). Although less 
well studied, changes in monocyte/macrophage function have been observed with 
age but these are less in magnitude than those described for T-cell function 
(Antonaci et al., 1984; Rabatic et al., 1988). Age-related change in the production 
of cytokines have been reported, most notably for interleukin-2 (IL-2) (Thoman and 
Weigle, 1981; Thoman and Weigle, 1982; Gillis et al., 1981; Chang et aI., 1983; 
Ershler et al., 1985), but also for others, including the monokines IL-I (Inamizu et 
ai., 1985; Bruley-Rosset and Vergnon, 1984) and tumor necrosis factor (Bradley et 
al., 1989). The defect in IL-2 production appears at the level of gene expression, 
as reduced levels of IL-2 mRNA are observed in mitogen-stimulated lymphocytes 
from old individuals (Fong and Makinodan, 1989; Wu et ai., 1986). 

EXPERIMENTAL TUMORS AND AGING 

The relationship between aging and the development of cancer has been 
extensively studied (Anisimov, 1983), but the age effect upon progression of disease 
(Le., tumor growth and metastases) has been less well characterized. With certain 
experimental tumors, such as methylcholanthrene (MCA)-induced fibrosarcomas 
(Stjernsward, 1966), mammary carcinomas (Rockwell et al., 1972,; Rockwell, 1981) 
and UV light-induced sarcomas (Urban et ai., 1982; Urban and Schrieber, 1984; 



Flood et al., 1980), older animals show more rapid tumor growth and shorter 
survival. In the UV light-induced sarcoma model, more aggressive disease in older 
mice correlates with age-related reduced tumor-specific cytolytic T-cell function 
(Urban et aL, 1982; Urban and Schrieber, 1984; Flood et al., 1980). The general 
characteristic of experimental tumors that are more aggressive with age is that they 
are chemically or virally induced and are highly immunogenic. In contrast, the B16 
murine melanoma arose spontaneously (Greene, 1977), and is weakly immunogenic 
(Bystryn, 1976; Baniyash et al., 1982; Celik et al., 1983; Ershler, 1988). We have 
shown, in the B16 model, slower tumor growth and fewer pulmonary colonies after 
Lv. injection. There is also longer survival after Lv. or Lp. inoculation in old mice 
(Ershler et aL, 1984a, 1984b, 1984c). We have found that this is true for other 
weakly antigenic tumors (see Figure 1) and other laboratories have made similar 
observations with respect to B16 and other weakly immunogenic tumors grown in 
immune-deficient hosts (Yuhas et al., 1974; Fidler, 1974; Fidler et al., 1977; Fidler 
and Nicholson, 1978; Richie et al., 1981; Kubota et aI., 1981; Treves et al., 1976; 
Prehn and Lappe, 1971; Prehn, 1971, Prehn, 1972; Murasko and Prehn, 1983). 
We examined the rate of subcutaneous (s.c.) tumor growth and experimental 
metastases for a number of murine tumors with the common variable being host 
age. Figure 1 demonstrates growth curves for B16 melanoma, 3LL, and S180 
fibrosarcoma. These curves typify what we have invariably observed: weakly 
antigenic tumors grow more slowly and survival is longer in old mice. 
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Figure 1A. B16 Melanoma Growth (s.c.) in Young (2-4 mos) and 
Old (24 mos) C57Bl/6 Mice (Ershler et aI., 1984c). 
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Figure lB. Lewis Lung Carcinoma Growth (s.c.) in 
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Figure Ie. S180 Tumor Growth (s.c.) in Young (2-4 mos) 
and Old (24 mas) Balb/c mice. 
Unlike the weakly antigenic B16 or 3LL, there was no 
demonstrable "age advantage" in this highly antigenic 
tumor model (unpublished). 



With more antigenic tumors, such as S 180, there no longer is an observable 
age-advantage. After intravenous (i.v.) injection of B16, pulmonary colonies were 
also fewer in old mice (Figure 2) and survival was longer (data not shown). 
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Figure 2. Pulmonary Tumor Colonies After Lv. Injection of 1(J1 816 FI Cells. 
Young and old mice were given injections of cells into the lateral tail vein. 
Eighteen days later mice were sacrificed (n=IOjgroup) and the number of 
colonies (± SEM) counted (Ershler et 0/., 1984a). 

PROPOSED MECHANISMS FOR THE OBSERVED "AGE-ADVANTAGE" 

For the past several years we have explored a variety of mechanisms that may 
account for the difference in tumor behavior with age. Candidate factors were 
considered as those that influence tumor growth and also change with age. 
Accordingly, endocrine, nutritional, wound healing and angiogenesis factors were 
initially explored. These experiments have been previously reviewed (Kaesberg and 
Ershler, 1989) and results from these studies suggest the importance of immune 
factors. 

EVIDENCE THAT IMMUNE FACTORS ARE INVOLVED 

The importance of immunesenescence as an explanation of the observed age­
advantage was suggested by the studies of Yuhas 3LL(1974) with the Line 1 
alveolar cell murine carcinoma. They demonstrated that slow tumor growth occurs 
with advanced age and correlated this with the level of immune competence. They 
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also found that growth was slower in mice after sublethal irradiation or 
hydrocortisone treatment. Fidler and Nicholson, using the B16 Lv. metastases 
model, found that tumor cell arrests in capillary beds and tumor cell survival after 
Lv. injection are quantitatively less in immune-deficient mice (Fidler et aL, 1977). 
These observations are consistent with the hypothesis of Prehn and colleagues 
(Prehn and Lappe, 1971; Prehn, 1971, Prehn, 1972; Murasko and Prehn, 1983) that 
host immunity may, under certain circumstances, stimulate tumor growth. 
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Figure 3. The Effect of Thymectomy and Anti-theta Antiserum 
on The Growth of B16 Melanoma in Young Mice. 
Mice were thymectomized 8 weeks before inoculation of tumor 
cells (on day 0). Rabbit anti-theta antiserum was injected twice 
(on days -7 and -4). A, sham thymectomized; B, thymectomized; 
C, thymectomized and anti-theta antiserum (Tsuda et al., 1988). 

These earlier observations led us to the hypothesis that immunesenescence 
accounted for a large component of the observed reduced tumor growth with age 
that we were observing with B16 melanoma. In studies performed in the laboratory 
of Weksler and colleagues, young mice, rendered T-cell deficient (such as after 
thymectomy and/or treatment with anti-theta antibody) were found to have slower 
tumor growth (Figure 3). Furthermore, when young, thymectomized, lethally 
irradiated mice received bone marrow (Ershler et aL, 1984b) or splenocytes (Tsuda 
et al., 1988) from old donor mice, tumor growth and donor age were inversely 
related (Figure 4). 
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AGE-SENSITIVE IMMUNE ENHANCEMENT MECHANISMS 

Over the years, several "immunoenhancing" mechanisms have been described. 
One of these mechanisms is the immunofacilitation that results from circulating 
tumor antigen, antitumor antibody, or antigen-antibody complex (blocking factors), 
as initially described by the Hellstroms and their co-workers (Hellstrom and 
Hellstrom, 1977; Hellstrom et al., 1969; Proctor et al., 1973; Sjogren et al., 1971; 
Tamerius et ai., 1976). Although it is possible that an age-related deficiency in the 
production of blocking factors may be associated with more effective antitumor 
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Figure 4. B16 Melanoma Grows More Slowly in Mice Which 
Received Spleen Cells from Old Donors. 

Young mice were thymectomized and 8 weeks later were lethally irradiated and 
given i.v. injections of 8x106 spleen cells from syngeneic young or old mice. 
Seventeen days later mice were inoculated with B16 cells s.c. (day 0). The 
volume of the tumors at times indicated is presented as mean .±.SEM for groups 
of 6 mice. A, young controls; B, young, thymectomized, irradiated recipients of 
spleen cells from young donors; C, old control mice; D, young, thymectomized, 
irradiated recipients of splcen cells from old donors (Tsuda et 01., 1988). 

immunity, we ha\'e elected not to pursue this hypothesis, primarily because among 
weakly antigenic tumors, such as B 16 melanoma, 3LL and most human cancers, that 
are so weakly immunogenic, such a mechanism seems unlikely. Another immune 
tumor-enhancing mechanism is the generation of tumor-specific suppressor cells. 
Extensive studies in this area (reviewed by Broder and Waldmann, 1978; North, 
1984) suggest that shortly after oncogenesis (or perhaps even before [Fisher and 
Kripke, 1977; Fisher and Kripke, 1978]), there develops in immune competent 
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hosts, suppression of tumor specific immunity (Fisher and Kripke, 1977; Fisher and 
Kripke, 1978; Fujimoto et al., 1976a; Fujimoto 1976b; Isakovet al., 1978; Berendt 
and North, 1980) which results in tumor enhancement. For example, the passive 
transfer of splenocytes or T-cells from tumor-bearing animals to animals that had 
been previously immunized to MCA-induced fibrosarcoma renders that animal no 
longer resistant to MCA tumor cell transplants (Fujimoto et aI., 1976a; Fujimoto, 
1976b). Furthermore, in this model, selective depletion of T-cells (by anti T-cell 
antisera) or of T-suppressor cells (by anti-U allo-antisera) abrogated tumor­
enhancement by splenocyte transfusions (Greene et al., 1977). Tumor induced 
specific immune suppression has been demonstrated in other tumor models 
(including UV light-induced fibrosarcomas (Fisher and Kripke, 1977; Fisher and 
Kripke, 1978) and the weakly immunogenic 3LL [Treves et al., 1974; Isakov et al., 
1978; Treves et al., 1976). Additionally, we have demonstrated that B16 growth is 
augmented when mice are simultaneously co-inoculated with spleen cells from B16 
tumor-bearing mice, a finding consistent with the presence of suppressor T-cells in 
the spleen of these tumor bearing mice (Ershler et al., 1988). Nevertheless, the 
importance of such a mechanism in the pathogenesis of tumors that are weakly 
immunogenic has yet to be established. 

DIRECT ENHANCEMENT OF TUMOR GROWfH 

Cells considered part of the immune system (lymphocytes, monocytes, etc.) may 
also produce factors that enhance tumor growth. For example, T-Iymphocytes 
produce an angiogenesis factor (LIA) (Hadar et al., 1988; Auerbach et al., 1976; 
Sidky and Auerbach, 1976) which may augment tumor vascularization. Recently, 
we have identified a factor present in the supernatant of spleen cell cultures that 
stimulates B16 growth in vitro. This factor is currently being characterized in detail. 
Preliminary findings suggest that it is similar in activity to other factors currently 
under investigation in other laboratories (Table 1). Several groups have identified 
growth-enhancing activity in supernatants from cultured normal human 
mononuclear cells (Sandru et aI., 1988; Hamburger et aI., 1978; Hamburger and 
White, 1982) or rodent splenocyte cultures (Eijan et al., 1987; Eijan et al., 1989; 
Suzuki et al., 1988) that stimulate normal or tumor cell proliferation. In working 
out the details for optimal in vitro human tumor c1onogenic growth, Hamburger and 
colleagues have identified a factor produced by human monocytes that is heat 
stable, acid labile and stimulatory for tumor growth (Sandru et al., 1988; 
Hamburger et al., 1978; Hamburger and White, 1982). The tumor-stimulating and 
angiogenesis factors mentioned are present in cell culture supernatants prepared in 
a manner similar to that for the tumor enhancing factor (TEF) that we have been 
characterizing. The factors have been partially characterized biochemically, but 
not purified or examined at the molecular level, and age-related changes have not 
been described. 
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Table 1. Biochemical Characteristics of Tumor Enhancing 
Activity in Spleen Cell Supernatants (SCS) or 
Peripheral Blood Mononuclear Cell Supernatants 

Variable Our findings 
(unpublished) 

Heat Activity persists 
despite heating 
ses to 800 e for 
30 minutes. 

pH Loss of activity 
if pH of ses 
temporarily 
(2 hrs.) reduced 
to 2.5. 

Trypsin Results in loss 
of the majority 
of activity. 

Reduction ses reduced by 
B-mercaptoethanol 
results in near 
complete loss of 

Heparin TEF in unbound 
Binding fraction. 

CONCLUSIONS 

Hamburger et al. 
(1978, 1982) 

Activity persists 
at 56°e for 30 
minutes, but lost 
at IOOoe for 10 
minutes. 

Loss of activity 
if pH of ses 
temporarily 
(2 hrs.) reduced 
to 2.5. 

Results in 
approximately 90% 
loss of activity .. 

ses reduced by 
dithiothreitol (DIT) 
did not abolish the 
activity. 

Sandru et al. 
(1988) 

Activity 
partially 
destroyed at 
56°e, and 
completely at 
80°e. 

Loss of activity 
if pH of ses 
temporarily (2 
(2 hrs.) reduced 
to 2.5. 

ses reduced by 
DTT results in 
almost complete 
loss of activity. 

In experimental models employing weakly antigenic tumors, tumor growth and 
spread is less in old animals. This probably reflects what is observed in humans, 
although for many reasons, the alterations in tumor malignant behavior are less 

85 



clearly demonstrable. It is our belief that age-associated decline in immune 
function accounts for much of the observed "age-advantage". With weakly antigenic 
tumors, host anti-tumor immune mechanisms are generally ineffectual (lack of 
antigen), and in these situations immune competence confers no specific advantage. 
However, lymphocyte or monocyte-mediated facilitation of tumor growth (immune 
enhancement) may still occur despite the lack of tumor antigens. We believe that 
the most important mechanism whereby lymphocytes or monocytes augment weakly 
antigenic tumors is by the production of a soluble factor that stimulates cellular 
proliferation and/or new blood vessel formation. We further propose that the 
production of this factor declines with age. We seek now to systematically 
characterize the tumor-enhancing activity present in spleen cell culture supernatants 
and evaluate the changes that occur in this activity over the life span. 
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T CELL DIFFERENTIATION AND FUNCTIONAL MATURATION 

IN AGING MICE 

Marilyn L. Thoman, D. N. Ernst, M. V. Hobbs and W. O. Weigle 

Department of Immunology, Research Institute of Scripps Clinic 
La Jolla, CA 92037 

Advancing age is accompanied by changes in immune potential, frequently 
characterized as declines in the capacity to mount effective cell-mediated or humoral 
immune responses (reviewed in 1-3). Age-related functional changes can be 
identified earliest in the T cell compartment, therefore understanding the impact of 
advancing age on T cell activity may provide the key to understanding immune 
senescence. The expression of effector function by T cells requires their activation 
to cell cycle entry. The sequence of events involved in T cell activation are affected 
by the aging process and result in the altered T cell reactivity demonstrated in the 
aged. 
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As summarized in Figure 1, T cell activation is initiated by ligand binding at 
the T cell antigen receptor (which is mimicked by anti-T cell receptor antibodies or 
mitogenic lectin binding). Signal transduction pathways utilized by T lymphocytes 
include increases in Ca + + flux, activation of protein kinase C (pk-c), and accelerated 
phosphatidyl inositol hydrolysis (4, 5). These very early, rapid events are followed 
by increases in RNA synthesis, proto-oncogene expression and expression of new or 
greatly enhanced numbers of various cell surface receptors. Various lymphokines 
are also produced. Unique to the activation process of T lymphocytes is the 
requirement for new expression of the IL-2 receptor (IL-2R) and occupancy of this 
receptor for the continued progress of the cell to DNA synthesis (6). 

Aged animals possess a population of T cells which is less readily induced to 
cell cycle entry as illustrated in Figure 2. Not only is DNA synthesis reduced (as 
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Figure 2. Con-A Induced IL-2 Synthesis, IL-2 Receptor Expression 
And Proliferation of Aged Spleen Cells 

Single cell suspensions of spleen cells derived from young (2-3 mo) and aged (22-24 mo) 
C57BL6jJ mice were prepared. Cells were cultured in complete media (RPMI 1640 
supplemented with 7.5% fetal calf serum, 2 mM I-glutamine, 100 ugjml streptomycin, 
100 U jml penicillin and 5 x IO-5M 2-mercaptoethanol) containing 2 ugjml Concanavalin 
A (Con-A). Culture supernatants were collected at 24 h for measurement of IL-2 
content in a T cell growth assay utilizing CTLL-2 cells (7). Spleen cells were harvested 
at 48h for quantitation by flow cytometry of IL-2 receptor expression, staining with 
fluorescein conjugated anti-IL-2 receptor antibody (FITC-7D4). Proliferation was 
quantitated by H-thymidine incorporation. Cultures were pulsed with 1 uCijwell for 
the final 6-8 hr of a 72 hr culture period, harvested and prepared for liquid scintillation 
counting. Results from individual aged mice are shown plotted as a percentage of the 
paired young response. 



measured by 3H-thymidine incorporation) but earlier activation events such as 
expression of IL-2 receptors and production of IL-2 are also compromised. With rare 
exceptions, the aged cells have been shown to be impaired in all three of these 
activities (7). 

Other investigations have identified several age-related defects in pre-S phase 
T cell activation events including fewer numbers of aged murine T cells mobilizing 
Ca + + following mitogenic stimulus (8, 9), a lower degree of protein kinase C 
activation and translocation (10), and significantly lower phospholipid hydrolysis 
following stimulation (10). We have extended these observations on pre-S phase 
events, examining the acquisition of three G1 phase membrane markers, the R1388 
Ag, IL-2 receptors and the transferrin receptor (TfR) (11). Expression of R1388 Ag 
increases concurrently with T cell progression through blastogenesis and entry into 
G1 phase. IL-2R expression increases with G1 phase transit, and somewhat later 
transferrin receptor expression increases. Binding and uptake of both lL-2 and iron­
loaded transferrin are prerequisites for S phase entry (12, 3). Detailed kinetic studies 
revealed that both young and aged CD4 +T cells showed very rapid initial increases 
in the expression of R1388 antigen following activation by anti-CD3 (a portion of 
the T cell antigen receptor complex). Although the initial cohort of cells from both 
aged and young animals entered G1a, G1b and S phases with similar kinetics, the aged 
population contained fewer R1388hi, IL-2R + or TfR + cells (Fig. 3). 
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Figure 3. Activation Antigen Expression 
Spleen cells prepared from young and aged animals were stimulated by culture with 145-2Cll 
(anti-CD3 [T cell antigen receptor]) for 12 hr as detailed in reference (11). Viable cells 
were recovered and prepared for flow cytometry. The antibodies utilized for the flow 
cytometry were RL388 (anti-RL388 ag), PC-61 (anti-IL-2 receptor [IL-2R]) and R17. 217 
anti-transferrin receptor [TtR]). The data presented in this figure were obtained with 
CD4+T lymphocytes, but similar observations have been made using CDS+T cells (11). 
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These data indicate that as a population, splenic T cells derived from aged 
animals are poorly activated by mitogens or anti-CD3 antibodies as only a low 
percentage initiate cell cycle transit, display activation antigens, produce IL-2 or 
synthesize DNA. They further suggest that the aged population does however contain 

'cells which are competent for cell cycle progression, but in fewer numbers than 
comparable population derived from young animals. 

To determine whether the relatively poor activation of aged T lymphocytes to 
cell cycle entry and traverse is due to age associated defects previously identified in 
the earliest signal transduction events (8-10), experiments were designed to bypass 
these processes by utilizing the Ca + + ionophore, ionomycin, to increase Cat + flux 
and the phorbol ester, phorbol myristate acetate (PMA) to activate pk-c. Each of 
these two agents was added in conjunction with Con-A to aged spleen cells which 
were then analyzed for IL-2 synthesis, IL-2R +, and proliferation. As shown in 
Figure 4, the inclusion of either PMA or ionomycin can strikingly improve IL-2 
synthesis and receptor expression, with ionomycin being particularly effective. These 
enhanced aged responses are not statistically different from the young responses. 
However, in contrast, 3H-thymidine incorporation is not positively influenced by the 
inclusion of either agent. 

These results suggest that the age-related decline in proliferative capacity of 
aged T lymphocytes is not due entirely to defects in the initial signal transduction 
pathways. Enhancing signal transduction with PMA or ionomycin restores the 

IL·2 Receptor Expression 30 

60 

'" 50 20 
.~ 
'v; 
c 

a.. 
5 40 
15. 
~ 

a: 
N 30 
~ 
of'. 

20 

IL·2 Synthesis 

lBO 

150 

Proliferation 

• Young. 
Con A 

o Aged. 
Con·A 

~ Aged.Con·A 
.PMA 

D Aged.Con·A 
+ Ion 

Figure 4. Effect of Ionomycin or Phorbol Esters on Con-A Induced Activation Events 
Spleen cells from aged and young animals were cultured as described in Fi g, 2 with Con-A 
alone (2 ug/ml) or Con-A + PMA (I ng/ml) or Con-A + ionomycin (200 ng/ml). IL-2 
synthesis, IL-2 receptor expression and proliferation were quantitated as described in detail in 
reference (7). 
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capacity for aged T cells to undergo G1 transit. However aged T cells may also 
arrest at the G'b/M boundary, as demonstrated by the data presented in Figures 
5 and 6. IL-2R + cells were purified by fluorescence-activated cell sorting and 
recultured with rIL-2 following which the growth of individual cells as well as the 
entire population was monitored. By sorting for T cells expressing high amounts of 
IL-2R + only those able to initiate blastogenesis and G 1 phase transit, therefore not 
displaying the "early" age-related defects, were selected. Even so, as shown in Figure 
5, DNA synthesis (as measured by 3H-thymidine incorporation) was diminished in 
the cultures of aged IL-2R + cells. Furthermore, while the growth rates of individual 
aged and young cells vary considerably (Figure 6), in general the average rate of 
growth by the aged cells is slower than that of the young. Also a higher percentage 
of aged IL-2R + cells are unable to undergo division in these conditions relative to 
IL-2R + young cells. Both major T cell subsets (CD4 + and CD8+) display these 
defects. 
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Figure 5. Proliferation of IL-2 Receptor Bearing Lymphocytes 
Spleen cells from individual aged and young mice were cultured in complete media 
containing 2 ugjml Con-A. Cells were harvested at either 24 hr or 48 hr of culture 
and stained with FITC-7D4 (anti-IL-2R). IL-2R + cells were purified by fluorescence 
activated cell sorting (FACS). IL-2R + cells were then recuItured in the presence of 
an optimal concentration (5U jml) of recombinant human IL-2 (rIL-2). Proliferation 
was quantitated by 3H-thymidine incorporation 24 hr after reculture. The results are 
expressed as 

# cpm aged cultures 
X 100 

# cpm young cultures 
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Figure 6. Growth Rate of Individual IL-2R+ Cells 
IL-2R + T cells were prepared as described in Fig. 4 and plated at 1-2 cells/well in 
media containing 5U/ml rIL-2. The number of cells/well were counted on days 1 
through 5 after reculture in IL-2. The slope of the growth curves obtained for 
individual clones has been determined. Unselected lL-2R + cells were sorted solely 
on the basis of IL-2 receptor expression while CD4+ and CD8+ IL-2 receptor 
bearing cells were purified by sorting double-stained cells which had been incubated 
with both FITC-7D4 and either phycoerythrin-GK1.5 (CD4 +) or phycoerythrin-ant i­
Ly-2 (CD8+). Y = young, A = aged. 

These data reveal that, as a population, aged T splenocytes are activated to 
cell cycle entry at a lower frequency and may traverse through multiple rounds of 
cell cycle more slowly, based on the growth rate data in Figure 6, than their younger 
counterparts. Two alternative hypotheses have been proposed to explain these age­
related changes in T cell activity: 1) That the aged T cell population is functionally 
mosaic comprised of "good", activable T cells and "bad" cells which are nonfunctional 
or 2) that the subset composition of the T cell pool changes with age, accumulating 
cells whose function is not optimally measured in the assays employed, nor 
maximally stimulated by the activation agents employed. 

In general aging has not been shown to have a significant impact on the total 
number of T cells (14, 15), nor on their distribution into the two major subsets 
(CD4+, CD8+) (16, 17). Recently several lines of investigation have identified 
subdivisions of the CD4 + (helper) population. Dissection of the CD4 + population 
into two subsets has been made on the basis of the spectrum of lymphokines which 
each subset produces (18, 19), and two antisera (C363.16A [anti-45R] and SM3Gll) 
appear to be useful for distinguishing these subsets phenotypically (20-23). As 
summarized in Table I, one subset predominately produces IL-2. Phenotypically this 
popUlation is contained within the CD45R hi and 3Gll + compartment (20, 21). The 
other subset is characterized by a low ratio of IL-2 to IL-4 synthesis and is CD45R 10 
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and 3Gll-. The expression of both 45R and 3Gll is lost upon activation. In contrast, 
the expression of another activation marker, Pgp-l (recognized by the IM7.S.7 
antibody), is elevated upon T cell exposure to antigen or mitogen. Thus memory 
CD4 + T cells are Pgp_lhi, CD45R 10, and 3Gll", and this population is relatively 
enriched for IL-4 producing cells. 

TABLE I. Antibodies Utilized in Subset Analyses 

Antibody Antigenic Function of 
Designation Determinant Subset Reference 

RL172 CD4 Distinguishes "helper" 26, 27 
GK1.5 class of T lymphocytes 

3.155 CDS Distinguishes cytolytic 28 
effector T cells and 
suppressor T cells 

IM7.S.1 Pgp 1 High expression 24, 25, 29 
distinguishes memory 
or activated T cells 

C363.16A CD45RB High expression 21,22 
distinguishes on CD4 + 

cells which produce IL-2, 
IL-3 and 1-IFN (Thl) 
lost from cells activated 
by antigen or mitogen 

SM3Gll 3G 11 Distinguishes CD4 + cells 20 
producing IL-2 and't-IFN 
(Th 1) 

These three antisera have been employed to type the splenic CD4 + T cell 
population resident in young and aged animals (30). The results are summarized 
in Figure 7. Several striking changes in subset composition are shown to occur with 
advancing age. A marked increase in the percentage of Pgp-1 hiCD4 + cells is seen. 
Further, a decline in the percentage of the population positive for 3Gll and CD45Rhi 
is seen. The significance of these alterations is not completely understood, however, 
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we suggest that they indicate an increased abundance of "memory" cells in the aged. 
These data are consistent with, and supportive of the suggestion that advancing 
age results in the accumulation of long-lived memory T cells, in part as a 
consequence of the decline in emigration of virgin T cells from the thymus (31). 
Lerner, et al. (32) also have described an increase in Pgp_lhi T cells in aged mice and 
further have determined that such cells are poorly stimulated by Con-A. These data 
support the hypothesis that advancing age changes the subset composition of the T 
cell compartment which results in functional alterations. 
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Figure 7. Surface Marker Expression on Young And Aged CD4+ T Cells. 
Spleen cells from 5 young and 5 aged mice were pooled and prepared for FACS analysis 
as described in detail in reference (30). Antibodies used were phycoerythrin - GK1.5 (anti­
CD4, fluorescein - 16A (anti-CD45RB), biotin-SM3Gll, fluorescein-IM7.8.1 (anti-Pgpl). 

Clearly the loss with advancing age of the capacity for IL-2 production could 
significantly reduce T cell clonal expansion, and thereby diminish various T cell­
mediated immune responses. It should however be possible to reconstitute such 
responses with IL-2, and the ability of rIL-2 to restore or improve various immune 
responses has been evaluated both in vitro and in vivo (33-36). Table II summarizes 
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TABLE II. Summary of EtTects of IL-2 on In Vitro and In Vivo Immune 
Responses* • 

In VlIro Responses 

1° Antibody 
2° Antibody 
MLR 
Suppressor Cell 

In Vwo Responses 

l°CML 
2°CML 
IgM Antibody 
IgG Antibody 

*In Vitro Responses. 

Aged Response 
-IL-2 

24 
20 
23 
11 

17 
8 
4 

16 

(% young) 
+IL·2 

87 
79 

108 
98 

59 
80 
24 
26 

Spleen cell suspensions were prepared from young or aged C57BL6/J mice and cultured as described 
in (33, 34) for the in vitro generation of various immune responses. To one half of the culture wells 
IL-2 was added. The results, which are described in greater detail elsewhere (33, 34) are expressed 
as a percentage of the control young response value. 
In Vivo Responses. 
Individual aged and young animals were injected intraperitoneally with allogeneic tumor cells 
(30 x I06P815) for the 10CML, and on days 0 and 14 for the 2°CML. Other animals received 0.1 ml 
of a 10% solution of sheep red blood cells (SRBC) for the generation of the IgM and IgG responses. 
rIL-2 (250U) was administered twice dail~ for three days beginning the day following antigen injection. 
Cytolytic responses were quantitated by lCr-release assays using 3lCr-labeJed P815 target cells, and 
peritoneal effector cells (36). The antibody response was quantitated in a plaque forming cell assay 
with or without an IgG developing anti-sera, using spleen cells from the SRBC-injected animals. 
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these results which clearly demonstrate that IL-2 can augment in vitro both cell­
mediated and humoral responses. In vivo IL-2 is able to only weakly augment 
antibody formation. In contrast, however, cell-mediated lympholysis responses are 
strongly enhanced in vivo by IL-2 injection. These data demonstrate that, in 
particular cellular immune responses (mixed lymphocyte responses and cell mediated 
lympholysis) may be markedly enhanced in the aged by supplemental IL-2, suggesting 
that effector T cell function is largely limited in aged animals by diminished clonal 
expansion secondary to loss of IL-2 synthesizing capacity. 

It has been widely assumed that in an aged individual, few if any vlfgm T 
lymphocytes are added to the peripheral compartment due to thymic involution (37, 
38). However, little is known regarding the capacity of the aged thymus for 
reconstituting the peripheral pool. We have initiated studies in this area focusing 
on renewal of T cell number and function following peripheral depletion. Ultimately 
our goal is to determine whether T cell maturation is qualitatively as well as 
quantitatively altered by advancing age. 

In order to address the issue of T cell renewal, animals of various ages (3-24 
mo) are depleted of T cells by administration of anti-thymocyte serum, which results 
in the lowering of the number of peripheral blood T cells from 25% to <5%. 
Over the course of three to four weeks the percentage of Thy+PBL returns to near 
the preinjection level in all age groups. At 4-5 weeks post-depletion animals are 
sacrificed and several T cell functional assays performed on the spleens. The 
results of several such experiments are tabulated in Table III. The extent of the recovery 
of Thy+PBL is equal in all three age groups tested (3, 12 and 24 mo). However 
it must be noted that the percentage of Thy+PBL does decline with age. Functional 
recovery (compared to age-matched, sham-injected controls) is variable. Con A 
induced proliferation fully recovers to control levels in all age groups. Reconstitution 
of the mixed lymphocyte response (MLR) is not complete in the 24 mo animals 
and the capacity for IL-2 synthesis is not well reconstituted even in "middle-aged" 
(12 mo) mice. These data suggest that as the thymus ages, not only do quantitative 
changes occur in mature thymocytes, but perhaps also qualitative alterations occur 
in the mature functional subsets. Such a possibility is being further investigated. 

In conclusion, immunosenescence, the loss of immunologic vigor with advancing 
age, is the result of changes in T cell subset composition. The T lymphocytes 
which predominate in the aged appear to be those which are "memory" cells and 
of a subset which produces little IL-2, but greater amounts of IL-4. T cell subset 
compositional alterations may occur not only as a consequence of antigenic exposure 
but also because of quantitative and qualitative changes in intrathymic T cell 
maturation. These changes would significantly alter the nature of the immunologic 
responses triggered in the aged versus young individual and their ability to respond 
to new antigenic challenge. 
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TABLE III. Recovery of T Cells After Peripheral Depletion 

Age of Mice 

2 mo 12 mo 24 mo 

Number of Thy+ PBL 65% 50% 93% 

Mitogen Proliferation 85% 78% 80% 

Mixed Lymphocyte Response 77% 69% 58% 

IL-2 Synthesis 111% 48% 

'Responses expressed as percent of age-matched sham-depleted control cells. Individual animals of 
various ages were depleted of peripheral T cells by intraperitoneal injection of anti-thymocyte sera. 
The effectiveness of this treatment was monitored by FACS analysis of peripheral blood lymphocytes 
stained with an anti-Thy reagent. Thirty-five days following depletion, animals were sacrificed and the 
peripheral blood prepared for FACS analysis of the percentage of Thy+ cells. Functional analyses 
involved the culture of spleen cells with Con-A (2 ug/ml) or irradiated allogeneic cells. Culture 
supernatants from Con-A activated cells were collected and tested for IL-2 content 24 hr arter culture 
initiation (7). 3H-thymidine (1 uCijwell) was added to other Con-A containing or allogeneic cell­
containing wells at 72 hr to quantitate proliferation. Following a 6-8 hr pulse these wells were 
harvested and prepared for liquid scintillation counting. 
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We describe an ongoing study examining the relevance of cytogenetic changes 
in primary and metastatic breast cancer. Tumors samples from breast cancer patients 
are karyotype using G-banding techniques, and all chromosomal findings, including 
the presence of structural and numeric clonal abnormalities, are documented in a 
dynamic patient data base. Information on essential clinical characteristics is 
collected, and patients are followed longitudinally for disease recurrence, 
progression, and survival. Statistical analyses will examine potential correlations 
between specific abnormalities and clinical features of the disease, and survival 
differences between patients will be examined as a function of karyotypic 
differences. We anticipate that this research will provide insights on the natural 
history of breast cancer and help direct the search for the underlying molecular 
mechanisms of tumor genesis and progression. 

INTRODUCTION 

Breast cancer is the most common neoplasm occurring among U.S. women. 
In 1990 it is estimated that 150,000 new cases will be diagnosed, accounting for 29% 
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of all new cancers in women.1 The risk of breast cancer increases with age 
throughout a woman's lifespan,2 with an estimated 70% of cases occurring in 
women over the age of 50? It is thus apparent that the major impact of breast 
cancer is in older women. Breast cancer incidence rates in this country have been 
increasing over the past decade, which may reflect better and earlier disease 
detection. However, even if breast cancer incidence rates remain relatively stable 
over the coming decades, the number of new cases each year is expected to rise as 
the current U.S. population ages, and the numbers of women in older age groups 
increases. 

In the current investigation chromosomal abnormalities in breast cancer are being 
identified and correlated with clinical and biological features of the disease. We 
anticipate that such cytogenetic correlations have the potential to provide significant 
information regarding the natural history of breast cancer, as has been true for 
cytogenetic studies of the leukemias and lymphomas. Furthermore, it is the 
detection of non-random chromosomal abnormalities that can guide efforts to 
identify the underlying molecular mechanism of tumor development and progression. 

Breast Cancer Cytogenetics 

The cytogenetic examination of human solid tumor, including breast 
carcinoma, has lagged significantly behind cytogenetic studies of the human 
leukemias and lymphomas,s despite the fact that solid tumors contribute significantly 
more to morbidity and mortality. The paucity of studies and information on 
chromosomal changes in solid tumors is attributable in part to the technical 
difficulties in obtaining analyzable chromosomal preparations. Among these 
difficulties are the inherently low mitotic activity of most tumors, low yields of viable 
cells in tissue culture, and the infiltration of tumor tissue by normal stromal cells.6 

However, recent methodological advances now make it possible to systematically 
study the cytogenetic changes in solid tumors.' 

The majority of breast cancer cases examined to date by cytogenetic techniques 
were studied prior to the advent of modern chromosome banding techniques, which 
allow for individual chromosomes to be unequivocally identified.s Thus, these pre­
banding studies are primarily of historical interest, although several common 
chromosomal features from these early studies can be identified. Most breast 
cancers studied pre-banding were metastatic tumors, and most demonstrated 
aneuploidy, often with numerous structural chromosome alterations (e.g., marker 
chromosomes).9-11 

Far fewer breast tumors have been studied using modern banding techniques; 
however, in the banded cases features common to the majority of unbanded 
preparations continue to be observed. In particular, banded studies of breast tumors 
continue to reveal that the majority of cases are aneuploid with structural changes 
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frequently found. Findings from most studies suggest that specific chromosomes are 
commonly altered in breast cancerY-22 Abnormalities involving chromosome 1 
have been reported frequently, with the long arm of chromosome 1 often involved 
in translocations; however, the translocation breakpoints and translocation partners 
have been observed to be highly variable, which given the ubiquitous nature of 
chromosome 1 alterations in solid tumors, suggests that 'these changes may 
represent secondary events perhaps associated with tumor progression. Other 
chromosomes frequently found to be altered in banded studies of breast cancer 
include chromosomes 6, 7, and 11; in particular, alterations of 6q, 7p, and 11q 
have often been identified. 

The current investigation is designed to further elucidate the nature of 
recurring, non-random chromosomal abnormalities in breast cancer and to establish 
whether these specific cytogenetic changes have clinical and biologic significance. 

MATERIALS AND METHODS 

The present study is a prospective follow-up study of women presenting with 
primary or metastatic breast cancer. For the purposes of this study, primary breast 
cancer designates the initial presentation with the disease, while metastatic breast 
cancer refers to disease recurrence subsequent to the initial diagnosis. The referral 
population of the Arizona Cancer Center serves as the source population for such 
cases, who are included if there is histologic confirmation of the diagnosis and if 
there is sufficient tumor sample available for cytogenetic analysis. Clinical data and 
follow-up information for each subject are obtained from the primary physician or 
medical record review. Clinical variables being collected include characteristics of 
the tumor at the time of presentation (e.g., histology, stage, size, nodal involvement, 
presence of distant metastases, and hormone receptor content), other clinical 
factors (e.g., age, menopausal status, and family history), and information related 
to treatment, disease progression, and patient survival. All clinical and laboratory 
data are entered into a dynamic patient data base from which relevant data can 
be extracted at the time of data analysis. 

Cytogenetic studies are performed on all samples according to a standard 
protocol for short-term culture, Harvesting and banding techniques have been described 
previously,23 Following G-banding of metaphase cells, chromosomes are examined 
for the presence of structural and numeric abnormalities and classified according 
to the International System for Human Cytogenetic Nomenclature,24 Structural 
abnormalities are considered to represent clonal change if at least two cells are 
observed with the same structural rearrangement. Numeric abnormalities are 
regarded as being of clonal origin if at least three cells are observed with the same 
abnormality, 
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Statistical methods to be used will not he detailed in this setting, other than 
a brief discussion (see below) of the types of analyses to be performed. 

RESULTS 

Because of the ongoing accrual of subjects and the longitudinal nature of this 
study, only very preliminary results can be documented at present. To date, 
cytogenetic studies have been performed and clinical data obtained for 83 primary 
breast cancer cases and 49 metastatic breast cancer cases. Table I summarizes 
key characteristics of the patients. Table la shows that the majority of primary 
breast cases studied to date were 50 years of age or older at the time of their 
diagnosis. Almost a quarter of the patients reported a positive family history of 
breast cancer in a first degree relative. Estrogen receptors were positive in 61 % 
of the tumors, and estrogen receptor positivity was significantly more frequent in 
women over the age of 50 (p < 0.05). Positive axillary nodes were present in 46% 
of these women at the time of surgery. Approximately 20% had Stage I, close to 
60% Stage II, and the remainder Stage III or IV breast cancer at the time of 
primary surgery. 

Table I. Clinical Characteristics of Primary and Metastatic Breast Cancer 
Patients Whose Biopsies Were Submitted for Cytogenetic Analysis. 
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a. Primary Breast Cancer Cases (N = 83) 

Age ~ 50 at diagnosis 
Post-menopausal 
Positive family history 
Estrogen receptor positivity 
Positive nodes 

b. Metastatic Breast Cancer Cases (N = 49) 

Age 2.. 50 at biopsy 
Five years or less since 1st diagnosis 
Positive nodes at 1st diagnosis 
Received adjuvant chemotherapy 
Received adjuvant hormonal therapy 
Received adjuvant radiotherapy 

No. with characteristic 

54 (.65) 
56 (.08) 
20 (.24) 
51 (.61) 
38 (.46) 

No. with characteristic 

35 (.71) 
28 (.57) 
30 (.61) 
28 (.57) 
11 (.22) 
11 (.22) 



Of the metastatic breast patients (Table I b), the majority of the women 
studied to date were 50 years of age or older at the time of positive biopsy for 
metastatic cancer. In 57% of these patients the time interval from the initial 
diagnosis of breast cancer to the appearance of distant metastasis was less than 5 
years. Sixty-one percent of patients with metastatic breast cancer presented with 
positive axillary nodes at the time of original diagnosis, and over half of the patients 
received adjuvant chemotherapy for their primary tumor, with far fewer receiving 
either adjuvant hormonal or radiation treatment. 

Table II. Cytogenetic Findings in Primary and Metastatic Breast Cancer 
Cases Studied. 

Prima~ Disease Metastatic Disease 
(N = 83) (N = 49) 

Karyotyping successful: 

No· 27 (.33) 5 (.10) 
Yes 56 (.67) 44 (.90) 

Results of karyotyping: 

Normal 29 (.52) 17 (.39) 
Abnormal 27 (.48) 27 (.61) 

Abnormalities Detected: 

Structural abnormalities 14 (.52) 26 (.06) 
Numeric abnormalities 17 (.63) 20 (.77) 

'" Cells did not grow in culture or no metaphases were detected. 

Cytogenetic results for the 83 primary breast cancer patients are summarized 
in Table II. No mitoses were obtained in 27 of the samples (33% of cases). 
Karyotyping was possible for the remaining 56 cases from which mitoses were 
obtained. Examination of the demographic and initial characteristics of those 
patients in whom mitoses were obtained and those with no mitoses did not reveal 
any significant differences between these groups. 
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Among the 56 cases of primary breast cancer successfully karyotyped, 
approximately half were found to have normal karyotypes, and approximately half 
were found to have abnormal karyotypes. Among the 27 patients with abnormal 
karyotypes, 14 patients demonstrated one or more structural clonal abnormalities, 
and 17 patients demonstrated one or more numeric clonal abnormalities. These 
categories are not mutually exclusive with a number of patients demonstrating both 
structural and numeric abnormalities. 

The frequency with which specific chromosomes were involved in structural 
clonal abnormalities is illustrated in Figure 1. Structural abnormalities were 
detected most frequently in chromosomes 1, 2, 3, 6, 7, and 11; a variety of 
abnormalities were observed including translocation, deletions, inversions, and 
insertions. As can be appreciated from the Figure, the vast majority of numeric 
chromosomal abnormalities detected thus far in this series of primary breast cancers 
have been losses of normal chromosome homolog. Those chromosomes showing 
loss most frequently have been chromosomes 8,9, 10, 11, 16, 17, and 19. 

Results of the cytogenetic studies on the 49 metastatic breast cancer cases 
are also summarized in Table II. No mitoses were obtained in 5 of the 49 cases, 
with mitoses obtained in the remaining 44 cases. Karyotypes of these 44 cases were 
normal in 17 of the cases and abnormal in 27 of the cases. Among those patients 
having abnormal karyotypes, 26 demonstrated one or more structural clonal 
abnormalities, and 20 demonstrated one or more numeric clonal abnormalities. 
The structural abnormalities that we have observed in metastatic breast cancer are 
shown in Figure 2, with chromosomes 1, 3, 7, and 11 most frequently involved. 
Numeric abnormalities in metastatic breast cancer are also summarized in Figure 
2 and show a somewhat different pattern from that observed in primary breast 
cancer. The metastatic cases evidence an abundance of chromosomal gain as well 
as loss. 

Because of statistical constraints, meaningful correlations between the clinical 
data and specific cytogenetic changes cannot be made until a larger number of cases 
have been successfully karyotyped. Likewise, analyses related to patient survival also 
require accrual of a larger sample size and longer follow-up. 

DISCUSSION 

We are currently studying the relevance of cytogenetic changes in breast 
cancer within a clinical framework; this investigation is of particular importance 
because no systematic, large-scale study of the clinical implications of cytogenetic 
abnormalities in breast cancer has been reported previously. Preliminary 
examination of the clinical data indicates that the patients available for study 
represent a diversity of disease presentations, and thus the eventual correlation of 
specific chromosomal abnormalities with clinical parameters should offer an 
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Figure 1. Frequency of Structural and Numeric Chromosomal Abnormalities 
Detected among Primary Breast Cancer Cases. 

Structural Abnormalities are plotted according to chromosome arm involved (p = short arm, 
q = long arm); numeric abnormalities are plotted according to whether gain or loss was detected. 
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Figure 2. Frequency of Structural and Numerical Chromosomal Abnormalities 
Detected among Metastatic Breast Cancer Cases. Plotting conventions as in Figure 1. 
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excellent opportunity to better characterize the clinical relevance of cytogenetic 
changes. Preliminary cytogenetic findings demonstrate that abnormal karyotypes are 
a frequent finding in breast cancer. Among cases successfully karyotyped thus far, we 
have observed cytogenetic abnormalities in approximately half of the primary breast 
cancers and almost two thirds of the metastatic breast cancers. 

Long-term plans call for the accrual and cytogenetic examination of a 
substantially larger number of cases, with longitudinal follow-up for the observation 
of endpoints. A hierarchy of statistical analyses will then be conducted. Initially, 
the distributions of observed cytogenetic abnormalities will be examined to identify 
statistically significant, non-random abnormalities. As reported by Brodeur, 
Tsiatis, et ai., computer simulations will be used to generate expected distributions 
of numeric and structural abnormalities.25 The expected distribution will then be 
compared to the observed distribution of abnormalities to identify non-random 
involvement of a particular chromosome, arm, or region. As an example from 
our primary breast cancer studies discussed above, it seems apparent that more cases 
are observed with structural abnormalities of the short arm of chromosome 1 than 
would be expected due to chance alone; however, distinguishing which of the other 
chromosome arms are non-randomly involved is more difficult. The methods to be 
used will allow for chromosome length to be accounted for when testing for non-random 
involvement with structural abnormalities. 

Recurring, non-random abnormalities thus identified will then be correlated with 
clinical parameters to determine the relationship of particular chromosomal changes to 
features of the disease. Multivariate survival methods will also be used to compare the 
survival of patients with and without specific abnormalities adjusting for such covariates 
that are known to affect outcome, such as age, treatment, and initial stage of disease. 
Endpoints will include time to relapse for primary breast cancer and time to death for 
metastatic breast cancer. 

The strengths and limitations of this particular type of study deserve comment. 
Strengths of the study include that it involves a relatively well-defined population from 
whom complete data regarding disease characteristics and outcomes should be 
available. Our study is designed to answer questions regarding the nature of recurring, 
non-random chromosomal abnormalities in breast cancer, but also can potentially define 
the clinical significance of such cytogenetic changes. 

Potential limitations of this or any other study of solid tumor cytogenetics include 
both technical and sample size limitations. Technical issues which must be 
considered include insuring a high success rate for growth of tumor cells in short­
term culture. Also, methods need to be developed to assure that the actual cells 
being karyotyped are tumor cell. From a statistical standpoint, sample size 
constraints are a major concern. A large enough sample of cases must be examined in 
order to allow for analyses of how particular chromosomal abnormalities might 
be related to the clinical parameters; in particular, the use of multivariate models 
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to describe such relationships will require a substantially larger number of cases. 

It seems apparent that recurring site of chromosomal change in human 
tumors may represent markers of molecular events involved in tumor generation or 
progression. We have described a study in progress in which we hope to identify the 
most frequently occurring sites of chromosomal change in primary and metastatic 
breast cancer and deter:nine the relationship of such changes to the natural history 
of this disease. We anticipate that the recognition, and ultimately, the molecular 
understanding of these abnormalities will provide further insights into the neoplastic 
process and enhance our understanding of the biologic mechanism underlying the 
clinical features of breast cancer. 
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BREAST CANCER: AGE AND HORMONAL DEPENDENCE 

Breast cancer is a disease whose frequency as well as pathologic characteristics 
vary markedly with age and sex. Women develop breast cancer with an incidence of 
approximately 1 in 10 in the United States, about 100 times the frequency in men. In 
women, the incidence of breast cancer increases with increasing age, but the rate of 
increase drops off sharply at the age of menopause (Pike et al., 1981). Breast cancer 
is more likely in postmenopausal than in premenopausal women to be positive for the 
receptor for estrogen (Ottman et aI., 1981). Estrogen receptor positive breast cancer, 
whether postmenopausal or premenopausal, is associated with better prognosis than 
receptor negative breast cancer (Sunderland and McGuire, 1990). These statistics have 
contributed to the view that exposure of the mammary gland to ovarian estrogens (and 
progestins) is critical to onset and malignant progression of breast cancer. Indeed, 
perimenarchal loss of ovarian function can result in a decrease in breast cancer risk 
by a factor of 100 to about that found in men (Brown, 1981). Furthermore, ovariectomy 
andj or antiestrogenic and antiprogestational drugs have been successfully used in treatment 
of breast cancer (!ino et ai., 1990). 

Though ovarian steroids appear to be critical in the onset of breast cancer and 
the growth of premenopausal disease, other growth regulatory mechanisms must come 
into play after loss of ovarian function during menopause. In addition to endocrine 
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hormonal factors, a genetic factor(s) is thought to influence breast cancer risk. It has 
been estimated that 5-10% of breast cancer in women under 50 years of age is highly 
associated with a familial propensity for the disease. The epidemiology of breast cancer 
in these families fits a model of an inherited autosomal dominant gene accounting for 
a much higher proportion of premenopausal than postmenopausal cancers (Ponder, 
1990). The identity of this gene remains unknown, as does its function at the cellular 
level. It is also not clear whether any biochemical mechanism relating to inherited 
tendencies for premenopausal breast cancer might have some relationship biochemically 
to postmenopausal mechanisms of tumorigenesis. For instance, it may be that, like 
retinoblastoma, the predisposing gene is inherited as a heterozygous deletion and 
sporadically mutated to yield a very early onset disease. To pursue this hypothetical 
analogy, if two spontaneous mutations of a specific locus are required in breast cancer, 
as in the sporadic form of retinoblastoma, then onset would be later in life than in familial 
breast cancer (Weinberg, 1990). It is also possible that in the heterozygous condition, 
a predisposing mutation might have some other type of impact on developing breast 
cancer (Ponder, 1990). 

HORMONAL CONTROL OF MAMMARY PROLIFERATION 

The regulation of normal breast development, breast carcinogenesis, and growth 
and progression of breast cancer seems to depend upon response to hormonal factors. 
Historically, the most well-defined hormonal factors are the endocrine steroids and peptides 
produced by the glandular epithelium of the ovaries, pituitary, endocrine pancreas, and 
adrenal cortex. More recently the ability of both normal and malignant tissue to synthesize 
locally acting hormones has been recognized. One class is that of the paracrine hormones, 
factors released by one cell type which then modulate the function of neighboring cells 
of the same or a different tissue. A second class is that of the autocrine 
hormones, factors released by one cell type that act back on the same cell type through 
surface receptors. In the mammary gland, it appears likely that stromal, myoepithelial, 
and epithelial cells communicate by paracrine hormones and that additional autocrine 
mechanisms may also exist, particularly for epithelial cells. 

The now classical observations of Beatson in the 1890's (Beatson, 1896) established 
the fact that endocrine influences are important in growth control of breast cancer. 
More recent studies have implicated ovarian estrogens as the primary endocrine influence. 
In contrast, proliferation of normal mammary epithelium appears to require both of 
the ovarian steroids: estrogen and progesterone. Cellular mitoses occur predominantly 
in the luteal phase of the menstrual cycle, when progesterone is in highest abundance. 
This is in clear contrast to the endometrium, in which cellular mitoses occur predominantly 
in the follicular phase, when estrogen is "unopposed" by progesterone (Anderson et ai., 
1988; Longacre and Bartow, 1986). In rodent models of carcinogen induced mammary 
cancer, it has been shown that both progesterone and estrogen are able to support initial 
tumor formation and early tumor growth (Welsch, 1985; Jabara et ai., 1973; Robinson 
and Jordan, 1987). It has also been shown that administration of sustained, high doses 
of a synthetic progestin (medroxy progesterone acetates MPA) to adult BALB/c mice 
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with intact ovaries leads to development of malignant mammary tumors (Molinolo et 
al., 1987). Presumably, the mechanism of interaction of estrogen and progesterone in 
normal and malignant rodent and human breast is based on the requirement of estrogen 
to induce expression of progesterone receptor. However, other mechanisms of interaction 
are possible (Clarke and Sutherland, 1990). Current controversy also surrounds both 
estrogen and progestin components of the oral contraceptive as risk factors in developing 
breast cancer (Anderson et al., 1988; McCarty, 1989). Estrogen and progesterone receptors 
have been localized to a luminal subpopulation of ductal and lobular epithelial cells 
in women and rodents. Receptors appear to be absent from terminal end bud epithelial 
cells. Thus, estrogen and progesterone receptors appear to be present in at least partially 
differentiated epithelium. It is not yet clear whether these steroid receptor positive 
cells are precursors to breast cancer, although circumstantial evidence suggests the 
possibility (Daniel et ai., 1989; Dulbecco, 1990). Hormonal responsiveness persists in 
about one third of breast cancers. In human breast cancer treatment, antihormonal 
therapy as well as high dose estrogen or progestin have been used successfully to control 
metastatic disease. 

GROWTH FACTORS: REGULATION OF PROLIFERATION AND INTERACTION 
WITH ESTROGEN AND PROGESTERONE 

Recent studies have begun to address the mechanisms of action of estrogen and 
progesterone in the promotion and growth of malignancy. Many investigators are examining 
defective or overexpressed growth regulatory genes (oncogenes) and locally acting 
polypeptide hormones (growth factors) as mediators and modulators of steroid action 
(Dulbecco, 1990; Paul and Schmidt, 1989; Heldin and Westermark, 1984). One class 
of growth factors includes the transforming growth factors which derive their name from 
their ability to reversibly induce the transformed phenotype (initially defined as the 
capacity for anchorage independent growth) in certain rodent fibroblasts. They are 
polypeptides which were initially found to be synthesized and secreted by a variety of 
retrovirally, chemically, or oncogene-transformed human and rodent cell lines (Heldin 
and Westermark, 1984; Goustin et ai., 1986; Sporn and Roberts, 1986). 

Two major classes of structurally and functionally distinct transforming growth 
factors are TGFa and TGFB. TGFa and TGFa-like peptides are members of a multiple 
species family ranging from apparent molecular masses of 6 to 30 kDa. They compete 
with the EGF for binding to the same receptor Bates et al., 1988; Massaque, 1983; Derynk, 
1988). The TGFB family consists of at least three related gene products, each forming 
25 kDa dimeric species (Cheifetz et ai., 1988). There appears to be a complex pattern 
of interaction of these species with the TGFB receptors, which have been described 
as three different molecular weight species. TGFB, and more recently TGF a, have been 
found in the urine and pleural and peritoneal effusions of cancer patients (Stromberg 
et ai., 1987; Artega et ai., 1988a; Sairenji et ai., 1987). These growth factors have also 
been observed in some normal tissues (Heldin and Westermark, 1984; Goustin et ai., 
1986; Sporn and Roberts, 1986; Bates et ai., 1988; Derynck, 1988). Treatment of both 
normal and malignant epithelial tissue with TGF~ of all subtypes generally has a growth 
inhibitory and sometimes differentiating effect. 
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At least two other classes of monomeric, but disulfide-linked, growth factors are 
also relevant: insulin-like growth factors (IGF I and IGF II, and their binding proteins) 
and fibroblast growth factors (FGF, a family of at least seven members) (Heldin and 
Westermark, 1984; Goustin, 1986; Sporn and Roberts, 1986). Amore recently described 
growth factor, mammary derived growth factor 1 (MDGF1) has been found in human 
milk and in conditioned medium from human breast cancer cell lines (Bano et al., 1990a; 
Bano et al., 1985; Bano et al., 1990b). This glycosylated, monomeric and non-disulfide 
linked 62kDa growth factor may also play a role in growth regulation of normal and 
malignant human mammary epithelium. It has been hypothesized that transformation 
of cells from normal to malignant may directly result from increased production of growth 
stimulatory factors or decreased production of growth inhibitory substances, or altered 
responsiveness to either or both of transforming groups of growth factors (Sporn and 
Roberts, 1986). 

An important perspective in understanding pathways of growth control in human 
neoplastic cells is a knowledge of growth regulation of the normal cells from which the 
cancer derived. To date, this area of investigation in epithelial cells has lagged behind 
studies of the influence of growth factors in cancer due to the difficulties involved in 
culture of normal epithelial cells. However, the recent development of specialized serum­
free culture conditions has facilitated the study of growth regulation in normal human 
keratinocytes (Coffeyet aI., 1987), normal human bronchial epithelial cells (Masui et 
al., 1986), and normal human mammary epithelial cells (Stampfer and Bartley, 1985; 
Hammond et al., 1984). Though human mammary epithelial cells may now be cultured 
in vitro, it is not yet clear that the cultured subtype is of the lineage or differentiation 
type(s) which would give rise to breast cancer in a woman. For example, receptors for 
estrogen and progesterone have not been demonstrated in these cells, and they appear 
to have a basal epithelial "stem cell" character (Stempfer and Bartley, 1985; Hammond 
et aI., 1984). 

Studies on steroid-growth factor interactions in human mammary tissue have 
been restricted to the malignant epithelium. In hormone responsive human breast cancer 
cells, growth stimulation by estrogen is accompanied by an increase in growth stimulatory 
TGFa production (Bates et al., 1988; Perroteau et al., 1986; King et al., 1989), whereas 
growth inhibition of hormone responsive breast cancer cell lines by an anti estrogen is 
paralleled by augmented secretion of growth inhibitory TGFB (Knabbe et al., 1987). 
Similar effects have been observed with progestins, TGFa, EGF and the EGF receptor 
being induced, while TGFp was inhibited (antiprogestins having the opposite effect) 
(Murphy et al., 1986; Murphy et al., 1988; Murphy et al., 1989). In hormone independent 
breast cancer cell lines, however, both of these growth factors, as well as many other 
growth regulatory peptides, are constitutively produced (Bates et al., 1986; Artega et 
al., 1988a; Dickson and Lippman, 1988). These results are consistent with, but do not 
prove, a role for growth factors in the expression of a more malignant phenotype and 
escape from normal hormonal control. It is of special note that milk, the natural secretory 
product of the mammary epithelial cell, is an extraordinarily rich source of growth factors 
(Salomon and Kidwell, 1988). 
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MULTIPLE ROLES FOR TGFa AND EGF IN MAMMARY PROLIFERATION, 
CARCINOGENESIS AND TUMOR GROWfH 

EGF appears to be an important regulator both of the proliferation and 
differentiation of the mouse mammary gland in vivo and of mouse mammary explan 
in vitro (Vonderhaar, 1988; Oka et al., 1988). EGF is also a required supplement for 
the clonal anchorage dependent growth, in vitro, of normal human mammary epithelial 
cells (Stampfer, 1985). However, although human breast cancer cells do not require 
exogenous EGF for continuous growth, many breast cancer cell lines retain receptors 
and growth stimulatory responses to EGF (Osborne et al., 1980; Davidson et al., 1987). 
Mouse salivary gland-derived EGF appears to be necessary for spontaneous mammary 
tumor formation in the mouse model (Kurachi et al., 1985) as well as for growth of the 
tumors once they are formed. EGF can also partially replace estrogen to promote limited 
tumor growth of a human breast cancer cell line (MCF-7) implanted in nude mice (Dickson 
et al., 1986b). TGFa, a structural and functional homolog of EGF, can produce essentially 
the same biological effects in mouse mammary explants and cultured human and mouse 
mammary epithelial cell lines as EGF (Vonderhaar, 1988; Salomon et al., 1987), but 
its role in normal or malignant mammary development has not been fully defined. It 
is of interest that TGFa mRNA has been detected in mammary epithelium by in situ 
hybridization during the proliferative, lobuloalveolar development state of rodent and 
human pregnancy (Liscia et al., 1990). TGFa mRNA and protein and EGF receptor 
are detected in vitro in proliferating human mammary epithelium, but are very low in 
resting organoids (Bates et al., 1990; Shoyab et al., 1989). The TGFa acts as an autocrine 
growth factor in normal human mammary epithelial cells in mass culture; an anti-EGF 
receptor antibody reversibly inhibits proliferation (Salomon et al., 1987). A new member 
of this growth factor family, termed amphiregulin (Shoyab et al., 1989), has also been 
discovered in a breast cancer cell line treated with a tumor promoter, but its exact 
physiological role in normal and malignant proliferation remains to be determined. 
It appears to inhibit breast tumor cells, but not normal cells in vitro (Plowman et al., 
1990). 

TGFa has been directly implicated as a modulator of cellular transformation 
in a number of studies. Overexpression of TGFa following transfection of a human 
TGFa cDNA expression vector into the immortal, but non-tumorigenic, mouse mammary 
epithelial cell line NOG-8Ied to its capacity for anchorage-independent growth (Shankar 
et aL, 1989). Another study utilized MCF-10, a newly described, spontaneously 
immortalized human breast ductal epithelial cell line, as recipient for the TGFa gene. 
This cell line, which is negative for estrogen and progesterone receptors but contains 
a high level of EGF receptors, was also transformed by TGFa transfection (Ciardiello 
et ai., 1990). In contrast TGFa transfection into MCF-7 cells which have low levels 
ofEGF receptor does not confer a significant growth advantage in vitro or in vivo (Clarke 
et ai., 1989). In two of three studies using rodent fibroblasts as recipients for human 
or rat TGFa cDNA, transformation to full tumorigenicity was also achieved (Rosenthal 
et al., 1986; Watanabe et al., 1987). In contrast, in the third study, TGFa transfection 
induced increased proliferation but not full malignant progression to tumorigenicity 

123 



(Finzi et al., 1987). EGF can also act as a transformation-inducing agent (an oncogene) 
when transfected and overexpressed in rodent fibroblasts (Stern et at., 1987). 

There is also evidence to suggest that the level of secretion of TGFa in breast 
cancer is associated with oncogene expression. A direct correlation among TGFa 
production, ras oncogene expression, and malignant transformation has been demonstrated 
in a recent study utilizing a glucocorticoid-inducible point-mutated c-Ha-ras construct 
transfected into immortal mouse mammary epithelial cells (Ciardiello et aL, 1988). As 
c-Ha-ras was induced with glucocoorticoid the cells became transformed and secreted 
TGFa. However, in this study, transformation of cells was observed with a more rapid 
time course than induction of TGF a synthesis, suggesting that production of the growth 
factor might be a secondary response to growth rather than an essential mediator of 
growth. This same group has also observed that in the MCF-10 cell line, v-rasH-induced 
transformation is accompanied by TGFa induction, and here it was possible to block 
the transformed phenotype with antisera to TGFa (Ciardiello et at., 1990). The 
relationships among expression of oncogenes, TGFa and TGFa function are probably 
dependent upon the cell type in question. In studies of human breast cancer biopsies, 
TGFa mRNA and protein were detected in 70% or more of the specimens (Bates et 
al., 1988; Gregory et al., 1989) and in approximately 30% of benign breast lesions (Travers 
et at., 1988). Immunoreactive TGFa has been found in fibroadenomas and 25-50% 
of primary human mammary carcinomas (Perroteau et at., 1986; Macias et aL, 1987) 
and an EGF related protein of 43kDa has been recently isolated from breast cancer 
patient urine (Eckert et at., 1990). Perhaps detection ofTGF a/EGF in tumor biopsies 
serum or urine will eventually be found useful in determining prognosis or tumor burden. 

A very recent group of studies has addressed the effect of TGFa overexpression 
(with MMTV or metalothionine promoters) in the mammary glands of transgenic mice. 
In one study using outbread mice, the gland was hyperproliferative, but exhibited delayed 
penetration of the epithelial ducts into the stromal fat pad (Jhappan et at., 1990). Such 
a delayed penetration has also been observed with local mammary implants of EGF 
(Coleman and Daniel, 1990). Two other TGFa transgenic mouse studies using inbred 
strains have also shown the mammary glands to be byperproliferative, sometimes resulting 
in mammary cancer after multiple pregnancies (Sandgren et al., 1990; Matsui et al., 1990). 
The significance of the different results with outbred versus inbred strains is not yet 
clear. 

In human breast cancer cell lines in vitro, clear evidence of significant autocrine 
growth control by the TGFa-EGF receptor system has only been seen in the MDA-MB-468 
cell line, a line with high TGFa expression and an amplified EGF receptor (Ennis et 
at., 1989). Such studies would appear to have clear implications for developing novel 
therapeutic strategies. However, it seems likely that excepting the few percent of breast 
cancers overexpressing EGF receptor by such a gene amplification, that this growth 
factor receptor system will not be of primary importance in autocrine growth regulation 
of malignant and metastatic disease. It seems more likely that the EGF receptor-TGFa 
system may be much more critical in normal gland growth and early stages of breast 
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tumorigenesis. Therapeutic strategies employing EGF receptor ligands or antibodies 
coupled to toxins or therapeutic drugs could conceivably find future therapeutic utility, 
since a large portion of hormone independent breast cancers express significant levels 
of this receptor even though a direct function of this receptor has not been proven (Dickson 
and Lippman, 1988; Davidson et al., 1987). 

THE EGF /TGFa RECEPTOR, c-erlJBa and C-erlJB3 

The potential roles ofTGFa or EGF in transformation may also involve alterations 
in the expression and function of their receptor, the EGF receptor. Clinical evidence 
for an association of increased expression of the EGF receptor, and its structurally related 
homolog c-erbB2, with more aggressive and hormone unresponsive breast cancer has 
accumulated in recent years (Sainsbury et al., 1987; Perez et al., 1984; Slamon et al., 
1989; Paik et al., 1990). This is also supported by studies of in vitro cultured primary 
human breast cancer biopsies (Spitzer et al., 1987) and in established human breast 
cancer cell lines (Davidson et al., 1987). EGF receptor expression (but not c-erbB2 

expression) appears to be inversely correlated with expression of the estrogen receptor 
(Sainsbury et al., 1987). In contrast to transfections of breast cells with mutated c-Ha-ms 
oncogene which induces TGFa, transfection with the oncogenic counterpart of c-erbB2 

(or neu) does not induce TGFa (Ciardiello et at., 1989). Thus TGFa overexpression 
is coupled to transformation in some but not all cases. In transfection studies on rodent 
fibroblasts, overexpression of the EGF receptor can predispose cells to expression of 
the transformed phenotype upon stimulation by EGF (Velu et al., 1987; Di Fiore et 
at., 1987; Riedel et at., 1988). Likewise, transfection of rodent fibroblasts with c-erbB2, 

structurally related to the EGF receptor but lacking EGF binding capacity, results in 
transformation (Hudziak et al., 1987; Di Fiore et al., 1987. A new family member, c-erbB3 

has also been recently identified in breast cancer (Kraus et al., 1989), however, its 
implications for breast cancer biology or prognosis are unknown at present. 

Until recently, no ligands for c-erbB2 have been identified. A TGFa-related species 
of aapproximately 30 kDa has been isolated from the conditioned medium of the hormone 
independent MDA-MB-231 breast cancer cell line (and identified in some other hormone 
dependent and independent breast cancer cell lines (Bates et al., 1988; King et al., 1989; 
Dickson et al., 1987; Dickson et al., 1986a; Lupu et al., 1989). When tested on cells 
containing EGF receptor, such as fibroblasts, normal mammary epithelial cells, and 
hormone dependent breast cancer cells, the growth factor purified from MDA-MB-231 
cells is stimulatory. However, on cells expressing high levels of c-erbB2 in addition to 
the EGF receptor, the growth factor derived from MDA-MB-231 cells is inhibitory (Lupu 
et al., 1990). It is not yet clear if inhibition can be obtained in vivo orifthe 30kDagrowth 
factor from other breast cancer cell lines has this characteristic. The TGFa-like molecule 
from MDA-MB-231 cells is capable of displacing the monoclonal antibody 4D5 from 
its epitope on c-erbB2, and appears to be the first candidate ligand for c-erbB2 receptor 
(Lupu et al., 1989). The relationship between the gene for this protein and TGFa remains 
to be determined since sequencing has not been reported. 
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OTHER GROwm FACTOR-RECEPTOR SYSTEMS IN BREAST CANCER 

TGFa may not be the only stimulatory growth factor produced by the mammary 
epithelium. A new growth factor termed mammary derived growth factor 1 (MDGF1) 
has been recently purified to apparent homogeneity from human milk. The factor has 
an apparent molecular mass of 62 kDa and a pi of 4.8. An apparently identical factor 
has been isolated from primary breast cancer and human mammary tumor cells suggesting 
that MDGF1 might be an autocrine or paracrine growth factor for breast cancer cells 
(Bano et al., 1990; Bano et al., 1985; Bano et aL, 1990b). It has been reported that human 
mammary epithelial cell lines possess receptors specific for MDGF1 of 120-140 kDa 
in size (Bano et aL, 1990). Recent studies have demonstrated that upon ligand stimulation, 
a protein of approximately 185kDa in size becomes rapidly phosphorylated on tyrosine 
residue(s). The relationship between the binding protein and phosphoprotein remains 
to be determined, but it seems possible that the MDGF1 receptor has tyrosine kinase 
activity which is ligand-activated Bano et al., 1990b). 

The FGFs and IGFs may also playa role in mammary proliferation and cancer. 
Although FGF receptors are detected in normal mammary epithelial cells, they have 
not been reported in breast cancer. It is unknown whether FGF receptor expression 
is lost during transformation, or whether breast cancer is derived from a normal cell 
type devoid of receptors. Expression ofIGF-I receptor is correlated with good prognosis 
in hormone dependent breast cancer (Kozma et aI., 1988). Basic and acidic FGF as 
well as FGF-5 are produced by normal mammary stromal fibroblasts, as is IGF-I (Valverius 
et al., 1990; Cullen et al., 1990). Normal mammary epithelial cells are stimulated by 
these growth factors, while mammary epithelial cells partially transformed with c-myc 
or SV40T have a transforming growth response to the FGFs (Valverius et al., 1990). 
Stroma of breast cancer patients produces IGF II (Yee et al., 1988). Breast cancer cell 
lines also have been shown to produce mRNA for all members of the FGF family as 
well as IGF related molecules and IGF binding proteins (Foekens et al., 1989; Huff 
et al., 1986; Vee et al., 1990). IGF and FGF related growth factors may contribute to 
paracrine communication in tumors. Perhaps the major function of FGFs released by 
breast cancer is in promoting tumor angiogenesis (Folkman and Klagsbrun, 1987). 

TGF~ FAMIIX, MAMMASTATATIN, AND MDGI: GROwm INHIBITORY FACTORS 

Growth stimulatory factors appear to be important in proliferation of normal 
and malignant breast epithelium, but locally acting growth inhibitory factors almost certainly 
play an equally essential role. Among the best known is the TGF ~ family of three genes. 
The homodimeric forms are known as TGF~, TGF~2 and TGF~3' TGF~ is a potent 
local inhibitor of mammary end bud development when implanted in the developing 
gland (Silberstein and Daniel, 1987). Inhibition is associated with epithelium-dependent 
synthesis of type I collagen, glycosaminoglycan, and chondroitin sulfate matrix components 
(Silbersteinet al., 1990). Both TGF~ and TGF~2 are effective inhibitors in vitro of breast 
cancer cell lines (Knabbe et al., 1987; Artega et al., 1988b; Zugmaier et al., 1989; Arrick 
et al., 1990) and normal mammary epithelial cells in culture (Valverius et al., 1989). 
TGF~3 has not been available for study to date. Inhibition of normal mammary epithelial 
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cells by TGF~ is associated with multiple effects: profound morphological alterations, 
differentiation, as evidenced by induction of milk fat globule antigen (Walker-Jones 
et af., 1989) and rapid induction of c-sis protooncogene (Bronzert et af., 1990). Normal 
mammary epithelial cells produce TGF~, while breast cancer cell lines make all three 
family members (Knabbe et af., 1987; Arrick et af., 1990). In hormone dependent breast 
cancer cell lines, estrogen suppresses and antiestrogen induces growth inhibitory TGF~ 
(Knabbe et af., 1987); however, the relevance in vivo of these observations is not yet 
certain. 

A second growth inhibitory molecule called mammastatin has also been isolated 
from conditioned medium of normal breast epithelial cells in culture. A monoclonal 
antibody has been produced which blocks the effect of this inhibitor. Release of the 
inhibitor is increased by treatment of cells with high dose, cytostatic levels of estrogen, 
and it is inhibitory for breast cancer cells in culture (Ervin et aI., 1989). The relevance 
of these observations in vivo is not known. 

Finally, another growth inhibitor, MDGI (mammary derived growth inhibitor) 
has been isolated from lactating bovine mammary glands and milk fat globule membranes 
(Bohmer et af., 1987). This 13kDa inhibitor has been sequenced and cloned, and 
antibodies have been prepared. MDG 1 shares sequence homology with a family of 
proteins which bind hydrophobic ligands such as retinoic acid or fatty acids. The growth 
inhibitor is synthesized in developing lobuloalveolar structures, and is particularly abundant 
in proximal parts of the terminally differentiated gland (Kurtz et al., 1990). This molecule 
also reversibly inhibits proliferation of normal and malignant mammary epithelial cells 
in vitro (Bohmer et af., 1987), but observations in vivo are lacking. 

THE RAS, MYc, FOS, AND /UN ONCOGENES IN BREAST CANCER: 
THEIR INTERACTIONS WITH ESTROGEN AND GROWTH FACTORS 

In the classical studies of rodent fibroblasts transformed by Harvey, Kirsten or 
Maloney murine sarcoma viruses (Sporn and Todaro, 1980; Anzano et af., 1985; Anzano 
et at., 1983), increased production of "sarcoma growth factor" (SGF) was demonstrated. 
SGF was later characterized as consisting of the two growth factors, TGFa and TGFB. 
Similarly, increased production of TGF a has been reported following transfection of 
MCF-7 human breast cancer cells with v-Ha-ras (the oncogene of Harvey sarcoma virus) 
or of mouse mammary epithelial cells by a point-mutated human c-Ha-1tlS gene (Salomon 
et at., 1987; Ciardiello et at., 1988; Dickson, et at. 1987). The actual incidence of point­
mutations of the c-Ha-1tlS and c-Ki-1tlS proto-oncogenes in breast cancer appears to be 
low; they have been observed so far in only two hormone independent human breast 
cancer cell lines (Kraus et af., 1984; Kozmaet af., 1988). However, the role ofunmutated 
but overexpressed c-Ha-1tlS proto oncogene in clinical cases of human breast cancer has 
not yet been fully clarified. One study indicates a positive correlation between expression 
ofp21 ras protein and malignant progression of human breast cancer (Clair et aI., 1987). 
In another study, no such correlation was observed, although malignant and dysplastic 
breast lesions did have elevated levels of p21 ras protein compared to normal tissues 
(Horan-Hand, 1987). Neither of these studies addressed the state of mutational activation 
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of the ras gene, but studies by several other groups indicate that ras activation along 
with some additional event(s) are necessary for neoplastic transformation, at least of 
rodent cells (Medina, 1988), making the role of ras problematic in human breast cancer. 

The nuclear protooncogenes, c-myc, c-fos, and c-jun, are also of interest in breast 
cancer. c-myc proto oncogene can confer immortality to fibroblasts (Kelekar and Cole, 
1987) and alter fibroblast responsiveness to growth factors (Leof et at., 1987; Stern et 
at., 1986). In human primary breast cancer, c-myc amplification and overexpression 
have been reported in 15% to 40% of tumors (Escot et at., 1986; Bonilla et at., 1988; 
Cline et at., 1987; Varley et at., 1987). Though not found to be associated with clinical 
staging or other known prognostic variables, c-myc amplification was found to correlate 
with poor prognosis (Varlay et aI., 1987). Expression of the c-myc proto oncogene under 
control of the mammary lactation specific whey acidic protein (WAP)-promoter in 
transgenic mice gave rise to mammary tumors in more than 80% of the animals after 
pregnancy (Schoenberger et aI., 1988). Similar results were obtained with activated c-Ha-ms 
under a mammary specific promoter (Andrea et at., 1987), and dramatic synergism was 
observed with simultaneous expression of c-Ha-ras and c-myc in mammary tumorigenesis 
(Sinn et aI., 1987). In vitro studies have also introduced the c-myc gene into immortalized 
human mammary epithelial cells using an amphotropic retroviral vector. In immortalized 
mammary epithelial cells transfected either with c-myc or SV 40T (but not v-rasH) it was 
observed that the cells could be stimulated to grow in soft agar by either bFGF, aFGF, 
EGF, or TGFa (Valverius et aI., 1990). These data suggest that c-myc might function 
in early breast cancer lesions to allow growth factors or hormones to act to drive aberrant 
transformed growth. The nuclear proto oncogenes are also induced when human breast 
cancer cell lines are stimulated to proliferate in monolayer culture in vitro by estrogen 
(Weisz et at., 1990; Musgrove and Sutherland, 1990; Dubik et aI., 1987). Estrogen induces 
c-jos and c-jun within one-half hour and c-myc within one hour of treatment. It is not 
yet clear whether these nuclear protooncogenes are necessary or sufficient for estrogen 
action. c-myc protooncogene may also have a special relationship to breast cancer in 
older women. Increased amplification of c-myc has been observed that in human breast 
cancer tissue in postmenopausal patients. It is possible that this reflects cumulative 
proliferation and/or contributes to aberrant mitogenic responses in postmenopausal 
breast cancer (Escot et at., 1986). 

Rb, nm23, p53 AND THROMBOSPONDIN AS MALIGNANCY SUPPRESSING GENES 

A recently emerging concept in malignant progression is that loss of expression 
of tumor repressor genes cooperates with acquisition of expression of oncogenes (Mikkelsen 
and Cavenee, 1990). In addition, it has been suggested that loss of expression of tumor 
suppressor genes may sensitize cells to the transforming effects of growth factors (Koi 
et aI., 1989). The study of tumor suppressors is a very young field in breast cancer, but 
at least three promising leads have been established. The most extensively studied 
suppressor gene is the retinoblastoma or Rb gene (on chromosome 13). Its alleles both 
are lost in some breast cancer lines like MDA-MB-468, and reexpression of the gene 
by gene transfer suppresses the malignant phenotype (Lee et at., 1990). It is not yet 
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clear what proportion of breast tumors lose Rb during their progression nor what is 
the effect on cancer prognosis or tumor biology of Rb loss. An interesting connection 
has been observed between TGF~ and the Rb protein: TGF~ treatment of cells maintains 
Rb in the unphosphorylated, active form (Laiho et aI., 1990). A more recently studied 
tumor suppressor is the p53 gene (chromosome 17). When mutated, this gene may also 
act as an oncogene. A high proportion of breast cancer cell lines appear to have mutations 
in the p53 gene (Nigro et al., 1989), but again, the prognostic implications are unclear. 
The abnormal proliferation phenotype may not be the only tumor characteristic held 
in check by suppressor genes. The nm 23 gene has been shown to correlate inversely 
with axillary lymph node metastases and survival in breast cancer. The nm23 gene product 
may act to suppress the metastatic phenotype in breast cancer based on gene transfer 
studies with melanoma (Steeg et aI., 1988). Thrombospondin is another protein which 
appears to suppress the process of angiogenesis in other cancers (Rastinejad et al., 1989), 
however, it has not been studied in breast cancer yet. The full biological and prognostic 
significance of all of these putative tumor suppressors in breast cancer is a promising 
area for future study. 

Clearly, the steroidal endocrine effectors of mammary proliferation, carcinogenesis 
and tumor growth interact with a host of other influences in breast tumor progression. 
Both stromal and epithelial components appear to be important in this process. Future 
studies should address the mechanisms behind steroid regulation of growth and inhibitory 
factors, and the underlying biological significance of expression of positive and negative 
acting growth factors and of oncogenes and tumor suppressors in breast cancer. Perhaps 
new therapeutic strategies will also emerge from such studies as well. 
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REGULATION OF ESTROGEN RECEPTOR EXPRESSION 

IN BREAST CANCER 

ABSTRACT 

Mary Beth Martin, Miguel Saceda, and Ralph K. Lindsey 

Lombardi Cancer Research Center 
Georgetown University 
Washington, DC 20007 

One of the most prevalent of cancers, breast cancer, is characterized by 
hormonal control of its growth. Expression of the estrogen receptor (ER) in 
MCF-7 breast cancer cells appears to be a complex process involving multiple steps 
subject to hormonal regulation by estrogen. Treatment of MCF-7 cells with 
estradiol results in the suppression of estrogen receptor protein. By 6 hours, the 
receptor protein declined by about 60% from a level of approximately 3.6 to 1.2 
fmoljug DNA and remained suppressed for 24-48 hours. Similar results were 
obtained with an estrogen receptor binding assay. Estrogen treatment also resulted 
in a decrease of receptor mRNA to approximately 10% of control values by 6 
hours. Estrogen receptor remained at the suppressed level for up to 48 hours. 
Transcription run-on experiments demonstrated a transient decrease of about 90% 
in receptor gene transcription after 1 hour. By 3-6 hours transcription increased 
approximately 2-fold and remained elevated for at least 48 hours. These data 
suggest that estrogen suppresses ER mRNA by inhibition of ER gene transcription 
at early times and by a post-transcriptional effect on receptor mRNA at later times. 
To determine whether post-transcriptional regulation of ER gene expression is 
mediated by an ER-dependent mechanism independent of protein synthesis, we 
used the competitive estrogen antagonist, 4-hydroxytamoxifen, and the inhibitor of 
protein synthesis, cycloheximide, to study the regulation of ER mRNA by estradiol. 
4-Hydroxytamoxifen had no effect on the steady-state level of receptor mRNA and 
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effectively blocked the suppression of ER mRNA by estradiol. The metabolic 
inhibitor, cycloheximide, was unable to prevent the estrogen induced decrease in 
ER mRNA. These data provide evidence that the post-transcriptional suppression 
of ER expression through estradiol is mediated through the ER independent of 
protein synthesis. 

INTRODUCTION 

One of the most prevalent of all cancers, breast cancer, is characterized by 
hormonal control of its growth. It is estimated that by the year 2000 the number 
of new cases diagnosed each year may exceed 1,000,000. Epidemiological studies 
show that the age-specific incidence rates for breast cancer increases dramatically 
up to the age of menopause. At the time of menopause, however, the rate of 
incidence slows. Endocrine status is an important underlying factor in the incidence 
of breast cancer and may account for the differential rates of incidence in pre- and 
post- menopausal women. Consequently, it is important to understand the 
molecular mechanisms of action of steroid hormones and the regulation of estrogen 
receptor gene expression. Expression of the ER in human breast cancer appears 
to be a complex process involving multiple steps subject to hormonal regulation by 
estrogen. 

The purpose of the present study was to determine the mechanism by which 
estrogen regulates the expression of its cognate receptor in MCF-7 cells. To 
achieve this goal, the relationship between ER protein concentration and binding 
capacity, the steady state levels of receptor mRNA, and the level of ER gene 
transcription was examined simultaneously (1). To determine whether post­
transcriptional regulation of ER gene expression is mediated by a receptor­
dependent mechanism independent of protein synthesis, we have used the 
competitive estrogen antagonist, 4-hydroxytamoxifen, and the inhibitor of protein 
synthesis, cycloheximide, to study the regulation of ER mRNA by estradiol. In 
addition we have studied the site of post-transcriptional regulation (2). 

RESULTS 

Effect of estrogen treatment on the level of estrogen receptor protein and binding 

To determine the level of estrogen receptor protein, an enzymeimmunoassay 
was employed. The data presented in Fig. 1 show that estrogen treatment, 10-9 M, 
resulted in a decline in total receptor protein of about 60% from a level of 
approximately 3.64 fmol/ug DNA (422.4 fmol/mg protein) in control cells to 
approximately 1.2 fmol/ug DNA (205 fmol/mg protein) in treated cells. The level 
of receptor decreased by 6 hr and remained depressed for up to 48 hr. These data 
are in good agreement with previously reported results (3-6). 
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To confirm that the decreased level of estrogen receptor protein, as 
measured by the enzymeimmunoassay, corresponded to a decreased level of 
estrogen binding sites, a competition assay was employed. In response to estradiol 
treatment, the number of estrogen binding sites decreased from 3.64 fmol/ug DNA 
in control cells to 1.24 fmol/ug DNA in 24 hr treated cells. The level of binding 
decreased in a manner similar to the decline in receptor protein. These results 
strongly suggest a suppression of the estrogen receptor by estradiol. 
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Figure 1. Effect of estrogen on the steady-state level of estrogen receptor protein. 
MCF-7 cells were grown in IMEM medium supplemented with 5% CCS. At approxi­
mately 80% confluence, the medium was replaced with phenol red-free IMEM 
containing 5% CCS. After two days, cells were treated with estradiol, 10-9 M, or 
ethanol for various times. Cells were washed, harvested, and homo- genized by 
sonication. Total estrogen receptor was determined with an enzyme immunoassay kit 
from Abbott Laboratories using D547 and H222 monoclonal antibodies. Results are 
presented as fmol of estrogen receptor per milligram of protein. Each point is the 
mean of several experiments. 

Effect of estrogen treatment on the level of estrogen receptor mRNA 

An RNase protection assay was employed to examine the effects of hormone 
treatment on the steady-state level of estrogen receptor mRNA. In these 
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experiments, the level of receptor mRNA was normalized to the level of 36B4 
mRNA, which is constitutively expressed in the presence of estradiol (7). Fig. 2 is 
a typical autoradiograph of an RNase protection assay showing the effect of estrogen 
treatment on the level of receptor mRNA. Changes in estrogen receptor mRNA 
were quantified by scanning densitometry (Fig. 3). In this study estradiol treatment 
(10-9 M) resulted in a maximum suppression of mRNA by 6 hr to approximately 10% 
of control values which remained at the suppressed level for up to 48 hr. These data 
demonstrate a close correspondence between the level of receptor protein and 
mRNA. Similar results were obtained if these results were normalized for total DNA 
in each sample. A decrease in the level of steroid receptor mRNA in response to 
their target hormone has been found for the glucocorticoid receptor (8, 9). 

Effect of estrogen treatment on the level of estrogen receptor gene transcription 
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Figure 2. Effect oj estrogen on estrogen receptor mRNA. 
MCF-7 cells were treated as described in the legend to Fig. 1. Total RNA was isolated by the 
guanidinum isothiocynate method. 60 ug of total RNA was analyzed using an RNase protection 
assay. A 300 bp fragment of the ER mRNA was protected against RNase A degradation by 
hybridization of total RNA with 32P-labeled antisense mRNA. Following hybridization, total RNA 
was digested with RNase A. The protected bands were separated on 6% PAGE gels and visualized 
by autoradiography. Lane 1, control; 2, 1 hr; 3, 3 hr; 4, 6 hr; 5, 24 hr; 6, 48 hr; and 7, probe. 



a nuclear transcription run-on assay using nuclei isolated from MCF-7 cells treated 
with estradiol. The estrogen receptor probes included exon 1 and pOR3, a cDNA 
of the 3' end of the estrogen receptor (10,11). pS2 was employed as a positive 
inducible control. To control for artifacts due to the mitogenic nature of estrogen, 
36B4 transcription was used as an internal control and the relative changes in 
estrogen receptor transcription were normalized to the signal obtained for 36B4. 
Similar results were obtained when either pOR3 or exon 1 was used as a probe. 
There was no significant difference in the results when the data were normalized 
for the number of nuclei. The progesterone and glucocorticoid receptors were also 
included to control for cross-hybridization of the estrogen receptor with other 
steroid hormone receptors. 
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Fig. 3. Effect of Estrogen on The Steady-State Level of Estrogen Receptor mRNA. 
Autoradiographs from the RNase protection assay were quantified by scanning densitometry and 
the values were expressed as the ratio of the integrated estrogen receptor signal divided by the 
integrated 36B4 signal. The results are presented as percent of control. The points represent the 
average of a minimum of three values and in some cases as many as ten values. 

The data in Fig. 4 indicate that there is a transient (1 hr) decrease in 
estrogen receptor transcription following estrogen treatment to approximately 90% 
of control values. This decrease is not due to a non-specific toxic response as 
indicated by the constitutive transcription of 36B4 and a 4- to 5-fold increase in 
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transcription of pS2 by 30 min (Fig. 4, inset). Following this decrease, transcription 
increased to a level higher than that observed in control nuclei. Although estrogen 
treatment results in a transient suppression of estrogen receptor transcription, it is 
improbable that this drop is responsible for the prolonged suppression of estrogen 
receptor mRNA. The data suggest that the predominant mechanism suppressing 
estrogen receptor expression is a post-transcriptional event. 
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Fig. 4. Effect of estrogen on estrogen receptor gene transcription. 
MCF-7 cells were treated as described in the legend to Fig. 1. Nuclei were 
isolated at the indicated time points by homogenization in 1.5 M sucrose 
buffer containing 0.1% Brij 58; elongation of nascent transcripts was 
performed in a reaction buffer containing 32p_UTP. Newly synthesized 
transcripts were isolated and hybridized to filters containing an excess of 
plasmid DNA. The level of transcription was determined by autoradiography 
and quantified by scanning densitometry. The level of transcription was 
expressed as the ratio of the integrated estrogen receptor signal divided by the 
integrated 3684 signa\. The results are presented as percent of control. Inset: 
The effect of estrogen on pS2 gene transcription. 

Effect of 4-hydroxytamoxifen and estradiol on the level of estrogen receptor mRNA 

The effect of 4-hydroxytamoxifen and estrogen on the steady-state level of 
estrogen receptor mRNA was determined by an RNase protection assay and the 
results presented in Fig 5. In this study, estradiol, 10-9 M, resulted in a maximum 
suppression of ER mRNA by 6 hr. 4-Hydroxytamoxifen, 5 x 10-7 M, had no 
significant effect on the steady-state level of estrogen receptor mRNA. When the 
cells were simultaneously treated with estradiol and 4-hydroxytamoxifen the 
suppression of ER mRNA was almost completely reversed suggesting that the post­
transcriptional suppression of ER mRNA is an estrogen receptor mediated 
phenomenon. 
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Fig. 5. Effect of estrogen and hydroxytamoxifen on the steady-state 
level of estrogen receptor mRNA. 
Autoradiographs from the RNase protection assay were analyzed as described 
in the legend to Fig. 3. 
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Effect of cycloheximide and estradiol treatment on the level of estrogen receptor 
mRNA 

The effect of 10-9 M estradiol, 10 ugjml cycloheximide, or both on the 
steady-state level of estrogen receptor mRNA are presented in Fig 6. In this study, 
estradiol treatment resulted in a maximum suppression of ER mRNA by 6 hr. 
Cycloheximide had no significant effect on ER mRNA during this time and did not 
abolish the effect of estradiol suggesting that post-transcriptional suppression of ER 
mRNA is a primary effect of the estrogen receptor. However, other possibilities 
have not been ruled out such as the estrogen receptor mediated effect is through 
the induction of an RNA species or the estrogen receptor interacts directly with ER 
mRNA to alter its stability or processing. 
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Fig. 6. Effect of estrogen and cycloheximide on the steady-state level 
of estrogen receptor mRNA. 
Autoradiographs from the RNase protection assay were analyzed as described 
in Figure 3. 

EtTect of estradiol treatment on the steady-state level of nuclear and cytoplasmic 
ERmRNA 

The effect of estradiol treatment on the steady-state level of nuclear and 
cytoplasmic ER mRNA was examined using the RNase protection assay. In this 
study, estrogen treatment resulted in a maximum suppression of nuclear ER mRNA 
(60%) which was sustained by 6 hr (Fig 7). There was a parallel but greater (90%) 
decrease in the level of cytoplasmic ER mRNA (Fig 8). These data suggest that 
the post-transcriptional suppression of ER mRNA is a nuclear event. 
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Fig. 7. Effect of estrogen on nuclear estrogen receptor mRNA. 
MCF-7 cells were treated as described in the legend to Fig. 1. Nuclei were first isolated 
in 5% citric acid and homogenized in a buffer containing guanidinum isothiocynate. 
Nuclear RNA was isolated by centrifugation and the level of ER mRNA was determined 
by RNase protection as previously described in Fig. 3. 
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Fig. 8. Effect of estrogen on cytoplasmic estrogen receptor mRNA. 
MCF-7 cells were treated as described in the legend to Fig. 1. Cytoplasmic RNA was 
isolated by the NP40 method. The level of ER mRNA was determined by RNase protection 
as described in Fig. 3. 

CONCLUSION 

The present study demonstrates that estrogen regulates its cognate receptor 
through suppression of receptor mRNA. The data suggest that the level of mRNA 
is regulated almost exclusively by a post-transcriptional event. It appears that the 
post-transcriptional regulation of ER mRNA is mediated by the classical estrogen 
receptor independent of protein synthesis. It is possible that estrogen alters mRNA 
stability, however, estrogen may effect other processing events such as splicing or 
nuclear transport. Further studies will be necessary to determine the nature of the 
post-transcriptional event. 
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AGING AND DEVELOPMENT OF OVARIAN EPITHELIAL CARCINOMA: THE 

RELEVANCE OF CHANGES IN OVARIAN STROMAL ANDROGEN PRODUCTION 
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ABSTRACT 

There are three types of ovarian neoplasms: (1) Those which arise from the 
surface epithelium covering the ovary. (2) Those which are derived from the cortical 
mesenchymal stroma. (3) Those which develop from germ cells. Our laboratory has 
concentrated its effort on solid tumors in women of the first type, epithelial, which has 
the highest incidence and is the most lethal. Development of these tumors is 
correlated with aging in the ovary. They form primarily during the perimenopause. 
Among women, 64% of the total ovarian cancer cases are diagnosed between ages 41 
and 60 yearsl. Our approach has been to establish stable tumor cell lines from 
patient specimens for use as in vitro models. We have investigated the response of 
these cells to steroid hormones because we hypothesized that these tumors retain 
some metabolic characteristics which are specific to the ovary. Our data demonstrate 
that testosterone and androstenedione, but not cortisol, inhibited proliferation of 
ovarian tumor cells in vitro by a mechanism which was independent of steroid 
receptors. These androgens are routinely synthesized and secreted by human ovary, 
and in the menopausal ovary the primary source of androgen is the stromal cell 
compartment. Because a relatively high local concentration of ovarian androgen 
exists in vivo, it is possible that androgen may suppress ovarian epithelial carcinoma 
in women as well. If it does, then development of this carcinoma may be facilitated 
when the postmenopausal ovary fails to produce adequate androgen during 
postreproductive years. 

INTRODUCTION 

Ovarian epithelial cancer is the leading cause of death from gynecologic 
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neoplasm2• In 1989 ovarian cancer accounted for 4% of total cancer diagnosed in 
women, compared to breast cancer which accounted for 28%. In spite of its lower 
incidence rate compared to that for breast cancer in women, the annual number of 
deaths is high for patients with ovarian cancer. Data collected in 1986 reported 
19,000 new cases of ovarian cancer with 11,600 deaths (61 % of the total reported 
cases), and 123,000 new cases of breast cancer with 39,000 deaths (32% of the total 
reported cases). This disease presents a unique challenge in that even small tumors, 
early in their development, form metastasis and implant throughout the peritoneal 
cavityJ while patients are yet without symptoms4• The wide and often spider-web-like 
dissemination produces surgically incurable tumors, and the primary approach has 
become one of cytoreduction of the tumor mass to enhance effectiveness of 
chemotherapy agents5,6. However, even with the advent of multiagent chemotherapy, 
median duration of survival is only 15 months 7. Individuals commonly respond 
differently to any choice of chemotherapeutic agents. Furthermore ovarian cancer 
cells are noted for rapid development of primary drug resistance and a broad cross 
resistance8,9. 

Epithelial tumors account for more than 60% of all ovarian neoplasms, and 
they are primarily diagnosed in adults, with the malignant forms appearing later in 
life l . Only 14% of these patients are under 41 years of age, and 4% are older than 
70. This disease occurs at menopause when steroid synthetic pathways in the ovary 
are switching from primarily estrogen production to androgen production. 
Histologically these tumors are classified into three groups: benign tumor, borderline 
tumor, and malignant tumor. The differential diagnosis includes absence of stromal 
invasion for borderline tumors and its presence for carcinomal . Five year survival for 
patients with borderline tumors is 95%, and for patients with carcinoma is 10 to 
50% depending upon the stage at surgery. Therefore stromal-epithelial interaction, 
at least at the level of histology, is correlated with malignancy. Whether this 
interaction has functional significance has not yet been determined. 

ENDOCRINE PARAMETERS OF OVARIAN CARCINOMA 

For thirty years it has been debated whether ovarian epithelial carcinoma is an 
endocrine or nonendocrine tissue. Clinically these tumors are considered 
nonendocrine because there is no large increase in plasma levels of ovarian steroids. 
Smaller changes in ovarian steroid secretion would, of course, be masked by the fact 
that the women are perimenopausal and experience erratic residual cyclicity. Fort?' 
to sixty percent of tumor specimens contain estrogen and progesterone receptors lO, 1 , 

and 90% to 95% have androgen receptor12. Yet these receptors are seldom reported 
for cell lines cultured from tumor specimens, even at early passage. It is possible that 
steroid receptors exist primarily in the stromal component of the tumor, which is left 
out when the epithelial cells are selectively cultured. The importance of hormones 
to this carcinoma has not been tested in vivo, primarily because the disease presents 
at late stage and survival is short. Hormonal therapy for these patients has been 
palliative, following escape of the disease from chemotherapy regimens, just prior to 
patient death. 
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Aromatase enzymatic activity, the enzyme which converts androgen to estrogen, 
has been reported in tumor microsomal preparations and in stable epithelial cell lines 
cultured from these tumors13, 14, 15, 1 . In 1988, our laboratory characterized 
biochemically, for the first time, estrogen synthetic activity in three stable cell lines 
cultured from patients with ovarian carcinoma. The apparent ~ for conversion of 
testosterone to estradiol in whole cell, ranged from 4 !lMolar to 59 IlMolar, with 
a V max 20 to 150 pmoles/h/mg cell protein. Similar results, apparent ~ 7-10 
IlMolar and V max 100 to 600 pmoles/h/mg protein, were obtained with 
androstenedione as substrate and estrone product. We have since demonstrated 
comparable aromatase enzymatic activity in three additional cell lines (unpublished 
data). The enzymatic reaction appeared to be first order, i.e., the half time was 
independent of the initial concentration of substrate. The molecular activity, turnover 
rate (V max/molecular weight), appeared similar to that of ovarian granulosa cells. 
Aromatization of testosterone produced 100% estradiol, and of androstenedione 90% 
estrone and 10% estradiol in culture medium. 

These studies led us to question the implications of endocrine phenotype to 
development of ovarian carcinoma, and ovarian cancer's correlation with onset of 
menopause. It seems unlikely that these tumor cells synthesize androgen from plasma 
cholesterol, as this disease is rarely associated with endocrine disorders. However, if 
the source of androgen for tumor aromatase is not plasma cholesterol, another must 
be proposed. The stromal component of the primary tumor presents a plausible 
possibility. There are reports in old literature, between 1940 and 1958, which 
describe "leuteinization" of the stromal component of primary epithelial ovarian 
tumors17. A later paper by Plotz et al., 196615 demonstrated conversion of 
radiolabeled progesterone to testosterone and androstenedione in a microsomal 
preparation from tumor tissue. Subsequently, they16 expanded their studies and also 
showed aromatization of steroid precursors by whole tissue homogenates of two of six 
tumors measured. If tumor aromatase depends upon stroma of the primary site for 
androgen substrate, then the bulk of disseminated tumor would not be expected to 
produce estrogen, and gross endocrine disorders would be absent, consistent with 
clinical observations for these patients. 

Androgen production is a normal feature of ovarian steroid secretion in women. 
Ovaries of re~roductive age women secrete significant quantity of androstenedione and 
testosterone in addition to estrogen and progesterone. Even after menopause, 
normal patients present data suggesting a spectrum of ovarian function. Concentration 
gradients across the ovary have been shown for testosterone, androstenedione, 
estradiol and estrone19. In young women the principal ovarian androgen is 
androstenedione20• The postmenopausal ovary secretes more testosterone than the 
premenopausal ovari°. However, functional importance of ovarian androgen 
secretion in women has not yet been defined. 

As a first step in our attempt to evaluate steroid responsiveness of ovarian 
carcinoma to androgen, we analyzed cell proliferation of several ovarian cancer cell 
lines in vitro to increasing concentration of androgen in the growth medium. Data 
presented here is from one such line, 2774, which does not contain receptors for these 
steroids. Data from this cell line was consistent with that from our other lines, and 
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we chose it for presentation because androgen effects via receptors need not be 
considered in our interpretation of these experimental results. For comparison we 
also included data from an endometrial cancer cell line, SW1748. We found that 
micromolar concentrations of androgen, but not cortisol, inhibited cell proliferation, 
probably by a toxic mechanism. 

EXPERIMENTAL DESIGN 

Data presented in this paper was obtained from two cell lines, one from an 
ovarian cancer and one from an endometrial cancer. Establishment and 
characterization of the ovarian cancer cell line, 2774, has been described in detail 
elsewhere13•14• The cells were obtained January 1976 from malignant ascites of a 
patient with an untreated ovarian carcinoma of endometrioid type. The endometrial 
cancer cell line, SW1748, was kindly supplied by Dr. R. S. Freedman, M.D. Anderson 
Hospital and Tumor Institute, Houston, TX. 

Cells were cultured in either Leibovitz L-15 medium, 2774, or RPMI-1640, 
SW1748, supplemented with 5% fetal calf serum (Hyclone, Logan, UT), ITS: insulin 
(5 mg/liter): transferrin (5 mg/liter): selenium (5 pg/liter) (Collaborative Research, 
Inc., Lexington, MA), 500 units of penicillin, streptomycin (50 )lg/ml (Gibco) and 
2 mM L-glutamine (Gibco). Cells were maintained at 37°C in humidified air made 
5% CO2, 

For experimentation cells were seeded in 6 well tissue culture plates, 3 x 1~ 
cells per well. Cells were counted in triplicate at each time point to demonstrate a 
proliferation curve with a log growth portion. Quantization was done with a 
hemocytometer in the presence of trypan blue, and only cells excluding trypan blue, 
viable cells, were included. 

Data analysis was done by two way analysis of variance, ANOV A, with post hoc 
t-tests to determine significance of treatment dose. 

RESULTS 

For clarity only two time points from each growth curve are presented in 
figures, one from early log growth and one from late log growth. Androstenedione 
was added at either 1 )lMolar, 10 )1Molar or 100 )1Molar to 2774 cell cultures 24 h 
after seeding (Figure 1). Neither 1 uMolar nor 10 uMolar androstenedione had an 
effect on cell proliferation during log growth. However, 100 )lMolar androstenedione 
slowed cell division drastically compared to control. Even early in log growth, at day 
6, there was a significant difference between control and androstenedione treated 
wells. Doubling time of control cultures between day 4 and 6 was 21 h, compared to 
29 h for steroid treated. Cultures with 100 )lMolar androstenedione contained a large 
quantity of dead cell debris. The slower doubling time of the culture may, therefore, 
have reflected a toxic rather than a cell regulatory effect of the hormone. 
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Ovarian cancer cells were more sensitive to testosterone than to 
androstenedione (Figure 2). Ten pM testosterone inhibited log growth of treated cells 
significantly by day 7. Cells cultured in 100 JIM testosterone did not advance beyond 
the number seeded. Again, cell debris was observed in the culture medium. Similar 
results were obtained with two other ovarian cancer cell lines, OV166 and OV1225, 
initiated and characterized by our laboratory13 (data not shown). 

Figure 1. 

ANDROSTENEDIONE 

,5 

.. 
'2 

0 
T"" 

X 
9 

(J) 

:J 
6 

w 3 U n 0 n 
6 8 II 8 6 8 6 8 

DAYS 

CJ COlI ~, "'" EZZI 10.". CJ 100 .". 

Tllr' Effect of Androstenedione on Log Growth of 
Ovarian Cancer Cell Line 2774 at Three Concentrations. 

Analogous experiments with cortisol added to growth medium demonstrated 
that the androgen induced inhibition of ovarian cancer cell proliferation was specific. 
Experiments were conducted with the same ovarian cancer cell line 2774, and cortisol 
was substituted for androgen at 1..uMolar, 10 )1Molar and 100 )lMolar (Figure 3). For 
clarity results are presented for only two points from each growth curve, consisting of 
five time points at each dose. Analysis of variance for all twenty points, performed 
in triplicate, indicated there were no differences between cortisol treated and control 
cells during log growth. 

The dose of androgen required to inhibit log growth of ovarian cancer cells was 
in the range of the ~ determined for the whole cell aromatase enzymatic activity13. 
That, combined with knowledge that in situ concentration of androgen in the ovary can 
also reach the micromolar rangel8, led us to speculate that the mechanism underlying 
the effect of androgen on these cells involves the cellular cytochrome P450 enzymes. 
The lack of a response to cortisol might be explained by determining which 
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Figure 2. 

Figure 3. 
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steroidogenic enzymes are present in the tumor. The extended time required to 
observe an effect of androgen on cell proliferation, 4 to 7 days, suggests that 
enzymatic production of a toxic product, which accumulates within the cell, might 
account for the observed phenomenon. Another human gynecologic tumor reported 
to contain aromatase is endometrial cancer22. Figure 4 shows data obtained with the 
endometrial cancer cell line SW1748 which was consistent with that obtained with 
the ovarian cancer cells. Testosterone at 100 }lMolar, inhibited cell proliferation 
during log growth but cortisol at 100 ,.uMolar, did not. 

Figure 4. 
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Our laboratory has established a long term commitment to continue assessment 
of endocrine properties of ovarian carcinoma. We shall proceed with cell culture as 
our model system. Our plan is to design investigations which determine the in vivo 
source of androgen substrate for tumor aromatase. We shall ask if the ovarian 
stromal cell compartment produces androgen and whether the amount produced would 
be sufficient to inhibit tumor growth. Steroid metabolism by cancer cells will be 
examined to resolve which parts of the steroidogenic enzyme path they include. We 
shall also construct experiments to elucidate the molecular mechanism by which 
androgen inhibits proliferation of ovarian tumor cells. 
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Adequate resources are available for these studies. Five epithelial cell lines are 
currently available in our laboratory for construction of an in vitro model of the in vivo 
situation. In liquid nitrogen storage we currently have an additional 30 cultures at 
passages 2 to 10. Also in liquid nitrogen inventory is a stromal cell culture from an 
ovarian tumor. Using selective culture techniques more cultures of the nonepithelial 
component of primary tumors will be derived. The Department of Obstetrics and 
Gynecology, S.U.N.Y. Health Science Center, Syracuse, NY, has an extensive 
population of patients requiring surgery for ovarian cancer. At least 30 tumor samples 
per year are readily obtained, tissue from large benign tumors is available, and 
sections of normal human ovary from patients of various ages are accessible from our 
own patient population. Modern culture techniques, described by other participants 
in this workshop, have made feasible in vitro study of interactions between various cell 
types included in a particular tissue. Our laboratory has successfully cultured the 
ovarian epithelial tumor for over 6 years, and we are certain of our ability to perform 
this type of analysis. 

One aspect of our investigation will be to identify a likely source of androgen 
substrate for tumor aromatase. It is probable that at least some other steroidogenic 
enzymes in addition to aromatase are expressed by ovarian cancer cells15,16. 

Experiments will include incubation of cells in vitro in the presence of labeled steroids 
which are commonly found in the enzymatic pathway between cholesterol and 
progesterone, followed by HPLC separation of products extracted from culture 
medium. Also, because an abundance of data has been recently published regarding 
DNA sequences for many of these enzymes, we are confident that we could identify 
mRNA for these enzymes in our cells with the polymerase chain reaction if it is 
present. 

Our hypothesis for the mechanism by which androgen inhibits ovarian cancer cell 
proliferation in vitro is: High turnover of androgen substrate by aromatase, a 
cytochrome P-450 enzyme, produces an oxidative stress which accumulates to toxic 
level over a time course of several days. The rationale for this hypothesis includes 
several concepts. The first is that the dose-response range for inhibition of cellular 
proliferation by androgen is in the high pMolar range, concentration at which enzymes 
rather than receptors would be expected to function. Also the effect of androgen on 
cell proliferation was not correlated with the presence or absence of steroid receptors 
in the various cell lines studied. It is also significant that toxic steroids were 
androgens, compounds normally synthesized in ovary, while the adrenal steroid cortisol 
was without effect. There is an extensive literature describing free radical 
intermediates in the hydoxlylation of compounds by cytochrome P-450 enzymes. The 
high Km and Vmax of tumor aromatase, which adds three hydoxyls to the steroid 
during conversion of androgen to estrogen23, would be consistent with possible release 
of free radicals at elevated substrate and rapid turnover. The long time required to 
observe toxic effects of androgen, several days, would also be consistent with 
accumulation of free radical damage to the cells which ultimately led to their death. 
Cells, which survived high dose androgen insult, were able to recover and resume 
division if androgen was removed from culture medium. This would be in agreement 
with the concept that sublethal doses of free radical damage can be repaired by 
cellular housekeeping mechanisms. 

162 



CONCLUSIONS 

In conclusion, we propose that development of ovarian cancer at menopause is 
influenced by the steroid hormone profile of the patient. We hypothesize that 
postmenopausal androgen secretion by ovarian stromal cells suppresses ovarian 
carcinoma. Our data show that suppression of ovarian tumor cell proliferation in vitro 
can be accomplished with micromolar doses of androgen, and this suppression is 
independent of steroid receptors. We plan to test if the molecular mechanism for this 
proposed stromalepithelial interaction is defined by the cytochrome P-450 
steroidogenic enzymes present in the two cell types, and whether production of free 
radical damage is involved. 
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PROSTATIC CANCER: AN AGE-OLD PROBLEM 

John T. Isaacs 
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Baltimore, Maryland 21231 

MAGNITUDE AND AGE RELATED NATURE OF PROSTATIC CANCER 

During this year there will be approximately 30 thousand deaths due to prostatic 
cancer in the United States (1). This mortality rate makes prostatic cancer the second 
commonest fatal tumor in males of all ages in America (1). Besides a high annual 
mortality rate, prostatic cancer is now the most commonly diagnosed malignancy in 
males of all ages in the United States (1). These high annual incidence rates translate 
into the human reality that one of every 11 American white male will eventually develop 
clinical prostatic cancer during their lifetime (2). Rates for American black males 
are even higher such that the lifetime risk for cancer is one out of every 10 (3). In 
addition, the annual incidence rate of clinical prostatic cancer has increased steadily 
since 1930's to the present time (4). 

Prostatic cancer incidence increases with age more rapidly than any other form 
of cancer; less than one percent of prostatic cancers are diagnosed in men under 50 
years of age (5). This suggests that as the life expectancy of the general male population 
increases over time, the incidence of clinical prostatic cancer will also increase. This 
may explain why the annual incidence rate of clinical prostatic cancer has increased 
steadily since 1930 to the present time (4). Due to its age-related nature, prostatic 
cancer is often considered a disease of the very elderly. Of the 132,000 newly diagnosed 
prostatic cancers in the United States in 1992 (1), twenty-six thousand cases will occur 
in men under the age of 65 (5). These 26,000 cases under 65 years of age represents 
more than all the renal cancers and leukemias in men of all ages, more than all brain 
and central nervous system tumors of men and women of all ages, and will almost 
equal the number of buccal cavity/pharynx and rectal cancers in men of all ages (1). 
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Although 106,000 cases occur each year in men over the age of 65, the impact of this 
disease in these later years is still significant. This is because even though the average 
life expectancy of U.S. men at birth is approximately 72 years, once a man has reached 
the ages of peak prostate cancer incidence, 70-74 years old, his life expectancy is another 
9-11.5 years if he does not have prostate cancer (6). Horm and Sondik have calculated 
that the average man who dies of metastatic prostate cancer experiences a 9 year 
reduction in the length of his life (7). 

RELATIONSHIP BETWEEN AGE AND THE MULTIPLE STEP NATURE OF 
PROSTATIC CANCER 

Based on autopsy studies, 10% of men in the age range of 50-60 years and 50% 
in the 70-80 years range have histological deposits of cancer within their prostates (8,9). 
There are thus approximately 11 million men older than 45 to 50 years in the United 
States with histological prostate cancer (8). Despite the remarkable number of these 
cancers in the United States male population, it is well known that the majority of 
histological prostate cancers remain clinically silent and relatively few become clinically 
manifest during the lifetime of the host (8). These histological cancers found at autopsy 
have been referred to as latent, microscopic, incidental, dormant and so forth, and 
there are problems with all of these various labels. For example, latent implies that 
the biological potential of these histologically detectable cancers is known. However, 
presently it is not possible to predict with accuracy in an individual patient which of 
these cancers will produce clinical disease. The term microscopic is misleading because 
the lesions found at autopsy are by no means always microscopic. For example, data 
from the German Prostate Cancer Registry reveal that a third of these autopsy cancers 
are greater than 1 cm in diameter (10). In addition, these tumors are not always well 
differentiated histologically and in one study only 58% of the prostate cancers found 
at autopsy were well differentiated (11). Therefore, we used the term histological 
cancer, which implies nothing about the biological potential of the tumor, to describe 
the prostate cancers that exist in most older men based on autopsy data. 

Although the factors involved in prostatic carcinogenesis are not known, it is 
well recognized based on a large body of experimental and clinical data that the 
development of a fully malignant cancer cell from a normal cell requires multiple 
malignant events. A fundamental issue with regard to prostatic carcinogenesis is the 
question of whether all histological prostate cancers already have completed all the 
steps necessary to become clinically manifest. In other words, what is the temporal 
relationship between the appearance of histologically recognizable prostatic cancer 
and the malignant events needed for such a lesion to produce a clinical disease. One 
possibility is that by the time prostate cancers are histologically recognizable they already 
have undergone all of the malignant events necessary to produce an aggressive clinical 
tumor. Thus, the only additional requirement for histological cancer to produce clinical 
symptoms would be the time required for the growth of the tumor to a clinically 
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detectable size. Alternatively, it is possible that not all histologically recognizable prostate 
cancers have undergone all of the essential events necessary to produce a clinically 
relevant cancer. Thus, not only would further time be necessary for clinical manifestation 
but the occurrence of additional malignant events also would be necessary for these 
histological tumor to become clinical prostate cancer. 

The resolution of whether histological prostate cancer requires further malignant 
events to produce a clinical tumor in addition to time, is possible based upon available 
clinical data. If further time (i.e. tumor growth) is the only requirement for a 
histologically recognizable prostate cancer to produce clinical disease, then the age 
specific prevalence of clinically manifest prostate cancers should be similar worldwide 
if two conditions are met: (1) that the age specific prevalence of histological prostate 
cancers is similar among male population worldwide, and (2) that the life expectancy 
of the populations being compared is the same. 

Carter et. al have demonstrated that the age-specific prevalence of histological 
prostate cancer and the life expectancy is similar between Japanese and American 
males while there is a more than to-fold difference in the age-specific prevalence of 
clinical prostatic cancer between these two populations (9). It should be noted that 
the marked difference in the age specific prevalence of clinical prostate cancer between 
Oriental and United States men is not simply due to better detection of prostate cancer 
in the United States. Prostate screening studies in Oriental men older than 55 years 
using transrectal ultrasound suggest that there exist marked differences in prostate 
cancer prevalence between United States and Oriental men (12, 13). In addition, Oriental 
pathologist use the same histological criteria to diagnose prostate cancer (14). This 
data is thus inconsistent with histological prostate cancer having undergone all of the 
steps necessary in order for it to produce a clinically detectable disease. 

Using a mathematical model relating the prevalence of histological and clinical 
prostatic cancer to host age, Carter et. al demonstrated that more than one malignant 
event is required even for the development of histological prostate cancer, and that 
the probability of undergoing these multiple transformation events is similar in Japanese 
and United States men (8). This model also demonstrates that the progression from 
histological to clinical prostate cancer requires additional steps and that the number 
of additional malignant steps is similar in Japanese and United States men (9). The 
difference in the prevalence of clinical prostate cancer between Japanese and American 
men suggests that the probability of occurrence of the additional events necessary for 
progression of histological to clinical prostate cancer is lower in Japanese than the 
United States man. The probability of undergoing these further malignant changes 
appears to be determined predominately by environmental factors since when Japanese 
men migrate to California or Hawaii, the age-adjusted incidence for prostatic cancer 
dramatically increases in the first and second generations, and becomes more similar 
to the high rates of United States men than to the low rates of native Japanese (15, 
16). This increase in the incidence of clinical prostate cancer among Japanese men 
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migrating to a high prevalence area for prostate cancer does not support an inherent 
resistance to the development of clinical prostate cancer in the Japanese man. In contrast 
to the increase in clinical prostate cancer cases, the prevalence of histological lesions 
remains unchanged when Japanese men migrate to the United States (Le. Japanese 
men in Japan or the United States, or American men in the United States all have 
a similarly high age specific prevalence of histological prostate cancer) (17). 

IMPORTANCE OF DISTINGUISHING BETWEEN HISTOLOGICAL AND 
CLINICALLY MANIFEST PROSTATIC CANCER 

Distinguishing the relationship between histological and clinical prostatic cancer 
has clinical importance with respect to diagnosis and therapy. If all histologically 
recognizable prostate cancers have undergone the malignant events necessary to produce 
a clinically aggressive cancer, it would seem prudent to detect and treat all of these 
histological prostate cancers, since the malignant potential of these tumors is similar 
and dependent only upon time (Le. the natural history is predictable). In contrast, 
as described above, histological prostate cancers are heterogeneous with only a small 
subset having undergone all the required malignant changes while the vast majority 
of such lesion have not completed the process required to produce a clinically aggressive 
tumor. In addition, the majority of these histological prostate tumors, never undergo 
the further events required despite host longevity and ample time for tumor growth. 
Thus, the majority of the histological prostate disease will remain clinically silent and 
will not ever require treatment (8). Presently it is not possible to predict which 
histological cancers have undergone all of the steps needed for progression to clinical 
cancer and which have not (i.e. the nature history is unpredictable). Thus, the ability 
to predict which tumors have the capacity to manifest aggressive behavior requiring 
therapy becomes a critical issue as greater emphasis is placed upon screening for earlier 
detection of prostatic cancer. 

This issue is critical since if such a patient with histologically detectable prostatic 
cancer is left untreated until definitive clinical evidence of metastatic disease outside 
of the prostate become apparent, then the ability to cure such a metastatic patient 
with presently available therapy is lost (18). However, it is impractical, unwarranted 
and unnecessary to definitively treat (e.g. surgical resection) all men with histological 
prostatic cancer since the majority of these men will never progress to a clinical disease 
during their lifetime. What is urgently needed is some type of diagnostic method to 
identify which histological prostate cancers have, and which have not, completed the 
progression to a stage which will produce a clinical disease and thus require therapeutic 
intervention. 

THERAPY FOR METASTATIC PROSTATIC CANCER 

Besides advances in the ability to correctly diagnose which histological prostatic 
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cancer require therapy, the development of more effective therapy for metastatic prostate 
cancer also is urgently required. Since the pioneering work of Charles Huggins in 
the 1940's it has been known that like the normal prostate which requires a continuous 
supply of androgen to maintain its normal cell number and secretory activity, most 
metastatic prostate cancers retain an androgen responsiveness for stimulation of their 
growth. Metastatic prostatic cancer is thus often highly responsive to androgen ablation 
therapy. Nearly all men with metastatic prostatic cancer treated with androgen ablation 
therapy have an initial, often dramatic, beneficial response to such androgen withdrawal 
therapy (19). While this initial response is of substantial palliative value, essentially 
all treated patients eventually relapse to an androgen-insensitive state in which additional 
forms of antiandrogen therapy are ineffective no matter how aggressively given (20-22). 
Because of this nearly universal relapse phenomenon, the annual death rate from prostatic 
cancer has not decreased at all over the subsequent 50 years since androgen withdrawal 
has become standard therapy (1). Over the last 50 years, the superficially benign nature 
of androgen withdrawal therapy has tended to disguise the fact that metastatic prostatic 
cancer is still a fatal disease for which no therapy is available which effectively increases 
survival (23). 

THERAPEUTIC IMPORTANCE OF ANDROGEN-INDEPENDENT PROSTATIC 
CANCER CELLS 

Studies by a series of laboratories have demonstrated that a major reason for 
this universal relapse of metastatic prostatic cancer to androgen ablation is that prostatic 
cancer within an individual patient is heterogeneously composed of clones of both 
androgen-dependent and -independent cancer cells even before hormone therapy is 
begun (24-26). Development of such tumor cell heterogeneity can occur by a variety 
of mechanisms [e.g. multifocal origin of the tumor, adaptation, or genetic instability 
(27)]. Regardless of the mechanism of development of such cellular heterogeneity, 
once androgen-independent cancer cells are present with individual prostatic cancer 
patients, the patient is no longer curable by androgen withdrawal therapy alone, no 
matter how complete, since this therapy kills only the androgen-dependent cells without 
eliminating pre-existing androgen-independent prostatic cancer cells. To effect all 
the heterogenous prostatic cancer cell populations within an individual cancer, effective 
chemotherapy, specifically targeting against the pre-existing androgen-independent 
cancer cell must be simultaneously combined with androgen ablation to effect the 
androgen-dependent cells. The validity of each of these points has been demonstrated 
by a series of animal (28-32) and human studies (33). The animal studies demonstrated 
that only by giving such a combined chemo-hormonal treatment, that it is possible 
to produce any reproducible level of cures in animals bearing prostatic cancers (32). 
In order to produce cures however, treatment must be started early in the course of 
the disease, the chemotherapy must have definitive efficiency against androgen­
independent cells, it must be given for a critical period, and it must be begun 
simultaneously with, and not sequential to androgen ablation. The cure rate however, 
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even under these ideal conditions in animals, is not high, i.e. 25% (32). While the 
concept of early combinational chemohormonal therapy for prostatic cancer is valid, 
for such an approach to be therapeutically effective in humans, a chemotherapeutic 
agent which can effectively control the growth of the preexisting androgen-independent 
prostatic caner cells must also be available. There are presently no highly effective 
chemotherapeutic agents which can control the growth of androgen-independent prostatic 
cancer cells (18). 

NEW APPR<MCHES TO CONTROL 1HE GROWlH OF ANDROGEN-INDEPENDENT 
PROSTATIC CANCER CELLS 

The inability to control androgen-independent prostate cancer cells in human 
and rodent tumors by standard chemotherapeutic methods, has led to a search for 
new approaches. Growth of a cancer is determined by the relationship between the 
rate of cell proliferation and the rate of cell death. Only when the rate of cell 
proliferation is greater than cell death does tumor growth continue. If the rate of cell 
proliferation is lower than the rate of cell death, then involution of the cancer occurs. 
Therefore a successful treatment of a cancer can be obtained by either lowering the 
rate of proliferation and/or by raising the rate of cell death so that the rate of cell 
proliferation is lower than the rate of cell death. 

While the exact magnitude of either the cell proliferation rate or cell death 
rate has not been precisely determined for many human prostatic cancers, available 
data on the thymidine labelling index, suggest that it has both a low cell proliferation 
rate and a low cell death rate (34, 35). Successful treatment of slow growing prostatic 
cancers will probably require simultaneous anti-proliferative chemotherapy targeted 
at the small number of dividing cancer cells and some type of additional therapy targeted 
at increasing the low cell death rate of the majority of androgen-dependent cancer 
cells not proliferating within the prostatic cancer. 

There are a large variety of effective anti-proliferative chemotherapy presently 
available which can lower the rate of cell proliferation without increasing the rate of 
cell death (i.e. cytostatic agents) or agents which lower the rate of cell proliferation 
and also increase the rate of cell death (i.e. cytotoxic agents). Unfortunately, the cytotoxic 
agent presently available only lead to death of cancer cells if they subsequently undergoes 
cell proliferation. Therefore cancer cells not in cycle (i.e. cell in the Go phase of the 
cell cycle) at the time of exposure or not undergoing cell division soon enough after 
exposure to the cytotoxic chemotherapeutic agent can repair the damage induced by 
cytotoxic agent and are thus not killed by the therapy. Therefore what is needed is 
some type of cytotoxic therapy which lead to the death of cancer cells not requiring 
the cell to undergo proliferation in order to be killed. 
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It is possible to induce the death of cells without requiring them to attempt 
to divide? The answer to this question is yes, as demonstrated by the rapid involution 
of the normal prostate following androgen ablation. Only 2% of the cells in the normal 
adult prostate of intact male rats are undergoing cell proliferation on any day (36). 
Androgen ablation (i.e. castration) of the male rat leads to a decrease in cell proliferation 
and to an increase in the rate of cell death such that 20% of the cells present per day 
die within the prostate between 2-7 days following castration (36). By 7 days following 
castration > 70% of the total number of cells in the rat prostate have died (36, 37). 
Thus the vast majority of prostatic cells which die following castration did not undergo 
cell proliferation (i.e. the cells are in the Go phase when they die). 

PROGRAMMED CELL DEATH IN PROSTATE FOLLOWING 
ANDROGEN ABLATION 

Studies from a variety of investigators have demonstrated that the death of a 
cell occur via one of two major pathways (38). The first type of cell death is termed 
necrotic cell death. Necrotic death is a response to pathological changes initiated outside 
of the cell and can be elicited by any of a large series of rather non specific factors 
which produce a hostile microenvironment for the cells (i.e. freezing and thawing, osmotic 
stock, ischemia, solubilizing agents, membranes ATPase inhibition, etc). In necrotic 
cell death, the cell has a passive role in initiating the process of cell death (i.e. the 
cell is "murdered" by its hostile microenvironment). In addition to this necrotic type 
of cell death, there is a second type of cell death termed programmed cell death. In 
contrast to necrotic cell death which is a pathological process, programmed cell death 
is a physiological process whereby a cell is activated by specific signals to undergo 
an energy-dependent process of cell death (i.e. the cell is induced to commit "suicide" 
by specific signals in an otherwise normal microenvironment) (38, 39). Programmed 
cell death is a widespread phenomenon occurring normally at different stages of 
morphogenesis, growth and development of metazoans (40). It also occurs in adult 
tissues (40). Programmed cell death is initiated in specific cell types by tissue specific 
extra cellular agents generally hormones or locally diffusing chemicals. The activation 
of this programmed cell death can occur either due to the positive presence of a tissue 
specific inducer [e.g. glucocorticoid induce death of small thymocytes (41, 42)] or due 
to the negative lack of a tissue specific repressor [e.g. decrease in serum ACTH results 
in cell death in the zona reticularis of the adrenal (43)]. Once initiated, either by the 
positive presence of inducer or the negative lack of a repressor, programmed cell death 
leads to a cascade of biochemical and morphological events which result in the irreversible 
degradation of the genomic DNA and fragmentation of the cell (41, 42, 44-46). The 
morphological pathway for programmed cell death is rather stereotypic and has been 
given the name apoptosis to distinguish this process from necrotic cell death. 

Apoptosis was originally defined by Kerr et. al (39) as the orderly and characteristic 
sequence of structured changes resulting in the programmed death of the cell. The 
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temporal sequences of events of apoptosis comprise chromatin aggregation, the nuclear 
and cytoplasmic condensation, and the eventual fragmentation of the dying cell into 
a cluster of membrane-bound segment (apoptotic bodies), which often contain 
morphological intact organelles. For example, in apoptosis (as opposed to necrotic 
death), mitochondria do not swell and lose their function as an early event in the process. 
Instead, functionally active mitochondria are often contained in apoptotic bodies. These 
apoptotic bodies are rapidly recognized, phagocytosed and digested by either macrophages 
or adjacent epithelial cells. 

In an intact adult male, the supply of androgen is normally sufficient to maintain 
a balance between prostatic cell death and proliferation such that neither involution 
nor overgrowth of the gland occurs (36). Biochemical and morphological studies have 
demonstrated that the involution of the normal prostate following castration is not 
due to necrotic cell death but is an active process brought about by the initiation of 
a series of specific biochemical steps which led to the program death (apoptosis) of 
the androgen-dependent glandular epithelial cells within the prostate (36, 37, 47-53). 
In the androgen maintained ventral prostate of an intact adult male rat, the rate of 
cell death is very low, approximately 2% per day and this low rate is balanced by an 
equally low rate of cell proliferation, also 2% per day (36). If animals are castrated, 
the serum testosterone levels drop to less than 10% of the intact control value within 
two hours (37). By 6 hour post-castration the serum testosterone level is only 
1.2% of intact control (37). By 12-24 hour following castration the prostatic 
dihydrotestosterone (DHT) levels (i.e. the active intracellular androgen in prostatic 
cells) are only 5% of intact control values) (37). This lowering of prostatic DHT leads 
to changes in nuclear androgen receptor function (i.e. by 12 hour after castration, and 
androgen receptors are no longer retained by biochemically isolated ventral prostatic 
nuclei) (37). These nuclear receptor changes results in the synthesis of a series of 
proteins normally not present in the intact prostate (54, 55), due to the novel expression 
of genes normally repressed in the intact prostate. The most notable of these are 
the TRPM-2 gene [i.e. testosterone repressed prostate message-2] (56), the Ca+2 
responsive c-Ios gene (57), the heat shock (70 kilodalton protein) gene (57) and the 
TGF B gene (58). 

1 

Based upon in vivo data using calcium channel blockers (47,59), these changes 
and/or others in gene expression probably result in an increase in the intracellular 
free Ca +2 levels. This increase in intracellular free Ca +2 would explain what activates 
the Ca +2 Mg +2 dependent endonuclease activity within the nucleus to begin to fragment 
the genomic DNA into low molecular weight [< 1000 base pairs (bp)] nucleosomal 
oligomers which lack intranucleosomal break points and which contain non-degraded 
histones (37). This genomic DNA fragmentation process begins in some cells within 
the first day post-castration. Once the genomic DNA fragmentation process is initiated 
within an individual androgen-dependent prostatic cell, the cell fragments all of its 
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genome into low molecular weight (Le. < 1000 BP) pieces (37). 

While the process of DNA fragmentation is completed in a portion of the 
androgen-dependent glandular epithelial cells in the prostate as early as one day 
following castration, the first morphological signs of apototic bodies formation 
occurs during the second day following castration (48, 49, 52). This demonstrates 
that the fragmentation of the genomic DNA does not occur after the cells are dead 
but instead occurs as an irreversible commitment step for viable cells to die. 
During the next several days (Le. day 2-7 following castration), the level of the 
Ca +2Mg+2dependent endonuclease (37, 47, 48), TRPM-2 gene expression (56), 
TGF B (58), and a series of other proteins (54) continues to increase with the maximal 
levels 1 obtained on day 4 post castration. The fragmentation of the genomic DNA 
of the androgen-dependent glandular epithelial cells likewise continues, as does the 
production of apoptotic bodies (37, 47, 48) and the decrease in mRNA for the 
secretory proteins (60). By day 10 following castration, the androgen-dependent 
glandular epithelial cells have all died and there is no longer any indication of either 
DNA fragmentation, TRPM-2 expression, or apoptotic bodies. These temporal studies 
demonstrate that DNA fragmentation is an important irreversible commitment 
step in the process of the programmed cell death of the androgen-dependent glandular 
epithelial cells in the prostate following castration. 

Additional studies have demonstrated that it is possible to use prostatic organ 
culture to study the effects of increased Ca +2 levels on prostatic cell death in vitro 
under conditions in which neither drug toxicity to the host nor lymphocytic infiltration 
into the gland is a problem (61). Using this organ culture system, it has been 
demonstrated that rate of programmed death of the glandular epithelial cells can be 
shifted from 5% to -12% of the cells dying per day when testosterone plus 10 pM 
of the Ca +2 ionophore, A23187 are both in the media (62). Thus, in the presence 
of the ionophore, the rate of cell death in the presence of testosterone is identical 
to that induced when testosterone is not present. Additional studies have demonstrated 
that if the organ cultures are maintained in media lacking testosterone, but containing 
10.uM of the Ca +2 channel blocks, nifedipine, the rise in the rate of cell death from 
5% to 12% of the cells dying per day usually induced can be totally prevented (Le. 
in the presence of nifedipine the rate is also 5%) (62). These results suggest that 
increases in intracellular free Ca +2 probably derived from extracellular Ca +2 pools, 
are a critical early event involved in triggering the subsequent process of programmed 
cell death (Le., specifically DNA fragmentation) in the rat ventral prostate following 
androgen ablation. Regardless of the specific mechanism, once a prostate cell fragments 
its genomic DNA into such small pieces, the DNA is no longer functional for cell 
replication or gene expression, as evidenced by the fact that the mRNA levels for the 
major secretory proteins decrease abruptly (60) and thus the cell is terminally committed 
to death. 
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PROGRAMMED CELL DEATH OF HUMAN PROSTATIC CANCER CELL 
FOLLOWING ANDROGEN ABLATION 

Recent completed studies have demonstrated that not only normal rat prostatic 
cells but also human androgen-responsive prostatic cancer cells activate the pathway 
of programmed cell death following androgen ablation (63). The PC-82 human prostatic 
cancer is highly androgen-responsive when grown as a xenograft in nude mice (64). 
If intact male nude mice are inoculated with human PC-82 prostatic cancer, continuously 
growing tumors are produced. If the host mice is castrated when the PC-82 tumor 
is -0.5 cc in size, the rate of cell proliferation decreases -7-fold from 3.5% of the 
cells proliferating per day to 0.5% of the cells proliferating per day and the rate of 
cell death increases -II-fold from 0.5 % of the cells dying per day to 4.7% of the cells 
dying per day. Due to these changes the tumor involutes rapidly following castration 
reaching -1/2 of its starting size within three weeks of castration. Biochemical analysis 
during this involution period has demonstrated that TRPM-2 mRNA levels and DNA 
fragmentation into nucleosomal size pieces are detectably increased within the first 
day following castration. The levels of both of these parameter increase to a maximum 
on day three following castration. In addition, if exogenous androgen is given back 
to the castrated host, DNA fragmentation ceases, TRPM-2 levels drop, involution 
stops and growth of the tumor resumes. 

PROGRAMMED CELL DEATH IN ANDROGEN·INDEPENDENT PROSTATIC 
CANCER CELLS 

While androgen-independent prostatic cancer cells do not activate the program 
of cell death following androgen ablation, these cells still retain the major portion of 
the program cell death pathway. This has been demonstrated using a series of Dunning 
R-3327 androgen-independent prostatic cancers established as continuously growing 
in vitro cell lines. For example, the Dunning AT-3 androgen-independent, highly 
metastatic, anaplastic prostatic cancer cells have been treated in vitro with a variety 
of non-androgen ablative agents which induce "thymine-less death" of the cells [e.g. 
cells treated with 5-fluoro-deoxyuridine (5-FdUR) or trifluorothymidine (TFT)]. Analysis 
has revealed that "thymine-less death" results in an increase in the expression of the 
TRPM-2 gene and an increase in the nuclear Ca +2 Mg +2 dependent endonuclease 
with the resultant fragmentation of the genomic DNA of the AT-3 cells into a similar 
nucleosomal ladder, as seen in the death of androgen-dependent prostate cells following 
castration (65). This cascade of events requires 6-12 hrs before fragmentation of the 
DNA is complete. The AT-3 cells are not "dead," as defined by their ability to metabolize 
a mitochondrial vital dye, however until 24 hrs of treatment. This demonstrates that 
the fragmentation of the genomic DNA is an early, irreversible, commitment step in 
that of programmed cell death of even androgen-independent prostatic cancer cells 
(65). If the AT-3 cells are treated with osmotic shock induced by exposure to distilled 
water or agents which inhibit the plasma membrane ATPase Activity (Le. ouabain 
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or iodoacetate), the cells rapidly lyse in less than 3 hours after treatment and do 
not metabolize the vital dyes (i.e. they are dead) even though they do not fragment 
their DNA into nucleosomal size pieces nor do they elevate TRPM-2 mRNA levels 
(65). This data demonstrates that agents which induce necrotic death of the 
AT-3 cells (i.e. osmotic effects) do not lead to the activation 0 f the programmed 
cell death of these cells. Programmed cell death can be activated, however, even 
in androgen-independent prostatic cancer by specific agents (e.g. those able to induce 
a "thymine-less" state). 

The problem with agents of this latter type, however, is that cell proliferation 
is required for the "thymine-less" state to activate the program of cell death in 
these AT-3 cells. Therefore some type of agent which can likewise activate this death 
program in androgen-independent prostatic cancer cells not in the cell cycle and 
not requiring the cell to attempt to proliferate, still must be identified. 

If AT-3 cells are treated in vitro with 10 pM of either the calcium ionophores, 
A23187 or ionomycin, cell death can be induced. Using microfluorescence image 
analysis (66) on AT-3 cells loaded with the fluorescent dye "fura-2" to measure 
intracellular free Ca +2 level such ionomycin treatment has been demonstrated 
to elevate the intracellular free Ca +2 levels from < 80 nM to > 200 nM within 
the first minute of treatment. After the first few minutes, the intracellular free Ca +2 

returned to -100-150 nM. Such sustained elevations in intracellular free Ca +2 

results in cell proliferation stopped within hours of treatment (i.e., cells go into Go) 
and then the cells begin to die after -24-36 hours (67). Biochemical analysis during 
this time course demonstrated that DNA fragmentation into nucleosomal oligomers 
begins as early as 6 hours after Ca +2 ionophores treatment. Interesting, there is 
no elevation of the TRPM -2 mRNA levels during the chronic elevation of intracellular 
free Ca +2 induced by ionophore (67). This may be significant since such chronic 
elevation in free Ca +2 levels does activate the DNA fragmentation suggesting that 
TRPM-2 elevation is not required for this step in the process of cell death. These 
results suggest that TRPM-2's site of action in the cell death may be involved in 
inducing an increase in intracellular free Ca +2 , which the ionophores are fully 
capable to doing without any TRPM-2 involvement. This possibility is further 
strengthened by the recent clarification that TRPM-2 is highly related if not 
identical to the previously identified sulfated glycoprotein 2 (SGP-2) normally 
secreted by rat sertoli cells (68). This SGP2 protein has been demonstrated to be 
secreted by sertoli cells and to bind to the acrosomal membrane of sperm (69). This 
may be significant since sperm in order to under the capitation reaction must proceed 
through an acrosomal reaction step which involves the breakdown of the acrosomal 
membrane, a process which is known to involve Ca +2. 

CONCLUSIONS - FUTURE NEEDS 

Prostatic cancer is a major disease whose incidence is unfortunately rising. 
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Coupling this fact with the realization that presently it is impossible to cure the disease 
when it reaches the metastatic stage, has led to increasing attempts to diagnose the 
disease when in a localized form. Due to its age-related multi-step nature, such attempts 
at early detection will uncover large numbers of histological prostatic cancers which 
do not require therapy. What is urgently needed is some type of diagnostic method 
to identify which histological prostatic cancer have and which have not completed the 
progression to a stage which will produce a clinical disease requiring therapeutic 
intervention. 

Besides advances in correctly diagnosing which histological prostatic cancer 
require therapy, the development of more effective therapy for metastatic prostatic 
cancer is also urgently need. This is because even with more aggressive screening 
procedures, a substantial number of men will already be metastatic at the time of initial 
diagnoses of the disease. To increase survival for men with metastatic prostatic cancer 
what is desperately needed is a modality which can effectively eliminate the clones 
of androgen-independent cancer cells already present even before therapy is begun 
within individual heterogeneous prostate cancers. By combining such an effective modality 
with any of the various types of androgen ablation presently available, all of the 
populations of tumor cells within individual heterogeneous prostatic cancer can be 
affected thus optimize the possibility for cure. Unfortunately, such an effective form 
of therapy for the androgen-independent prostatic cancer cell is not presently available. 
Effective chemotherapy for the androgen-independent prostatic cancer cell will probably 
require two types of agent; one having anti-proliferative activity affecting the small 
number of dividing androgen-independent cells, and the other able to increase the 
low rate of cell death among the majority of non-proliferating androgen-independent 
prostatic cancer cells present. Androgen-dependent prostatic epithelial cells can be 
made to undergo programmed death, even if the cells are not in the cell cycle (Le. 
Go cells), simply by means of androgen ablation. Androgen-independent prostatic 
cancer cells retain the major portion of this programmed cell death pathway, only there 
is a defect in the pathway such that it is no longer activated by androgen ablation. 
The long term goal, therefore, is to develop some type of non-androgen ablative methods 
to activate this programmed cell death cascade in androgen-independent prostatic cancer 
cells distal to the point of the defect. 
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STROMAL - EPITHELIAL PARACRINE INTERACTIONS 

IN THE NEOPLASTIC RAT AND HUMAN PROSTATE 

ABSTRACT 

Daniel Djakiew', Beth Pflug and Makoto Onoda 

Department of Anatomy and Cell Biology 
Georgetown University Medical School 
3900 Reservoir Road N.W., Washington D.C. 20007 

Homotypic paracrine interactions in the rat and human prostate have been 
investigated using prostatic stromal cells and neoplastic epithelial cells (PA-III, rat; 
TSV-prl, human). Secretory proteins prepared from each cell type were used to 
determine the dose dependent regulation of growth (DNA synthesis) of the corresponding 
homotypic responder cell, as determined by 3H-thymidine incorporation. PA-III secretory 
protein stimulated rat stromal cell proliferation by 1.8-fold. This stimulatory activity 
of PA-III protein on stromal cell proliferation was partially reduced (approximately 
35%) by treatment with nerve growth factor (NGF) antibody, whereas neither acidic 
fibroblast growth factor (aFGF) antibody nor basic fibroblast growth factor (bFGF) 
antibody immunoneutralized the stimulatory activity of PA-III cell protein. In the 
corresponding opposite interaction, rat stromal cell protein modulated PAIII growth 
in a biphasic manner. At lower concentrations of stromal cell protein (1.25 ugjml) 
PA-III cell growth was stimulated by 1.6-fold, whereas at higher concentrations of 
protein (100 ug/ml) PA-III cell growth was inhibited to 60%. Treatment of the stromal 
cell protein (1.25 ug/ml and 100 ug/ml) with NGF antibody reduced PA-III cell relative 
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growth to approximately 30% and 5%, respectively. bFGF antibody treatment of 
stromal cell protein at 1.25 ugjml did not influence relative growth, whereas bFGF 
antibody treatment of 100 ugjml stromal cell protein reduced relative growth by an 
additional 40%. Treatment of the stromal cell protein (1.25 ugjml and 100 ugjml) 
with aFGF antibodies reduced relative growth from that observed at these two protein 
concentrations by approximately 50% in both cases. Human epithelial TSU-pr1 protein 
stimulated human stromal cell proliferation approximately 1.7-fold. Treatment of 
TSU-pr1 protein with NGF antibody resulted in stimulation of human stromal cell 
proliferation (4-fold). In the corresponding opposite interaction, human stromal cell 
secretory protein stimulated TSU-pr1 epithelial cell proliferation in a dose-dependent 
manner up to a maximum of 2.6-fold. This stimulation of TSU-pr1 proliferation by 
stromal cell secretory protein was reduced to 20% of maximal levels by treatment 
with antibody against NGF, whereas antibodies against bFGF and aFGF did not 
significantly influence the stimulatory effect of stromal cell secretory protein mediated 
proliferation of TSU-pr1 cells. These results suggest that prostatic stromal cells and 
neoplastic epithelial cells secrete several paracrine factors. One of these factors is 
nerve growth factor-like, and appears to have a major non-neurotrophic influence 
on the paracrine regulation of prostatic growth. 

INTRODUCTION 

Prostate cancer has surpassed lung cancer as the leading incidence of cancer 
in men (Reis et aI., 1990). The major risk factor associated with prostate cancer is 
age. The first manifestations of prostate cancer typically occur after the age of 40 
with 80% of cases diagnosed in men over the age of 65 (Reis et aI., 1990). Indeed, 
men over the age of 65 that do not present with the symptoms of prostate cancer during 
life almost universally are found to contain microscopic lesions of prostatic neoplasms 
upon autopsy (Carter et aI., 1990). Hence, a better understanding ofthe mechanisms 
which regulate prostatic growth and protein secretion in the normal and neoplastic 
prostate may facilitate the eventual clinical manipulation of aberrant prostatic growth. 
Prostatic growth and protein secretion has been shown to be regulated through 1) 
endocrine factors, 2) extracellular matrix effects, 3) autocrine growth factors, and 4) 
paracrine growth factors, all of which may be interdependent to various degrees. With 
respect to endocrine regulation the dependence of stromal cells (Shannon & Cunha, 
1984) and epithelial cells (Brandes, 1974) on dihydrotestosterone for their growth 
and development has been elegantly evaluated (Coffey, 1988). Moreover, in an animal 
model Pollard and Luckert (1986) showed that the spontaneous formation of prostatic 
adenocarcinomas was increased by testosterone administration. In regard to the 
extracellular matrix, there is considerable support for the concept of structural links, 
formed from components of the extracellular matrix, mediating and transducing signals 
between the stroma and epithelia (Isaacs et aI., 1981; Coffey, 1988). thereby controlling 
prostatic growth and development. In addition, the recent observations that basic 
fibroblast growth factor (bFGF) binds with a strong affinity to components of the 
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extracellular matrix such as heparan sulfate proteoglycans and glycosaminoglycans, 
and that these bound forms of the bFGF can be mobilized in a stable form by proteolytic 
cleavage of the extracellular matrix (Rifkin and Moscatelli, 1989), suggest another 
mechanism whereby the extracellular matrix may regulate prostatic growth and 
development. Autocrine regulation of prostatic growth appears to involve a variety 
of growth factor polypeptides. In this context, epidermal growth factor (EGF)-like 
and bFGF-like molecules account for a considerable amount of the growth factor 
activity in the prostate (Jacobs et aI., 1988). In addition, acidic FGF (aFGF) (Mansson 
et aI., 1989), transforming growth factor-beta (TGF-b) (McKeehan and Adams, 1988; 
Matuo et aI., 1990), and nerve growth factor (NGF) (Harper et al., 1979; Schwarz 
et aI., 1989) have been identified in the prostate or prostatic tumor cell lines. Some 
of these growth factors are presumed to have a paracrine role in prostatic growth 
and development. Paracrine regulation of prostatic growth was first suggested by Franks 
et aI., (1970) after observing a lack of growth capacity of epithelia which had been 
separated from their stroma. Subsequently, Cunha (1973) and Cunha et al., (1980) 
demonstrated that fetal mesenchyme ( stroma) induced prostatic epithelial morphogenesis 
from urothelium, with increased amounts of mesenchyme relative to epithelium increasing 
the total prostatic growth (Chung and Cunha, 1983). Furthermore, the proliferation 
of epithelial cells within the prostatic acini exhibit a regional heterogeneity, indicating 
that local control mechanisms, such as paracrine interactions with stroma, regulate 
differentiation and development (Sugimura et aI., 1985; 1986). Indeed, recent studies 
by Djakiew et aI., (1990) have shown that such a paracrine factor( s) secreted by stromal 
cells stimulates total protein secretion from a neoplastic prostatic epithelial cell line, 
and induces the secretion of a novel peptide (SE-1) from these cells consistent with 
the inductive action of stroma on epithelial morphogenesis. Moreover, the recent 
work of Swinnen et aI., (1989) has identified one of these stromal cell paracrine 
secretagogues as P-Mod-S. Curiously, even though several growth factors have been 
identified in the prostate from whole tissue homogenates (Jacobs et al., 1988; Kyprianou 
and Isaacs, 1989) and various cell lines (Story et aI., 1989; Matuo et al., 1990), the 
specific growth factor interactions between epithelial cells and stromal cells, and therefor 
their identity as paracrine growth factors, remains to be investigated. In this 
communication homotypic paracrine interactions between prostatic stromal cells from 
the rat and human, and neoplastic epithelial cells from the prostate of the rat (PA-III) 
and human (TSU-pr1) were investigated. 

METHODS 

Culture of Prostatic Epithelial Tumor Cells 

A variety of rat and human prostatic epithelial tumor cell lines were grown 
in vitro. The rat cell lines were PA-III (Chang and Pollard, 1977) and RVP-47 3G 
(Terracio and Nachtigal, 1988). The human cell lines were TSU-pr1 (Iizumi et aI., 
1987), DU-145 (Mickey et aI., 1977) and PC-3 (Kaighn et aI., 1979). These cells were 
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maintained in RPMI-1640 medium supplemented with 10% fetal calf serum (FCS), 
1O-7M testosterone (T) and antibiotics and antimycotics (100 U /ml penicillin, 100 ug/ml 
streptomycin and 0.25 ug/ml fungizone), in 5% C02/95% air at 370 C. 

Isolation and Culture of Prostatic Stromal Cells 

Rat prostatic stromal cells were isolated from 45 day-old Sprague-Dawley rats 
by sequential collagenase digestion followed by isopyknic Percoll gradient centrifugation, 
as previously described (Djakiew et aI., 1990). Human prostatic stromal cells were 
obtained from an adult male undergoing transurethral prostatic resection for benign 
prostatic hyperplasia (BPH). The BPH tissue was minced into small blocks (1-3 mm3) 

and sequentially digested in a collagenase enzyme solution as previously described 
(Djakiew et aI., 1990). The resulting single cells and small fragments of digested tissue 
were rinsed in RPMI-1640 medium and resuspended in RPMI-1640 medium supple­
mented with 10% FCS/T, and plated into 75 mm flasks. After three days unattached 
cells were removed and the remaining adherent cells allowed to proliferate to confluence. 
Medium was replaced every second day. 

In some cases, the rat and human stromal cells were detached from the flasks 
by trypsinization, and resuspended in aliquots of 25% FCS/10% dimethylsulfoxide 
and frozen at -1300 C. These cells were periodically thawed and used as a seed stock 
to initiate new cultures of stromal cells. 

In order to confirm the purity of the seed stock, human stromal cells seeded 
on glass coverslips were screened for vimentin intermediate filament immunofluorescence 
as previously described for the rat stromal cells (Djakiew et aI., 1990). 

Ploidy Analysis of Prostatic Epithelial and Stromal Cells 

The ploidy of the epithelial and stromal cells was kindly analyzed by Dr. Owen 
Blair (Lombardi Cancer Research Center, Georgetown University Medical Center, 
Washington, D.C.) by the method of Vindelov (1983) using propidium iodide as the 
nuclear stain for the flow cytometry. Chicken erythrocytes and human lymphocytes 
were used as the internal standard cell types. 

Preparation of Epithelial and Stromal Cell Secretory Protein 

Stromal cells from the rat and human prostate and the neoplastic epithelial 
cell line (TSU-pr1) were grown to confluence in RPMI-1640 medium supplemented 
with 10% FCS/T. The rat epithelial PA-III cells were grown in a serum free defined 
medium (SFDM) as previously described (Djakiew et aI., 1990). At confluence all 
cell lines were washed three times in F12/DME medium and cultured in F12/DME 
containing 1O-7M testosterone for 24 hours. These conditioned media were collected 
and the cells incubated in fresh F12/DME/T for a second 24 hour period. Conditioned 
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media were centrifuged at 1,000 x g to remove particulates and pooled over several 
collection periods by freezing at -20° C. Conditioned media were concentrated/dialyzed 
on ice with a hollow-fiber filter cartridge of 10 kD molecular weight exclusion limit 
(Cole-Parmer Instruments Co., Chicago IL) using ice cold distilled water for dialysis. 
The concentrated filtrates were lyophilized and stored at -20° C until use. At that 
time epithelial cell and stromal cell secretory protein were reconstituted separately 
in F12/DME/T. 

Growth Assays and Immunoneutralization Studies 

Preliminary studies determined the appropriate cell density for each cell type 
to be plated in 24-multiwell tissue culture plates (Falcon, Becton Dickinson & Company, 
Oxnard, CA). The rat and human stromal cells, and the TSV-pr1 epithelial cells were 
plated at 50 x 103 cells per well, whereas the rat PA-III epithelial cells were plated 
at 100 x 103 cells per well. The following day the cells were washed three times in 
F12/DME medium. Subsequently, the stromal cells were incubated in various 
concentrations of reconstituted epithelial cell secretory protein, and the epithelial 
cells were incubated in various concentrations of reconstituted stromal cell secretory 
protein for 24 hours at 37° C in 5% CO2/95% air. Some of the reconstituted epithelial 
and stromal secretory protein (1.5 ml) were mixed with 15 ul of polyclonal antibody 
against either bovine bFGF (R & D Systems Inc., Minneapolis, MN), bovine aFGF 
(UB.I., Inc., Lake Placid, N. Y.) or murine NGF (Collaborative Research Inc., Bedford, 
MA). All of the antibodies are known to cross react with their homologous human 
and rat growth factors. A non-immune rabbit IgG was used as a control. Subsequently, 
the antibody/secretory protein mixture was allowed to complex for 1 hour at room 
temperature, followed by centrifugation at 10,000 x g. The supernatant was subsequently 
incubated with the epithelial or stromal cells as above. Additional control treatments 
included cultures in F12/DME media alone, F12/DME/T, 10% FCS in F12/DME/T 
and 1 % FCS in F12/DME/T. After a 24 hour incubation with the secretory protein 
or the control treatments, the cells were further incubated with 1 uCi of 3H-thymidine 
per well for 6 hours. Each well was washed with 1 ml of ice cold phosphate buffered 
saline (3X) and the cells fixed with 5% trichloracetic acid (4° C) for 20 minutes. The 
cells were further washed (3X) in 1 ml of 5% trichloracetic acid (4° C) and dissolved 
in 0.5N NaOH (0.3 ml) for 10 minutes at room temperature. This solution was 
neutralized with O.5N HCI (0.3 ml) and incorporation of radioactivity was determined 
by liquid scintillation spectrometry using a Beckmann Scintillation counter. 

RESULTS 

Ploidy Analysis of Cell Lines 

Various epithelial and stromal cell lines were analysed for their ploidy as shown 
in Table 1. Cells with a DNA index (D.I.) of 1.0 (range of 0.9 to 1.1) were considered 
diploid (D). Cells with a D.I. below 0.9 or above 1.1 were considered aneuploid (A). 
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Characterization of Human Stromal Cells 

FigUres lA and lB show a phase contrast image and the corresponding indirect 
immunofluorescence of vimentin intermediate filaments in human prostatic stromal 
cells grown in vitro. The phase contrast image of the stromal cells (Fig. lA) shows 
an attenuated, squamous morphology with numerous stress fibers and a few particulate 
inclusions in the cytoplasm. The corresponding immunofluorescence image of these 
cells (Fig. lB) shows prominent vimentin intermediate filaments in the cytoplasm. 
This is consistent with a previous report showing vimentin localization in rat prostatic 
stromal cells (Djakiew et al., 1990). These human stromal cells have been subcultured 
up to 15 population doublings and then stored at -1300 C. The stromal cells were seeded 
ad libitum from the stock vials for growth assays. Based on the immunofluorescence 
images the purity of the human prostatic stromal cell line is 100%. 

Table 1. The DNA Index (D.I.) of Epithelial and Stromal Cell Lines. 

Epithelial Cell D.1. 

TSU-prl 
RVP-473G 
DU-145 
PC-3 
PA-III 

1.63 (A)* 
1.74 (A) 
1.34 (A) 
1.47 (A) 
0.98 (D) 

*Aneuploid (A), Diploid (D). 

Stromal Cell D.1. 

Rat stromal cells 1.02 (D)* 
Human stromal cells 0.98 (D) 
Murine 3T3s 1.69 (A) 

Paracrine Influence of Neoplastic Epithelial and Stromal Cell Secretory Proteins 
on Cell Growth 

Figure 2 shows the dose dependent stimulation of rat stromal cell proliferation 
as indicated by 3H-thymidine incorporation in response to increasing concentrations 
of rat PAIII cell secretory protein. Cell growth is expressed relative to cultures 
incubated in FI2jDMEjT. Stromal cell proliferation was stimulated in a dose-dependent 
manner up to a concentration of 25 ugjml PA-III cell protein at which there was a 

190 



Figure 1. Human prostatic stromal cells. 
Phase contrast image of stromal cells is presented in A and the 
corresponding indirect immunofluorescence of vimentin intermediate 

filaments in the same stromal cells is presented in B. Bar = 5 um . 
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Figure 2. Influence of Rat PA-III Cell Secretory Protein 
on The Relative Growth of Rat Stromal Cells. 
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loB-fold enhancement of relative growth. Stromal cells grown in 10% FCSjDMEjT 
were stimulated in relative growth 2.6-fold compared to stromal cells grown in 1 % 
FCSjDMEjT which were stimulated in relative growth loB-fold. At a saturated 
stimulatory concentration ofPA-III cell protein (50ugjml), prior immunoprecipitation 
of the PA-III cell protein with polyclonal antibodies directed against aFGF and bFGF 
did not significantly modify the stimulatory effect of the PA-III protein on stromal 
cell proliferation. In contrast, prior immunoprecipitation of the PA-III cell protein 
with a polyclonal antibody directed against NGF reduced the stimulatory effect of 
the PA-llI protein to 65% from maximal stromal cell proliferation. Non-specific, control 
IgG treatment of the PA-III cell protein did not eliminate the stimulatory effect of 
the PA-III cell protein on stromal cell proliferation (data not shown). 
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Figure 3. Influence of Rat Stromal Cell Secretory Protein on 
The Relative Growth of Rat PA-III Cells. 

Figure 3 shows the dose dependent PA-III cell proliferation, as indicated by 
3H-thymidine incorporation, in response to increasing concentrations of rat stromal 
cell secretory protein. Cell growth is expressed relative to cultures incubated in 
F12jDMEjT. PA-III cell proliferation was stimulated in a biphasic manner by stromal 
cell secretory proteins. PA-III cell relative growth was maximally stimulated 1.6-fold 
with 1.25 ugjml of stromal cell secretory protein, whereas at a higher concentration 
of stromal cell secretory protein (25 ugjml) no change in relative growth was observed. 
Even higher concentrations of stromal cell protein up to 100 ugjml reduced relative 
PA-III cell growth by 40%. Treatment of the stromal cell secretory protein (1.25 ugjml 
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and 100 ugjml) with NGF antibody reduced to 30% and 5% the PA-III cell relative 
growth at these protein concentrations, respectively. bFGF antibody treatment of 
stromal cell protein (1.25 ugjml) did not influence relative growth, whereas bFGF 
antibody treatment with 100 ugjml stromal cell protein reduced relative growth by 
an additional 40%. Treatment of the stromal cell protein (1.25 ugjml and 100 ugjrnl) 
with aFGF antibody reduced relative growth by approximately 50% at both protein 
concentrations. The non-specific IgG treated control cell culture resulted in relative 
growth of PA-III cells similar to that treated with 100 ugjml of stromal cell protein 
(data not shown). 
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Figure 4. Influence of Human TSU-prJ Secreted Protein on The 
Relative Growth of Human Prostatic Stromal Cells. 

Figure 4 shows the dose dependent effect of human TSU-prl epithelial cell 
protein on the relative proliferation of human prostatic stromal cells. Stromal cell 
proliferation was maximally stimulated 1.7-fold by TSU-prl protein at a concentration 
of 25 ugjml. Prior immunoprecipitation of this TSU-prl protein with NGF antibody 
further facilitated stromal cell proliferation 4-fold above this maximal level. Prior 
immunoprecipitation of the TSU-prl proteins with antibodies against aFGF and bFGF 
did not significantly modify the relative growth of the human stromal cells. 

Figure 5 shows the dose dependent effect of human stromal cell secretory protein 
on the proliferation of human TSU-prl relative growth. Human epithelial proliferation, 
as indicated by 3H-thymidine incorporation, was stimulated in a dose dependent manner; 
maximal growth stimulation was observed at a stromal cell protein concentration of 
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20 ugjml, at which relative growth enhancement was 2.6-fold. Prior immunoprecipitation 
of human stromal cell protein (20 ugjml) with antibody against NGF reduced relative 
growth of TSU-pr1 cells to 20% of maximal growth response. Antibodies against 
aFGF and bFGF did not significantly modify the ability of the stromal cell protein 
to maximally stimulate TSU-pr1 relative growth. 
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Figure 5. Influence of Human Stromal Cell Secretory Protein on The 
Relative Growth of Human TSU-prl Neoplastic Epithelial Cells. 

DISCUSSION 

The immunocytochemical localization of vimentin intermediate filaments in 
the human stromal cells (Fig. lB) and rat stromal cells (Djakiew et al., 1990), in addition 
to the diploid characterization of the rat and human prostatic stromal cell lines is 
consistent with these cells maintaining at least some characteristics of their in vivo 
counterparts. The aneuploid nature of the human TSU-pr1 epithelial cells seems 
to be consistent with their derivation from a prostatic carcinoma (Iizumi et al., 1987). 
Interestingly, the rat PA-III epithelial cell line, which was derived from a prostatic 
adenocarcinoma (Chang and Pollard, 1977), and can form metastatic tumors in aged 
germ-free Wistar rats (Pollard & Luckert, 1979), was found to be diploid. Since there 
appears to be a general associate between the degree of malignancy and the degree 
of aneuploidy (Ruddon, 1987), the TSU-pr1 cells may be more malignant than the 
PA-III epithelial cells used in these studies. 
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At least four experimental approaches to the study of paracrine interactions 
between epithelial and stromal cells have been utilized by various investigators. These 
experimental approaches include 1) the addition of known growth factors to specific 
cell types, 2) Northern blot analysis of cell lines to determine potential expression 
of growth factors and other proteins, 3) co-culture of epithelial and stromal cells, 
and 4) immunoprecipitation and immunoneutralization of paracrine growth factors 
from secretory protein prior to the addition of that protein to the responding cell type. 
With respect to the modulation of growth by the addition of growth factors to cultured 
cells, the observations that numerous growth factors will bind to receptors of other 
growth factors illustrates a lack of specificity of this approach. In this respect, 
transforming growth factor-alpha (TGF-a) will bind to the receptor of epidermal growth 
factor (EGF) (Roberts and Sporn, 1988). Insulin-like growth factor-II (IGF-II) and 
mannose-6-phosphate share a common receptor (MacDonald et aI., 1988). Indeed, 
both TGF-beta1 precursor (Purchio et al., 1988) and proliferin (Lee and Nathans, 
1988) also bind to the IGF-II/mannose-6-phosphate receptor which in turn activates 
inositol triphosphate production (Rogers et aI., 1990). Furthermore, IGF-I, IGF-II 
and insulin will all bind to each others' receptors with differing affinities (Rodeck 
et al., 1987; Dickson and Lippman, 1988). In addition, aFGF and bFGF will com-
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pete for the same binding site on prostatic epithelial cells (McKeehan and Adams, 
1988). The second experimental approach of determining growth factor mRNA in 
cells does not address whether the protein is secreted, or whether the target cell type 
has receptors capable of responding to that growth factor. Indeed, neither aFGF nor 
bFGF have classical hydrophobic leader sequences for their cellular secretion (Thomas, 
1987). Since both these growth factors lack a standard signal peptide, the mechanism 
by which these proteins are released from cells remains an enigma (Thomas, 1987). 
The third approach, whereby epithelial and stromal cells are co-cultured is confounded 
by difficulty of determining which cell type elicits the biological effect. Even the use 
of a filter, such as in the bicameral chambers (Djakiew et aI., 1990), to physically separate 
the two cell types does not address the issue of which cell type elicits the biological 
effect. Considering these caveats we have utilized the approach whereby specific growth 
factors were depleted from secretory protein of one cell type by immunoprecipitation 
prior to the addition of the secretory protein on the putative responder cell. Considering 
the specificity of antibodies this approach has the advantage of removing and concurrently 
identifying the specific paracrine growth factor while maintaining the presence of all 
the other secretory proteins which may be required for the full biological function 
and/or response of the intact cell. 
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In this report we examined the paracrine regulation of prostatic growth between 
neoplastic epithelial cells and stromal cells, and the role of aFGF, bFGF and NGF-like 
polypeptides in those cell-to-cell interactions. It is apparent that depending on the 
species and cell type, these growth factors can differentially modulate growth of stromal 
cells and neoplastic epithelial cells in a paracrine interactive manner. Following the 
demonstration of a prostatic osteoblastic factor (Jacobs et al., 1979) several laboratories 
characterized bFGF in the prostate gland (Story et aI., 1987; Jacobs et aI., 1988) and 
in neoplastic epithelial cells (Mansson et aI., 1989). In addition, aFGF has been 
demonstrated in the epithelium of the normal prostate gland and in the epithelium 
and stroma of prostatic tumors (Mansson et aI., 1989). Indeed, since aFGF and bFGF 
compete for the same binding site on prostatic epithelial cells, their actions in the 
paracrine regulation of prostatic growth may lack complete specificity. In any event, 
it is of interest that stromal cell secreted acidic and basic FGF modulated the rat 
neoplastic epithelial cell (PA-III) proliferation (Fig. 6) whereas human neoplastic 
epithelial cell (TSU-pr1) proliferation (Fig. 7) was not dependent on these growth 
factors. This latter observation does not necessarily indicate that the human stromal 
cells do not secrete acidic and basic FGF but that the TSU-pr1 neoplastic epithelial 
cells may lack functional FGF receptors and/or have escaped their growth regulation 
during malignant progression. 

Subsequent to the early work of Harper et al. (1979) demonstrating the presence 
of NGF in the guinea pig prostate, it was found that NGF is widely distributed 
throughout the male sex organs of mammals (Harper and Thoenen, 1980). Nevertheless, 
our demonstration of the paracrine regulatory effect of a NGF-like polypeptide between 
stromal cells and neoplastic epithelial cells of the rat and human prostate is a novel, 
albeit surprising observation. The ability of antibody against murine NGF to completely 
inhibit the biological activity of prostate extracts in tissue culture (Harper et aI., 1979) 
provides support for the identification of a major paracrine factor as NGF-like by 
the immunoneutralization technique. Moreover, malignant tumors of the prostate 
(Carstens, 1980) and benign epithelium of the prostate (Cramer, 1981) show a marked 
epithelial neurotropism. Indeed, since NGF has been suggested to induce invasive 
properties in nerves (DeSchryver-Kecskemeti et aI., 1987) it is tempting to speculate 
that, in addition to its non-neurotrophic role as a mitogen, it may also facilitate the 
invasive process in the malignant prostate. In this respect, the ability of NGF-like 
polypeptides to inhibit human stromal cell proliferation while stimulating TSU-pr1 
epithelial cell proliferation (Fig. 7) is consistent with tumor cells preventing the stromal 
cells from competing for space and nutrients during neoplastic growth andj or metastasis. 

Based on the immunoneutralization studies, it appears that human and rat 
stromal cells secrete an NGF-like substance which can stimulate human and rat 
neoplastic epithelial cell growth. Since the NGF antibody eliminated the growth of 
the neoplastic epithelial cells, a potential strategy for the treatment of prostatic tumors 
could include the localized administration of NGF antibodies. Since, the human 
epithelial cells appear to secrete a NGF-like polypeptide which inhibits stromal cell 
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growth a potentially confounding effect of treating prostate tumors with antibody to 
NGF may be the escape of stromal cells from NGF-like inhibition of growth. Indeed, 
since the initial lesion of benign prostatic hyperplasia involves a fibrostromal proliferation 
(Moore, 1943; Pradhan and Chandra, 1975), it would be of interest to determine whether 
these stromal cells exhibit an escape from NGF-like inhibited growth. 
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HEPARIN-BINDING FIBROBLAST GROWTH FACTORS AND 

PROSTATE CANCER 

ABSTRACT 

Wallace L. McKeehan, Jinzhao Hou, Pamela Adams, Fen Wang, 
Guo-Chen Yan and Mikio Kan 

W. Alton Jones Cell Science Center, Inc. 
10 Old Barn Road, Lake Placid, N.Y. 12946 

Studies of model rat prostate tissue and derived cells indicate the insulin-like 
(IGF), epidermal growth factor (EGF), transforming growth factor beta (TGF-J3) 
and heparin-binding fibroblast growth factor (HBGF) families and their receptors 
may play important roles in regulation of normal prostate cell growth. Tumor cells 
at different levels in the progression from slow-growing, hormone-dependence to 
fast-growing, hormone-independence exhibit distinct alterations in expression of 
specific growth factors and their receptor phenotype. Distinct IGF-I and HBGF 
mRNAs are constitutively expressed in the mesenchymal cells of slow-tumors, but 
alteration in HBGF receptor phenotype occurs in the epithelial cells. Fast-tumors 
exhibit even higher constitutive expression of multiple HBGFs. Splice variants in 
cDNA for the HBGF receptor in fast-tumors suggest constitutive expression of an 
intracellular receptor, that together with intracellular HBGFs, may constitute an 
intracellular autocrine system that is independent of exogenous hormones and 
growth factors. 

INTRODUCTION 

The incidence of prostatic carcinoma increases with age, and is characterized 
by progression from a slow-growing hormone (androgen)-sensitive tumor to a highly 
malignant, hormone-independent state (see Isaacs, this volume). A relatively 
unique feature of the disease which complicates diagnosis and treatment is "latency", 
that is a much larger number of individuals exhibit histologically abnormal prostate 
cells early in life than will suffer with clinical symptoms of the disease with 
advancing age (see also Isaacs). An understanding of the molecular cell biology 
underlying dcvelopment and progression of prostatic carcinoma is especially 
important in order to develop diagnostic markers and eventually strategies for 
prevention and treatment. Intense study of the mechanism of action of androgen 
and its metabolism has failed to reveal the mechanism of progression of hormone-

The Underlying Molecular, Cellular, and Immunological Factors in Cancer 
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Fig. 1 Preparation of prostate epithelial and mesenchymal cells in defined cell 
cultures. The ventral or dorsal prostate (DP) lobes were removed, minced and 
dissociated with collagenase. Single cells were selected by progressive filtration to 
remove undissociated aggregates of cells. Cell cultures were initiated in 24-well 
plates in the indicated defined medium for epithelial cells. Addition of serum and 
omission of cholera toxin resulted in stromal cell cultures. The photo of 
formaldehyde-fixed rat sex accessory tissue was courtesy of Dr. F. French (12). SV 
= seminal vesicle , CG = coagulating gland; DD = ductus deferens; B = bladder; 
VP = ventral prostate; LP = lateral prostate; DP = dorsal prostate. 
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dependent tumors to hormone-independence and to suggest avenues of restoration 
of hormone-dependence in anaplastic tumors. Studies of the hormone-dependence 
of both isolated normal and slow-tumor prostate cells suggest that a significant 
fraction of both epithelial-like and mesenchymal-like cells with significant 
proliferation potential are not directly responsive to androgen. This has led to a 
study of the direct-acting hormones that support proliferation of both normal and 
abnormal prostate cells. The molecular cloning and biochemical characterization of 
numerous polypeptide growth factors and their receptors from various sources have 
generated the required tools to begin to dissect the role of such factors in the 
prostate. 
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Fig.2 Selection of epithelial and mesenchymal cells in defined medium. The 
indicated cell cultures were prepared as described in Fig. 1 and ref. 1. The 
R3327PAP tumor is an androgen-responsive, slow-growing tumor with well­
developed epithelium and stroma. The AT-3 tumor is a completely androgen­
independent, highly-malignant tumor derived from a similar tumor to the 
R3327PAP by passage in castrated males. Only a single cell type emerges from the 
AT-3 tumor. Reprinted by permission from ref. 8. See ref. 8 for experimental 
methods. 
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Polypeptide Growth Factors and Prostate Cells 

Homogenous cell cultures of different prostate cell types provide a means to 
identify and characterize the factors that act directly on prostate cells. Cell cultures 
bear the caveat that certain phenomena evident in vitro may not always be 
expressed in vivo. However, cultured cell models reveal possibilities that can unfold 
in physiological situations that cannot be obtained by alternate methods. The 
history of discovery using cultured cell models has proven that observations made in 
vitro are rarely without an in vivo counterpart once adequate analytical tools are 
available to document the phenomena in vivo. 

Analysis of growth responses of both isolated epithelial and mesenchymal 
cells (Figs. 1,2) from normal prostate have revealed that five major polypeptide 
growth factor families are active on prostate cells (1-4). These include one or more 
members of the insulin-like growth factor (IGF), epidermal growth factor (EGF), 
heparin-binding (fibroblast) growth factor (HBGF) and the transforming growth 
factor type beta (TGF-,e) families (Table 1). Currently, there is no evidence for a 
"prostate-specific" polypeptide or steroid growth factor. Polypeptide growth factor 
families act on a variety of cell types and consists of multiple gene products that are 
not classical circulating endocrine hormones. Individual factors are expressed 
locally by tissue cells or are delivered to local sites by blood cells (platelets and 
monocytes). The key to regulation of proliferation of prostate cells by these factors 
probably lies in the control of expression of specific members of the families in 
prostate cells, their access to signal-generating receptor sites, and expression and 
activity of specific growth factor receptors in the prostate cell themselves. 
Conceivably, blood cells may contribute growth factors to the local prostate tissue 
during compensatory and pathological growth of the prostate. 

Table 1 

"Growth Factor" Families at Play in the Prostate 

Insulin-like Growth Factors (IGF) 
Insulin, IGF-I, IGF-II 

Epidermal growth factor 
EGF, TGF-Il 

Heparin-binding (fibroblast) growth factors 
HBGF-1, HBGF-2 

Transforming growth factor beta (TGF-B) 

Polypeptide Growth Factor Expression in the Prostate 

The pattern of expression and cell type of origin of each member of the four 
major families of growth factors that are active on prostate cells during 
compensatory or androgen-stimulated growth during prostatic hyperplasia and in 
various prostate tumors is incomplete. Analyses in our laboratory using rat prostate 
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models and some human tissues show that normal prostate tissues express a major 
IGF-I mRNA transcript at 3.4 kB (Fig. 3). A second transcript at 8 kB is apparent 
in young rats (6-8 weeks) and is not detectable in 18 week old animals. Specifically 
the 8 kB signal increases during androgen-stimulated regeneration of the prostate in 
castrated rats (Fig. 3). The slow-growing, androgen-responsive Dunning R3327PAP 
tumor constitutive expresses the 8 kB transcript in addition to the 3.4 kB species 
(Fig. 3). Castration of slow-tumor-bearing males does not decrease expression of 
the 8 kB, however, androgen treatment of the castrates does cause a transient boost 
in expression which drops back to controls after 6 days (Fig. 3). An androgen-
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Fig.3 Analysis of IGF-I gene expression. The rat IGF-I cDNA was obtained from 
Dr. L.J. Murphy (5) . The cDNA was isolated, nick-translated and Northern analysis 
performed as described (8). A. Poly(A + )RNA (5 mg) from normal 6-8 week old rat 
prostate (NP), R3327PAP tumors (PAP) and normal rat liver (NL). B. 
Poly(A + )RNA from normal 18 week old rat prostate (NP) and the same aged 
animals two weeks after castration followed by 2 days of testosterone treatment (2 
mgjday). C. R3327PAP tumors were implanted for 60 days in 7-8 week old hosts 
and poly(A + )RNA analyzed: 1, control tumor; 2, 7 days after castration; 3, 10 days 
after castration; 4, 14 days after castration followed by 2 days testosterone 
treatment; 5, same as 4, but after 4 days testosterone treatment. D. Poly(A + )RNA 
from AT3 tumors implanted for 7 days. Tu is the tumor tissue, Cells are from 
pooled primary through tertiary cultures. 

independent, highly anaplastic variant tumor (R3327AT3) constitutively expresses 
both 8 and 3.4 kB transcripts and neither transcript is affected by sex of host nor 
castration of male hosts nor androgen treatments. Analysis of IGF-I expression in 
isolated cells from the normal-regenerating and slow tumor revealed that the 
mesenchymal (fibroblast-like) cell types are likely the source of IGF-I mRNA in the 
tissues (not shown). Noteworthy is the absence of expression of the 8 kB transcript 
in cultured fast-tumor cells (Fig. 3) despite the fact that tumor tissue from the 
subsequently transplanted tissues express the 8 kB species similar to the original 
tumor (not shown). In sum, these results suggest that expression of the 8 kB IGF-I 
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mRNA is elevated in the stromal cells during normal prostate regeneration, and is 
constitutively expressed in slow-tumor stromal cells. Whether the transient stromal 
cell expression of 8 kB IGF-I mRNA in normal prostate is (i) directly induced by 
androgen; (ii) a consequence of stromal cell proliferation during androgen 
stimulation; or (iii) a causal factor driving normal prostate regeneration is an open 
question. The contribution of the 3.4 kB species of IGF-l-Iike mRNA to local IGF­
I-like factor expression in the prostate is also unclear. The constitutive expression 
of the 8 kB transcript in the fast-tumor tissue, but not the derived cells in culture 
poses further questions. The 8 kB IGF-I mRNA expression apparent in tumors may 
be induced in host cells by the transplanted tumor cells, or expression in the tumor 
cells may require factors present in vivo that are absent in culture. The origin and 
character of the AT3 tumor cell population, whether epithelial mesenchymal or a 
transitional cell type is unknown. This is a key question and may be central to the 
understanding of the progression of prostate tumors from the slow, hormone­
responsive to the highly anaplastic, malignant state. 

Although detectable at high poly(A + )RNA loads on Northern blots, EGF 
and TGFa-mRNA expression appear very low in normal resting and regenerating 
rat prostate and the slow- and fast-tumor tissues (not shown). This raises the 
question of whether the EGF and TGF-a members of the EGF family are 
significant players in the prostate and suggests that yet unidentified members of the 
family may be at play. 

Analysis of TGF-,B mRNA expression in the rat prostate tissues revealed a 
pattern expected from reports of expression of the factor in other tissues. 
Significant expression was not detectable in normal tissues or normal cells derived 
in culture (Figs. 1,2), however, both slow- and fast-tumors expressed equal and 
constitutive levels of 2.5 kB TGF-,B 1 mRNA (not shown). Whether TGF-,B 
transcripts and the active factor are significantly induced during androgen-induced 
prostate regeneration and the cell type or origin remains to be tested. Level of 
expression of the TGF-j:J transcript in slow-tumors appears unaffected by castration 
and androgen-treatment of the host (not shown). TGF-j:J mRNA expression was 
reduced, but significant in cultured fast-tumor cells relative to intact tumor tissue. 
TGF-,B clearly is composed of multiple genes and receptors are equally 
heterogeneous. A complete study of TGF-j:J SUbtypes and its receptor awaits 
molecular characterization in the prostate as well as other tissues. 

Heparin-Binding Fibroblast Growth Factor Expression in the Prostate 

The heparin-binding (fibroblast) growth factor family has been the most 
recent family of polypeptide growth factors to be implicated in prostate cell growth. 
Of all prostate growth factor families, the HBGF family is so far the most diverse 
and therefore, likely the most complicated. Currently, seven cloned genes constitute 
the family (6). The gene products exhibit sequence homology of 28 to 55%, are 
widely distributed in tissues and exhibit a broad spectrum of biological activities 
which include both stimulation and inhibition of cell growth and modification of 
specific gene expression. The HBGF family, as the name implies, has a unique 
affinity for heparin-like glycosaminoglycans (6). Heparin-like molecules stabilize 
and protect HBGF against proteolytic degradation and may be obligatory for 
activity of certain members of the family, HBGF type one (acidic fibroblast growth 
factor) in particular (6). Since heparin-like molecules are concentrated in the 
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pericellular matrix of tissues, the stability, life-time and activity of HBGF in the 
local tissue environment is affected by the composition and metabolism of the 
extracellular matrix. HBGF activity is present in various prostate tissue extracts and 
the presence of HBGF type 2 (basic fibroblast growth factor) has been confirmed by 
sequence analysis (7). Our laboratory has rigorously examined the expression of 
HBGF-1 and HBGF-2 in rat normal and slow- and fast-tumors and their derived 
cells (8). An analysis of the other five members of the family is in progress. 
Expression was analyzed most extensively at the mRNA level by Northern blot. 
Although every condition described below was not analyzed at the activity and 
antigen level, whenever activity and antigen were measured the differences 
correlated with differences in level of mRNA transcript. HBGF-l mRNA 
expression in normal rat prostate tissue is age-dependent. Significant levels appear 
in 6-8 week old rats. Expression declines at 14 weeks and is undetectable at 35 
weeks. HBGF-1 appears to be expressed in specifically the epithelial cells of young 
animals. In the slow-growing, androgen-responsive R3327PAP tumor, which 
consists of a well-defined epithelium and stroma, HBGF-l is expressed at 
constitutive levels equal to 6-8 week old normal tissue. In contrast to young normal 
tissue, HBGF-1 expression appears to originate in specifically the stromal cells of 
the tumor tissue (8). This is surprising since the PAP tumor is thought to be an 
adenocarcinoma whose properties are dominated by abnormalities in the epithelial 
cell compartment of the tumor. Constitutive and presumably abnormal expression 
of HBGF-1 in the stromal cells suggest that this tumor may consist of both abnormal 
epithelial and stromal cells and might more correctly be called an 
"adenocarcinosarcoma". Southern restriction fragmentation analysis of genomic 
DNA with HBGF-1 cDNA also indicated an abnormal band in specifically the 
cultured mesenchymal cells from the slow-tumor (8). Comparative studies on 
expression of HBGF-1 and HBGF-2 in both normal and slow tumor tissues and 
derived cells suggest that HBGF-1 exceeds that of HBGF-2 ten-fold in all conditions 
examined. In contrast to the slow-PAP tumor, the derived fast AT3 tumor expresses 
5 times the HBGF-1 mRNA transcript than that expressed in the slow-tumor. In 
addition, the fast tumor expresses at least 30- to 50-fold more HBGF-1 transcript (7 
kB) than the slow-tumor. The expression of HBGF-l mRNA was significantly 
reduced in the single cell type that emerges from the fast-tumor tissue in culture (8). 
HBGF-2 mRNA was undetectable in the cultured fast-tumor cells. This differential 
expression of mRNA levels between intact tumor tissue and derived cultured cells 
was similar to that described earlier for the 8 kB IGF-I transcript. Either the tumor 
is inducing expression of HBGF-l and HBGF-2 in host tissues or the in vivo 
environment supports a higher level of expression of both factors in the tumor cells 
relative to the in vitro conditions. 

The HBGF Receptor in Prostate 

Both normal and tumor-derived prostate epithelial and mesenchymal cells 
display specific HBGF receptor sites (8). Covalent affinity cross-linking of ligand to 
receptor sites reveal a broad band with a mean molecular mass of 144 kilodaltons 
(Kd) or 129 kDa minus the ligand. The most striking difference between the 
receptor properties of normal and tumor cells is the curvilinearity of Scatchard plots 
in normal cells relative to the linear plots in tumor cells. Whether the curvilinearity 
in normal cells reflects heterogeneity in receptor species or negative cooperative 
effects of ligand occupancy is unclear (8). Both slow-tumor-derived epithelial cells 
and fast-tumor cells exhibit a dramatic reduction in requirement of HBGF for 
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proliferation relative to normal epithelial and mesenchymal cells and slow-tumor 
mesenchymal cells. The combined data on receptor properties and mitogenic 
response of normal and tumor prostate cells suggests an alteration in receptor 
properties of tumor epithelial cells in particular that relax the stringent requirement 
for HBGF to support cell proliferation. 

Our laboratory has recently determined the structure and heterogeneity of 
the HBGF receptor family in human hepatoma cells by cDNA cloning, use of the 
polymerase chain reaction (PCR), and DNA-directed expression of receptor cDNA 
variants in host mammalian cells (9). Three variants in the aminoterminal 
(extracellular) domain, two variants in the juxtamembrane and two variants in 
tyrosine kinase concensus sequences in the intracellular domain suggest a minimum 
of six and potential maximum of twelve receptor species may be expressed in a 
single cell population (Fig. 4). Aminoterminal variants consist of a three (HBGF­
Ra:) and two (HBGF-RtJ) immunoglobulin-like disulfide loop structures and a third 
variant (HBGF-Ry) which predicts an intracellular homologue of the HBGF-RtJ 
type molecule. luxtamembrane variants consist of presence (a type) or absence (b 
type) of a 6 base pair (bp) sequence coding for a threonine-valine which is a 
potential threonine protein kinase phosphorylation site. Previous results from our 
lab show that phorbol ester, presumably through activation of protein kinase C 
activity, down-regulates high-affinity HBGF receptors (10). Intracellular variants 
consist of a conventional tyrosine kinase structure and numerous potential tyrosine 
phosphorylation sites and a truncated carboxy terminus which is unlikely a kinase 
and in which many of the potential tyrosine phosphorylation sites are deleted. The 
heterogeneity in predicted HBGF-R translation products in the hepatoma cell line 
appears to occur by alternate splicing that generates the diverse mRNA species 
detected in cDNA 

We have applied a similar analysis to analyze and determine structure of 
mRNA variants in the rat prostate AT3 tumor and to a limited extent normal rat 
prostate (11). Multiple clones of PCR-generated DNA fragments indicate that all 
three sources express mRNA encoding the extracellular motif characteristic of the 
mature two loop HBGF-RtJ transmembrane receptor (Fig. 5). Cloned DNA 
fragments from the AT3 tumor represent additional unique splice variants of the 
HBGF-Ra: coding sequence with a 5 bp deletion at the putative splice insertion site 
of the 267 bp sequence coding for the unique IgG-like loop that characterizes 
HBGF-Ra:. The 5 bp deletion causes appearance of multiple stop co dons that 
truncates the predicted translation product initiated at the consensus site for 
HBGF-R isoforms. The alternate predicted translation products is the same one 
predicted from the HBGF-Ra: variant cDNA from human hepatoma cells. In 
contrast to this rat prostate tumor cDNA, the human hepatoma cDNA (described 
above) exhibits a substitution of the 267 bp an IgG-like loop sequence with a 144 bp 
DNA fragment which also causes multiple stop codons in reading frames headed by 
the HBGF-R consensus initiation site. A second cloned prostate tumor cDNA 
containing the HBGF-R aminoterminal coding sequence also could code for an 
intracellular translation product. This cDNA variant also appears to be a splice 
variant that exhibits an insert downstream of the HBGF-R consensus translational 
initiation site and then a duplication of part of the 5'-non-coding sequence and the 
consensus initiation site and aminoterminal membrane translocation sequence. The 
insertion is in frame with the first initiation site, but the subsequent aminoterminal 
sequence is unlikely a membrane translocation signal and an intracellular isoform of 
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the receptor is predicted. Alternate translational initiation at the second site would 
yield simply the two loop HBGF-R,a isoform of the transmembrane receptor. A 
comprehensive analysis of expression and effect of various receptor isoforms on 
ligand-binding, tyrosine kinase activity, substrate-specificity, cellular location and 
metabolism in tumor and normal prostate tissues will be required to clarify the role 
of the HBGF family and its receptor in prostate tumor progression. Although it 
appears that coding sequences for structural variants may be heterogenous in 
different tumors, the diverse changes may have a common consequence. An 
intracellular autocrine loop between intracellular HBGF and its receptor is an 
attractive mechanism to explain autonomous prostate tumor growth. HBGF-l and 
HBGF-2 have no apparent secretory signal sequences for translocation to the 
extracellular environment and are mostly associated with cells and pericellular 
matrix rather than present in extracellular fluids (6). If splice error at sites in the 
HBGF-R gene which generate normal HBGF-R variants is selected at the ce!lular 
level by the growth advantage conferred by a constitutive intracellular receptor, then 
this event together with constitutive intracellular HBGF-l and HBGF-2 expression 
may contribute to prostate tumor progression. 

HBGF.Ra 

HBGF-RB 

HBGF-Ry 

Fig. 4 Twelve possible variants of the HBGF receptor in HepG2 cells. The 
predicted c>, fJ and -y NH2 -terminal motifs are shown fused to the a and b 
juxtamembrane sequence variants and the type 1 and 2 COOH-termini. The 
common initiation site and signal sequence for c> and fJ motifs is indicated (.). 
Potential glycosylation sites are indicated by circles. The acidic-rich sequence ( I), 
~he. transmembrane domain (!§l) and tyrosine kinase consensus sequences (Q) are 
mdicated. The T/C:valjala site ('V) and the EcoRI site (~) are indicated in the a 
motif (top). See ref. 9 for sequence and methods. 
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HBGF-Ru 

HBGF-RB 

HBGF-Ry 
(Human Hepatoma) 

Rat Prostate 
Tumor 

MWSWLCLLFWAVLVTATLCT 
G RG 

MWSWLCLLFWAVLVTATLCT 
G RG 

~ 
MEKKLHAVPAAKTVKFK 

~ 
MEKKLDAVPAAKTVKFK 

AftVGWSARHRHPPRHGSSPEAGPQRQVRV 
SLRRQIPL TAAAEYPWRCGRLLPTSNCRTG 

Fig. 5 Schematic diagram of aminoterminal HBGF-R variants predicted from 
cDNA. The concensus HBGF-R translational initiation site and the membrane 
translocation signal is indicated by the short black box and open box, respectively. 
Putative asparagine-linked glycosylation sites are indicated by circles. Rat HBGF-R 
exhibits a serine substituted for the third site in the human isoforms (open circle). 
The transmembrane domain sequence is hatched. The predicted aminoterminal 
sequences of variants are indicated. Rat differences are shown under the human 
sequence. The acidic residue-rich region is indicated by the vertical black bar. Only 
the aminoterminal variants are indicated. The full-length COOH-terminal 
structures of normal and tumor prostate have not been determined. 
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INTRODUCTION 

There are well known differences between children and adults in both the 
incidence of different types of acute leukemia and the response to treatment. 
Whereas acute lymphoblastic leukemia (ALL) constitutes 85-90% of cases of acute 
leukemia in children, the converse is true in adults, approximately 85% of whom 
have acute myeloid leukemia. There are no proven explanations for this discrepancy 
in incidence, although it has been postulated that the antigenic stimulation of new 
clones of lymphocytes during the maturation of the immune system in infants and 
children may be associated with an increased mutation rate and hence leukemias 
occurring in cells of lymphoid lineage (1). There are also major differences in 
responsiveness to therapy, particularly in ALL where there is a progressive age 
related decline in both initial complete response rate as well as long term disease 
free survival; adolescents fare more poorly than younger children with subsequent 
decreases in survival with advancing patient age in adults (Figure 1)(2-8). 

This observation is somewhat less apparent in AML patients with deteriora­
tion in response occurring at a much higher age range. Table 1 summarizes the 
results of induction treatment of an ongoing Cancer and Leukemia Group B 
(CALGB) trial. There is a decline in response rate with increasing age which is most 
prominent in patients greater than 60 years of age. Of note is that in younger 
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patients, the major cause of initial treatment failure is drug resistance, a circumstance 
in which the patient survives initial therapy, but the bone marrow reveals persistent 
leukemia. In contrast, non-response in older adults occurs both because of persistent 
leukemia as well as failure to survive the initial treatment, in approximately equal 
frequency. Given the rigorous nature of current anti-leukemic therapy, this is not 
particularly surprising. Elderly patients with pre-existing cardiac or renal disease are 
more likely to succumb to side effects related to neutropenia and infection. They are 
less able to tolerate the nephrotoxic consequences of treatment with some antibiotics 
and amphotericin B. In addition, the administration of antibiotics, blood products, 
total parenteral nutrition and hydration for amphotericin B present substantial 
intravenous fluid loads which can be quite difficult to manage in older patients with 
cardiac dysfunction. These difficulties in supportive care affect not only the results 
of initial induction therapy, but also the ability to deliver even moderately intensive 
post remission treatment. Most AML and some ALL protocols currently emphasize 
intensive post-remission therapy as a means of maximizing disease free survival. 
Complications encountered during induction often become more chronic problems 
in elderly patients thereby making the delivery of post remission therapy unsafe. 
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Fig 1. These age related differences in survival in adults with ALL treated by the 
CALGB are representative oj results in other adult treatment programs (7). 
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TABLE 1. Response Rate And Cause of Treatment Failure in Adult AML2 

PATIENT AGE (YEARS) <40 40-60 >60 

COMPLETE REPONSE 78% 71% 49% 

RESISTANT DISEASE 13 12 20 

DEATH DURING 9 17 31 
APLASIA/EARLY DEATH 

NO. OF PATIENTS 281 321 342 

ZCALGY 8525 (10). 

Until recently, it had been assumed that it was these difficulties with 
supportive care which accounted for the major decline in the short and long term 
outcome of more elderly patients with acute leukemia, despite major advances in 
both infectious disease and transfusion medicine supportive care (9). It has become 
apparent however, that there are additional, more fundamental "biologic" differences 
between adults and children and amongst adults themselves, which are age related 
and of critical importance. This review will briefly discuss some of these issues in 
patients with both AML and ALL. 

ACUTE MYELOID LEUKEMIA 

Multiple statistical analyses of CALGB treatment programs have defined 
increasing patient age as the major independent risk factor associated with poorer 
prognosis in patients with AML (10-13). Recently, a number of studies have 
demonstrated that cytogenetic findings also independently predict outcome and 
contribute a great deal to the effect associated with increased patient age (14-18). 
It is now apparent that there are a number of favorable karyotypes, usually 
characterized by balanced chromosomal translocations, which are associated with 
high complete response rate, low incidence of initial chemotherapy drug resistance, 
improved long-term disease free survival and younger median patient age. 
Conversely, other chromosomal changes such as deletions of all or part of 
chromosomes 5 and 7, trisomy 8 and abnormalities of chromosome llq23, produce 
precisely opposite results with very few long term survivors and median patient ages 
of 60 years or greater. Younger patients with these latter chromosomal 
abnormalities have a similarly grim outlook suggesting the critical association of these 
chromosomal changes and resistance to treatment. Of interest is that these same 
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chromosomal changes are frequently seen in patients with secondary leukemia 
following prior chemotherapy for another disorder as well as in patients with 
leukemia following prior myelodysplasia. Both of these entities are also refractory 
to current chemotherapeutic approaches (15-19). Furthermore, these cytogenetic 
changes have been seen in patients in whom there is a suspicion of occupational 
exposure in the etiology of the leukemia (20), suggesting that the increased frequency 
of these findings in elderly patients may represent cumulative exposure to as yet 
undefined environmental toxins. 

Table 2. Common Cytogenetic Abnormalities in AML 

APrRQX. EEEQUE~CY 
F AB MQRrHQLOQY MEJ2IAN AQE It:! ~E t:!QYQ AML 

FAYQRABLE 

t(8;21) M2 (AML with 
maturation & Auer rods) 30 yrs 5-7% 

t(15;17) M3 (progranulocytic) 40 yrs 5-8% 

abn 16q22 M4Eo (myelomonocytic 
with eosinophilia) 35-40 yrs 5% 

Ut:!EAYQRABLE 

-5,-7 (alone or variable > 60 yrs 15-20% 
in combination) 

+8 variable > 60 yrs 5-10% 

abnllq23 usually M5 
(monocytic) > 50 yrs 3% 

As summarized in Table II, the favorable translocations are closely associated 
with distinct morphologic subtypes of AML. In contrast, more elderly patients with 
-7, -5, + 8, can present with a variety of F AB histologies. Of interest is that F AB M6 
(erythroleukemia) and FAB M7 (megakaryocytic) leukemias usually have these 
cytogenetic findings, sometimes in association with other complex abnormalities. 
Based on morphologic findings of trilineage dysplasia and recent molecular studies, 
there is a strong suggestion that the leukemia in such patients is likely to be a 
hematopoietic stem cell disorder (21). Other leukemias which primarily affect less 
differentiated cells, such as chronic myeloid leukemia in blast crisis and 
morphologically undifferentiated leukemias characterized immunologically by the 
presence of CD34, also are refractory to conventional therapy (22-24). This 
observation makes sense teleologically in that hematopoiesis must persist effectively 
for the life of the organism. It would therefore seem appropriate that stem cells 
have intrinsic protection against the host of environmental agents to which they are 
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exposed during these many years. Further inferential support for this contention is 
provided by the observation that the hematopoietic stem cells can reconstitute 
otherwise lethally treated bone marrow transplant recipients despite in vitro 
incubation with extremely high concentrations of cytotoxic drugs. It is postulated that 
the multi drug resistance phenotype, expressed normally in high levels in the 
gastrointestinal tract, serves such a protective function for other organs (25). Further 
understanding of the mechanisms by which stem cells maintain resistance to cytotoxic 
agents may therefore provide clues which may permit improvements in treatment for 
a substantial fraction of older adults with AML. 

ACUTE LYMPHOCYTIC LEUKEMIA 

The systematic characterization of large cohorts of patients entered on clinical 
trials with newer immunologic, cytogenetic and molecular genetic techniques, has 
identified important differences in the leukemia cells from adults and children. 
These factors are related to the major difference in cure rate between adults ( - 20% 
disease free survival) and children (- 60% DFS, > 80% in "good risk" categories). 
This section will review these findings as well as other variables affecting outcome. 

Immunophenotype 

The blasts from the majority of adults and children with ALL are of the pre-B 
cell phenotype as defined by reactivity with antibodies against CD10 (CALLA) and 
CD19 (using B4) and confirmed more recently by detection of immunoglobulin gene 
rearrangements (4, 26). About 15% of both adults and children have leukemia with 
a T cell phenotype. Although older studies suggested a poorer prognosis for patients 
with T-cell ALL, recent reports using more intensive regimens indicate a very high 
remission rate and overall survival similar to other immunologic subtypes (27). B-cell 
ALL (surface immunoglobulin positive, FAB- L3, increased incidence of CNS 
leukemia, + j- abdominal masses, t(8;14) karyotype) occurs as a small proportion of 
cases in all age groups, and has a uniformly poor outcome. 

Adults and children do seem to differ however in the frequency with which 
their leukemia cells co-express antigens generally felt to be associated with a 
commitment to myeloid differentiation. Sobol et aI, from the CALGB, reported that 
33% of adults with ALL had either CD13 or CD33 detectable on greater than 20% 
of their blasts with the strong inference that these antigens were expressed on the 
same cells bearing lymphoid antigens (28). These individuals were older than 
patients without associated myeloid "positivity" (44 years vs 32 years) and had a 
statistically significantly inferior CR rate and survival. The incidence of myeloid 
antigen positivity may be lower in children. Mirro et al detected myeloid antigens 
in 19% of children (29); there was no effect on CR rate or event free survival. 
Further studies to quantitate the clinical impact of this apparent discrepancy are in 
order and considerable attention is now being focused on the multiple types of mixed 
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or hybrid phenotypes which can be detected in both AML and ALL using 
combinations of immunologic, molecular biologic and enzymatic techniques (30,31). 

Cytogenetics 

Although cytogenetic analyses in ALL can be somewhat more difficult tech­
nically, experienced laboratories utilizing a direct technique can successfully study 
greater than 90% of patients with ALL (32). Cytogenetic findings differ markedly 
according to age in patients with ALL. In a series of 366 consecutive children with 
ALL reported by Williams, et al from St. Jude's Hospital, a bimodal distribution of 
chromosome number was noted (32,33). Forty-two percent of patients had normal 
chromosome numbers although most of these had detectable structural abnormalities 
or translocations. Approximately the same fraction of patients had hyperdiploid 
karyotypes, with 20% of specimens having between 47 and 50 chromosomes and 27% 
with greater than 50 chromosomes. Children with marked hyperdiploidy had the best 
prognosis with patients with 47-50 chromosomes having a somewhat poorer prognosis. 
Both groups however, had a markedly better failure free outcome than patients with 
translocations. Some translocations were specifically associated with B lineage ALL 
while others are associated with T lineage. As techniques improve, it is likely that 
more such non-random abnormalities will be described. At this time, it is unknown 
why patients with numerical additions of apparently intact chromosomes have a 
distinctly superior prognosis. The Philadelphia chromosome [t(9;22)(q34;q11)] is 
uncommon in childhood ALL and is found in only about 3% of cases (32,34). 

Although there are fewer large studies in adults, it is clear that hyperdiploidy 
is extremely unusual. Some translocations, such as t(4;11) and t(8;14) (associated 
with FAB-L3, B cell ALL) occur in approximately the same frequency in adults and 
children and confer a very poor prognosis (35). Most importantly, however, the 
Philadelphia chromosome can be detected in a much higher fraction of adults with 
ALL. Early studies utilizing cytogenetic analyses alone (35) indicated that 15-20% 
of adults with ALL had detectable t(9;22). Using Southern blotting techniques and 
probes for the bcr/abl region which is the hallmark of the (9;22) translocation in 
patients with chronic myelogenous leukemia, the frequency of the Philadelphia 
chromosome appears even higher. Recent data indicate that the abl oncogene from 
chromosome 9 can be translocated to two distinct regions of the bcr locus on 
chromosome 22 (36). One translocation is in the same area found in classic CML, 
while the other is considerably downstream in the bcr region, codes for the 
production of a protein of different molecular weight, and can only be detected using 
pulse field gel electrophoresis technology (37). Until recently, it was felt that 
approximately 50% of the translocations occurred within the bcr itself (similar to 
CML) with the other 50% occurring downstream. Utilizing samples from adults 
studied and treated by the CALGB, Hooberman et. ai, have recently reported an 
overall frequency of 32% Philadelphia chromosome positivity utilizing both 
molecular techniques with most translocations detected outside of the bcr region 
(38). Molecular abnormalities were always present in patients in whom the 
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Philadelphia chromosome could be recognized cytogenetically. Importantly, however, 
the molecular techniques detected the translocations in some patients in whom 
cytogenetic analysis could not be done, suggesting that these techniques, including 
pulse field gel electrophoresis, will become a critical feature of the evaluation of 
adults with ALL in the future. 

In both adults and children, the presence of the Philadelphia chromosome 
confers a poor prognosis. In adults, all Philadelphia positive patients have B cell 
precursor ALL and no patients with T cell phenotypes have been detected in the 
CALGB series as yet (39). Such patients have a decreased rate of complete 
remission (40-50%) and there are no long term disease free survivors using 
chemotherapeutic approaches. The median age of Philadelphia chromosome positive 
adults is higher (47 years) than other adults with ALL and it is very likely that this 
major difference in the frequency of t(9;22) accounts for much of the difference in 
response to therapy and long term survival between children and adults. The higher 
median age also suggests that bone marrow transplantation will not be a suitable 
option for many Philadelphia chromosome positive adults, although preliminary 
results in small numbers of patients indicate potential benefit from allogeneic BMT 
(40). Further studies in children using molecular technology are in progress but it 
is highly unlikely, even with the enhanced sensitivity of these techniques, that the 
incidence of t(9;22) will begin to approach that noted in adults. 

Pharmacokinetics/Pharmacodynamics Of Chemotherapeutic Agents 

Doses of chemotherapeutic agents are generally administered according to 
patient's weight or body surface area without regard for potential variability in drug 
disposition and clearance amongst different individuals. Recent studies have 
demonstrated wide interpatient variability in the steady state levels of different 
antineoplastic agents in patients given the same apparent "dose". Evans et. al 
demonstrated a three fold variability in serum concentration of methotrexate in 
children with ALL receiving high dose methotrexate therapy. Patients with lower 
methotrexate concentrations had a statistically significantly shorter duration of 
complete remission and the methotrexate clearance was found to be an independent 
prognostic factor for remission duration (41). Similar studies have not been 
conducted in adults with ALL, but there are obvious potential differences between 
adults and children with regard to the following: the incidence of obesity which 
could affect drug distribution; baseline renal and hepatic function; the frequency of 
cardiac dysfunction; compliance with the large number of oral medications used in 
ALL treatment. Indeed, a recent report has suggested that variable absorption and 
metabolism of 6-mercaptopurine may be correlated with differing treatment outcome 
in childhood ALL (42). Whether these variables can account for some of the 
differences in response are unknown, but such studies would be of interest in adults, 
particularly since there is growing interest in designing treatment programs in which 
certain drugs could be administered in differing individualized doses with the intent 
of achieving a predetermined serum level (43). 
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In addition to potential dissimilarities in drug disposition, there are also 
differences between children and adults in terms of tolerance of side effects of 
particular chemotherapeutic agents. One of the most successful chemotherapeutic 
programs described in children utilizes an intensive program of administration of high 
dose I-asparaginase for 20 weeks after complete remission is achieved (44). Although 
toxicity was noted in these children, more than 90% of the children were able to 
continue to receive these high doses. In contrast, most investigators treating adult 
ALL have found it extremely difficult to administer continuous high dose 1-
asparaginase because of gastrointestinal side effects, hepatic dysfunction, 
hyperglycemia, and sporadic episodes of pancreatitis. Other ALL programs in 
children have utilized sequences of high dose therapy with a variety of different drugs 
during both remission induction and post remission therapy (45). The CALGB is 
currently piloting such an approach in adults. Although it appears that most patients 
less than 50-60 years of age can receive most of the specified doses, the toxicity 
appears to be greater than that in children. Indeed, in adults greater than the age 
of 60, drug associated mortality was excessive and doses have had to be attenuated. 
In addition to intolerance of asparaginase, there is concern, particularly in adults, 
about the increased infectious risks associated with the prolonged course of 
corticosteroids which is administered during induction. Many adult centers now note 
an increasing rate of fungal infections, which although usually controllable with 
Amphotericin B, can preclude or delay the administration of subsequent therapy. It 
is of interest that there are no contemporary comparative studies determining the 
ideal duration of corticosteroid therapy; such an evaluation would be of interest. 

FUTURE PROSPECTS 

Until the mechanisms by which specific cytogenetic changes are associated 
with resistance to treatment, detection of these abnormalities does not provide 
specific insight into new therapeutic options. Presumably, these changes are 
associated with the over or under production of normal or mutated protein products 
resulting in biochemical or cytokinetic changes or both, which confer resistance to 
available therapies. It is hoped that identification and subsequent study of the 
functions of these gene products will permit the development of rationally designed 
rather than empiric treatment for both younger and older patients in the future. 
Characterization of the structure and function of the lineage specific cell membrane 
antigens, with possible pharmacologic or immunologic modification of their function 
would also be of interest (46). Although bone marrow transplantation is a logical, 
albeit empiric approach to adults with poor prognosis ALL, there is no evidence that 
BMT in first remission is of benefit to adults who are more "standard risk" 
(Philadelphia chromosome, t(4;11) negative, low WBC count). The overall results 
of BMT are poorer in adults than children with a much higher relapse rate in the 
former (47). Prospective trials in "poorer risk" adults are needed. 

In the interim, other approaches may help improve therapy in more elderly 
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individuals. Closer pharmacologic monitoring of cancer agents with potential 
individualization of dosing may help to optimize treatment benefit while reducing 
toxicity. Because of the intrinsic biologic resistance of the leukemias found most 
commonly in the elderly, however, it is likely that such manipulations will have the 
potential to reduce toxicity but not necessarily markedly enhance cure rate. Studies 
of agents such as verapamil, cyclosporine and progesterone which can partially or 
completely reverse the multidrug resistance phenotype in vitro, are being evaluated 
and have the theoretic potential of enhancing the activity of already available drugs, 
hopefully without increasing toxicities (25). 

A number of studies have also demonstrated that administration of 
hematopoietic growth factors (granulocyte macrophage colony stimulating factor 
(GM-CSF», (granulocyte colony stimulating factor (G-CSF», can shorten the period 
of neutropenia following a variety of cytotoxic regimens and bone marrow 
transplantation (48). This is particularly relevant to elderly patients in whom 
problems with supportive care still represent a major cause of treatment failure. 
Although there is a concern that these hematopoietic growth factors may stimulate 
the proliferation of myeloid leukemia, preliminary studies have demonstrated that 
this is an infrequent occurrence when GM-CSF is administered after the completion 
of induction chemotherapy to patients with AML (49,50). There was also a 
suggestion that the period of neutropenia was shortened and the CALGB is currently 
conducting a randomized study in patients greater than 60 years of age in which 
patients are randomized to receive either GM-~SF or placebo to be begun on the 
day after completion of standard induction chemotherapy. The goal of this study is 
to determine whether neutropenia can be shortened with an accompanying decrease 
in infectious complications and death. Such an approach may also be of value in 
decreasing the complications of intensive post remission therapy. A conceptually 
similar study using G-CSF will be begun shortly in adults with ALL. In addition, the 
CALGB is initiating a study in patients with AML in relapse to determine whether 
pre-treatment with GM-CSF will stimulate proliferation of leukemic cells so as to 
enhance the cytotoxic effects of cell cycle specific agents such as cytarabine. A 
parallel approach to patients with ALL would be of interest when appropriate 
lymphokines are cloned and available for clinical trial. 

In summary, there are a number of biologic differences between younger and 
older adults with both AML and ALL which, in addition to problems associated with 
tolerance of treatment, account for the major differences in outcome observed 
between these age groups. Combined clinical and laboratory investigations hold 
promise for more precise determinations of the mechanisms of refractoriness to 
treatment with the potential for new approaches to reverse this resistance. 
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SIGNIFICANCE OF CHROMOSOMAL CHANGES IN PATIENTS OF 

DIFFERENT AGE GROUPS WITH ACUTE LEUKEMIA 

ABSTRACT 

Jacqueline Whang-Peng 

Cytogenetic Oncology Section, Med~cine Branch 
Division of Cancer Treatment, National Cancer Institute 
Bethesda, Maryland 20892 

Chromosome abnormalities have been observed in about 50% of patients with 
acute leukemia. There have been several published reports which emphasized the 
chromosomal changes in relation to the age of the patient and the morphologic type 
of acute leukemia. All observations suggest that there are both age rdated 
similarities and differences. The karyotype is an important independent prognostic 
factor in acute leukemia; however, age alone (especially above age 70) is the single 
most important factor for a poor prognosis. 

INTRODUCTION 

There have been several published reports in which chromosomal changes 
have been examined to determine if any of these changes can be correlated with the 
age of the patient within different morphologic types of acute leukemia. All the 
observations suggest that there are both age related similarities and differences. In 
this lecture, I will present the published data on this subject, as well as some data 
from my laboratory. 

MATERIALS AND METHODS 

Cytogenetic studies of acute leukemia are usually confined to the bone 
marrow because it is the site of origin for leukemic cells, and usually contains ample 
mitotic activity. Several other tissues, such as peripheral blood, lymph nodes, 
chloromas, and spinal fluid are also good sources of mitotic leukemic cells. In the 
direct procedure, the cells are immediately transferred to a 0.1-0.2,ug/ml Colcemid 
solution for 30-60 minutes; they are then harvested with sequential exposure to 
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different solutions: a hypotonic solution (which swells the cells), 1% sodium citrate 
or 0.075 M KCl or mixture of these two for 20-30 minutes, followed by several 
changes of a fixation solution, a 3:1 mixture of absolute alcohol and glacial acetic 
acid for 10 minutes and 5 minutes. Slides are then made using any of a variety of 
techniques (e.g., air-dry, wet slide, dropping). Standard Giemsa stain and banding 
stains (Giemsa-trypsin, quinacrine, and-C-banding) are used to determine the exact 
chromosomal abnormality involved in the neoplastic cells. The whole procedure and 
a preliminary report can be completed within a few hours. 

A standard Nomenclature for cytogenetic studies has been published in the 
ISCN (An International System for Human Cytogenetic Nomenclature, 1985). The 
upper short arm is termed the "p" arm and the lower part of the chromosome is the 
"q" arm. Each arm is divided into regions, bands, and subbands; plus ( + ) and minus 
(-) symbols in front of the chromosome indicate the gain or loss of the whole 
chromosome, whereas, if placed after the designated arm, indicate the gain or loss 
of part of the arm. Other common symbols include der( derived chromosome), 
ins(insertion), t(translocation), mar(marker), r(ring), and dic(dicentric). 

Chromosomal abnormalities have been observed in about 50% of patients 
with acute leukemia. Both numerical and structural chromosomal abnormalities are 
seen in the leukemic cells. Structural abnormalities include deletions, translocations, 
inversions, and isochromosome formation. 

ACUTE LYMPHOCYTIC LEUKEMIA 

According to the FAB classification (1, 2), acute lymphocytic leukemia (ALL) 
can be divided into three morphological categories, Ll, L2, and L3. 

Ll ALL: 

L2 ALL: 

L3 ALL: 

The predominant cell is small with small or not visible nucleoli 
and scanty cytoplasm. 
The cells have large nuclei and the amount of cytoplasm is often 
abundant. 
The cells are of the Burkitt's variety with a B-cell phenotype. 

The cells can be further categorized according to their immunologic surface 
markets as T-, B-, common ALL and Pre-B ALL. Most data have indicated that Ll 
and L2 ALL show similar chromosomal abnormalities; however, at the Sixth 
International Workshop on Chromosomes in Leukemia (IWCL) in Lund, Sweden, 
(3) in 1987, data gathered from laboratories of several different countries, enabled 
the participants to subdivide Ll and L2 into several subgroups on the basis of 
cytogenetic abnormalities, and to correlate the chromosome abnormalities with 
morphology, immunological markers, and clinical behavior. The patients were 
divided into ten groups according to their pretreatment karyotypes. Those with no 
chromosomal abnormality (normal) and those with chromosomal abnormality 
(aneuploidy). Patients with aneuploidy were further divided into 8 subcategories: 
PhI chromosome, t(4;11), 14q+, 6q-, <46, 46 (abnormal), 47-50, and >50. 
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In all types of ALL, the best survival was seen in patients with > 50 
chromosomes (58 months) and the lowest survivals were in the groups with t(4;11) 
and 14q + (7-8 months). Further division of the patient population into children and 
adults revealed a median survival for children with > 50 to be 96 + months, while the 
t(4;11) group has a survival of 9 months. In general, adults do more poorly 
regardless of the chromosome type; for example, the survival was 21 months for the 
group with >50 chromosomes and 7 months for the t(4;11) group. 

The t(4;11)(q21;q23) translocation has been observed in only a specific 
subtype of acute leukemia which sometimes presents in newborns as a form of 
congenital leukemia. Leukemic blasts vary from lymphoid to monocytic myeloid in 
nature. These findings are rarely seen in older patients. 

The presence of the PhI chromosome in ALL is a poor prognostic sign, one 
which occurs three times more frequently in adults than it does in children: 29 adult 
patients verses 9 children were reported at the Sixth International Workshop- Using 
DNA Probe Assay it is now possible to differentiate the true typical Ph positive 
CML, which is bcr+ and p210+, from PhI positive de novo ALL, which is bcr- and 
p190+; the cells seen during a blast crisis of CML, which arise in mult\p0tent stem 
cells and resemble those of acute leukemia, are bcr+ and p210+. Ph positive T­
ALL has been reported. The existence of T-ALL and t-celllymphoid blast crisis in 
CML supports the theory that there is a common stem cell for the hematopoietic and 
lymphoid system. It is important to identify the molecular characteristics of the PhI 
chromosome in patients because of the difference in survival in PhI positive ALL and 
CML: 12 months versus 44 months, respectively. 

A rearrangement involving chromosome band 8q24 is commonly observed in 
the t(8;14) translocation of L3 ALL. The median survival is 5 months, regardless of 
age. Figure 1 shows a patient with L3 ALL with both t(8;22) and t(14;18). 

ACUTE NON-LYMPHOCYTIC LEUKEMIA (ANLL) 

According to the French-American-British (F AB) classification system, ANLL 
can be divided into 9 categories as listed below: 

MO: 
Ml: 
M2: 
M3(M3V): 
M4: 
M5:. 
M6: 
M7: 
M8: 

ANLL but diagnosis of ALL cannot be excluded 
Acute myeloblastic leukemia maturation 
Acute myeloblastic leukemia with maturation 
Acute promyelocytic leukemia and hypogranular variant 
Acute myelomonocytic leukemia 
Acute monocytic leukemia 
Acute erythrocytic leukemia 
Acute megakaryocytic leukemia 
Definitely ANLL but not otherwise classifiable 

Several chromosomal abnormalities are commonly seen in the different 
categories of ANLL (4, 5, 6). 
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Fig. 1. A karyotype from a patient with L3; 50,XXX,-10,+18,+20,+del(5)(q12), 
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Ph! chromosome: This Ph! chromosome is indistinguishable from the one 
observed in CML (bcr). The incidence of the Ph! chromosome is lower in ANLL 
than in ALL; the percentage of affected patients varied from < 1 % (3 of 660 de novo 
cases) reported at the Fourth IWCL in 1982 (6) to 9.9% in Japanese patients 
reported by Sasaki, Kondo, and Tomiyasu (7). It has been noted that the age 
distribution of the Ph! varies in ANLL: the Ph! positive patients are evenly 
distributed throughout the various age groups under 80 years of age. 

t(8;2J)(q22;q22): Nearly all patients with this translocation have ANLL of the 
M2 variety, which is characterized by myeloid maturation and a low neutrophil 
alkaline phosphatase level. This chromosome abnormality occurs with greatest 
frequency in young patients under 45 years of age. Group Francais de 
Cytogeneticque Hematologique reported a total of 148 patients (33 children) with a 
mean age of 30.8 years. These patients had a remission rate of 90.7%, which was 
similar for both sexes regardless of age; however, the median survival was 24 months 
in children and only 16 months in adults. 

+8: Trisomy 8 is seen in all FAB subgroups. According to the Fourth IWCL 
report (6), 92% of the cases ranged in age from 20 to >60 years (median 58 years). 
A complete remission was seen in 43% of the patients and the median survival was 
6 months. (Patients with a normal karyotype had a median survival of 10 months). 

-5, deJ(5q), -7, deJ(7q): These abnormalities of chromosomes 5 and 7 are 
often seen in secondary leukemia. Twenty nine of the 128 secondary leukemia 
patients reported at the Fourth IWCL (6) with these abnormalities, 17 ( or 60%) of 
them were in the 50 to 85 year age group. In their study of chromosome 5 deletion, 
Wisniewski and Hirschhorn (8) reported that 21 of the 29 patients with refractory 
anemia, polycythemia vera, or ANLL, were aged 50 or more. It can thus be 
concluded that -5 and del (5q) are not seen in children, and both increase in 
frequency with progression in age. A substantial amount of evidence indicates that 
a greater proportion of patients exposed to chemotherapy or radiotherapy have an 
abnormal karyotype compared to nonexposed patients, and -5 and -7 are the most 
common chromosomal abnormalities seen in the exposed groups. 

Chromosome J: The age peak for abnormalities of chromosome 1 in the 
Fourth IWCL study was 60 and 70 years. The sex ratio in these patients showed a 
predominance of males (5:1). The most frequent type of ANLL was M5 (25%), 
followed by M2 (16%) and MI (14%). Breakpoints were predominantly located on 
the short arm, near the centromere at pH in cases of trisomy lq, and in the terminal 
area at p36(33- > 36) in cases with reciprocal translocation. Survival in patients with 
these abnormalities was short, and death occurred during induction and early relapse 
in 80% of the cases. 

Chromosome 3: Structural rearrangements involving chromosome bands 3q21 
and 3q26 are associated with unusually high platelet counts, accompanied by 
morphological abnormalities of thrombopoiesis in ANLL. The most common 3q 
abnormalities noted in these patients were inv(3q), t(3q-; 3q + ), ins(3;3), and ins (3;5) 
(4). 
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Fig. 2. A karyotype from a patient with M3: 46,XX,t(l5; 17)( q24,q21). 
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t(6;9) (p23;q34) and del (6)(q23): Patients with t(6;9) appeared to be in the 
younger age groups, and ranged from 5 to 51 years of age (average 40 years); the 
median survival was 5 months (4). 

t(15;17) (q24;q2l): This abnormality is seen exclusively in M3 ANLL 
(Figure 2). 

Abnonnalities of 12p, trisomy 13: Both abnormalities are associated with short 
survival (4). 

Inversion 16 and del (16) (q22): No significant morphologic differences were 
noted between these two. Abnormal eosinophilia, ranging from 8% to 54%, was 
noted with inversion of chromosome 16, and these patients have a favorable 
prognosis with standard antileukemic therapy. 

Figure 3 demonstrates chromosomal abnormalities (ring chromosome and 
other markers) in a patient with M4 ANLL. 

Correlation of survival with age 

Bernard et al (9) studied 78 adult patients with AML and found that 
increasing age was highly correlated with a shortened survival time. The greatest 
difference in heterogeneity was between patients under 59 years of age and those 
over 59. Of the 33 patients under age 59, clinical remission (CR) was obtained in 
25 cases (75.8%). Of the 45 patients over 59, CR was obtained in only 13 cases 
(28.9%). This difference is highly significant. Further classification of patients with 
AA (aneuploid), AN (mixed normal and aneuploid) and NN (normal) karyotype 
correlated with age and showed that patients under 59 showed a significant difference 
between the AA group (CR rate of 20%) and the AN and NN groups (CR rate of 
85.7%); in patients over 59, all groups showed significantly poorer remission rates 
(AA 11 %, AN 30%, NN 34.6%). 

Survival analysis of 711 patients, including 656 patients with de novo AML 
were done at the Sixth International Workshop in 1987. The findings were 
essentially identical to those reported earlier. Survival of older patients, particularly 
those over age 60, was much shorter than that of younger patients. In evaluating the 
51 patients surviving more than 4 years, none of the patients was above 70 years of 
age at the time of diagnosis; 40 patients under age 50 and 11 patients between ages 
50 and 69. 

In conclusion, the karyotype is an important independent prognostic factor in 
acute leukemia; however, age alone, especially above 70 years, is the single most 
important factor for a poor prognosis. 
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Glucocorticoids are well-known for their strong suppressive influence on 
certain cells of the immune system. These pharmacologic effects have long been 
taken advantage of to suppress immune responses and to treat leukemia and 
lymphomas. In recent years, a great deal has been learned of the mechanisms by 
which glucocorticoids affect lymphoid and related cells, and this information now 
provides a basis for studying the varying susceptibility to glucocorticoid therapy of 
the leukemias, lymphomas and myelomas in young and older patients. Expression 
of glucocorticoid receptors themselves is sometimes used as one predictive variable 
(Bloomfield, 1984; Thompson et al., 1985; Iacobelli et al., 1987). In this brief 
overview, we will outline the general pattern of expression with age of these groups 
of malignancies, discuss the recently established principles of glucocorticoid action, 
and describe some of our own experience with glucocorticoid effects on certain 
malignant lymphoid cell lines in vitro. 

In considering steroid effects on malignancies of the hematopoietic system in 
the young and the old, one must first confront the fact that these are a diverse group 
of diseases. While leukemia can be classified broadly into four major classes: acute 
lymphocytic leukemia (ALL), chronic lymphocytic leukemia (CLL), acute myelocytic 
leukemia (AML) and chronic myelocyte leukemia (CML), each of these has many 
subdivisions based on cell type, expression of surface markers, and state of cell 
differentiation (Foon et al., 1986, Soler et al., 1988). There are in addition many 
rarer forms. The biological behavior and response to therapy of these various 
leukemias varies dramatically, and so do their behavior and responses to 
glucocorticoids, depending on the specific characteristics of the transformed cell 
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involved. Malignant lymphomas represent cohesive tumorous lesions, primarily of 
lymphocytes, and are classified broadly into Non-Hodgkins' and Hodgkins' 
lymphomas, the latter characterized by the presence of unique Reed-Sternberg giant 
cells. As with the leukemias, the specific transformed cells involved result in many 
biologically important subclassifications. Myelomas are neoplasms of plasma or 
closely related cells which synthesize complete or incomplete immunoglobulins. All 
schemes of classification of these diseases are attempts to categorize so as to provide 
clean-cut information about origins, prognosis and response to therapy. That all 
these schemes remain suboptimal is attested by their continuing evolution and 
subdivision. The second point to consider is that the occurrence of different types 
of these malignancies tends to cluster at various ages: ALL and AML in young to 
mid-age adults; CLL, CML and myelomas in older adults. While these statements 
somewhat oversimplify the situation, they point up the basic truth that in considering 
the relation of aging to the morbidity and mortality caused by these diseases, one 
cannot easily follow the behavior of a single disease occurring in young to elderly 
patients. One old, basic question for which an answer would be very important is: 
Why do these differing types of hematologic malignancies cluster in certain age 
ranges? A third issue of importance is that among normal hematologic cells, 
glucocorticoid sensitivity varies widely. Immature T cells are inhibited, even lysed 
by glucocorticoids (Review: Homo-Delarche, 1984; Berczi, 1986), while mature T 
cells are much less sensitive. Subtypes of T cells appear to have variable sensitivity 
(Distelhorst and Benitto, 1981). B cells are generally found to be rather insensitive 
to inhibition by glucocorticoids, though there are exceptions. Fourth, and finally, the 
effects of glucocorticoids on normal cells of hematologic origin are both direct and 
indirect. These steroids are strong regulators of the genes for severallymphokines 
upon which the normal growth and function of hematologic cells depend. Thus for 
example, Interleukins 1 and 2 and Interferon 'f are all down-regulated by 
glucocorticoids (Reviews: Munck et al., 1984; Gessani et al., 1988; Vacca et aL, 
1990). Since T cell growth and function depend on such lymphokines, the steroid 
hormone's inhibition of the normal cells may be to a significant extent secondary to 
inhibition of lymphokine expression. Indeed, it has been proposed that this is the 
normal way which an immune response is damped (Munck et aL, 1984). 

These four issues, then, must be kept in mind while attempting to evaluate the 
effect of glucocorticoids on leukemic diseases in elderly versus younger patients: the 
diversity of the diseases, the predominance of certain of these diseases in various 
age ranges, the natural categories of corticoid sensitivity or resistance among classes 
of normal lymphoid cells, and the potential of secondary control through regulation 
of some lymphojcytokines by corticoids. The last two factors will obviously affect 
the patient's own immune system, and the effect of aging on the immune system 
response to glucocorticoids must also be evaluated. Some exploration of this 
question in normals has been carried out (Review: Makinodan and Hirayama, 1985). 
Many malignant hematologic cells have lost or modified their dependence on 
lymphokines; so this level of control will vary greatly depending on the specific 
malignancy studied. 
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STRUcruRE OF GLUCOCORTICOID RECEPTOR 

Most physiologic and pharmacologic glucocorticoid actions are mediated 
through specific intracellular receptors (GR), found in almost all mammalian cells. 
The human GR (hGR) is a protein of 87,000 Daltons as predicted from its DNA 
sequence (Hollenberg et al., 1985) but which shows an apparent Mr of - 94,000 on 
denaturing polyacrylamide gel electrophoresis, presumably due to artifacts resulting 
from protein phosphorylation. It is coded by a single gene located on chromosome 
5q32 (Francke and FaeHner, 1989). After binding its specific class of ligand, the GR 
is activated, in which form it elicits specific cellular responses by regulating the 
expression of various responsive genes (Reviews: Yamamoto, 1985; Ringold, 1985; 
Evans, 1988; Beato, 1989; Burnstein and Cidlowski, 1989). The GR and other 
steroid hormone, thyroid, retinoic acid and vitamin D receptors are therefore ligand­
dependent transcription factors, forming a large family, all members of which share 
certain features. A fragment of the rat GR cDNA was the first of these genes to be 
cloned (Miesfeld et al., 1984), quickly followed by the hGR and its complete cDNA 
coding sequence (Hollenberg et al., 1985). Other members of the steroid hormone 
receptor family followed. By mutagenesis followed by expression of the mutated 
receptor genes in transfected cells, three fundamental domains in the GR have been 
defined. In sequence from the amino-terminal end of the protein, these are the 
highly immunogenic/transactivation domain, the DNA binding domain, and the 
ligand binding domain (Weinberger et al., 1985). They have been found in closely 
similar locations in rat and mouse GRs (Miesfeld et al., 1986; Danielsen et aL, 1986). 
As other steroid receptors have been cloned, sequenced and examined, these same 
features have been evident (Reviews: Evans, 1988; Miesfeld, 1989; Carson-Jurica 
et al., 1990). Homologies between the GR and the v-erbA protein led to the 
discovery of the thyroid hormone receptor(s) (Weinberger et al, 1986; Sap et al., 
1986), and gene library searches with the sequences for the DNA binding regions 
of the GR and other related receptors resulted in the cloning of the vit D receptor 
(McDonnell et al., 1987). the retinoic acid receptor (Petkovich et aL, 1987; Giguere 
et aL, 1987) and a score or more of related genes with as yet unknown ligands and 
function (Ryseck et al., 1989, Watson and Milbrandt, 1989). All these genes together 
comprise what has come to be known as the steroid receptor gene superfamily. 
Figure 1 is a simple line diagram of some of the members of the family. Vertical 
marks show the limits of the DNA binding and steroid binding regions, where 
known. One can see that the size of the DNA binding region is rather constant 
through the array. The ligand binding region is less so, and the amino-ends are least 
similar in size. The constant size of the DNA binding region is a reflection of 
structural constancy also. The DNA binding regions of these proteins contain the 
sequences with the greatest degree of homology, and certain amino acids are 
invariant. The homologies are greatest among subsets of these proteins that bind 
identical ligands. even across species. For example, rat, mouse and human GRs' 
DNA binding regions are nearly identical. Between GRs and progesterone 
receptors, slightly greater differences in DNA binding regions exist. The extent of 
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Figure 1. Proteins of The Steroid Receptor Super Family. 
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The diagram shows a partial list of the members of this family of 
structurally related proteins. Each protein is shown as a horizontal 
line whose length is proportional to the length of the protein's 
amino acid sequence, amino terminal at the left (N) and carboxy 
terminal the right (C). The proteins are aligned at their nearly 
constant-sized DNA-binding regions, bounded by a pair of vertical 
lines under the heading DNA. The ligand-binding region lies to 
the carboxy-terminal end (LIGAND), with its amino-terminal limit, 
where known, indicated by a third vertical stroke. In those 
examples studied, the portion of the molecule towards the amino 
terminal relative to the DNA binding region is important for 
transcription activation; hence this region is under the heading 
TRANSCRIPTION. (It is well-known that other portions of these 
molecules also play important roles in regulation of transcription). 
The initials at the right signify the name of the particular family 
member, i.e. GR, glucocorticoid receptor; MR, mineralocorticoid 
receptor, T3R, thyroid hormone receptor, etc. Several proteins 
shown indicate "orphan" members of the superfamily, proteins 
whose function and ligand (if any) are unknown, e.g. NGFIB, nerve 
growth factor induced gene B. 



differences increase as one compares estrogen, thyroid, and other family members 
to the GR. There are lesser, but considerable homologies between ligand binding 
regions, and least between amino-terminal regions. One might predict the necessity 
for ligand class-specific distinctiveness in the ligand binding domains, to provide 
specific, high affinity fit between ligand and receptor. The variability of the proteins 
in the region amino-terminal to the DNA binding portion suggests that it may confer 
functions unique to each receptor. These three domains are functionally 
independent entities, as demonstrated by experiments involving interchanging ligand 
binding and DNA-binding domains of two unrelated receptors (Green and 
Chambon, 1987; Petkovich et at., 1987; Harbour et at., 1990). 

i) Amino terminal, trans-activation domain 

This region, between the amino-terminal and the DNA binding region, 
constitutes about half of the human GR protein (Weinberger et at., 1985). This 
region is rich in acidic amino acids, like aspartate and glutamate. Use of yeast 
GAlAjhGR chimeras, in which the hGR DNA binding region was replaced with 
that of the yeast GAlA protein, suggested that autonomous trans-activation signals 
reside both in the amino and carboxy terminal segments of the human GR (Evans, 
1989). A strong transcription regulatory region found in amino terminal region of 
hGR is known as tau 1 (Giguere et at., 1986; Hollenberg et at., 1987). Mutants of 
the hGR having duplications of the tau 1 region were "super" active in driving the 
transcription of MMTV-CAT constructs. Deletion of this region caused virtual 
elimination of the transcription activity (Evans, 1989). The amino terminal domain 
of the GR may have interaction signals for other transcription factors (Schule et at., 
1988). The GR from an nti mutant of mouse lacks much of its amino terminal 
region and is defective in the lymphocytolysis process (Miesfeld, 1989 and references 
therein). Although the evidence points to a significant role for tau 1 in stimulation 
of transcription by the GR, the region is not fully mapped in terms of its overall 
contributions to the GR functions. This domain, in coordination with other 
domains of the GR, determines the optimal functioning of this protein for 
transcription enhancement. 

ii) DNA binding Domain 

The DNA binding domain of the GR is a region of about 65 amino 
acids. It can be cleaved from the rest of the GRby proteolysis (Carlstedt-Duke et 
at., 1982). Analysis of deletion mutants showed that the amino-terminal and 
carboxy-terminal regions of the GR are not needed for site-specific in vitro binding 
to DNA (Rusconi and Yamamoto, 1987; Giguere et at., 1986). As noted above, it 
is the DNA binding domain of the GR that has maximum homology with the 
analogous regions of other steroid receptors. This region is rich in cysteines, and 
many of them are conserved among all the steroid receptors (Reviews: Evans 1988, 
Miesfeld 1989, Carson-Jurica et aI., 1990). Site-directed mutagenesis of the DNA 
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binding region showed all the conserved cysteines to be essential for optimal 
transcription activity, as tested in transfection experiments. Activation of 
transcription and ability of the GR to bind specific DNA sequences in vitro are 
closely related. However, DNA binding capability of the GR is not sufficient for 
optimal transcription activation (Miesfeld et al.. 1987; Evans, 1989 and see above). 
As shown in Figure 2, the DNA binding domain of the GR can be divided into two 
"zinc fingers", similar to that of transcription factor III A (Miller et al., 1985) and 
numerous other transcription factors. By analyzing X-ray absorption and visible 
spectra, it was shown that two zinc molecules are involved in forming coordinated 
cysteine units in the zinc fingers of the rat GR (Freedman et al., 1988). Both the 
fingers are required for the optimal activity of the GR (Hollenberg and Evans, 
1988). However, the first or amino-terminal zinc finger of the GR and estrogen 
receptors is critical in determining the specificity of binding to target gene DNA 
(Green et al., 1988, Hard et al., 1990). In addition, a few amino acids within the 
"knuckle" C-terminal to the first zinc finger were found to be strongly involved in the 
sequence-specific binding of the GR (Danielsen et al., 1989). 

In the absence of ligand, the glucocorticoid receptor appears to exist primarily 
in the cell's cytoplasmic compartment (Walters, 1985, Antakly et al., 1989). One 
molecular/genetic analysis implicated an arginine/lysine rich region close to the 
DNA binding domain as the signal for nuclear translocation (Picard and Yamamoto, 
1987; Rusconi and Yamamoto, 1987). When this region of the protein was intact, 
addition of ligand to tissue culture cells resulted in shift of the GR to the nuclear 
compartment. Similar sequences of amino acids located similarly in other steroid 
receptors also seem to be essential for nuclear localization (Review: Carson-Jurica 
et al., 1990), although these receptors are found in nuclei even in the absence of 
their ligands (King and Greene, 1984; Perrot-Applanat et al., 1985). 

iii) Steroid Binding Domain 

Succeeding a short stretch of amino acids, the remaining 220 amino 
acids from 557 through 777, the carboxy-terminal, comprise the steroid binding 
domain. It appears that this region forms a tight but fragile structural unit 
responsible for proper hormone binding. Many amino acids participate critically in 
its structure, since mutations throughout the sequence drastically reduce the steroid 
binding of the GR (Hollenberg et al., 1987, 1988, Godwski et al., 1987; Miesfeld et 
al., 1987; Danielson et al., 1986). Some amino acids that make close contact with 
bound glucocorticoid have been identified. The covalent glucocorticoid affinity 
ligand dexamethasone mesylate (Simons and Thompson, 1981) has been found to 
bind to cysteine 656 of the rat GR (Simons et al., 1987), and photo-activated 
labelling with TA identified met 622 and cys 754 as binding sites (Carlsted-Duke et 
al., 1988) of the rat GR. Similar experiments showed that dexamethasone mesylate 
binds to cys 644 of the mouse GR (Smith et al., 1988). The extremely tight binding 
of the synthetic phenylpyrozolo steroid cortivazol, a very potent glucocorticoid 
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GRE consensus sequence GGTACAnnnTGTTCT 
Figure 2. Diagram of The hGR (Upper Horizontal Bar), Its 
DNA-binding Sequence Amino Acids 421-486, And The GRE 
Consensus Sequence to Which The DNA-binding Domain Binds. 

In GR, numbers at top indicate amino acid positions in the primary sequence. 
MODULATOR, DNA, and GLUCOCORTICOID refer to mapped regions of 
the protein. MODULATOR contains transcription-enhancing regions DNA 
is the core DNA-binding region. GLUCOCORTICOID refers to the steroid 
ligand binding region. The GR DNA-binding domain shows part of the amino 
acid sequence between 421 and 486 in the configuration of two "zinc fingers," 
with key amino acids named and variable ones shown by -. The model proposes 
that the invariant m coordinate binding a Zn in each "fmger" (from Danielsen 
et al., 1986). 

The GRE consensus sequence, compiled from several glucocorticoid· regulated 
genes, shows the DNA sequence critical for binding GR. Bases in the nucleic 
acid are given by the standard code in caps; lower case n's refer to three variable 
bases (from Beato, 1989). 
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(Harmon et af., 1981; Schlecte et af., 1985; Schlecte and Schmidt 1987; Thompson 
et aI., 1989) suggests that the ligand binding pocket must have a deep hydrophobic 
region to accept the phenyl group, which has been shown by X-ray crystallography 
to extend in planar arrangement from the pyrazolo-moiety fused to the A ring 
(Czerwinski and Thompson, unpublished results). 

Aside from simply binding ligand, this region plays several critical roles in 
GR function. In the unliganded receptor, the steroid binding region appears to 
prevent the DNA binding region from interacting with its specific DNA binding site. 
This conclusion is based on experiments showing: that mutations destroying ligand 
binding block the ability of GR to activate genes carrying the appropriate binding 
site (Hollenberg et ai., 1988; Bronnegard et af., 1988); that complete deletion of the 
steroid binding region results in a GR which is a weak but constitutive transcription 
activator (Hollenberg et aI., 1987, 1989; Miesfeld et af., 1987) and that the 
unliganded GR in cell extracts is invariably found complexed to the protein HSP90. 
Ligand binding results in dissociation of HSP90 from GR concomitant with gain of 
site-specific DNA-binding and transcription stimulating activity (Review: Pratt, 
1990). The amino acid sequence necessary for HSP90 binding is located in the 
steroid binding region (Denis et af., 1988; Pratt et af., 1989; Dalman et af., 1989).The 
DNA and steroid binding regions interact to induce genes, but each can act as an 
independent unit. Thus chimeric receptors constructed with the DNA binding region 
of the GR replacing that of the estrogen receptor are activated by estradiol due to 
the ER-specific ligand binding domain, but activate GR-specific genes, determined 
by the GR's DNA binding domain interacting with its specific sites in those genes 
(Green and Chambon, 1987). These chimeric receptors also conveyed an estrogen­
induced lethal response to leukemic cells normally killed only by glucocorticoids 
(Harbour et aI., 1990). 

Finally, the steroid binding region has in its amino-terminal end a region, tau 
2, that stimulates the transcriptional potency of the GR (Giguere et af., 1986; 
Hollenberg et aI., 1988). Similar transactivation regions have been found in the 
carboxy terminal portions of estrogen receptors (Webster et at., 1988) and are 
important for receptor dimerization (Fawell et af., 1990). Binding of ligand not only 
frees the receptor to bind DNA, it also enhances that binding, at least in tests of 
estrogen, thyroid, retinoic acid receptors and chimeras of the DNA and ligand­
binding regions between them (Wu and Pfahl, 1988). Receptor binds to specific 
DNA sequences as a dimer, in a cooperative fashion (Schmid et aI., 1989; Tsai et at., 
1989). It may be that the enhanced DNA binding by liganded receptor is due to 
enhanced dimerization (Eriksson and Wrange, 1990). 

The GR not only stimulates gene transcription; it also down-regulates 
expression of certain genes (Reviews: Beato, 1989; Miesfeld, 1989; Carson-Jurica 
et af., 1990). The trans activation domains of GR seem less important for this 
negative regulatory function, but detailed structure/function analysis of the negative 
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regulation of genes by GR is still under investigation (Akerblom, et ai., 1988). It is 
intriguing that unliganded retinoic acid and thyroid receptors can act as negative 
transcription factors for certain genes normally stimulated by their ligands (Glass et 
ai., 1988; Graupner et ai., 1989). Analogous experiments have not as yet been 
carried out for GRs, but the cytoplasmic localization of unliganded GR makes such 
activity less likely. 

Glucocorticoids and other steroids also regulate expression of some genes at 
post-transcriptional levels (Raghow et ai., 1986; Riegel et aI., 1987; Dong et ai., 1988; 
Rosewicz et ai., 1988). The role of receptor in this regulation is unknown. 

GLUCOCORTICOID RESPONSE ELEMENTS 

The cis-active, specific regulatory DNA sequences to which GRs bind when 
activated are referred to as glucocorticoid response elements (GREs). These were 
first identified in the mouse mammary tumor virus long terminal (MMTV LTR) 
(Buetti and Diggelmann, 1983; Scheidereit et ai., 1983; Payvar et ai., 1983) and 
have been located in several other glucocorticoid-induced genes, including tyrosine 
aminotransferase, glutamine synthetase, metallolthionein IIA, globulin, 
tryptophan oxygenase, thyrotropin-releasing hormone (Lee et ai., 1988), and 
others (Reviews: Yamamoto, 1985; Evans, 1988; Beato, 1989). The exact sequence 
of GREs varies slightly in various genes. However, a consensus GRE sequence, 
GGTACANNNTGT(T/C)CT has been defined (Beato et ai., 1987). The 
hexamer, TGTICT, the partial dyad symmetry, and the spacing of the semi­
symmetrical sequence are critical for the regulation of the transcription by the GR, 
and they have always been found in the GREs of glucocorticoid-induced genes 
studied, except that for phosphoenolpyruvate carboxy kinase (Review: Carson­
Jurica et ai., 1990). Positive GREs are usually found in pairs or in multiples. They 
are usually present in the 5' flanking promoter region; however they can be found 
even 3' of the promoter, as in the first intron of the growth hormone gene (Slater 
et at., 1985). Nuclease protection analysis of the promoter region of the tyrosine 
aminotransferase gene revealed the presence of two groups of GREs, which were 
present about 2.5 kb upstream from the transcription start site. The distal GRE in 
the gene was weakly active; however the proximal GRE could not function alone, 
probably because it is less symmetrical. Cooperative interaction between both 
GREs was needed for optimal transcriptional activity (Jantzen et at., 1987). Two 
more physiologically important GREs have been identified farther upstream, about 
5 kb upstream from the transcription start of the gene (Grange et ai., 1989). 
Cooperative interaction between pairs of GREs are also needed for the optimal 
transcriptional regulation of tryptophan oxygenase gene and mouse mammary tumor 
virus (Danesch et at., 1987; Chalepakis et at., 1988). GREs can also interact 
cooperatively with other enhancer elements (Review: Ptashne, 1988; Altschmied 
et ai., 1989). 
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GREs are also recognized with high affinity by progesterone and androgen 
receptors (Strahle et ai., 1987; Ham et aI., 1988; Danison et ai., 1989). The 
glucocorticoid and progesterone receptors can bind hormone response sequences in 
the lysozyme gene at sites that overlap but are not quite identical (von der Abe et 
ai., 1985). A recent study compared the dual control of a hormonal response 
element by progestin and glucocorticoid in the same cell line (Nordeen et ai., 1989). 
Site directed mutagenesis experiments indicated that an estrogen response element 
(ERE) can be converted into a GRE by 1-2 base substitutions (Klock et ai., 1987). 
Two regions outside the loops were identified which were critical in differentiating 
between the glucocorticoid, estrogen or thyroid response elements (Umesono and 
Evans, 1989). In sum, gene induction by glucocorticoid usually requires GREs, but 
other receptors also can use these elements, and slight differences in sequence and 
interactions with other DNA elements and their binding factors probably have a lot 
to do with the specific response seen in each particular gene. 

REPRESSION OF TRANSCRIPTION BY THE GR 

A small number of genes have been studied so far that are negatively 
regulated by the glucocorticoid receptor. These include proopiomelancortin 
(POMC) (Eberwine and Roberts, 1984; Charron and Drouin, 1986; Beaulieu et ai., 
1988), prolactin (Camper et aI., 1985; Sakai et ai., 1988), rRNA (Cavanaugh et ai., 
1984), the 0( subunit of human glycoprotein hormones (Akerblom et ai., 1988) and 
the glucocorticoid receptor itself (Okret et ai., 1986; Kalinyak et aI., 1987; Dong et 
ai., 1988; Rosewicz et aI., 1988). Sequences which seem to mediate negative 
regulation by the GR have been identified in the prolactin and POMC genes. These 
sequences are dissimilar to the positive GRE sequences (Sakai et ai., 1988; Drouin 
et ai., 1989). It is believed that both transcriptional and post-transcriptional 
mechanisms are involved in the GR mediated down-regulation of its own mRNA 
(Dong et at., 1988; Rosewicz et at., 1988). One group has shown that GR interacts 
in the 3' untranslated sequences of its gene, and this might be involved in the 
negative regulation of its message (Okret et ai., 1986). About 3,000 bases of the 
promoter region of the GR gene from a human lymphocyte library have been 
sequenced in our laboratory. This region lacks any classical GRE, CAAT or TATA 
box and contains many binding sites for transcription factor Spl (Zong et ai., 1990). 
A 1.5kb fragment of this region containing the transcription start site was used to 
drive the expression of a reporter gene transfected into COS cells. Our preliminary 
results (Ashraf, Zong and Thompson, unpublished results) show that this promoter 
region of the GR gene may be involved in its negative regulation. In the case of the 
gene for thelX-suhunit of pituitary FSH and LH, interference he tween the GRE and 
an overlapping cyclic AMP response element seems to account for negative 
regulation (Akerhlom et aI., 1988). 
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POSSIBLE MECHANISMS INVOLVED IN DETERMINING THE EFFICIENCY 
OF TRANSCRIPTIONAL REGULATION BY GLUCOCORTICOID RECEPTORS 

The mechanisms involved in the transcriptional regulation by the GR are yet 
to be completely understood. On the basis of the studies to date, it can be 
concluded that there are involved: 1) Cooperative interactions between GREs in 
responsive genes. In an in vitro transcription system, driven by GR, tandem GREs 
are considerably stronger than single ones (Tsai et al., 1990). 2) Interaction of 
transcription factors with the hormone receptor (Review: Ptashne, 1988), synergistic 
in some cases (Schule et al., 1988), may determine the rate of the transcription of 
a gene. Relative availability of these factors may determine tissue-specific 
hormonal response. 3) Chromatin structural features may also be important. Some 
studies have suggested that nucleosomes, positioned critically, can prevent binding 
of various trans factors in the regulatory regions of the gene. After binding to 
hormone regulatory elements, the activated steroid receptor may help in moving 
up nucleosomes so that various specific factors could bind in those regions 
(Review: Beato, 1989). 

MECHANISM OF ACTIVATION OF THE RECEPTOR 

There are several interdependent and closely regulated steps which GR 
undergoes prior to the transcriptional regulation of the responsive genes. These 
steps are phosphorylation, binding of the hormone, dissociation of heat shock 
protein 90 (HSP 90), translocation to the nucleus, proper binding of the activated 
GR to the specific recognition sequences in the chromatin, receptor dimerization 
and interactions with other nuclear factors. However, the exact biochemistry of 
these steps is still being studied. 

It is generally believed that a phosphorylated form of the GR, which binds 
steroids, is needed for optimal functioning (Schmidt and Litwack, 1982; Mendel 
et at., 1990; Hoeck and Groner, 1990). However, this step of the GR activation 
pathway is not fully understood. In its non-activated form, the GR is found 
associated in vivo with a heat shock protein, HSP 90 (Housely et al., 1985; 
Mendel et al., 1986; Pratt et at., 1989). Hormone dependent dissociation of HSP90 
from the GR is required for the activation of the receptor (Sanchez et at., 1987; 
Pratt et al., 1989; Pratt, 1990). Binding of hormone is essential for the GR to be 
translocated to the nucleus, and withdrawal of hormone causes reverse translocation 
of the GR back to the cytosol (Hock et al., 1989). Sanchez et al (1990) have 
identified a unique 56-59 kDa (p56-59). protein which complexes with inactivated 
GR-HSP 90 complex. The homodimer form of the receptor may be needed for 
optimal specific hinding to DNA. Loss of the N-terminal domain of the receptor 
disrupts these contacts, which results in decreased specificity of DNA binding 
(Ericksson and Wrange, 1990). Thus the picture that is emerging is that the 
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unactivated GR HSP90 complex (possibly + p56-59) binds steroid, releasing the 
holoreceptor, which trans locates and cooperatively binds to GREs as a homodimer, 
possibly associating with other transcription factors. 

MODELS FOR THE GLUCOCORTICOID-RECEPTOR ACTIONS IN 
HEMATOLOGIC DISEASES OF THE YOUNG AND OLD 

As a model for the effects of glucocorticoids and their receptors in a typical 
childhood leukemia, we have worked extensively with clones from a cell line known 
as CEM (Foley et al., 1965). These cells are primitive T lymphoblasts, CD-4 
positive, and our standard "wild-type" clone is known as C7. CEM-C7 cells are quite 
sensitive to dexamethasone and contain receptors for that class of ligand. The 
biological and biochemical effects seen, following addition of glucocorticoid to these 
cells, depend on occupancy of receptor (Norman et al., 1981; Harmon et al., 1984). 
Figure 3 shows a simple time line of some of the major effects that we have 
described in these cells. In an hour or so after addition of dexamethasone, one sees 
the beginning of induction of glutamine synthetase and soon thereafter of the 
glucocorticoid receptor itself (Harmon et al., 1982; Eisen et al., 1988). Also, in this 
early time period, there is rapid down regulation of the messenger RNA for the c­
myc protooncogene (Yuh and Thompson, 1989). These events reach their full effect 
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at about 12 to 18 hours, depending on the specific response. Up to and including 
about 24 hours, if all steroid is washed from the cells, no effect is seen on cell 
viability as measured by the ability of the cells to clone (Norman et ai., 1978; 
Harmon et ai., 1979). Beginning at about 24 hour and increasingly thereafter, other 
events occur. These include sequestration of cells in a Gl-like cell cycle phase, the 
beginning of cell death which occurs in a stochastic fashion, and a number of 
biochemical parallels such as deinduction of ornithine decarboxylase, thymidine 
kinase and rRNA synthesis (E.B. Thompson, unpublished results). Starting around 
36 hours, one sees increasing degrees of DNA fragmentation. By 72 hours or so, 
there has been considerable cell kill, and few cells of the original population survive. 

We have shown that spontaneous resistance to high dose of dexamethasone 
occurs in this clone of cells, at a rate of about 10-5 per cell per generation, and we 
have derived mutant subclones from C7 with or without mutagenesis, followed by 
selection in dexamethasone (Harmon and Thompson, 1981). In these clones growth 
continues unabated, even in the presence of up to 10-5M dexamethasone. We have 
shown that all such clones contain one or another form of receptor defect (Harmon 
and Thompson, 1981; Harmon et at., 1984, 1985, 1989; Schmidt et ai., 1980; 
Thompson et ai., 1988). In addition, we have isolated a clone from the original 
uncloned CEM stock without a selection in hormone. This clone has glucocorticoid 
receptors which appear to be normal, but is none the less resistant to cell lysis by 
dexamethasone (Zawydiwski et at., 1983). These results combine to show the 
receptor dependence of cell kill, the need for continued steroid at receptor­
saturating concentrations for a long period before death occurs, and the correlation 
of certain biochemical events with the kill process. The most striking of these 
correlation is the deinduction of the protooncogene c-myc. We recently found that 
this deinduction is tightly correlated with the ability of the hormone to elicit 
eventual cell lysis (Yuh and Thompson 1989). In this sense it is quite unlike certain 
other biochemical parameters, such as the induction of glutamine synthetase. Its 
induction occurs normally in CEM-C1 cells, the clone that has receptors but is not 
growth inhibited or lysed by glucocorticoids (Zawydiwski et aI., 1983). Such 
inducible markers are a measure of the functionality of the receptor but are 
dissociable from growth inhibition. In clone Cl, c-myc is not deinduced and the 
cells are not growth inhibited, showing that although the receptor functions, its 
ability to provoke cell lysis can be dissociated from that event by some blockage. 
Somatic cell hybrids between clone CEM-Cl and one of our receptor deficient 
clones, showed that this block is not dominant and that the receptor in C1 could 
complement the defect in the receptor mutant (Yuh and Thompson, 1987). We 
have confirmed that result in subsequent experiments by supplying the same mutant 
clone (ICR 27) with a transfected DNA coding for the entire human GR. This also 
restored the ability of this mutant to respond to dexamethasone with cell lysis 
(Harbour et at., 1990). We have now begun to map the regions of the glucocorticoid 
receptor necessary for cell lysis by further transfections of various modified human 
glucocorticoid receptor genes to see whether they restore the lysis response of the 
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receptor-defective mutant clone. Our initial gene transfection experiments pointed 
to the importance of the DNA binding region for this process. An insertion mutant 
in the first zinc finger of the hGR blocked the lytic effect in the transfected cells, 
and a chimeric gene containing the DNA binding region of the hGR, replacing that 
of the estrogen receptor, converted signal for the lytic response from glucocorticoid 
to estrogen (Harbour et al., 1990). Pursuing these results, we have now carried out 
transfection experiments with a larger number of mutant glucocorticoid receptors 
(Figure 4). We are now preparing a full report of this work, but our preliminary 
results indicate that neither the steroid binding region of the receptor nor the amino 
terminal region preceding the DNA binding site, is essential for provoking the lytic 
response. Furthermore, they show that loss of the steroid binding region leaves a 
receptor form which in itself is lytic, even in the absence of ligand. The potency of 
this form is equal to that of holoreceptor + ligand, in contrast with the results for 
induction of genes from GRE sites. The role of the myc protooncogene product in 
control of normal and malignant lymphoid cell growth with age, and the function 
and behavior of the glucocorticoid receptor therefore obviously represent areas of 
relevance to the intentions of this workshop. 
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As a second model system typical of one of the hematologic malignancies 
more often seen in the elderly. we have been studying several cell lines derived from 
multiple myeloma. With these we have been able to show that some are 
glucocorticoid sensitive and others are resistant, although all have glucocorticoid 
receptors. Thus we have shown formally that those myelomas which are responding 
to glucocorticoid therapy can be doing so as a result of the direct effects of the 
steroid on the myeloma cell itself, even though these are of B cell derivation, a class 
of lymphoid cell traditionally thought to be relatively resistant to glucocorticoids. 
In the clone of myeloma cells which are sensitive to growth inhibition by 
glucocorticoids, we have made a singular observation. As background to this data 
it is important to point out that many studies have shown in a variety of tissues,'that 
often the effect of administration of glucocorticoid is down regulation of its own 
receptor, which may occur by any of several mechanisms (Okret et al., 1986; 
Kalinyak et al, 1987; Dong et ai., 1988; Rosewicz et al., 1988). Recently however, 
Harmon's laboratory found that dexamethasone induces rather than reduces the 
glucocorticoid receptor and its message in a clonal line of glucocorticoid-inhibited 
acute lymphoblastic leukemic cells (Eisen et ai., 1988). We carried out similar 
studies in the myeloma cell lines under study in our laboratory. The results (Figure 
5) showed that OPM-II, the line sensitive to inhibition of growth by glucocorticoid, 
also showed induction of the GR message. The concentrations of hormone to carry 
out this induction were consistent with those for occupancy of receptor; so there was 
a rough proportionality between extent of GR mRNA induction and extent of 
occupancy of receptor, based on the affinity of ligand for receptor in those cells. 
Only at extremely high concentrations was there a very slight induction of receptor 
in OPM-I, the line of growth insensitive cells (Gomi et al., 1990). 

These findings provoked our curiosity about the nature of the promoter of 
the glucocorticoid receptor gene. How could this gene in some cells respond to 
ligand by induction and in others by repression? Accordingly, we have cloned and 
sequenced the genomic gene for human GR (Zong et ai., 1990). We found that it 
contains no authentic GRE sites in the 3,000 bases prior to the transcription start 
sites. Instead, the promoter is rich in GC boxes, known as binding sites for the 
ubiquitous transcription factor SPl. As in other GC-rich promoters, the hGR 
promoter lacks other canonical promoter regulatory sites (Le. TATA box and CAAT 
box). At approximately -2.5 kb, the hGR regulatory region shows two sequences 
consistent with the nGRE found in the POMC gene. Whether these function to 
convey down-regulation of hGR by its own ligand in those cells and tissues where 
that effect is seen, remains to be shown. Since there is no GRE in the promoter of 
the human GR, it seem likely that the ligand-dependent induction of the gene occurs 
as a result of indirect rather than direct actions of glucocorticoids. It is possible also 
that true GREs will be found even farther upstream. Since the content of GR in 
cells is related to their degree of response, the regulation of this gene in aging 
populations and in the cancers of old versus young patients, will be important to 
understand. 
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** 

OPM-l OPM-2 

Figure 5. Regulation of GR mRNA by DEX. 

Cells were treated with 1O-9M (1), 5 x IO-9M (2), 1O-8M (3), or 1O-7M (4) DEX for 
24 h. Total cellular RNA was extracted and slot blotted onto Gene Screen Plus 
filters. The filters were ftrst probed for GR and reprobed for tubulin after stripping 
the GR probe. Autoradiograms were scanned densitometrically and the GR signal 
was normalized to the tubulin control, to adjust for slight variations in RNA applied. 
Data are mean..±. SD, n = 4 or 5. Signiftcant difference from control (C):*P<O.05; 
**P<O.OI. Reprinted from Gomi, et al., 1990, with permission of the publisher. 

SUMMARY 

In this paper we have briefly reviewed the nature of leukemias and 
lymphomas in the old and the young. We surveyed in general the ways in which 
lymphoid cells and other hematologic elements respond to glucocorticoids, 
mentioning that there may be direct or indirect effects on their growth by these 
ligands. We have reviewed the current general model for the action of 
glucocorticoids in all cells, namely the fact that the actions of these steroids are 
mediated to a large extent through binding with ligand-activated transcription 
factors, their receptors. The growing wealth of detail about the nature of the 
interaction of these receptors with regulatory sites in the genome is discussed. 
Finally, we have described our results with lines of tissue culture cells representing 
clones from a typical leukemia of the young, and of myeloma, a typical hematologic 
malignancy of the elderly. Several features of the effects of glucocorticoids on these 
cells point up areas that would be pertinent to explore in aging and in the 
relationship of hematologic diseases to survival and response to therapy in the older 
versus the younger patient. 
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INTRODUCTION 

Age is one of the most important prognostic factors affecting outcome in the 
treatment of patients with neoplastic diseases. The negative impact of age is almost 
uniformly encountered with any solid tumor or hematologic malignancy. Detailed 
analysis of the negative implications of age on therapeutic outcome uncover tumor­
related factors, host-related factors and some degree of the interaction between 
tumor and host-related factors. For example, it is generally accepted that histologic 
or cytologic subtype of Hodgkin's Disease or the acute leukemias have an important 
effect on outcome. The general observation is that the prognosis for Hodgkin's 
Disease is worse on older i.e. > 60 years of age compared to younger patients i.e. 
in the 20-30 year age group. However, it is not the diagnosis of Hodgkin's Disease 
per se that has a poorer prognosis in elderly patients but rather the impact of a more 
aggressive variant of Hodgkin's Disease (lymphocyte depleted) which has a higher 
frequency of occurrence in elderly patients compared to younger patients. Likewise, 
the frequency and duration of response as well as curability of ALLl in elderly 
patients is much lower than that possible in children. Reasons for this lesser effect 

lALL - Acute Lymphocytic Leukemia; AML - Acute Myelogenous Leukemia; 
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include the fact that elderly patients with ALL have not only a higher frequency of 
biphenotypic ALL but also a higher frequency of Philadelphia chromosome positive 
ALL, both of which have negative prognostic implications in any age group. Older 
patients with AMU more commonly have a history of antecedent myelodysplasias or 
secondary leukemias, historical features that have a negative prognostic impact in any 
age group. 

Host-related factors include features related to the impact of aging and co­
morbid diseases on loss of organ reserve or function. These consequences of aging 
and co-morbid disease have profound effects on drug tolerance, physiologic 
pharmacology and various pharmacokinetic features as noted below. These host 
factors limit the possibility for treating the patient as aggressively as one might 
approach younger patients. This limitation is accentuated by the narrow therapeutic 
index of most anticancer drugs and declining organ reserve, both of which are manifested 
as poor drug tolerance. 

The combined effects of co-morbid disease and neoplasias will have further 
negative implications on outcome of therapy. For example, the combined effects of 
chronic obstructive pulmonary disease inpatients with lung cancer; alcoholism and 
its consequent nutritional deficiencies in patients with head and neck cancer; cirrhosis 
in patients with hepatomas. 

While age is a well recognized poor prognostic feature, its implications have 
greater impact when considered as physiological age rather than chronological age with 
due consideration for co-morbid diseases. This paper will summarize general aspects 
of cancer drug pharmacokinetics and the impact of changes in various physiologic 
parameters that are associated with increasing age on these pharmacokinetic parameters. 
To date very little work has been done in this important area of cancer medicine. Given 
that the median age and the incidence of cancer in the U.S. population is increasing, 
further attention to the clinical pharmacology of anticancer drugs in the aged is 
clearly warranted. The following will summarize the effects of age on various 
pharmacologic parameters along with conjecture as to how these changes might 
influence cancer drug clinical pharmacology. 

PHARMACOKINETICS: BASIC DEFINITIONS 

Pharmacokinetics, the measurement of blood concentration of a drug over time, 
encompasses the processes of absorption, distribution, metabolism, and elimination. 
Although absorption of a drug or drug formulation can occur at different sites (oral, 
sublingual, rectal, topical, etc.), the following discussion of absorption will only consider 
absorption after oral administration. Absorption of a drug is influenced by several host 
factors including gastrointestinal pH and gastrointestinal transit time. The physicochemi­
cal properties of a drug (solubility, pKa) will influence the extent of drug dissolution, 
membrane transport, and subsequent gastric absorption. Absorption can be defined as the 
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transport of a drug across the gastrointestinal mucosa and into the systemic circulation. 
Because of portal blood flow, drugs absorbed into the systemic circulation enter directly 
into the liver. Once in the liver, certain drugs may be metabolized extensively with little 
drug reaching the systemic circulation and the targeted site of drug action. Bioavailability 
includes processes affecting drug absorption and the extraction of the drug by the liver 
during its "first-pass" through this organ. Thus, if hepatic disease is present, the 
bioavailability of a compound which is normally extracted extensively by the liver may 
increase without any change in absorption occurring. 

The apparent volume of distribution of a drug reflects the diffusion of the drug 
into extravascular fluid, muscle tissue and the adipose tissue, as well as its binding to 
plasma proteins. The apparent volume in which the drug distributes is determined by 
dividing the amount of drug administered by the plasma/serum concentration of the drug. 
This volume is described as the apparent volume of distribution because it does not 
necessarily reflect a "true" volume but is indicative only of the distribution of a drug. 

Although metabolism of most drugs can occur throughout the body, the organ 
responsible for the greatest degree of drug metabolism is the liver. There are two major 
categories of hepatic drug metabolism;- phase I metabolism and phase II metabolism. 
Phase I processes are involved in the oxidative and reductive modification of drugs into 
either active or inactive compounds. The majority of drug metabolism occurs by phase 
I processes. Thus, diseases or concomitant drugs which alter or compete for this enzyme 
system may alter the pharmacokinetic disposition of several drugs. Phase II processes 
involve the conjugation of a drug into a water soluble compound by the attachment of a 
polar functional group (e.g. glucuronide). The metabolism of compounds in this 
system is generally altered only in the presence of very severe hepatic dysfunction. 

The elimination of drugs can occur via a number of processes. Major routes 
of drug elimination include hepatic, biliary, and renal elimination. The kidney 
is an important route of elimination for several compounds. Depending on the 
physicochemical properties of the drug, a drug may be filtered at the glomerulus, 
secreted by renal tubules, or absorbed back into the systemic circulation after renal 
tubular absorption. These processes may all be involved in the elimination of certain 
renally eliminated compounds. Compounds which compete for renal elimination may 
cause elevations in plasma concentrations of other drugs eliminated through similar 
mechanisms. Additionally the presence of kidney disease may alter the disposition of 
certain drugs. 

PHARMACOKINETIC CHANGES IN THE ELDERLY 

With advancing age, a decline in several physiologic processes has been 
observed. A decline in respiratory, renal, and cardiac function is associated with 
advanced age (Figure 1). It is important to mention that the decline in certain 
physiologic functions depicted in Figure 1 represents trends for the entire aged 
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population. As has been indicated by other authors, the elderly have a greater 
variability in biochemical and physiologic processes as compared to younger 
individuals (Williams, T. F., 1987). Thus, a decline in various physiologic or 
biochemical processes may be dramatic in some individuals but minimal in others. 
Depending on the magnitude of changes in various physiologic and biochemical 
processes that occur with aging, the disposition of may drugs may be altered. 
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Figure 1. Percentage of Function Remaining vs. Age 
The values shown are relative to those at age 30 years. Key: maximal breathing 
capacity (e); renal plasma flow by para-amino hippurate clearance (o); renal 
plasma flow by diodrast clearance (o); vital capacity (t:.); glomerular filtration 
rate by inulin clearance (I); cardiac index (~). Adapted from Mayersohn M. "Special 
pharmacokinetic considerations in the elderly. In: Applied Pharmacokinetics. (Eds.) Evans 
W. E., Schentag, J. J., and Jusks, W. J. Applied Therapeutics Inc., Spokane, 1986. 

Antineoplastic compounds have been traditionally regarded as having a narrow 
therapeutic index. Alterations in the pharmacokinetic profile (Le. absorption, 
distribution, metabolism, elimination) of anticancer agents may result in increased 
host toxicity. A lack of knowledge concerning specific physiologic processes which 
may affect drug disposition in the aged and a poor understanding of the clinical 
pharmacology of individual antineoplastic agents may bias judgement on the choice 
of an inappropriate dose for potentially effective chemotherapeutic agents. Specific 
pharmacokinetic processes which may be altered in the elderly and examples of 
individual anticancer agents which may be affected by alterations of these processes 
are discussed below. 
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Alterations in Gastrointestinal Function 

A number of anticancer agents are available as oral preparations (Table 1). 
Alterations in gastrointestinal absorption could significantly reduce the bioavailability 
of certain compounds. Gastrointestinal function is altered with advancing age. The 
gastric emptying time has been reported to be delayed in the elderly (Van Liere E. 
J. and Northup D. W., 1941). However this finding is complicated by other age­
independent factors (drugs, stress, disease states) which may alter gastric emptying 
in the elderly patient. Recent studies have attempted to discern whether a difference 
exists in the gastric emptying rate in the elderly person (Evans M. A et al., 1981; 
Moore J. G. et aI., 1983). Moore et aI. observed a significant delay in liquid 
emptying rates of elderly males as compared to young males. However, no 
significant difference was observed in solid food emptying rates between the two 
groups. Evans et al also observed a significant increase in the liquid emptying rates 
in the older as compared to young, healthy volunteers. Drugs which require a rapid 
onset of action or have a rapid clearance can potentially be altered in the presence 
of delayed gastric emptying. However, the effect of delayed gastric emptying on the 
bioavailability of oral anticancer agents is unknown. 

Table 1. Oral Antineoplastic Agents 

Busulfan 
Chlorambucil 
Cyclophosphamide 
Melphalan 
Lomustine 
Semustine 
Mercaptopurine 
Methotrexate 
Thioguanine 

Hydroxyurea 
Procarbazine 
Prednisone 
Aminogluthethimide 
Tamoxifen 
Estrogens 
Progestins 
Etoposide 

Studies have shown that the elderly have significant elevations in gastric pH as 
compared to younger individuals (Vanzant F. R. et aI., 1932). Alterations in gastric 
pH could potentially affect the absorption, stability, and dissolution of several orally 
administered drugs, including chemotherapeutic agents. Studies assessing the 
influence of gastric pH have found absorption to be unaltered when comparing young 
normal subjects versus elderly patients with elevated gastric pH (Kramer, P.A et aI., 
1978). Although potential alterations in gastric pH could affect drug dissolution, 
me.mbrane transport and hence, drug bioavailability, there are no detailed studies of 
the effect of changes in gastric pH on the absorption of anticancer compounds. 
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Despite the potential for diminished absorption in the elderly due to alterations 
in gastrointestinal function, several studies have noted that the absolute 
bioavailability of medications in elderly individuals is not significantly different from 
that in younger individuals (Divoll, M. et ai., 1983; Cusack, B. et ai., 1979). 
Alterations in drug absorption in the elderly may be more influenced by concomitant 
drug therapy, concurrent disease states, and nutritional status rather than age per se. 

Alterations in Body Composition 

With advancing age, several changes have been noted in body composition. The 
elderly have decreased body water, decreased lean body mass, and increased body fat. 
Because of these alterations in body composition, the distribution of several drugs, 
including chemotherapeutic agents may be altered in elderly patients. Compounds which 
primarily distribute into water will have a smaller apparent volume of distribution, 
resulting in higher peak concentrations after intravenous bolus administration. Likewise, 
compounds which are lipid soluble will have a larger apparent volume of distribution. 
Because the elimination half-life is influenced by changes in either the systemic clearance 
or volume of distribution, such changes in observed in the elderly may increase or 
decrease the elimination half-life. In general terms, an increase in the volume of 
distribution (Vc) with no change in systemic clearance results in a prolongation of the 
elimination half-life. A decrease in the Vc (observed with hydrophilic compounds in the 
elderly) results in a shortening of the elimination half-life (the clearance remains 
unchanged). 

Other factors influencing antineoplastic drug distribution in the elderly include 
changes in plasma protein and tissue binding due to decreases in both plasma proteins and 
decreased lean body mass. These changes may influence the apparent volume of 
distribution and steady-state concentrations of certain antineoplastic agents. Several 
anticancer drugs are extensively bound to plasma proteins (Table 2). Due to the narrow 

Table 2. 
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Serum/Plasma Protein Binding of Anticancer Drugs 

Carboplatin 

Cisplatin 

(parent <10%) 
(active species >90%) 
(parent <10%) 
(active species >90%) 

Daunorubicin (50%) 
Doxorubicin (50%) 
Mitoxantrone (75-95%) 
Rtoposide (95%) 
Teniposide (99%) 
Methotrexate (50%) 



therapeutic index of anticancer drugs, alterations in the binding of highly bound anticancer 
drugs may result in higher concentrations of unbound drug. Since the unbound drug is 
the pharmacologically active species, an increase in unbound concentrations of anticancer 
compounds may lead to excessive toxicity. 

Numerous studies have demonstrated a difference in the plasma protein binding 
of drugs in young and elderly subjects (Shin, S. et ai, 1988; Patterson, M. et al., 1982; 
Divoll, M. and Greenblatt, D.J., 1982). Of significance for drugs primarily bound to 
serum albumin, there is an age related decline in serum albumin concentrations 
(Greenblatt DJ, 1979). Several drugs, including anticancer drugs (e.g. etoposide, 
teniposide) are extensively bound to serum albumin (Stewart, C.F. et al., 1989). With the 
decline in lean body mass in advancing age, potential alterations in the tissue binding of 
drugs could be affected. Anticancer drugs with extensive tissue binding include 
doxorubicin and daunorubicin. 

Alterations in hepatic function 

In addition to alterations in hepatic function which may occur due to the 
involvement of tumor within the liver, there is a decline in hepatic function with 
increasing age. Given the large number of anticancer agents extensively metabolized 
by the liver (Table 3), reduction in liver function with advancing age could influence 
the therapeutic index of several anticancer agents. Unlike the use of creatinine 
clearance to quantitate renal function, hepatic function has no well accepted biological 
marker. Given the number of drugs which are metabolized by the liver, it is very 
difficult for clinicians to determine proper dosage adjustments necessary for patients 
with various degrees of hepatic function. 

Table 3. Anticancer Drugs with Extensive Hepatic Metabolism 

Cyclophosphamide 
Daunorubicin 
Doxorubicin 
Etoposide 
5-Fluorouracil 
Ifosfamide 
Nitrosureas 
Teniposide 
Vincristine 
Vinblastine 
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Because of the lack of a suitable endogenous marker for liver function, 
researchers have attempted to quantitate hepatic function through the administration 
of model substrates. These substrates are administered to quantitate hepatic 
oxidative processes (antipyrine), conjugative processes (lorazepam), and liver blood 
flow (indocyanine green). 

The clearance of antipyrine, a compound eliminated totally by hepatic oxidative 
processes, has been observed to be diminished with advanced age (Vestal, R. E. et 
ai.. 1975; Liddell, D. E. et ai., 1975). The unbound clearances of both diazepam and 
theophylline (both extensively metabolized by hepatic oxidative processes) have been 
shown to be significantly diminished in the elderly, thus reflecting reduced hepatic 
enzymatic activity (Shin, S. et ai, 1988; Greenblatt, D. J. et ai., 1980). Several 
anticancer compounds e.g. cyclophosphamide and ifosfamide, are metabolized by 
hepatic oxidative processes. If hepatic oxidative function was reduced by age related 
or disease-related processes, less drug may be converted to the active phosphoramide 
mustard with a consequent reduction in therapeutic efficacy. Unlike hepatic oxidative 
function, hepatic conjugative processes (phase II) are generally not affected by age. 

Alterations in Renal Function 

Of all of the physiologic changes in the elderly which influence the disposition 
of drugs, none is more dramatic than the decline in renal function. Tubular 
absorption (Miller, J. H. et ai., 1952), secretion, and glomerular filtration (Davies, D. 
F. and Shock, N.W., 1950) all decrease in elderly individuals. However, the degree 
of decline in renal function in elderly patients may vary substantially. This may 
require little or no dosage adjustment in some patients or substantial dosage 
reductions for others. Tbere are several anticancer agents whose disposition is 
altered in either moderate or severe renal impairment or should be used with caution 
dm~ to risk of further renal impairment (Table 4). 
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Table 4. Anticancer Drugs Requiring Dosage Reduction in 
Renal Dysfunction 

Bleomycin 
Carboplatin 
Cisplatin 
Methotrexate 
Streptozocin 
Aminoglutethimide? 
Cyclophosphamide? 
Etoposide? 



Because the availability of clinical assays for methotrexate R in serum, serum 
concentrations can be closely followed and leucovorin R administered as needed 
depending on the serum concentration of methotrexate and its degree of renal 
impairment. Nomograms for selecting doses of carboplatin based on creatinine 
clearance and desired decline in platelet count have been published (Egorin, MJ. et 
aI., 1985). Additionally, other investigators have adjusted cyclophosphamide and 
methotrexate doses according to creatinine clearance in elderly patients with breast 
cancer (Gelman, R.S. and Taylor, S.G., 1984). Toxicity in the elderly was reduced 
in this study with apparently equivalent efficacy to patients requiring no dosage 
adjustment. Whether adjusting doses of cyclophosphamide in the presence of renal 
insufficiency reduces toxicity is unclear. The elimination of cyclophosphamide and 
its metabolites has been reported to be prolonged in patients with renal dysfunction 
(Bagley, C. M. et aI., 1973; Mouridsen, H. T. and Jacobsen, E., 1975). Despite these 
alterations, other investigators have noted that no difference in toxicities occur when 
patients with renal insufficiency are administered full doses of cyclophosphamide 
(Humphrey, R. L. and Kvols, L.K., 1974). 

DOSE AND DOSE INTENSITY VERSUS ANTICANCER RESPONSE 

Several animal (Bruce, W. B. et aI., 1966; Griswold, D. P. et aI., 1963; Schabel, 
F. M. et aI., 1984; Skipper, H. E. et aI, 1964) and clinical studies (Bonnadonna, G. 
and Valagussa, P., 1981; Cohen, M. H. et aI., 1977; Pinkel, D. et aI., 1971) have 
demonstrated a positive correlation between anticancer drug dose and response or 
survival. In addition, other studies have determined the dose intensity of treatment 
(e.g. mg/m2/week) to be an important determinant of response and/or survival 
(Carde,.P et aI., 1983; Hyrniuk, W. and Bush, H., 1984; Hyrniuk, W. and Levine, M. 
N., 1986; Hyrniuk, W. M., 1987). The importance of dose and dose intensity have 
been the subject of recent editorials (De Vita, V. T., 1986; Hyrniuk, W. M., 1988). 

AGE-RELATED DIFFERENCES IN CANCER TREATMENT 

Elderly cancer patients have been reported to have less favorable outcomes 
(decreased response, shorter duration of response) as compared to disease-matched 
younger patients. Although several explanations have been proposed to account for 
these differences (i.e. increased incidence of advanced disease, comorbid disease, 
advanced disease at diagnosis), several studies have demonstrated that the elderly 
receive less intensive therapy (i.e. lower doses of first-line chemotherapeutic agents 
or selection of second-line agents associated with fewer toxicities) than younger 
cancer patients (Allen, C. et aI., 1986; Greenfield, S. et aI., 1987; Mor, V. et aI., 1985; 
Samet, J., 1986). Even after accounting for concomitant diseases, elderly patients 
received less intensive therapy. 
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Although it is generally perceived that elderly cancer patients may have 
more complications from chemotherapy than younger patients, several studies have 
demonstrated that elderly cancer patients do not differ in toxicities or response to therapy 
as compared with younger patients (Begg, C. B. and Carbone, P. P., 1983; Cohen, H. I. 
et aI., 1983; Cohen, H. 1. and Bartolucci, A., 1985) although other studies have reported 
differences (Peterson, B. A. et aI., 1982). The evidence suggests that anticancer drug 
dosage reductions should not be made on the basis of chronological age but in the 
presence of conditions which may alter the disposition of anticancer agents and predispose 
the patients to excessive toxicities. Thus, certain elderly patients with preexisting health 
problems (renal dysfunction, hepatic dysfunction, poor nutritional status) will require 
adjustment of anticancer drug dose but other elderly patients may be able to tolerate 
equivalent dose intensity as that given to younger individuals. 

Many anticancer drugs demonstrate steep dose-response relationships. Although 
dose is a critical determinant of response for chemosensitive malignancies, failing to 
lower doses of anticancer doses in patients with altered drug disposition may also 
affect response. As noted above, several studies have demonstrated that dose 
intensity (dose per unit time, e.g. mglm2/week) correlates with response. Patients 
who have excessive toxicities may have to have their treatment delayed or missed 
entirely and thus receive a lower dose intensity than what was originally prescribed. 
Therefore giving a elderly patient an excessive dose of an anticancer agent without 
adjustment for alterations in the pharmacokinetic disposition of that agent may result 
in excessive toxicity (myelosuppression, mucositis) which will delay further therapy, 
thus altering the overall dose intensity and perhaps influencing their treatment 
outcome. Clinicians treating elderly cancer patients with the goal of cure, must 
identify patients which may have alterations in the disposition of anticancer agents 
and make suitable dosage reductions while also identifying patients who will need 
only minimal or no changes in their therapy to ensure the maximum benefit of 
therapy for all elderly patients. 

INDIVIDUALIZATION OF THERAPY IN THE ELDERLY CANCER PATIENTS -
A SUMMARY 

As has been discussed by others (Reidenburg, M. M., 1987), individualization of 
therapy is critical in the treatment of the elderly patient. Thus, dosage reductions should 
be made with evidence of compromised organ function or other factors affecting the 
disposition of anticancer drugs and not based on age alone. 

The pharmacokinetics of many drugs, including anticancer drugs, are highly 
variable. In young patients with normal indices of hepatic and renal function, the 
clearance rate and systemic exposure (area under the curve or AUC) of various 
antineoplastic agents has been observed to vary by a factor greater than five (Smyth, 
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R. D. et al., 1985; Evans, W. E. and Relling, M. V., 1989). As discussed above, several 
physiologic processes affecting the disposition of drugs decline with advancing age. 
However, as pointed out, the degree in which these alterations occur in the elderly 
population are highly variable. Certain patients may have dramatic decreases in 
physiologic function while other patients may have only a slight decline. With these 
findings, one would anticipate the clearances and AUCs of antineoplastic drugs in the 
elderly to be highly variable. However there are very few studies which have evaluated 
the pharmacokinetic variability of antineoplastic agents in the elderly. 

Given the lack of studies that address pharmacokinetic variability of anticancer 
agents in the elderly, it is possible that pharmacodynamic differences seen in certain 
elderly patients (excessive toxicity) may be linked to the variability in the systemic 
exposure (AUC) of antineoplastic agents. Several studies have correlated pharmacokinetic 
parameters of antineoplastic agents with indices of antitumor response or toxicity 
(Bennett, C. L. et al., 1987; Egorin, M. J. et al., 1985; Egorin, M. J. et al., 1986; Evans, 
W. E. et al., 1986; Rodman et aI., 1987). Similar studies are needed for elderly cancer 
patients. Because of large interpatient pharmacokinetic variability in the elderly 
population, adaptive control of antineoplastic dosing based on pharmacokinetic and 
pharmacodynamic data may ensure the individualization of therapy in the elderly. 
Investigators have noted that adaptive control of antineoplastic drug administration is 
feasible (Forrest, A. ct al., 1988; Ratain, M. J. ct aI., 1989). 

Until studies that relate anticancer drug disposition to effect (response or toxicity) 
in the elderly become available, basic knowledge of altered physiologic processes in the 
elderly can allow individualization of drug dose for certain anticancer agents. With the 
knowledge that the most dramatic difference between the elderly and the young is renal 
function and the knowledge of specific chemotherapeutic agents requiring dosage 
reductions in renal dysfunction, appropriate dose intensity can be delivered to elderly 
cancer patients. As discussed previously, Gelman and Taylor (1984) were able to reduce 
the toxicity of anticancer agents in elderly patients (without compromising outcome) by 
adjusting anticancer dose based on creatinine clearance. Oncologic practice now routinely 
measures methotrexate serum concentrations with identification of patients at high risk 
for developing toxicities and individualization of leucovorin rescue'. Additionally, 
nomograms have been published which allow for individualization of carboplatin dose 
based on creatinine clearance (Egorin, M. J. et al., 1985). 

Thus, clinical oncologists must maintain a thorough knowledge of the clinical 
pharmacology of anticancer compounds to ensure the rational use of anticancer 
compounds and prevcnt arbitrary dose reductions in the elderly cancer patient. Likewise, 
in the presence of organ dysfunction, knowledge of the metabolism and elimination of 
anticancer drugs and their active metabolites is essential in order to prevent severe 
toxicity and treatment delays. With an increasing number of elderly cancer patients, more 
research into the clinical pharmacology of cancer drugs in the aged is clearly needed. 
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INTRODUCTION 

Systemic therapy with cytotoxic drugs is the basis of most effective treatments of 
disseminated cancers. Additionally, adjuvant chemotherapy can offer a significant 
survival advantage to selected patients following the treatment of localized disease with 
surgery or radiotherapy, presumably by eliminating undetected minimal or microscopic 
metastatic tumor. However, the responses of tumors to chemotherapeutic regimens vary 
and failures are frequent owing to the emergence of drug resistance. Patterns of 
treatment response and tumor sensitivity are conveniently divided into three groups. First, 
high complete response rates are common for some intrinsically drug-sensitive tumors 
such as childhood ALL, Hodgkin's disease, non-Hodgkin's lymphomas, and testicular 
cancer. A second group including tumors such as breast carcinomas, small cell lung 
cancers, and ovarian carcinomas are also usually highly responsive to initial treatments 
but more often become refractory to further therapy. Relapses in either group of tumors 
generally herald the emergence of tumor cells which are resistant to the antineoplastic 
agents used initially and often drugs to which the patient was never exposed. Therefore, 
success with salvage chemotherapies has been limited. Finally, a third common pattern 
of drug sensitivity is found in tumors which are intrinsically resistant to most chemother­
apeutic agents. This group is represented by malignancies such as non-small cell lung 
cancers, malignant melanoma, and colon cancer. For these tumors, the number of 
active antineoplastic agents is few and significant chemotherapeutic responses are 
effected in a minority of cases. 

The phenomenon of clinical drug resistance has prompted studies to clarify 
mechanisms of drug action and identify mechanisms of antineoplastic resistance. It 
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is expected that through such information drug resistance may be circumvented by 
rational design of new non-cross-resistant agents, by novel delivery or combinations 
of known drugs, and by the development of other treatments which may augment the 
activity of or reverse resistance to known antineoplastics. Multiple mechanisms of 
antineoplastic failure have been identified using in vitro (tissue culture) and in vivo 
(animal and xenograft) models of antineoplastic failure. A list of these general 
mechanisms of cellular resistance to anti-cancer drugs are categorized in table I. Other 
factors including anatomic, pharmacologic, and various host-drug-tumor interactions 

Table I. General Mechanisms of Drug Resistance 

Cellular and Biochemical Mechanisms 

Decreased drug accumulation 
Decreased drug influx 
Increased drug efflux 
Altered intracellular trafficking of drug 

Decreased drug activation 
Increased inactivation of drug or toxic intermediate 
Increased repair of drug induced damage to: 

DNA 
Protein 
Membranes 

Drug targets altered (quantitatively or qualitatively) 
Altered cofactor or metabolite levels 
Altered gene expression 

DNA mutation, amplification or deletion 
Altered transcription, post-transcriptional processing or translation 
Altered stability of macromolecules 

do not involve specific cellular defenses (table II). The oral drug bioavailability and 
renal clearance of drug vary widely from patient to patient and may account for failure 
of drug therapy or result in excess toxicity. Furthermore, bone marrow stem cell reserve, 
especially in patients previously treated with chemotherapy or radiation therapy, can 
also severely limit the doses of chemotherapy tolerated by relapsed patients, thus 
compromising treatment effectiveness. These pharmacodynamic problems are particularly 
relevant in the elderly cancer patient. 
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Table II. Mechanisms Relevant to In Vwo Resistance 

Host-tumor interactions 
Pharmacologic and anatomic drug barriers (tumor sanctuaries) 

Host-drug interactions 
Increased drug inactivation by normal tissues 
Decreased drug activation by normal tissues 

decreased bioavailability 
Pharmacogenetics or patient characteristics 

relative increase of normal tissue drug sensitivity (toxicity) 

The mechanisms of drug resistance have been largely determined in experimental 
systems. However, some have been implicated in clinical chemotherapeutic failure. 
Evidence which bears upon these mechanisms of resistance as well as strategies to 
circumvent them are discussed below. First, we discuss the general mechanisms of 
cellular drug resistance and then some specific examples in the sections that follow. 
Additionally, the important concept of resistance to multiple antineoplastic agents, 
resistance to specific classes of drugs, and resistance mechanisms unique to in vivo 
situations are discussed. 

GENERAL MECHANISMS OF DRUG RESISTANCE 

Experimental selection of drug resistance by repeated exposure to single 
antineoplastic agents will generally result in cross-resistance to some related agents 
of the same drug class. This phenomenon is explained on the basis of shared drug 
transport carriers, drug metabolizing pathways, and intracellular cytotoxic targets of 
these structurally and biochemically similar compounds. Generally, the resistant cells 
retain sensitivity to drugs of different classes with alternative mechanisms of cytotoxic 
action 36,64. Thus cells selected for resistance to alkylating agents or antifolates will 
usually remain sensitive to unrelated drugs such as anthracyclines. Exceptions include 
emergence of cross-resistance to multiple, apparently structurally and functionally 
unrelated drugs to which the patient or cancer cells were never exposed during the 
initial drug treatment. Despite apparent differences in the families of drugs associated 
with multiple drug resistance phenotypes, when the mechanisms underlying these 
phenotypes are identified, we frequently discover that the involved antineoplastic agents 
share common metabolic pathways, efflux transport systems, or sites of cytotoxic action. 
Conceptually then, the targets of multiple drug resistance mechanisms are similar to 
the targets of single agent resistance mechanisms. 

Decreased drug accumulation 

Decreased intracellular levels of cytotoxic agents is one of the most common 
mechanisms of drug resistance. This may result from decreased drug influx due to 
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a defective carrier-mediated transport system. Decreased influx via a high affinity 
folate-transport system2 is a well described cause of methotrexate resistance 34,61. 

A deficient membrane transport system has similarly been identified in cells resistant 
to nitrogen mustard 27. Enhanced drug efflux may also lower intracellular steady state 
levels of drugs. Cells which are multiply resistant to antineoplastic drugs due to 
overexpression of the P-glycoprotein drug efflux pump (classical multidrug resistance 
or MDR) represent the most important example of this mechanism of resistance 11). 

Altered drug metabolism 

Decreased activation of pro-drugs and increased inactivation of active species can 
confer resistance to selected antineoplastic agents. For example, many antimetabolites 
and some alkylating agents (e.g. cyclophosphamide) are administered as pro-drugs which 
must be activated to their cytotoxic forms by the targeted tumor or by other tissues. 
Resistance to some nucleoside drugs such as cytosine arabinoside has been associated 
with decreased conversion to its cytotoxic species 7, 19. Furthermore, enhanced 
inactivation of both pyrimidine and purine analogs by deaminases has been linked to 
resistance toward these agents 38,63. Finally, cofactor levels may modify drug toxicity. 
For example, optimal formation of inhibitory complexes between S-fluorodeoxyuridine 
monophosphate (FdUMP) and its target enzyme, thymidylate synthetase require the 
cofactor S,lO-methylene tetrahydrofolate 37. 

Increased repair 

Cells contain multiple complex systems involved in the repair of membrane and 
DNA damage. Because such damage may occur as a direct or secondary consequence 
of cytotoxic drug action, altered intrinsic repair mechanisms can influence drug 
sensitivity. For example, resistance to cisplatin, a drug whose cytotoxic action is thought 
to involve intrastrand DNA cross-linkages, has been associated with altered activities 
presumed to reflect increased DNA repair. 

Altered drug targets 

The mechanisms of cell kill of several antineoplastic drugs involve interactions 
between the drug and an essential intracellular enzyme. These interactions result in 
alteration or inhibition of normal functions. Quantitative or qualitative changes in these 
enzyme targets of antineoplastic drugs can compromise drug efficacy. These changes have 
been demonstrated in several enzymes associated with drug resistance cells including 
dihydrofolate reductase 33, thymidylate synthetase 3, and topoisomerase II 54. 

Altered gene expression 

The cellular mechanisms of drug resistance outlined above depend upon 
altered levels or function of key gene products. One of the important findings observed 
in laboratory models of drug resistance has been the prevalence of somatic gene 
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amplification as a common mechanism of drug resistance resulting in increased 
intracellular proteins. 

RESISTANCE TO MULTIPLE DRUGS 

De novo and acquired cross-resistance to multiple antineoplastic agents can result 
from several alternative factors and processes. Accordingly, we have grouped the major 
patterns of cross-resistance into three categories on the basis of their presumed underlying 
mechanisms: classical or P-glycoprotein-dependent multidrug resistance (MDR), 
multidrug resistance confined to drugs which are topoisomerase II poisons, and multidrug 
resistance in which the pattern of cross-resistance to particular agents may resemble the 
other two groups but apparently occurs independently of P-glycoprotein or topoisomerase 
II functions. Additionally, more speculative mechanisms of multidrug resistance 
mediated by non-specific xenobiotic metabolizing enzymes are discussed separately. 

Classical (P-glycoprotein-dependent) MDR 

An in vitro model of multidrug resistance (MDR) was described by Biedler and 
co-workers over two decades ago 6. In these studies cultured cells selected for resistance 
by exposure to actinomycin D developed cross-resistance to a surprising array of 
structurally diverse compounds including Vinca alkaloids, puromycin, daunomycin, 
and mitomycin C. Subsequently, induction of this pattern of cross-resistance has been 
observed by numerous investigators who have selected cells in the presence of the 
same and other drugs. Generally, exposure of cells to any of the drugs (many of which 
are listed in table III) related to this MDR phenotype can result in cross-resistance to all 
other members of the phenotype 20. Drug transport studies using parental and MDR 
cells have demonstrated that the reduced cytotoxicity of these drugs is the result of 
decreased drug accumulation secondary to enhanced drug efflux 39,56. Furthermore, 
the emergence of MDR has been associated with increased levels of a membrane bound 
glycoprotein, P-glycoprotein (P-170 or MDR-associated protein). 

The view that P-glycoprotein is the energy-dependent drug efflux pump 
responsible for MDR is supported by pharmacologic, genetic, and biochemical data. 
First, the expression of P-glycoprotein is associated with concomitant increases in drug 
efflux and resistance. Furthermore, gene transfer experiments have shown that the 
expression of P-glycoprotein genes is sufficient to confer drug resistance 31, 67. 

P-glycoproteins are encoded by members of a multigene family present in the mammalian 
genome. Analyses of these mdr genes have revealed a striking sequence homology 
between P-glycoproteins and several bacterial transport proteins 10,32. The deduced amino 
acid sequences of P-glycoproteins predict the presence of two pairs of six transmembrane 
domains and two ATP binding sites (Fig. 1). Photoaffinity labeling experiments have 
demonstrated direct binding of drugs to P-glycoprotein 58. Finally, the distribution 
of P-glycoprotein on the luminal surfaces of normal tissues including renal tubules, 
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Table III. Cross-resistance Pattern of Classical MDR 

extracellu lar 

membrane 

intracellular N 

Class 

anthracyclines 

antibiotics 

anti-microtubule drugs 

epipodphylotoxins 

glycosylation 
site 

Drug 

doxorubicin 
daunorubicin 
mitoxantrone 

actinomycin D 
plicamycin 

vincristine 
vinblastine 
colchicine 

etoposide 
tenoposide 

Figure 1. Model of P-glycoprotein 

c 

colon, small intestine, and bile canaliculi is consistent with its proposed role in excretory 
transport 30. Thus, P-glycoprotein appears to fulfill the requirements predicted of a 
membrane-bound energy dependent drug carrier. 

P-glycoprotein associated MDR is subject to significant phenotypic heterogeneity. 
The relative degree of cross-resistance to the drugs listed in table III will vary depending 
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upon the cell line and the selecting drug. Moreover, the magnitude of the drug 
accumulation defect may appear insufficient to account for the degree of resistance. 
This phenotypic variability may result from the expression of alternative mdr alleles, 
by expression of different members of the mdr gene family, or through mutations in 
the mdr gene. While, the human genome contains two closely related mdr genes, 
only one of these genes, mdrl has been shown to confer drug resistance in man 20. 

Mutations in the coding region of the mdrl gene have been reported to alter the 
relative resistance patterns of cellsl4. Post-translational modifications of P-glycoprotein 
may also alter its pump function. For example, P-glycoprotein can be phosphorylated 
by protein kinase C8 and by a novel membrane associated protein kinase 62. Activation 
of protein kinase C by a phorbol ester was associated with altered 3H-vinblastine 
accumulation when cells were incubated in the presence of the MDR reversing agent, 
verapamil 8. While the function of P-glycoprotein phosphorylation is poorly understood, 
these results suggest that altered kinase activities may influence drug resistance and MDR 
phenotypic diversity. Other cofactors involved in augmentation of P-glycoprotein 
function have been proposed but not yet identified 23. Lastly, other mechanisms of drug 
resistance may co-exist with classical MDR. 

A thorough understanding of the regulation of P-glycoprotein production and 
the means to suppress its expression might significantly influence future cancer 
treatment strategies. Studies addressing this issue have shown that high levels of 
P-glycoprotein expression in vitro are often associated with mdr gene amplification 
20 and transcriptional activation. Increased expression of P-glycoprotein can be stimulated 
by heat shock 12, heavy metals 12, cytotoxic drugs 13,22,65, toxic and ablative liver insults 
22, 65, differentiating agents 4, 48, and by repeated exposures to ionizing radiation 35. 
However, the responses to these treatments appear to vary between species and are cell 
line specific. Thus, predictable modulation of mdr gene expression is not yet possible. 

A considerable literature has been accumulated which concerns the importance of 
P-glycoprotein in human cancer. P-glycoprotein RNA or protein has been detected in 
tumor specimens derived from patients with acute and chronic leukemias 42, 57, 59, ovarian 
cancer s, multiple myeloma 16, breast cancer 40,60, neuroblastoma 28, soft tissue sarcomas 
9, renal cell carcinoma 47, and others 29. Although the numbers of patients with particular 
tumors in these studies were small, the results have tended to link P-glycoprotein 
expression with a history of prior therapy (usually with MDR-associated drugs) or toxin 
exposure, emergence of intrinsic or acquired drug resistance, and treatment outcome. Ma 
et al. 42 reported that in two patients with ANLL, disease progression with treatment 
(including an anthracycline), was associated with increasing P-glycoprotein levels in 
leukemic blasts. In a study of 15 additional patients with ANLL, Sato et al. 59 found that 
P-glycoprotein was commonly present in leukemic blasts but more prevalent in blasts 
derived from patients of poor prognostic groups including those with a history of prior 
toxin exposure. Although P-glycoprotein was frequently present in tumor specimens 
from both treated and untreated patients with neuroblastoma, P-glycoprotein RNA tended 
to be higher in patients treated with regimens including doxorubicin than in untreated 
patients 28. In tumor specimens obtained from patients with childhood ALL 57 and soft 
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tissue sarcomas 9, the presence of P-glycoprotein was associated with anthracycline 
pre-treatment, increased rate of remission induction failure, and increased frequency of 
relapse. Over 400 tumor specimens were tested for P-glycoprotein RNA levels in a 
recent large study 29. Increased levels of P-glycoprotein RNA were more prevalent in 
tumors which tend to be intrinsically resistant to therapy (colon, renal, adrenal, hepatic, 
and pancreatic cancers) compared to intrinsically sensitive tumors. Furthermore, 
P-glycoprotein RNA was often increased in tumors at relapse (acute leukemias, breast 
cancer, neuroblastoma, pheochromacytoma, and nodular poorly differentiated lymphoma). 
Additional and prospective studies will be required to confirm the clinical significance of 
P-glycoprotein in human cancer. However, these preliminary results indicate that 
P-glycoprotein overexpression is associated with clinical evidence of drug resistance and 
treatment failure in a significant number of patients. Determinations of P-glycoprotein 
levels in patients at diagnosis or relapse may have a major role in the design of future 
treatment protocols. 

Similar phenotypes of multiple resistance to antineoplastic agents have been 
described that are associated with the expression of other membrane proteins. In many 
of these examples resistance occurs independently of P-glycoprotein expression 11,44.45. 

46, 52. The mechanisms of multidrug resistance in these cell lines and whether these 
membrane proteins are directly involved in drug sensitivity or are merely markers of the 
resistant phenotype are subjects of current investigations. 

Multidrug resistance associated with topoisomerase poisons 

Topoisomerases are nuclear enzymes which catalyze the formation of transient 
single- or double-stranded DNA breaks, facilitate the passage of DNA strands through 
these breaks, and promote rejoining of the DNA stands 41,68. As a consequence of these 
activities, topoisomerases are thought to be critical for DNA replication, transcription, and 
recombination. The cytotoxicity of drugs which target topoisomerases (topoisomerase 
poisons) is thought to depend upon the DNA cleavage activities of topoisomerases. There 
are two classes of mammalian enzymes, topoisomerases I and II. Topoisomerase I 
catalyzes the formation of single stranded DNA breaks while topoisomerases II catalyze 
both single- and double-stranded breaks. During the cleavage reactions reversible 
DNA-topoisomerase complexes (cleavable complexes) can be stabilized by interactions 
with topoisomerase poisons. The formation of these stabilized DNA-topoisomerase-drug 
complexes is thought to initiate the production of lethal DNA strand breaks. Of the 
chemotherapeutic drugs that affect topoisomerase activities, the topoisomerase II poisons 
have been the most important clinically. A partial list of these agents, which include 
DNA intercalating and non-intercalating drugs appears in table IV. 

The mechanism of resistance to topoisomerase II poisons is thought to involve 
altered topoisomerase II activity. Both qualitative and quantitative changes in enzyme 
activity have been demonstrated in resistant cell lines. Reduced levels of topoisomerase 
activity has been associated with decreased drug-induced DNA strand breaks as well as 
reduced drug cytotoxicity 18, S3 Other studies have implicated intrinsic changes in 
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drug-induced catalytic properties or associated cofactors as the basis of drug resistance 
in some cells 17,26, 54,69. Indeed, the normal down regulation of topoisomerase II in 
non-dividing cells 41 may explain the relative insensitivity to topoisomerase II-poisons 

of some solid tumors containing a large proportion of quiescent cells. 

Table IV. Topoisomerase II Poisons 

non-intercalators epipodophyllotoxins 

intercalators anthracyclines 

acridine 
anthracenedione 
antibiotic 
ellipticine 

etoposide 
tenoposide 

doxorubicin 
daunorubicin 
m-AMSA (amsacrine) 
mitoxantrone 
actinomycin D 
9-hydroxy ellipticine 

The cytotoxic agent, camptothecin has been shown to enhance topoisomerase 
I-mediated strand breaks. Until recently host toxicity has prohibited the clinical use of 
such topoisomerase I poisons. However, the prospect of less toxic analogs of this drug 
that maintain a high level of activity against topoisomerase I-rich human cancer cells, has 
renewed interest in the clinical application of this class of compounds 25. Consequently, 
the emergence of resistance to these agents may become an increasingly important 
consideration. This problem is illustrated in a report by Andoh et al. I who have 
characterized a resistant leukemia cell line expressing defective topoisomerase I activity 
that mediates reduced camptothecin-induced DNA strand breaks. 

Multidrug resistance associated with altered expression of drug 
metabolizing enzymes -

The emergence of acquired drug resistance may be viewed as an acute or chronic 
adaptive response of tumor cells to environmental stress, primarily in the form of drug 
challenge. As discussed above rapid transient induction of P-glycoprotein may 
sometimes be mediated by an acute insult such as cytotoxic drug exposure, heavy metal 
exposure, or heat shock. Alternatively, chronic or repeated exposure to drugs may 
enhance P-glycoprotein levels by complex, stable genetic changes. In other models and 
tumor cells, challenges with cytotoxic agents result in alterations in the expression of 
several genes including those involved in drug metabolism. In the Solt-Farber model of 
chemical carcinogenesis 24, treatment of rats with various cytotoxins followed by partial 
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hepatectomy results in the appearance of multiple pre-neoplastic nodules. A number of 
biochemical changes occur in these nodules including the overexpression of P-glycopro­
tein 22.65, the induction of several phase II drug metabolizing (drug conjugating) enzymes, 
and the down-regulation of some phase I drug metabolizing (cytochrome P4S0-dependent 
mixed function oxidases) enzymes. These drug metabolizing enzymes are generally 
considered to be involved in the sequential oxidation of xenobiotics to more electrophilic, 
reactive intermediates followed by the formation of less toxic conjugated compounds 
which may be further metabolized or excreted (Fig. 2). A similar pattern of P-glycopro­
tein expression, phase I enzyme suppression, and phase II enzyme induction has been 
shown in a human breast cancer cell line made multi drug resistant by chronic doxorubicin 
exposure 15, 21. The emergence of this phenotype appears to represent a programmed 
cellular stress response which might offer generalized protection from a variety of 

Toxin 

excretion 

I phase I enzyme phase II enzyme ~ ... --------t •• Toxin-OH ....:.----.;...-I .... ~ Toxin-conjugate 

[01 

Figure 2. Phase I And II Drug Metabolizing Enzymes 

\ 
further 
metabolism 

exogenous toxins via increased drug efflux secondary to P-glycoprotein expression, 
decreased drug activation due to reduced phase I enzymes, and increased drug inactivation 
by phase II enzymes. Of the phase II enzymes, the glutathione S-transferases (GSTs) 
have been the most extensively studied. 

GSTs 43,49,66 are comprised of multiple soluble and membrane-associated isozymes 
which catalyze the conjugation of electrophilic, hydrophobic compounds (R-X) with the 
thiol, glutathione (GSH). Circumstantial evidence has linked the increase in specific GST 
isozymes or bulk GST activity in cells with resistance to alkylating agents, doxorubicin, 
and other drugs 49,66. However direct evidence that GSTs are responsible for altering drug 
sensitivities is limited. Another catalytic activity, selenium-independent glutathione 
peroxidase activity has been attributed to some isozymes of GST. This and other 
GST -mediated reactions are of interest because of their potential to detoxify oxidative 
damage to membranes and DNA. 

296 



Table V. Some Important Substrates of GSTs Related to Drug Detoxification And 
Repair of Drug-mediated Damage 

Antineoplastic drugs 

nitrogen mustards 
chlorambucil 
melphalan 
cyclophosphamide 

nitrosoureas 
1,3-bis(2-chloroethyl)­

l-nitroso urea (BeNU) 
anthracenedione 

mitoxantrone 

Products of membrane and DNA oxidation 

fatty acid hydroperoxides 
4-hydroxy alkenals 
?DNA hydroperoxides 

Studies using cell-free preparations of GSTs have identified a limited number of 
antineoplastic drug substrates of these enzymes. These drugs and other substrates 
possibly associated with drug mediated-oxidative damage are listed in table V. Whether 
GST levels in tumor cells are sufficient to detoxify antineoplastic drugs to a clinically 
significant extent is a matter of considerable debate. Gene transfer experiments using 
recombinant GST genes and tissue culture cells have suggested that some GST isozymes 
may confer a very modest level of resistance to melphalan, chlorambucil, cisplatin 55, and 
doxorubicin 51. Other experiments have failed to confirm any consistent resistance to 
doxorubicin, cisplatin, or melphalan in breast cancer cells transfected with the pi class 
isozyme of GST 50. Clearly, additional studies are necessary to clarify the role of GSTs 
in drug resistance. 

APPROACHES TO OVERCOMING RESISTANCE TO SPECIFIC GROUPS OF 
DRUGS 

Approaches to overcome chemotherapeutic failures include efforts to prevent the 
emergence of drug resistance (table VI). An appreciation of factors which induce 
resistance mechanisms may lead to the choice of more efficacious treatment regimens. 
For example, drugs which may have only sporadic activity against a specific tumor yet 
are likely to select for cross-resistance to more active agents would be avoided. It is 
hoped that aggressive combination chemotherapy with non-cross reacting drugs will 
eliminate tumor rapidly enough to prevent the selection of multiple resistant tumor cell 
clones. Failures of the preventative approach require the incorporation of specific 
measures aimed at reversing or circumventing drug resistance. 
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Table VI. Approaches to Overcome or Circumvent Drug Resistance 

prevention 

circumvention 

* aggressive multiple agent therapy 

* appreciation of factors which induce 
resistance mechanisms 

* drug screening programs and rational drug 
design 

* circumvention of drug uptake defects 
dose escalation 
drugs which use alternative transport 
mechanisms 

* agents which reverse increased efflux 

* cofactors which augment drug activation or 
efficacy 

* inhibition of drug inactivation 

* novel treatment modalities 
immunotherapy and cytokines 
differentiating agents 

CONCLUSIONS AND FUTURE DIRECTIONS 

Through the kinds of studies done largely in vitro described in this chapter, many 
of the mechanisms of antineoplastic drug resistance have been identified. While several 
of these processes operate in vivo, their relative clinical importance must be better 
clarified in controlled, prospective examinations of patient tumor specimens and 
correlations with therapeutic responses to chemotherapy. Nevertheless, these 
mechanisms suggest potentially useful approaches to overcome clinical drug resistance. 
These approaches include the rational choice of conventional agents or design of novel 
drugs that are less likely to share resistance mechanisms. Additionally, many of the 
pathways of antineoplastic drug inactivation or transport are targets for pharmacologic 
manipulations that may reverse or circumvent the resistance of tumors to some drugs. 
Despite these efforts, many tumors will remain refractory to conventional chemotherapeu­
tic drugs. Their successful treatment may require novel modalities such as biologic 
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response modifiers. For example, the use of cytokines alone or in combination with 
adoptive immunotherapy, differentiating agents like retinoic acid, and pharmacologic 
agents capable of altering the responses of tumors to exogenous and autocrine growth 
factors may hold promise for the treatment of some cancers. Finally, dose escalation 
of conventional agents followed by hematologic rescue with cytokines or bone marrow 
transplantation is assuming a greater role in protocols designed to treat a variety of 
cancers. 
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SUMMATION AND SYNTHESIS: 

FROM THE CANCER CELL BIOLOGY POINT OF VIEWl 

Eric J. Stanbridge 

Department of Microbiology and Molecular Genetics 
University of California, Irvine 
Irvine, CA 92717 

I believe I speak for most people here in saying that I learned a lot about 
the interrelationship between aging and cancer the last couple of days, but I learned 
very little about the "why's". And I suppose that's why we are here. Very clearly, 
the phenomenon is out there; however, there is very little knowledge as to why 
it occurs. 

Both Dr. Pereira-Stnith and Dr. Cutler gave us a good start by posing some 
fundamental questions. Dr. Cutler put forward three theories for the age-dependent 
increase in cancer. These were: first, that aging and cancer are both time and 
multistage dependent, but they do not necessarily share a common mechanism. Second, 
the converse, that aging and cancer have common mechanisms, for example, 
differentiation. And, third, that there is no common mechanism. However, there 
is an increasing predisposition to cancer within age related disorders; for example, 
immune dysfunction. 

Personally, I think that not a single one of these scenarios is a tenable 
hypothesis; however, we'll see a little bit of all three coming together as one goes 
through this extremely complex field. 

lThis is a direct transcript of Dr. Eric Stanbridge's wrap-up presentation in the Summation and 
Synthesis Session. 
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IMMUNE DYSFUNCTION, AN AGE RELATED DISORDER, AND 
ITS RELATIONSHIP TO INCREASING SENSITIVITY TO 
CELL TRANSFORMATION 

With respect to immune dysfunction, we heard a couple of very interesting 
talks on immuno-senescence. It is clearly a definite phenomenon, but in my 
opinion, at least with respect to cancer, it will be somewhat limited when one 
thinks of it with respect to a lack of immune surveillance. There are some examples 
of where it might be important, such as some of the immunologic, malignancies. 
However, as a rule, I personally don't think that it will be a general mechanism. 
But one can think of ways - and we heard a bit about that from Bill Ershler­
vis ii vis so called immuno-enhancement. However, whether this or some other related 
physiological function provides the mechanism for immuno-senescence remains to 
be seen. 

What, I think, can be said is that immuno-senescence is clearly an indication 
of a broader level of physiological dysfunction. And I think that's where we are 
going to find where some of the mechanistic inter-relationships occur, and I'll 
address that later. 

THE INTERRELATIONSHIP BETWEEN CANCER AND AGING 

I would like to turn to my own area of research, which is molecular genetics. 
And if I may qualify this further, it is primarily the genetics of cancer and senescence, 
and how they are inter-related. I would like to come back to Dr. Pereira-Smith's 
question of whether cellular senescence is related functionally to tumor suppression. 
And, echoing Dr. Cutler, I will say: Yes and No. I will give you some examples 
of this because, almost by definition, there has to be that kind of connection. 

But first of all, let us start with what little we do know about the genetic 
basis of cancer. We know that there are oncogenes, but we do not know anything 
of the role they play in cancer. We have also heard a fair amount about tumor 
suppressor genes. The critical distinction with respect to function of these two classes 
of genes is that oncogenes are activated whereas there is loss of function of tumor 
suppressor genes. This is a very important concept to keep in mind. Many presentations 
(by Drs. J. Whang-Peng, Eric Fearon, and others) at this workshop discussed the 
multiple genetic alterations that occur in human malignancies, and that loss of 
genetic information is observed in many of these. I will use as an example a model 
of colorectal cancer (Figure 1), similar to the one that Eric presented, for the multiple 
step progression of a cell from a normal to a cancerous state. Let me emphasize 
that the high frequency of chromosome deletion is as important as the activation 
of oncogenes; e.g., 5q mutation or loss (APe gene) and 17p alterations, e.g. p53 
loss or mutation, etc. However, there are a number of things to keep in mind. 
This is not a sequential order of events. There is a tendency to see these things 
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in some sort of order, but there is no a priori reason for this to be. It is, rather, an 
accumulation of events. 

The second thing to remember is the frequency with which one sees these sorts 
of phenomena. In sporadic colorectal cancer, one sees alterations in 5q in about 35 
percent of cases. And if you listened to Jackie and others, you will find that this borders 
on the level of "significant gene alteration". It is important to keep in mind that there 
is a noise level of chromosome change. Further down the multi-step progression, 
you will see that about 50% of cases showed Ki-ras activation and that in the later 
stages of neoplastic progression, 70-80% showed 18q and 17p alterations. 

Now, the way that this loss is measured is by RFLP (Restriction Fragment Length 
Polymorphism) analysis, using DNA probes mapping to the region of interest. It was, 
however, cytogenetic analysis that first convinced scientists of the changes in these 
regions of the chromosomes. Thus, they knew where to look for possible change and 
they did not just go blindly fishing. Leaving that aside, RFLP provides these percentages, 
which is impressive, because RFLP is an extremely crude measure of molecular 
alterations. And, unless one is fortunate enough that the alteration encompasses the 
RFLP site, you would not see it. Thus, RFLP analysis gives a minimal estimate of 
loss of genetic information. Clearly, what this also says is that not all colorectal cancers 
have all of these changes, and some may have none of them. This suggests that there 
are multiple, interconnecting or parallel independent pathways that go from the normal 
state to any particular (cancer) state. I think that it is very important to keep this 
in mind, because nothing is hard and fast, and these alterations do not appear to be 
100 percent in most cases. 

ESCAPE FROM CELLULAR SENESCENCE AND ONCOGENESIS: THE ROLE 
OF THE Rb GENE AND pS3 

Then we must ask what do these changes mean functionally with respect to 
aging. And I will ask, further, do any of these changes reflect an escape from cellular 
senescence? And, as I have indicated, the answer is both yes and no. I will give 
you two examples of that. Let us take the Rb gene and the p53 gene. 

The Rb gene may be considered a cellular senescence gene. I think most 
of you are aware of the fact that the Rb protein has been implicated in cell cycle 
regulation, acting as a negative regulator. Let us introduce the Rb gene into 
retinoblastoma cells, which lack functional Rb, and ask what happens? Every 
retinoblastoma cell, to my knowledge, lacks the functional Rb protein. Following 
introduction of a wild-type Rb cDNA, the transformed cells express the Rb protein 
and are either stopped dead in their tracks -which is equivalent to cellular senescence-or 
proliferate extremely slowly. 
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On rare occasions the transfected cells continue to proliferate. These cells 
are found to have lost the transfected gene. Thus, the growth inhibitory effect is 
reversible and therefore presumably a dependent state of affairs, i.e., dependent on 
the expression of the Rb protein. Now, if one introduces the Rb gene into a prostate 
carcinoma cell line that is Rb negative, what we get is cells that are now Rb positive 
and nontumorigenic, but that continue to proliferate. Thus, here suppression of 
tumorigenicity need not necessarily involve senescence. And, a further caveat to 
this issue is the one that Eric gave us an example of; and now we are talking about 
the p53 gene. Accordingly, if one takes a colorectal carcinoma cell line that is 
p53-negative and again introduces into it the p53 gene, the cells undergo programmed 
cell death (apoptosis). The rare cell that grows out appears as though it has either 
now mutated the wild-type gene that was put in, or else the gene is no longer expressed. 
Thus, p53 has a very dramatic negative effect on the growth of these cells in culture; 
it is almost a return to senescence. If one takes an adenoma (which is wild-type 
for p53) and does the same experiment, there is no change. Even if one takes the 
adenoma from the same patient that has the colorectal cancer and does the same 
experiment, there is no change. So, there is something very strange going on here 
with respect to what p53 is doing. In this kind of scenario perhaps it has nothing 
to do with cellular senescence. 

The final point to make is that Rb and p53 are expressed by virtually every 
tissue and every cell line in culture. To the best of my knowledge, and we have looked 
at a number of normal and tumor cell lines, in the human cell system, immortal, 
nontumorigenic cells tend to express wild-type Rb and p53 protein. So the escape 
from senescence in the experimental system appears not to involve these two genes. 
It is complicated, and I am sure in certain cell lineages p53 and Rb will be important, 
and how they play out in cell transformation and senescence in that regard remains 
to be seen. Arnie Levine made the comment that in rodent cell transformation, 
unlike human, one does see mutant p53 in immortalized cells. So there is a distinction, 
and an important distinction, between work with rodent cells and that with human 
cells. 

So, this issue to my mind is one of the most important ones facing both cancer 
researchers and gerontologists and that is, if you like, the escape from cellular 
senescence. Cancer researchers are learning a great deal in one sense, as they are 
beginning to feel their way as to which genes may be playing a role in malignant 
progression. But all is not what it may seem to be. For example, activated cellular 
oncogenes: one can easily transform normal rodent cells with activated oncogenes, 
either singly or in combination. However, If you take normal human diploid fibroblasts 
that undergo normal cellular senescence and introduce one or more activated oncogenes 
via cDNA transfection the cells retain their normal phenotype. This suggests that 
there are intrinsically different mechanisms, I think, for the immortality of the human 
cell versus the rodent cell. 
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IMMORTALITY IN NATURE VERSUS IMMORTALIZATION In Vitro 

What we do know is that there are less than a handful of what I would call 
bona fide, spontaneously immortalized human cell lines of either fibroblastic or 
epithelial origin. What we and others who have worked with these cells know is that 
if one takes these immortalized cell lines and adds activated oncogenes to them, 
one can get conversion to a malignant phenotype. And so that brings up the issue 
of genetic instability in an immortalized cell, i.e., genetically unstable, spontaneously 
immortalized ("normal") cell. This is a critical issue because when we talk abut 
progression, cancer researchers know nothing, in a sense, about this first step; and 
the only thing that reproducibly induces it experimentally, albeit at an extremely low 
frequency, are DNA tumor virus transforming genes. So to find out what is going 
on here is critical. 

DOMINANCE OF CELLULAR SENESCENCE VERSUS DOMINANCE OF TUMOR 
SUPPRESSION 

Somatic cell hybrids provided the initial experimental evidence for tumor 
suppression and indicated its dominance over the malignant phenotype. The dominance 
of cellular senescence has also been shown very nicely by such experiments. If you 
fuse a tumor cell with a normal cell you get a nontumorigenic hybrid cell. The cell 
is now immortal but not tumorigenic. Following prolonged culture genetic (chromosome) 
segregation occurs leading to reexpression of tumorigenicity. Where does one go from 
here? The answer to date has been to clone candidate tumor suppressor genes via 
positional cloning, assisted by RFLP "signposts". This approach was used by Fearon 
and colleagues to clone the DCC gene, which is considered a candidate colorectal 
carcinoma tumor suppressor gene, on chromosome 18q21. (DCC stands for Deleted 
in Colorectal Carcinoma.) But another thing, as you heard from Carl Barrett, that 
has been useful for both tumor suppression and cellular senescence is marked 
chromosome transfer. So rather than using a single gene, one can use a single 
chromosome. In this case one can transfer a neo-tagged chromosome #17 via microcell 
fusion into colon carcinoma cells that are mutant for p53, if one does not have a wt 
p53 cDNA, and ask what happens? What happens is that one gets cells that do not 
proliferate. But say that you also have neo-tagged chromosomes 5 and 18? Transfer 
of these chromosomes into the same cells does not result in altered growth in vitro 
but does cause tumor suppression in vivo. 

With respect to cellular senescence genes, as Carl Barrett has indicated, there 
may be multiple chromosomes (genes) involved, since we know that there are four 
complementation groups. One can then regionalize this effect in obvious ways and 
eventually clone the gene or genes that convey this negative regulation of growth upon 
the cells. Then one can go back and ask "are these senescence genes involved in 

. neoplastic progression?" If any thing brings the gerontologists and the cancer researchers 
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together experimentally, in the short term, this is one of the areas where collaboration 
can occur in a very significant way. 

THE MICRO ENVIRONMENT In VIVO 

Even though we may learn which genes we should be investigating at the 
molecular level, biologically I think that one of the most neglected areas is the in 
vivo micro environment. (Although I was most pleased to hear people talking about 
it over the past few days.) The interaction between normal and malignant tissue, either 
assists or inhibits the growth of the tumor. And we have some very nice examples 
of that in breast and prostate cancer from a number of presentations here. 

I want to come back to the point I just mentioned with regard to genetics. 
In the original experiments, a malignant cell was fused to a normal human cell to 
generate a hybrid cell that remains transformed in culture, since it has evaded cellular 
senescence, but is completely nontumorigenic. From this hybrid one can isolate rare 
tumorigenic segregants. I will give you an example. We fused HeLa cells to either 
fibroblasts or keratinocytes. In both cases nontumorigenic hybrids were generated. 
In the case of the HeLa/fibroblast hybrids, rare segregants arose in which there had 
been a loss of a very discrete amount of genetic information at the chromosome level. 
So these cells contain a great deal of genetic information of the normal parent, but 
are now tumorigenic. The HeLa/keratinocyte hybrids were also nontumorigenic, but 
formed very small, non-progressive nodules that histologically had the appearance 
of terminally differentiated keratinizing cysts. Tumorigenic segregants of these cells 
formed undifferentiated carcinomas, identical to HeLa tumors. In culture, both 
nontumorigenic and tumorigenic HeLA/fibroblast hybrids behave as transformed hybrid 
cells and appear almost identical. They both grow well in culture, are anchorage 
independent, and show the same growth factor dependence. It turns out that the cells 
that fail to form tumors are now induced to differentiate in vivo. In short, very 
interestingly, they take on the program of differentiation from the normal parent, 
i.e. forming mesenchymal tissue. So, while the HeLa/keratinocyte hybrids form 
keratinizing tissue in the host, the HeLa/fibroblast hybrids form mesenchymal tissue. 
Tumorigenic segregants form undifferentiated carcinomas. What that says is that 
the event of signalling which does not occur in tissue culture, occurs in a very dramatic 
way in the micro environment of the host. One may need that in vivo interaction 
in order for gene switching to occur. That is something that has been lost in the shuffle, 
particularly among molecular geneticists. It would seem then that one would have 
a requirement for this tumor-host interaction, both for tumor growth, because of 
enhancement, and also for inhibition. I would not mind betting that once we know 
a little more about the signals of this in vivo micro environment that we will find the 
differences between the young and the aged. 

I draw you back to the "histological" cancer that we heard of yesterday, which 
made me think of the microscopic foci that you can see at autopsy. They also show 
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features of malignant cells but they are not proceeding toward a full-blown malignant 
tumor. They can be held in abeyance in some way by the type of signalling that I'm 
talking about. If that signalling is relaxed in some way, I think that it does not take 
much to get a cell going. We have evidence from experiments with immortalized 
human keratinocytes where we have introduced an activated oncogene, that we get 
a series of clones, some of which are completely non tumorigenic, others of which form 
benign papillomas, and yet others that form invasive squamous cell carcinomas. All 
of them express the activated oncogene. And, what this suggests to us is that expression 
allows some limited proliferative advantage in vivo so that the cells can undergo some 
limited number of doublings that allows for further genetic alterations to occur. If 
the genetic changes don't occur, the cells remain controlled by the micro environment 
to some degree or other. Now it may be the same in real life. It is quite possible 
that a slight relaxation of the in vivo micro environmental signals may allow these 
"preneoplastic cells" enough of a chance for limited cell cycling, allowing for important 
genetic changes that eventually lead to the malignant condition. In this discussion 
I have used the term malignant synonymously with tumorigenic. Yet, we have hardly 
touched on malignancy. People have begun to look at this a little bit, but there has 
been very little done on the molecular genetics of malignancy. So without going into 
that in any more detail, I believe at least in these two areas there is room for very 
fruitful collaboration in a meaningful way between the gerontologists and the cancer 
researchers. All is left is to thank Sue Yang for putting together a stimulating workshop. 

314 



SUMMATION AND SYNTHESIS: 

FROM THE IMMUNOLOGY POINT OF VIEWl 

Gloria H. Heppner 

Michigan Cancer Foundation 
Detroit, Michigan 48201 

The Rate-Limiting Change That Leads to Cancer Development 

As Eric has said from the cancer point of view, cancer is a series of genetic 
changes, which from my, the immunology, point of view, only become meaningful 
under particular environmental conditions, and that is the environment of the host. 
I would certainly agree that the order in which the molecular genetic events appear 
to occur is probably a part of that. But, I do not know if the order is not an important 
part of that. I think that they can occur in any order, but what cannot be overlooked 
is that the recognized changes are found in lesions. The reasons that molecular genetic 
studies can be done is because the lesions are there; so that even though the order 
in which the particular molecular events occurred is somewhat irrelevant in the overall 
process, it may be highly relevant from the clinical point of view. In a sense this' 
is a hierarchy of events that we are witnessing. And the reason that you have a lesion 
at any particular time is that some event has occurred. So, I think that it is important 
to do the map and try to see if there is a sequence of events that is being imposed 
on the whole process because I think, in fact, that might tell us something about what 
the rate-limiting processes are from the clinical point of view. Changes can occur in 
any order, but when you have a lesion, that is simple. And if those changes actually 
manifest themselves at some point along the line, then a clinically detectable entity 
can be teased out from among the others. They are then the rate-limiting changes. 

1 This is a direct transcript of Dr. Gloria Heppner's wrap-up presentation in the Summation and 
Synthesis Session. 
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They are the ones that will really matter from the point of view of ultimate prevention. 
I think this is important, practically. 

Cancer as a "Cellular Society" or a Tissue 

Now this kind of scheme2 does not begin to show the "richness" of what is 
really going on here. When one looks at a scheme like this, you think that "there 
is a cell and there is a change". And then, there is another cell and another change, 
and so on. But that is not at all what is really going on here. What's really happening 
is that each of these stages are in fact tissues and they consist of multiple cells: that 
is, multiple abnormal cells, multiple cancer cells, as well as multiple host cells. This 
whole process is a process of cellular changes. Ken DeOme used to say there is no 
such thing as a cancer cell. It makes no sense to talk about a cancer cell. There 
are cancers. There are pre-neoplastic lesions. But there are no cancer cells. Cancer 
cells, per se, do not exist. What you are really dealing with when you go through 
this series of events is population biology, the unit of which happens to be cellular. 
What gives flavor to the whole process, the richness of the whole process, is the 
interaction among these different cells. When you get to the end here, at what we 
call cancer, the process has not stopped. Even when one has a fully malignant cell 
type, new cell populations continue to emerge and grow out a whole new cancer. 
You wind up with a very heterogenous population. It does not matter if you are 
looking for oncogenic changes, suppressor changes, or drug resistant changes. As 
cancer cells metastasize, in fact, you are dealing with a population of cells, some 
of which can and some of which cannot. Now these cells, by themselves, do not exist 
in a vacuum. There are tremendous interactions among the different cells that make 
up a cancer. So just as you can fuse together a normal and a malignant cell and 
wind up with a hybrid cell that behaves differently than the partners, in fact, you can 
put individual cells together and they will behave differently without having to fuse 
them at all. So, in a sense, a cancer is a tissue; it is a cellular society. Learning how 
to manipulate these societies and learning what the significance of the particular genetic 
changes are in these societies requires seeing both sides of the picture, and requires 
analyzing genetic changes within the context of the environment. 

Genetic and the Environment 

It seems to me that, from the point of view of trying to develop a program 
of cancer and aging, that the place to look for fruitful collaboration is in the environment 
because, in fact cancer and aging appear to be occurring during the same period. 
So what are the kinds of things that the environment can be doing? Knowing how 

2This refers to the scheme presented by Dr. Eric Stanbridge in the Summation and Synthesis 
Section. 
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the environment in the host influences cancer development might give us a clue 
as to which direction we should approach. We have heard at this conference that 
there are at least three levels of regulation or control of the environment altering 
tumorigenic phenotypes. 

First of all, the environment can actually influence and cause genetic change. 
We have heard from Dr. Cutler about oxy-radicals and the mutagenic activities of 
oxy-radicals and the possibility that they are involved in aging. There is a whole group 
of carcinogenesis investigators who are studying the role of oxy-radicals in the initiation 
and the early promotion phases. And some of us have looked at the role of oxy-radicals 
in later phases. Oxy-radicals come from outside the cancer cells. The inflammatory 
cells often have them. The dietary source is also a place to look. So, one area, 
it seems to me, that would encourage fruitful interaction between aging researchers 
and cancer biologists is in this whole area of oxy-radical and oxygen metabolism 
in the process of tumor tissue development. Other areas in which the environment 
can influence, at least, the gene expression is post transformation. Again, there is 
a dietary side of that. 

Growth Factors, Cell-Cell Interaction and Other Three-Dimensional Structuralization 

The second area in which the host influences the manifestation of this "tissue" 
is in the area of regulation. Now you have heard about regulation at the growth 
factor level and at the hormone level. But we have not heard much here about the 
effect of the extracellular matrix on the regulation of gene expression. This is a very 
hot area of research and investigators, like Mina Bissel, have shown that you can 
actually turn on and off genes depending on the kind of extracellular matrix that 
the cells are in. 

Other types of cells that are found in a tumor are the inflammatory immune 
cells and the stromal cells. And, another important thing is the three-dimensional 
structure of the epithelium. What are the tumor cells adjacent to? Where is the 
lesion physically housing the cancer cells located? How are they related structurally 
to the blood supply? What does the three-dimension architecture of the tumor do 
to the shape of the tumor cells? It turns out the cell shape is very important in gene 
expression. So again, it is not what is happening between cells, it is the circumstances 
in which they find themselves and how that changes that impacts the development 
as they mature into a cancer. 

Changes in Host Micro Environment and Its Impact on Cancer Development 

Then, to me, there is a third area in which the environment - the host - can 
be said to regulate the expression, manifestation of the cancer phenotype. That is 
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the area of selection the host provides. Because there is a series of genetic events 
and because we have heterogenous cell types, ample opportunity for particular cell 
populations to emerge, similar to an evolution, or progression, i.e. a shift in the 
population over the course of tumor development. The host's place obviously is to 
act to select against tumor variant cells. 

I would like to say something about selection. Variant phenotypes are never 
selected for. Something is selected against. The agents of selection work to remove 
cell populations. It may be that, in fact, one cell population can live under circumstances 
which another one cannot. It may be that one cell population requires a different 
level of nutrition, or whatever, than another cell population. That cell population 
is therefore selected against. If everything is equal and there are enough resources, 
food, etc. for everybody, nobody is selected against. In fact, I have carried out 
experiments in which you mix cell populations together and one will double in culture 
twice as fast as the other one; but, if both populations have what they need, there 
is no selection. Only when the environment changes and things become limited in 
the environment, can you see selection. So, again, this is the environment within the 
host. 

Now, this whole process of tumorigenicity, development of cancer, malignancy 
is played out against the back-drop of constant changes in aging. To try to bring 
these two things together, it seems to me, a fruitful place to start looking is at what 
happens during aging at the cellular level. We have heard about two types of changes 
that go on with aging. One is the quantitative one and that we all know about. Basically, 
with aging, all sorts of biological functions gradually deteriorate. We are going to 
find that in every system. Now, it seems to me that where this type of aging can have 
a profound catastrophic effect is in drug metabolism. It is certainly an area that 
we should investigate. 

From the point of view of tumorigenicity, development and expression, the 
probability that heterogeneity may play a role has to be considered. Because one 
thing that is true about this process is that it is not only very variable from patient 
to patient, but is also variable within an individual tumor. It is a subtle process. 
This is not something that happens all the time, in the same way in everybody. So 
the kinds of changes that one has to look for over time, during aging, are not these 
catastrophic events of old age, but, in fact, changes that are much more subtle. 

One of the things that I became interested in was the subtle qualitative changes 
that were mentioned in a number of presentations here. Dr. Thompson talked about 
a shift in hormone production and how that might regulate the time course of ovarian 
cancer manifestation. I thought that was a very interesting case. It was not that 
endocrine production was undergoing dramatic reduction, it was that it shifted and 
when it shifted it changed the kind of cancer one might see. 
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Another example was that of Dr. Thoman who looked at shifts in T-cells during 
aging. And what she found was that in aging mice, the predominant T-cells shifted 
from those that could produce IL-2 to those that could produce IL-4. It is not that 
all the T-cells decreased, it is that the type of T-cells and, particularly what kind of 
cytokines and growth factors they were capable of producing, changed. Again, one 
can imagine how that could very much influence the manifestation of the particular 
kind of cancer. If, in fact, you had a cancer that was IL-4 dependent, now it might 
become manifested where it would not have before. So it is not immunosuppression, 
it is an immunoc:hange that will make the difference. It seems to me that if we want 
to find out where aging can impact on this kind of process, we are going to have to 
look, not at the catastrophic events, but at the details. That's where the "richness" 
is and, I think, that's where the money is. It is also where we know the least. It is 
easy to say that is where we have to look. Because it is precisely those kinds of subtle 
changes in physiology that occur during aging that we do not know much about. 

Immunity in Aging and Cancer: Immunosenescence, Immunodefteiency 
and Immune Surveillonce 

That gets me to the discussion on the role of immunity in aging and in cancer. 
I also have never heard the term immunosenescence before and I also must say that 
it probably should not be heard again. I think that is a loaded word. Senescence 
suggests that there is a real loss of function. We do not go into immunosenescence. 
We may undergo change. We may not be as good as we once were, in some ways. 
But, in fact, senescence is not what we are looking at, and to imply that is what 
we are doing is to really load the deck. It makes that phenomenon seem more 
important than all the common sense and observation put together would tell us it 
can possibly be. 

What do you mean when you say immunodeficient? If you measure the number 
of circulating T-cells or the ability to respond to mitogen, whatever, what does that 
really tell you? What is real deficiency? What is the "norm"? Does it really matter 
if one has half the number of T-cells? What does this mean in terms of function? 
I grew up in cancer immunology during the days when research support was abundant 
for immunology, measuring all immunological cells: T-cell subsets and T-cell functions, 
measuring T- to B- cells ratios: circulating lymphocytes in massive number of patients, 
on a day-by-day basis. All these efforts told very little about how patients respond 
in certain circumstances. It was just really a lot of hot air. So I, myself, I must say, 
would always advise very strongly against launching those kind of massive studies, 
massive epidemiological studies where you periodically measure a number of people 
in regard to their "immune profile". 

That also brings us to the theory of surveillance. This is an old theory that 
is being revisited. and what is interesting to me is that there is not a thread of evidence 
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to support the idea of immune surveillance. There is a great deal written on it. But 
let's not go around that again in the context of cancer and aging. 

To begin with, immune surveillance suggests that there is such thing as cancer 
antigen. So what would be the target of the immune surveillance? Many proposals 
have been presented with models of immunized mice and repressed mice, etc. etc. 
giving one the idea that immunization can keep cancer from occurring. But there 
is the other idea that Bill Ershler brought up which dates back to 1967, and that is 
the idea that the immune response somehow can stimulate the growth of the tumor. 
This idea has lots of merit. 

The Contribution of Immunology to the Understanding of Cancer and Aging 

Before it was recognized that lymphocytes had anything to do with immunity, 
these cells were known as trevocytes. Many papers and books were written on these 
cells, the trevocytes, that ran around the body and delivered nutrition and so forth 
to organs and helped the organs grow and achieve homeostasis. Nobody knew that 
they were lymphocytes. I think we need to get back to this trevocyte, because it 
is not the role of immunity, it is the lymphocyte's role in growth factor production 
that makes lymphocytes important. 

To me the most exciting thing about immunology right now is the recognition 
that the immune system, the neurological system, the endocrine systems are talking 
to each other by using a common language. The more people are involved in cloning, 
sequencing, and understanding what lymphokines, cytokines, peptide hormones, 
and neural peptides are, the more we are convinced that many of them turn out 
to be the same thing. This is an area where research should concentrate. I have an 
example in a mammary gland model, where a pre-neoplastic lesion progresses to 
a tumor, and NK cells aid in that progression, apparently by making prolactin. These 
are research areas, obviously, that are going to occupy us for a long period of time. 
But these are the kind of research areas again, where you are going to find subtlety; 

you are going to find differences that matter in the approach. And insofar as one 
is looking for the role of "immune system" in this, I would submit that rather than 
worrying about whether it stimulates, whether it inhibits, or whatever, you have to 
worry about what is it that the cells are making and how are they physically interacting 
with tumor cells. I would submit that this is the area of research where aging and 
cancer researchers really should get together and make some useful inquiries because 
these are the systems that control the switches. 
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SUMMATION AND SYNTHESIS: 

FROM THE AGING POINT OF VIEWl 

George H. Martin 

Department of Pathology 
School of Medicine 
University of Washington 
Seattle, Washington 98195 

INTRODUCTION 

I am pleased to represent the gerontological community in making these 
summary remarks. Given the enormous scope of this meeting, however, I can cover 
only a few topics. We can regard this general, introductory conference as a 
precursor to a series of more focused workshops on cancer and aging. The National 
Cancer Institute and the National Institute on Aging have much to learn from each 
other. I congratulate Drs. Huber Warner and Stringner Sue Yang for bringing their 
perspective constituencies together. 

In planning any future workshops on the subject, it is important to keep in 
mind that we have been dealing with two distinct issues. The first issue, to which 
we have been devoting most of our time, has to do with basic mechanisms of aging 
and how these might set the stage for carcinogenesis. The second issue is to 
immediate practical interest to practicing oncologists and geriatricians, who are 
concerned with the special vulnerabilities of their cancer patients to 
chemotherapeutic agents, other pharmaceuticals, and complicating infectious and 
non-infectious illnesses that may complicate management. Older subjects with 

IThis is a direct transcript of Dr. George Martin's wrap· up presentation in the Summation and 
Synthesis Session. 
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cancer also may have special psychosocial and financial difficulties, subjects that are 
certainly worthy of research. Let us consider a few points under each of these 
headings. 

BASIC MECHANISMS OF AGING AS THEY RELATE TO CARCINOGENESIS 

What is Aging? 

Botanists sharply differentiate between the terms aging and senescence. The 
former is used to refer to all changes in structure and function from the birth of an 
organism until its death. They reserve the term senescence for those alterations in 
structure and function that immediately precede tissue, organ and organismal death. 
Mammalian gerontologists, however, typically use these two terms interchangeably. 
While they are aware that development can have major effects on the subsequent 
patterns of senescence, they generally consider, as aging, only those changes in 
structure and function that unfold after the organism achieves it adult phenotype, 
including maturation. While many of these alterations are appropriate 
compensations for declines in the efficiency of physiological homeostasis, the overall 
picture is one of increasing vulnerability to the forces of mortality. At the 
population level, one eventually observes an exponential increase in age-specific 
death rate, generally considered to the hallmark of intrinsic biological aging. This 
is the famous Gompertz relationship. It must be emphasized, however, that such 
kinetics, which were derived from the study of populations of organisms, cannot be 
applied as a litmus test for what is aging at a molecular, cellular, tissue, organ and 
organismal levels. it is equally illogical to demand that, even given a phase of 
exponential kinetics, one must insist that such kinetics continue throughout the life 
span of the individual in order to be considered a manifestation of aging. Thus 
some tumor biologists have concluded that cancer cannot be related to intrinsic 
biological aging because the age-specific (80 years and older) incidence with certain 
cancers ( e.g. nasal cavity, lung and bronchus, corpus uteri, kidney and renal pelvis, 
brain and nervous system2) is observed to decline during the latter decades of the 
life span. Tissues and organs do not all age synchronously, however, Consider the 
examples of the human female breast and ovary. Major involutional changes have 
already occurred in these organs by the time of menopause. 

Why Do We Age? 

Evolutionary biologists believe that there is straightforward answer to the 
question of why we age, as opposed to the question of how we age. In all age-

322 

2Ries, LA.G., Hankey, B.F. and Edwards, B.K. Cancer Statistics Review, 1973-1988. NIH 
Publication No. 90-2789. U.S. DHHS, National Cancer Institute, Bethesda, MD (1991). 



structured populations, such as mammals, there is a decline in the force of natural 
selection in older members of the population. Thus, any gene action that might 
have deleterious effects in older animals cannot be readily selected against. In 
short, nature does not care about aging. She is only concerned with gene action 
that involves reproductive fitness at the level of the individual organism. There is 
very little evidence in support of adaptive theories of aging such as group selection. 

There are two major nonadaptive evolutionary theories of aging. One theory 
invokes the accumulation of constitutional mutations that have neutral effects on 
reproductive fitness but that have deleterious expressions in postreproductive 
individuals. This could include a variety of gene actions which never reach 
any significant phenotypic threshold for expression until relatively late in the life 
course, when selection is ineffective. Perhaps more interestingly is the idea of 
antagonistic pleiotropy (also known as negative pleiotropy). Certain alleles at a 
variety of genetic loci, selected because of their enhancement of reproductive fitness, 
might, paradoxically, have deleterious effects postreproductively. An example cited 
by George C. Williams involved alleles which enhanced incorporation of calcium 
into bone. Over time, such gene action could have the undesirable effect of 
increasing the incorporation of calcium into arterial walls, thus contributing to a 
form of calcific arteriosclerosis. Are there such examples that might relates to the 
coupling of aging and cancer? Let me give you a speculative example relevant to 
our consideration below of the question of the loss of proliferative homeostasis in 
aging organisms. It involves the famous Hayflick model of cellular aging, the 
gradual decline of replicative potential of many different cell type. I prefer to use 
the term "clonal attenuation" to refer to this phenomenon, since I believe that this 
mechanism of regulating the proliferative behavior of populations of cells is a 
reflection of cell physiology rather than of cell injury, and that the mechanism was 
selected in order to more finely regulate growth and differentiation during 
organogenesis. Some of my colleagues believe that the mechanisms was selected in 
order to decrease the probability of neoplastic growth. If either of these 
speculations is correct, according the evolutionary definition of aging, clonal 
attenuation is not aging. There may, however, be very important consequences of 
clonal attenuation for the biology and pathobiology of aging. One can imagine that 
the price one may pay for this mechanism includes multifocal atrophies and 
hyperplasias. I would propose that the latter may develop because of asynchronous 
clonal attenuations among families of cells that regulate each other's proliferative 
states. Such multifocal hyperplasias could, of course, set the stage for subsequent 
steps in tumor progression. 

ABERRATIONS IN PROLIFERATIVE HOMEOSTASIS IN 
MAMMALIAN AGING 

A striking feature of the senescent phenotype of all mammalian species if the 
deregulation of proliferative homeostasis. Table 1 summarizes a number of such 
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examples. It is often the case that inappropriate proliferations occur side-by-side 
with atrophic changes. This is the case in a variety of skin cancers of older human 
subjects, for example. Returning to our example of menopause, it is also the case 
that in the ovary, where, in the face of almost complete loss of primary ovarian 
follicles, one sees hyperplasia of stromal cells. The same basic theme of atrophy 
with hyperplasia plays out in such major age-related disorders as atherosclerosis 
and osteoarthritis (or better, osteoarthrosis). We see it in such diverse situations 
as brown atrophy of the pancreas (which is often associated with increases in 

Table 1. Examples of Multifocal Hyperplasias Which 
Accompany in Humans and Other Mammals3 

Cell Type Which Proliferates 

Adipocyte 
Arterial myointimal cell 
Cartilage osteocyte and synovial cells 
Central nervous system astrocyte 
Epidermal basal cell 

Epidermal melanocyte 
Epidermal squamous cell 
Fibroblast 

Fibromuscular stromal cell and 
glandular epithelium of prostate 

Lymphocyte 
Lymphocyte (suppressor T cell) 
Oral mucosal squamous cell 
Ovarian cortical stromal cell 
Endometrial glandular epithelium 
Pancreatic ductal epithelial cell 

Sebaceous glandular epithelium 

Associated Age-Related Disorder 

regional obesity 
atherosclerosis 
osteoarthrosis (osteoarthritis) 
gliosis 
verruca senilis (seborrheic keratosis) 

(basal cell papilloma) 
senile lentigo ("liver spots") 
senile keratosis 
interstitial fibrosis (multiple tissues; 

e.g. thyroid) 
nodular hyperplasia (benign 

prostatic hypertrophy) 
ectopic lymphoid tissue 
immunologic deficiency 
leukoplakia 
cortical stromal hyperplasia 
postmenopausal hyperplasia 
ductal epithelial hyperplasia and 

metaplasia 
senile sebaceous hyperplasia (skin) 

Sordyce disease (oral mucosa) 

3Adapted from Martin, G. M. Ann. N.¥. Acad. Sci. 621:401-417 (1991). 
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adipocytes ("fatty infiltration"), follicular atrophy of the thyroid (which is associated 
with interstitial fibrosis), and in the "senile" endometrium (which is often associated 
with hyperplasia). 

Table 2. A Sample of Mutations in Man That Have the Potential to 
Elucidate Mechanisms Underlying the Loss of Proliferative 
Homeostasis in Somatic Tissues. 

Neurofibromatosis 
Tuberous Sclerosis 
Familial Polyposis of Colon 
Familial Breast Cancer 
MUltiple Endocrine Neoplasms 
Chromosomal Instability Syndromes 

Ataxia Telangiectasia 
Werner's Syndrome 
Fanconi's Anemia 
Bloom's Syndrome 

Psoriasis 
Beckwith-Weidemann Syndrome 
Cervical Lipomatosis 
Familial Pancreatic Carcinoma 
Various Trisomies and Partial Trisomies 
Monosomies and Partial Monosomies 

THE GENETIC APPROACH TO THE INVESTIGATION OF AGE-RELATED 
ABERRATIONS IN PROLIFERATIVE HOMEOSTASIS 

As with so many other biomedical problems, an analysis of gene action in 
mutant individuals should help elucidate mechanisms of altered proliferative 
homeostasis in development, cancer and aging. A partial list of such constitutional 
mutations of man is given in Table 2. 
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ENVIRONMENTAL CARCINOGENS AND 'GERONTOGENS' 

Mutagens, Clastogens and Aneugens: Are They "Gerontogenic" As Well As 
Carcinogenic? 

The role of various types of somatic mutations in the pathogenesis of 
neoplasia is well established, although there are certainly grounds for also invoking 
an important role for epigenetic alterations. The role of somatic mutations in the 
genesis of various aspects of the senescent phenotype is more controversial. This 
is clearly an area deserving of more research and provides a logical bridge between 
the two disciplines. Given the popularity of the free radical theory of aging, we can 
expect to learn a great deal about the precise types of lesions in DNA that may 
result from active oxygen species. While the free radical theory postulates an 
intrinsic origin for the damaging radicals, as a byproduct of normal metabolism, we 
must consider the possibility that there are important positive and negative 
environmental modulations of these processes, including nutritional variables. 

THE GERIATRIC CANCER PATIENT 

Let us now turn to the second major issue of this conference, the special 
vulnerability of the geriatric cancer patient. Bob Capizzi and Charles Schiffer gave 
us an excellent example of the kind of research needed in this field. The high dose 
protocol of ARA-C for the treatment of hematological malignancy may cause central 
nervous system damage. While this analog acts primarily to inhibit DNA synthesis, 
there is evidence that it can also inhibit transcription in differentiated neural cells. 
There is very good evidence that, as normal human subjects age, they exhibit 
selective, regional neuronal loss. For example, there is about a 30% loss of Purkinje's 
cells over the life span of human subjects who have been free of such disorders as 
hypertensive cardiovascular disease and diabetes. There is also a roughly linear rate 
of loss of dopaminergic cells within the substantia nigra. While one could have to 
lose about 80% of such cells before reaching a phenotypic threshold of Parkinson's 
disease, it is apparent that certain classes of cytotoxic drugs could accelerate the 
process. 

The extent to which the various measures of immunological decline in aging 
human subjects have functional significance is controversial. Apart from the 
problem of immunosenescence, however, virtually all systems are relatively more 
vulnerable to injury, so that, in considering the special vulnerability of the elderly 
cancer patient to intercurrent infections, one has to be aware of the more dangerous 
course of the influenza virus, for example, in subjects with impaired pulmonary 
function. 
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A striking feature of physiological decline in aging human subjects is the 
variability, from system to system, and from patient to patient, when one carries out 
longitudinal studies among groups of age-matched individuals. Thus, the clinician 
will have to assess the special strengths and weaknesses of any given patient when 
contemplating a course of management. 

The goal of this initial workshop will have been achieved if by the 
presentations and interactions here, clinicians, oncologists, and gerontologists are 
brought to the awareness of the state-of-the-art in cancer and aging and of the need 
for rational designs for diagnosis and treatment of geriatric cancer patients in 
reducing cancer mortality among the underserved elderly (over 65) population. 
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Adenomatous polyps, 68-72, 325 
Adenocarcinoma, 68-71, 186, 194 
Aging, 77-81 
Androgen, 163, 170-178 

ablation, 173-176 
androgen-dependent and 
-independent prostate cancer, 

171-177,178 
androgen receptors,156, 250 

Androstenedione, 155, 157-159 
Apoptosis, 36, 173-174, 311 
Aromatase, 157, 159, 161-162 

Breast cancer, 1-10, 107-116, 
119-129, 143-153, 155 
chemotherapy, 11 0-111, 156, 287, 
cytogenetic analysis, 107-116 
diagnosis - stages I, II, III, IV, 110 
estrogen receptor, 143-152 
familial breast cancer, 325 
primary, metastatic, 107 -116, 129 
suppression, 128 

Cancer statistics 
incidence, 1-10, 13-15, 18, 

23, 108, 119, 144, 156, 
167-169, 178, 190, 215, 219, 
272, 279, 322 

mortality, i-iii, 108, 167, 222, 242, 
322, 327 

risk, 21 

INDEX 

cdc2 p34 kinase, 35, 37 
Cell cycle phase, 27, 33, 36, 45 

entry and entry control, 27, 93, 94, 96, 
98 

Go, GI , 32-33, 35, 45, 49, 51, 56, 94, 97 
GiS, 46, 51, 56 
G2,32 
S, 32, 51, 56, 93 

Cell spiral model, 46 
Cell-mediated immunity, 16 
Cervical cancer, 13-26, 323 

carcinoma in-situ (CIS), 13, 15-16, 18, 
22,23 

cervical lipomatosis, 325 
Human Papilloma Virus (HPV), 13, 

17-23,57 
invasive (ICC), 13-14, 18, 20 
Pap test, Pap smear, 14, 17, 21-22 

Chemotherapy, 110-111, 156, 171-172, 
178,217-218,235,271-280,287-298 

Chromosome 
aneuploidy, 108, 194, 232 
breakpoint, 109, 235 
G-banding, 107, 110 
instability syndromes, 325 

ataxia telangiectasia, 325 
Bloom's syndrome, 325 
Fanconi's anemia, 325 
Werner's syndrome, 325 

mutation, 29, 56-57, 59-60, 68, 72, 
120, 127, 129, 215, 246, 248, 
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mutation (con'd) 
288, 293, 308, 323, 325-326 

point mutation, 127 
translocation, 31-32, 95, 109, 112, 

217-218,220-221, 232-235, 
244,251 

X,31-33 
Colorectal carcinoma, 56-57, 59, 

67-72,308-312 
Concanavalin A (Con-A), 94, 96-97, 

100, 103 

DNA viruses 
HPV, 13, 15, 17-23,57, 67 
SV40, 35, 55, 57, 126, 128 

Elderly, 13-16, 20, 22-23, 167, 
216-218, 222-223, 242, 255, 257, 
271-281, 288, 327 

Familial cancer 
breast, 325 
pancreatic carcinoma, 325 

Familial Polyposis, 72, 325 

Genetic instability, ii, 37, 171, 312 
Growth factors 
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EGF, 121-125, 128, 187, 195, 203, 
206, 208 

FGF, 122, 126, 187 
aFGF, 128, 187 
bFGF, 128, 187 
FGF-5,126 

IGF, 126, 203, 206-207 
IGF-I, 122, 126, 195, 203, 

206-207 
IGF-II, 122, 126, 195 

MDGF1, 122, 126 
TGFa, 121-126, 127-128, 195, 

208, 
TGF~, 121-122, 126-127, 130, 

135-136, 128-129, 174-175, 
187, 195, 203, 206, 208 
TGF~I' 126 

Growth factors (cont'd) 
TGF~2' 126 
TGF~3' 126 

v-erbA,243 
c-erbB2, c-erbB3, 125 
HBGF, 203-212 

HBGF-1, 209, 211 
HBGF-2, 209, 211 
HBGF-R, 209-212 
HBGF-Ra , 210 
HBGF-Rp, 210 
HBGF-R,210 

NGF, 185-187, 189, 192-194, 197-198 
NGFIB (nerve growth factor inducer 

gene B), 244 

Heparin-binding, 85 
fibroblast growth factor, 203-213 

HIV (HTLV III), 17-18 
Homeostasis, 323-325 
Hormone receptors 

androgen receptor, 156, 174, 250 
estrogen receptor, 2, 110, 119, 125, 

143-153, 246, 248, 252, 254 
chimeric receptor, 249 
glucocorticoid receptor, 241-257 
mineralocorticoid receptor, 244 
progesterone receptor, 162, 243, 250, 

254 
steroid receptor, 129, 155, 163-164, 

170-171,245,246-249, 251, 254 
steroid receptor gene superfamily 

242-243, 244 
thyroid hormone receptor, 243-245, 

248-249 
Hostile milieu (microenvironment), 173 
HPRT gene, 31-32 
Hyperplasia, 323-324 

Immortality, 29, 35, 129, 312 
immortal, 28, 29, 30, 31, 32, 37, 38, 46, 

123, 124, 311, 312 
immortalized, 123, 129, 311, 312, 314 
immortalization, 35, 55, 68, 312 



Immune senescence 
(Immunosenescence), 13-16, 77-78, 

81-82, 102, 319-320, 326 
Interferon (IFN), 99, 107, 242 

Kinase 
cdc2 p34, 35, 36-37 
phosphoenolpyruvate carboxy 

kinase, 249 
protein kinase A, 50-51 
protein kinase e, 70, 94, 95, 293 
Rb kinase, 35 
thymidine kinase, 253 
tyrosine kinase, 70-72, 126 

Langerhans's cell, 17-18 
Leukemia 

ALL, 215-240, 241, 271-272 
~L, 215-240, 241, 272 
eLL,241 
eML,241 
ANLL,233 

Lymphokines 
IL-2, 78,95-103,319 

anti-IL-2, 95 
rIL-2, 97-101 
IL-2R, 95-98 

IL-3,99 
IL-4, 98-99, 102, 319 

Mammastatin, 126-127 
MDGI (mammary derived growth 

inhibitor), 126-127 
Melanoma, 77, 79, 82-83, 129, 287 
Menopause, 14, 119, 144, 156-157, 

322, 323-324 
perimenopause, 155 
premenopause, 119-120, 157 
postmenopause, 14, 119-120, 163, 

324 
Metalothionine promoter, 124 
Metatasis, 57, 111, 129, 156, 197, 205 

metatasize, 316 
metatastic phenotype, 129 

Metatasis (cont'd) 
metastatic potential, 67-68 
metastatic tumor, 107-112, 114, 

115-116, 124, 168, 170-171, 176, 
178, 194, 287 

MM11I, 124, 245, 249 
Morbidity and comorbidity, 1-11, 108, 

242, 272, 279 
Mortality, 46, 116, 174, 228, 245, 

327 
Mutation, 29, 56-60, 68, 72, 127, 129, 

308-309, 325 
breast cancer, 137-138 
chromosomal (see also chromosome) 

constitutional, 321, 323, 325 
drug resistance, 288, 293 
glucocorticoid receptor, 246, 248 
"hot-spot" mutation, 57, 59 
leukemia, 215 
missense mutation, 57, 60 
point mutation, 57, 127 
predisposing mutation, 120 
somatic, 323-324, 326 
spontaneous, 120 

Multifocal 
atrophies, 323 
hyperplasia, 323, 324 
origin, 171 

Oncogenes, 29, 48, 60, 68, 71, 72, 124, 
125, 127-128, 129, 220, 308, 311, 312, 
314 
anti-oncogene, 45, 52 
c-fos, 128, 174 
c-jun, 128 
c-myc, 68-69, 72, 126-128, 252-253 

L-myc, 68 
N-myc, 68, 77-78 

ras (RASl , RAS:z), 45-51, 55-59, 
127-128 
Ha-ras, 45-51, 124, 125, 127-128 
K-ras, 72, 127, 310 
v-rasH, 45-51, 124, 127-128 

oncogenesis, 38, 83, 298 
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Papilloma, 17-18,314,324 
Paracrine regulation, 120, 126, 185, 

186, 187, 190, 195-197 
PCR (polymerase chain reaction), 162 
P-glycoprotein, 290-296 

glycoprotein, 250 
sulfated glycoprotein 2, 177 

Phorbol esters, 96, 293 
pp6(),,-SIC, 70-71 
Progesterone, 120, 121-122, 123, 147, 

156, 157, 162, 223, 250, 254 
Progestin, 119, 120-121, 250, 275 

antiprogestin, 122 
Proliferative homeostasis, 323-325 
Prostate cancer, 77, 167-184, 188, 

197-198,310,313 
chemotherapy, 171-172, 178 

Protooncogene, 94, 127-128, 252, 253, 
254 

Receptor 
hormone receptor (see hormone) 
IL-2 receptor, IL-2R (see IL-2) 
retinoic acid receptor, 243, 248-249 
transferrin receptor (TfR),95 
vitamin D receptor, 243 

Retinoblastoma (Rb), 129, 311 
Cell, 310 
Rb gene, ii, 32-33, 128-129, 

310-311 
Rb kinase, 34, 36 
Rb phosphatase, 36 
Rb phosphorylation, 27, 32, 

34-35 
Rb protein, 32-35, 36, 129, 

310-311 
Rb susceptibility gene, 32 
tumor, sporadic, 34, 128 

Retinoic acid, 127, 243, 248-249, 299 
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Saccharomyces cerevisiae, 45-54 
Senescence, 15-16, 27-31, 36-38, 

45-53,93,308-310,317, 319, 322 
cellular senescence, 27-54, 32-33, 34, 

36, 37-38, 308, 310-313 
(see also iinmunosenescence) 
senescence gene, 29, 30-33, 35-36, 

45, 46, 52, 308, 310, 312 
senescence factor, 45, 46, 51-52 

Suppressor, 33,56, 60, 128-129, 316 
suppressor cell, 16, 18, 45, 60, 83-84, 

99, 101, 324 
suppressor gene, ii, 29, 33, 38, 45, 

128-129, 308, 312 

Tamoxifen (4-Hydroxytamoxifen), 143, 
144, 148-149,275 

T-Lymphocyte, lymphocyte, 16-18, 78, 
84, 86, 93-103, 188, 215, 242, 250, 271 
324 
CD4+ 16, 18, 97-100, 252 
CD8+ 16, 18,97-99 

Thyroid, 243, 245, 248, 249, 250, 324, 325 
Topoisomerase I, 291, 294-295 
Topoisomerase II, 290, 291, 294-295 
Transferrin, 95, 158 

anti-transferrin, 95 
Tyrosine aminotransferase, 249 

phosphotyrosine, 70, 71 
tyrosine kinase, 70, 72, 126 
tyrosine phosphatase, 70, 71 

Zinc finger, 246, 254 




