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PREFACE

This text addresses many important methodological issues faced in contemporary
social epidemiologic research. The motivation for assembling this material is to
increase the potential for social epidemiology to contribute meaningfully to pub-
lic health knowledge and policy through stronger and clearer methodological
foundations. The field is only a few decades old in its current incarnation, and the
methodological approaches that characterize work in this sub-discipline are still
rapidly evolving. New techniques are continually developed or borrowed from
other disciplines. Nonetheless, the bulk of published research in this area is still
made up of studies for which the inferential content is modest at best. Some of
this ambiguity in interpretation arises from a weak conceptual orientation about
the logic underlying many common methods. This is especially true of regres-
sion, which is seldom taught with a focus on causal inference.

Without improvements in standard analytic practice, social epidemiology risks
being dismissed as naïve or simplistic by policy makers as well as by the wider sci-
entific readership. Popular imagination and scientific credence are extended read-
ily to the rapid developments in molecular biology and genetics, even though their
relevance for public health concerns remains largely uncertain. In contrast, the
questions posed in social epidemiology have immediate relevance for the most
important public health concerns, and yet the results of such studies rarely have
the necessary clarity and robustness to alternate explanations (for example, bias,
measurement error) that would allow them to enter meaningfully into the public
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and policy debates. This dilemma will not be solved overnight with the intro-
duction of some exciting new statistical model, but rather slowly, over time, with
the training of more careful thinkers and more assiduous analysts.

This volume is intended as a methods text and so is unlike the handful of
recent books on social epidemiology and the social determinants of health that
focus on substantive findings.

For this reason, little attention is paid to existing knowledge about social epi-
demiologic relations except by way of motivation or worked examples. It is our
intention, however, that this text will compliment these substantive efforts by pro-
viding a more thorough investigation of the techniques we use to gather subject
matter knowledge in this field and ways in which this research process can be
improved.

Is there really a need for a separate text devoted entirely to social epidemio-
logical methods? Why should the interested reader not just rely on the many out-
standing methods texts available for epidemiology as a whole? We believe that social
epidemiology as a distinct sub-discipline comprises several phenomena that are
not very well addressed by traditional epidemiological texts. Foremost among these
are human volition, social interaction, and collective action. Because epidemiol-
ogy is a population science, it is indeed ironic that mainstream epidemiology texts
say so little about human interaction, social forces, or social scientific research and
understanding more generally. In noting this, we certainly do not intend to min-
imize the importance of medical or biological knowledge or research; there can
be no doubt that these disciplines are also vital to epidemiology. Our point is only
that something is missing. A more complete epidemiology includes the social, the
biological, and the quantitative, and yet the first of these, which most distinguishes
our field from clinical medical investigation, is almost entirely neglected in texts
written in the modern period (for example, since the appearance of Kupper,
Kleinbaum, and Morgenstern’s Epidemiologic Research in 1982 and Miettinen’s
Theoretical Epidemiology in 1985). Furthermore, we emphasize that this is obviously
not a complete methods text, if such a thing were even conceivable. It is not meant
to replace the traditional epidemiology texts, statistical analysis texts, or other foun-
dational works or training. Rather, it augments these works by providing a col-
lection of insights and some original research into the particular challenges facing
the study of social relations and institutions on health.

We hope this book serves as a learning guide, a reference tool, and a step-
ping stone for conceptual advancement. Our target audience is second-year epi-
demiology doctoral students—those who have some basic training in epidemiologic
methods and the capacity and interest to extend these to settings in which the
exposures are social phenomena or related to the same. Accordingly, we
encouraged contributing authors to write penetrating and cutting-edge chapters
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that are nonetheless accessible to non-methodologist readers. Because chapter
lengths were necessarily limited, we also asked our authors to include abundant
citations through which interested readers might continue their study in greater
detail.

The text is loosely organized into three parts: Part One, Background; Part
Two, Measures and Measurement; and Part Three, Design and Analysis. Part One
contains a brief introductory chapter by Oakes and Kaufman that aims to set the
stage for the works that follow. The second background chapter is by Hamlin, who
considers the intellectual history of methods in social epidemiology. One might
well wonder what a history chapter is doing in a methods text. We would argue
that it is perilous to ignore past paradigms and conventions, and so we view this
chapter as the necessary foundation stone for all that follows.

The second loosely defined part contains seven chapters on measures and
measurement. It is difficult to overstate the importance of this work, and there
must be no doubt that better measurement is fundamental to any advance. The
first chapter is by Galobardes and colleagues, who consider the construct of so-
cioeconomic position and its central role in social epidemiology. Next is an im-
portant chapter on the measurement and analysis of race and racial discrimination
by Karlsen and Nazroo; much more work is needed in this area and this chapter
should move us forward with greater precision and clarity. Betson and Warlick’s
chapter on measuring poverty comes next. The most enduring finding in all of
health research is that poverty is not healthy, and this chapter serves as a much
needed reminder that such a seemingly simple idea as poverty is anything but sim-
ple to operationalize. Following this, Harper and Lynch contribute an essential
chapter in measuring health inequalities. Once again, the deep issues here are dif-
ficult and these authors help us to recognize and better appreciate the subjective
aspects of these measures. Because residential segregation remains overlooked in
much of epidemiology, we wanted to include cutting-edge discussion of the con-
struct and current thinking in this volume. Reardon’s chapter not only fills the gap
but offers practical insights into how such measurement can and should be done.
Finally come two chapters on measuring neighborhood constructs. The first is by
O’Campo and Caughy, who carefully consider methods and issues that should
move us beyond naïve reliance on census data for community measurement. Com-
munity measurement must be more than the tabulation of census data. Never-
theless, census data remain vital to our practice and Messer and Kaufman
demonstrate how careful use of such data may be fruitfully employed to answer
some difficult questions. Taken together, the chapters in this section would seem
to greatly strengthen social epidemiology’s foundation by clarifying and extend-
ing the measurement tools available to social epidemiologists aiming to under-
stand how social processes interface with health.
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The third and final part contains eight chapters on research designs, data
analysis, and related issues. The first chapter, by Lantz and colleagues, is special
in that it concentrates on community-based participatory research. Such an ap-
proach appears to blend well with our view of social epidemiology and merits
more attention. Following this is Marsden’s thoughtful and informative chapter
on understanding, measuring, and analyzing social networks. This chapter should
help fill a major gap in the current literature and help strengthen formal ap-
proaches to networks. Next comes Blume and Durlauf ’s penetrating yet accessi-
ble review of cutting-edge econometric approaches to modeling social interactions;
because it is unlike the bulk of work being done by social epidemiologists, we imag-
ine many will find that this work raises many questions and thus opens many new
avenues for fruitful research. Many of the key methodological issues associated
with the now common multilevel regression model are carefully addressed by
Blakely and Subramanian. Given the near ubiquity of the multilevel model in
social epidemiology, this chapter merits repeated study. Perhaps one of this volume’s
more important chapters is by Hannan, who considers the fundamental statisti-
cal aspects of the design and analysis of community trials. It should be clear
that we believe more attention to social epidemiological field experiments would
be beneficial. Next comes Oakes and Johnson’s discussion of how and why
propensity score matching methods may benefit social epidemiologic inquiry. The
last two chapters are by Glymour, who explains and demonstrates, in a remark-
ably lucid fashion, both the use of instrumental variables technique and directed
acyclic graphs. Both methods seem to hold great promise for improving social
epidemiological analyses and understandings. All told, because these eight analy-
sis chapters are infused with aspects of social interaction and causal inference,
this part represents an important resource for those aiming to advance social
epidemiology.

No preface is complete without acknowledgments. As in the assembly of all
such works, we find ourselves in the debt of many—in fact, too many to mention,
but a few merit extra special thanks from both of us. First, we gratefully ac-
knowledge the remarkable group of contributing authors; their hard work and
positive attitudes nearly made this project fun. Second, we extend extra special
thanks to Mary Hearst, a doctoral candidate at the University of Minnesota, who
labored tirelessly to coordinate people, paper, and content. This book would not
have been completed without her. Finally, we both thank our publisher Andy
Pasternack and his colleagues at Jossey-Bass. Andy encouraged us to undertake
this project long before we were ready to, and he remained remarkably patient as
we missed several self-imposed deadlines.

Additionally, JMO offers special thanks to his teachers, including Doug
Anderton, Pete Rossi, Sam Bowles, and the late but still great Andy Anderson. He
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also thanks Ichiro Kawachi for years of support and encouragement, his irrever-
ent students, and members of the Social Epi Workgroup at the University of
Minnesota for asking such tough questions. JSK gratefully acknowledges the
patient and generous mentoring of Sherman James and Richard Cooper in his
formative intellectual development as a social epidemiologist and the encour-
agement, prodding, and occasional needling of several influential colleagues, in-
cluding Irva Hertz-Picciotto, George Kaplan, Jim Koopman, John Lynch, Dan
McGee, Carles Muntaner, Charlie Poole, Ken Rothman, and David Savitz.

JMO – Minneapolis, MN
JSK – Chapel Hill, NC

September 2005
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CHAPTER ONE

INTRODUCTION: ADVANCING METHODS
IN SOCIAL EPIDEMIOLOGY

J. Michael Oakes and Jay S. Kaufman

The aim of this brief introductory chapter is to highlight some of the funda-
mental methodological issues facing social epidemiology. In many cases, these

are the background issues that this volume’s contributing authors have weaved
into each of the chapters that follow.

It is necessary to first define social epidemiology and social epidemiologic
methodology, as these definitions underlie all of the discussion that follows. Sub-
sequently, we discuss three fundamental issues that typically arise in the applica-
tion of social epidemiologic methodology. We conclude by offering a short and
speculative discussion on methods not included in this text that may help advance
the field beyond its present limitations.

What Is Social Epidemiology?

Epidemiology is the study of the distribution and determinants of states of health
in populations. We define social epidemiology as the branch of epidemiology that
considers how social interactions and collective human activities affect health. In
other words, social epidemiology is about how a society’s innumerable social
arrangements, past and present, yield differential exposures and thus differences
in health outcomes among the persons who comprise the population. Defining
social epidemiology in this broad way permits the analysis of not only how social
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factors serve as exposures that affect health outcomes but also how such
factors/exposures emerge and are maintained in a distinctive distribution.

Social epidemiology is thus concerned with more than the identification of
new disease-specific risk factors (for example, a deficit of social capital); it also con-
siders how well-established exposures, such as cigarette smoking, lead paint, and
lack of health insurance, emerge and are distributed by the social system. With
such a focus, social epidemiology must consider the dynamic social relationships
and human activities that ultimately locate toxic dumps in one neighborhood
instead of another, make fresh produce available to some and not others, and per-
mit some to enjoy resources such that they can purchase salubrious environments
and competent health care. In short, social epidemiology is about social alloca-
tion mechanisms (that is, economic and social forces) that produce differential
exposures that often yield health disparities, whether deemed good or bad.

Social epidemiology is different from the bulk of traditional epidemiologic
practice, which tends to operate with a model based on the fictitious Robinson
Crusoe. Recall that this character is someone in an environment devoid of social
context, whose health depends only on biological relationships and the vicissitudes
of island weather. Social interaction and thus political and economic power play
no role in Robinson’s health, although the same is perhaps not so true for his
“friend” Friday. Such interactions are central to social epidemiology, however.
Without any attention to social arrangements and institutions, epidemiologic re-
search on humans is almost indistinguishable from an application to, say, livestock.

It is the incorporation of purposive human interaction and agency (that is,
social coordination and conflict) that links social epidemiology to the social sci-
ences and raises enormous methodological obstacles to inference—obstacles that
leading social scientists have long sought to overcome. But social epidemiology is
not a social science, at least as traditionally conceived. Although the methods and
models of, say, a social epidemiologist and medical sociologist might be identi-
cal, the distinction between social epidemiology and social science lies in the focus,
outcome variable, or more formally the “explanandum” of each discipline. The
goal of social science—including sociology, economics, political science, and
anthropology—is to understand and explain the social system. In other words,
social science’s outcome variable (that is, explanandum) is society, social forces, or
the like. A social scientific study that considers/models health outcomes does so
to learn about society. By contrast, the outcome variable for social epidemiology
is health. Whereas social epidemiologists may borrow theory, methods, and con-
structs from social science, they do so in an effort to understand health rather than
social forces or related phenomena. This means that social epidemiology, although
related to the social sciences, firmly remains a branch of epidemiology. Accord-
ingly, social epidemiology should not discount the potential impact of genes,
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microbes, or other factors frequently found in other subfields within epidemiol-
ogy. The inevitable decline in the importance of (sub)disciplinary boundaries is
a necessary step for the integration of these diverse considerations, as it frequently
requires multidisciplinary teams to properly address the important research ques-
tions in their true complexity.

Although each day seems to bring more interest and activity in social epi-
demiology, it is important to appreciate that the questions we consider are any-
thing but new. Not only did the ancient Greeks wonder about the relationship
between social conditions and health but John Snow’s famous cholera investiga-
tions, which many say mark the dawn of epidemiology and germ theory more
generally, were infused with the same paradigm. Furthermore, what is too often
overlooked is that questions concerning the relationship between social institutions
(for example, government or societal norms) and human welfare date back to at
least Hobbes and many great, more contemporary, political thinkers such as
Keynes, Hayek, Freedman, and Sen, who continue to contribute to insights into
the fundamental normative question: How must we organize . . . to improve health?

What Is Social Epidemiologic Methodology?

Methods are rules or procedures employed by those trying to accomplish a task.
Sometimes such rules or procedures are written down. For example, cookbooks
provide methods for baking better cookies or cakes. In much the same way, re-
search methods are rules and procedures that researchers working within a dis-
ciplinary framework employ to improve the validity of their inferences. At risk
of taking the analogy too far, researchers who abide by good research methods
may more reliably produce valid inferences in much the same way that bakers who
abide by excellent recipes tend to produce tasty cookies and cakes. There are
always exceptions, but the point seems to hold generally.

Social epidemiologic methodology is naturally the study of methods in and
for social epidemiology. To reiterate a point raised in the Preface, social epi-
demiologic methodology includes not only the broad collection of study design,
measurement, and analytic considerations that has evolved over the previous cen-
tury in mainstream epidemiology but also methods needed to address social epi-
demiology’s special or unique questions and data. This latter group of methods
arises more clearly from the social sciences, although a long tradition of consid-
ering these points in relation to communicable disease is also discernable in the
history of epidemiology (Eyler 1979; Hamlin 1998; Ross 1916).

Methodological research is largely concerned with studying the logic of and
improving techniques for scientific inference. The broad objective is to learn what
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conclusions can and cannot be drawn given specified combinations of assump-
tions and data (Manski 1993). Because methodologists strive to determine what
conclusions may be legitimately drawn given a set of assumptions, it is natural that
this group of researchers often views existing practice more skeptically. Many
methodologists might readily propose that a fundamental problem in applied
research is that substantive investigators frequently fail to face up to the difficulty
of their enterprise. We would venture to guess that many of the contributors to
this volume would themselves articulate a similar position, that much published
research is naïve with respect to assumptions being relied upon and to the many
alternate explanations being ignored. The solution to this problem is rarely the use
of more elaborate statistical methodology, however, as such solutions tend to
be more assumption-laden rather than less so. Rather, the solution is for method-
ological training that stresses the fundamental logical principles behind study
design and quantitative analysis of data and for greater rigor in the criticism
of such models. Disciplines that become overly fascinated with the tech-
nique of analysis can easily become distracted from more elemental issues in the
logic of inference, a nagging concern in economics, sociology, and other social
sciences (Leamer 1983; Lieberson and Lynn 2002).

Three Fundamental Issues

In this section we briefly comment on three issues fundamental to social
epidemiologic methodology: causal inference, measurement, and multilevel
methodology.

Causal Inference

Perhaps the most fundamental and yet intractable problem of all research, espe-
cially observational research, is that of causal inference. The centrality of this con-
cern rests with the need to have science be successfully predictive of the future and
thus serve as a guide for how human activity may manipulate conditions for pre-
ferred outcomes. Because social epidemiology seeks to identify the effects of so-
cial variables, we must necessarily adopt a model of human agency that posits
various actions taken or not taken and their consequences (Pearl 2000). Because
a causal effect is defined on the basis of contrasts between various of these (poten-
tially counterfactual) actions, many authors argue that we must immediately ex-
clude non-manipulable factors, such as individual race or ethnicity and gender,
from consideration as causes in this sense (Kaufman and Cooper 1999). The mod-
ifiable exposures that are typically of interest to social epidemiologists include
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factors such as income, education, and occupation, which are potentially influ-
enced through social policies or by various specific educational or social inter-
ventions. For example, the existence of a governmental income supplementation
program changes income distributions in the population, allowing some families
to live above the poverty line that would have lived beneath it in the absence of
this policy (Basilevsky and Hum 1984; Orr et al. 1971). The contrast of these two
policy regimes or between many specific variations of this intervention is the basis
for the definition of a causal effect of interest in etiologic observational research.

For simplicity of exposition, consider a binary outcome (Y � 1 if disease
occurs during the period of observation, Y � 0 otherwise), although extension
to other outcome distributions is straightforward. For example, suppose that
Y � 1 represents a subject in the defined population dying before the end of
follow-up, whereas Y � 0 indicates that the subject is alive at end of follow-up.
Consider social exposure X � 1 as the policy that provides income supplemen-
tation up to the poverty line and X � 0 as the absence of such a policy. As a
notational convention to represent intervention, many sources in the statistical
and epidemiologic literature make use of a subscript on the outcome variable
(YX � x ) to indicate the variable conditioned on forcing the target population to
exposure level x (for example, Holland 1986). Pearl has employed several notional
conventions (Pearl 2000, p. 70), including the “SET” notation, which expresses
intervention as SET[X � x]. Using this notation, the outcome distribution under
the various interventions is readily expressed as Pr(Y � y|SET[X � x]), which may
be translated as the probability of an outcome Y being the value y given the value
of intervention X is set at x. These distributions of Y enable computation of out-
come contrasts between all possible values of x taken by X. For example, for the
causal effect of income supplementation on mortality, common contrasts would
include the difference or ratio between the risk of death in the target popula-
tion during the specified time period if the income supplementation policy were
in effect versus if it were not in effect.

Although the hypothesis of a causal relation between income supplementa-
tion and mortality seems plausible, it is also entirely possible that states or coun-
ties with such programs have lower age-specific mortality risks than states or
counties without such programs for extraneous reasons. If this were true, it would
suggest that some part of the empirical association observed between income sup-
plementation and mortality may arise not from the causal link between them
but rather owing to their mutual response to other conditions, such as the level
of the state cigarette tax, which affects both revenues available for income sup-
plementation and the death rate through its affects on smoking behavior.

The task is to contrast the proportion of the target population who would die if
subjected to a policy of income supplementation to the proportion who would die
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if there was no policy in place for income supplementation: Pr(Y � 1|SET[X � 1])
versus Pr(Y � 1|SET[X � 0]). The problem in observational data is that nothing
is actually SET, and so we must manipulate the observed quantities in some way to
more validly estimate the causal effect. Clearly the crude contrast of observed
mortality proportions, Pr(Y � 1|X � 1) versus Pr(Y � 1|X � 0), is not adequate,
as these conditional probabilities may differ not only because of the causal effect
of X but also because of the correlated perturbation in X and Y by their common
cause.

The usual epidemiologic solution is to condition in some way on measured
covariates that represent the common causes of X and Y. The logic behind this
strategy is that within the categorizations of the covariates, there can be no con-
founding by these quantities (Greenland and Morgenstern 2001). Formally, this
adjustment provides a statistically unbiased estimate of the true causal effect for
X on Y when, within each stratum of covariate Z, observed exposure X is statisti-
cally independent of the potential response (Y|SET[X � x]) for each imposed
value x (Rosenbaum and Rubin 1983). To the extent that one can enumerate
and accurately measure all of the important common ancestors of exposure and
outcome, this conventional epidemiologic solution is entirely adequate for the spec-
ification of the desired causal effect from observational data in point-exposure
studies with no interference between units. For exposures related to human be-
havior, however, the task of identifying and measuring these common antecedents
is often daunting.

Even in randomized experiments, but especially in observational studies,
causal inference requires a strong theoretical foundation to justify assumptions
of causal order, of no bias due to omitted covariates, and of effect homogeneity.
This level of theoretical justification is often lacking in epidemiology, and is
especially uncommon in social epidemiology (Oakes 2004). Regression model-
ing is particularly insidious in this regard, as the method has become so routine as
to seem facile, when, in fact, the statistical and the extra-statistical assumptions
required are often heroic (see Berk 2004; McKim and Turner 1997). Some authors
are assiduously cautious with their language, yet many others imply causal rela-
tionships when they employ euphemisms such as “effect,” “impact,” “influence,”
“dependent variable,” or “outcome” (Oakes 2004). The motivations are laudable,
but in the end such “findings” may do more harm than good. Surely there are
opportunity costs and risks to the public’s trust and understanding (Caplan 1988;
Greenlund et al. 2003; Hogbin and Hess 1999).

Basic descriptive and predictive models devoid of causal import can be quite
useful (Berk 2004). But at some point policymakers will want to use the results of
social epidemiologic investigation to improve health, and causal understanding is
desirable in this case. While prediction and causality are related, they are almost
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always distinct because the latter is tied to action rather than observation. Too see
this, recall that a rooster’s crow does not raise the sun, but it predicts it with reg-
ularity. Such an alarm clock may be quite helpful to the sleepy farmer. But this
model is merely predictive, because no matter how many times the sleepy farmer
might get his rooster to crow later, the sun will rise in accordance with a completely
different causal mechanism.

The subfield of social epidemiology is now suitably mature and sophisticated
that we must state our analytic goals more clearly: does an author seek a causal,
predictive, or perhaps “merely” descriptive model? Unlike fields such as clima-
tology, social epidemiologists are often interested in actually enacting policies or
interventions in order to improve the public’s health. We therefore need to privi-
lege causal explanations and to aim to build causal models. The yardstick is not
perfection but usefulness, but it does not seem that multiple-regression procedures
are getting us very far in this regard (Berk 2004).

Measurement of Social Phenomena

It was the poet Yeats (1938) who grasped the essential idea with the words “mea-
surement began our might.” Yet, although there can be no doubt that measure-
ment of biological phenomena is quite advanced and that the field of
psychometrics has aided progress on individual-level measures, such as IQ and
depression (Nunally and Bernstein 1994), measures of social phenomena and other
aggregate constructs remain remarkably primitive (Duncan 1984; Lazarsfeld and
Menzel 1961). For example, several authors have revealed a striking lack of
attention to the measurement of the central construct of socioeconomic status
(SES) in health research (Oakes and Rossi 2003). The situation appears even worse
when it comes to measures of ecological settings such as neighborhoods, schools,
and workplaces. The fact is that the methodology needed to evaluate these
measure remains in its infancy (Sampson 2003).

It is unclear why so little progress has been made on the measurement of con-
structs fundamental to social epidemiologic inquiry, especially in light of a con-
sensus agreement on the basic consequences of measurement error: it has been
known for over 100 years that measurement error generally biases (attenuates or
accentuates) effects (Gustafson 2004; Jurek et al. 2005; Nunally and Bernstein
1994; Yatchew and Griliches 1984). Surely one reason for the slow pace of
progress is that the task is difficult. Unlike counting red blood cells or calculating
a subject’s body mass index, relevant constructs in social epidemiology are always
between persons and are often group-level phenomena. This means that such mea-
sures reflect complex functions of individual action, interactions, and largely un-
known feedback systems: this greatly complicates things. Other reasons for the
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slow progress probably include the fact that there is little practical incentive for
work on social measurement within epidemiology. For better or worse, it is clear
that conventional epidemiology has not devoted much attention to the social sci-
ences (Oakes 2005), which means that whereas health outcome assessments may
be thoroughly scrutinized by reviewers and editors, social exposure assessment
may be accomplished crudely or reflexively without drawing much negative
attention ( Jones and Cameron 1984). As Berk (2004, p. 238) laments, “Many
investigators appear to proceed as if fancy statistical procedures can compensate
for failures to invest in proper data collection.” Progress in conceptualization and
measurement is key to advancement of social epidemiology, and more attention
should be devoted to it.

Multilevel Methods

Much has been published in recent years within social epidemiology about mul-
tilevel theory and multilevel models (Diez-Roux 2000; Kaplan 2004). This is
clearly a salutary development for the field because the point of such discussions—
that context matters—is timely and important. Yet, whereas several scholars have
ably considered some of the statistical issues of the multilevel regression model
(see Chapter Thirteen), few have fully discussed the fundamental methodological
issues inherent in a true multilevel methodology, namely, an approach that in-
corporates the critical and dynamic tension between individuals and groups. At
some point several slippery questions must be considered, including whether
a group is an entity independent of its constituents. Asked differently, is there a
group without the specific individuals who comprise it? Another question is
how groups or aggregate phenomena change over time; what are the mechanisms?
These issues rest at the core of multilevel theory and models, and more attention
needs to be devoted to them. To be sure, such issues are difficult, and we can offer
no facile recipe or simple conclusion. Obviously, a full treatment is far beyond our
scope here.

To better understand multilevel theory, we turn to the work of Coleman, who
in 1990 tried to present the key issues by discussing Weber’s 1905 classic expla-
nation of the rise of capitalism in the Protestant West (Coleman 1990; Weber
[1905] 1958). According to Coleman, Weber was trying to explain how society
evolved from pre-capitalistic to capitalistic by describing changes that occurred
among individuals within the societies under investigation. Weber’s research ques-
tion was how and why some societies changed so dramatically over a relatively
brief period of time. For purposes here, the important point is that Weber’s
explanation of social change rested on the changes within and among the indi-
viduals who made up the societies. According to Weber, it was the adoption and
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internalization of the Calvinist religious ethic by individuals that eventually led to
the growth and dominance of capitalism at the societal level.

Coleman tried to better formalize the issues by drawing a trapezoidal figure
(which we affectionately call the “Coleman bathtub”). We adopt this pedagogi-
cal device and present a similar figure (Figure 1.1). Although simple on its face,
this figure contains a great deal of useful information for advancing multilevel
methods in social epidemiology.

The larger circle to the left represents the population or society at time one
or before any change. The larger circle to the right represents the population at time
two or after some change. Alone, these two larger circles represent a change in a
population/society over time. That is, the two larger circles and the dotted-line
arrow linking them represent our central question: how did society change? In
concrete terms, one might observe a change in the rate of cigarette smoking over
time. A social epidemiologist observing this might ask how and why this change
occurred. Her goal might be to try to explain this change so that better interven-
tions to reduce the smoking rate could be developed and tested. How then might
we understand the social or epidemiologic change?

A methodological individualist, Coleman insists that such social change comes
about only through changes in individual people and their interactions. Societal
or group-level change does not just happen mysteriously without the involvement
of actual persons; social change must be grounded in the activity of constituent
individuals. It follows that the change in smoking rates can only be explained by
understanding what happened to the smokers and non-smokers, and their rela-
tionships, under investigation.
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Individual change is diagrammed in Figure 1.1. The smaller circle to the
left represents a given person living in the society at time one. The smaller circle
to the right represents the same person at time two, after some change. The arrow
linking this person at time one to himself or herself at time two represents per-
sonal growth or change, a psychological (or perhaps medical) phenomena. Note
well that, however interesting, this change is not our focus here; indeed, for social
epidemiology, personal change is only important to the extent it reflects or implies
change at the societal or population level.

Most important here are the (near) vertical arrows to the left and to the right.
The downward pointing arrow to the left, from the larger circle to the smaller,
represents the impact or influence of society on an individual. This is the macro-

to-micro transition. The arrow to the right, from the smaller to the larger circle, rep-
resents the impact of the individual on society. This is the micro-to-macro transition.
Together, these “micro-macro” transitions represent the most important but most
difficult methodological challenge for a multilevel social epidemiology. The fun-
damental questions are how and why society “gets into” individuals and how and
why do individuals interact to produce complex social organizations and related
outcomes.

Macro-to-micro transitions may come as resource constraints, social norms,
laws, and all other such forces that affect individual behavior. Especially impor-
tant are the concepts of socialization and endogenous preferences. Although dif-
ficult to study, the former idea appears easily understood: socialization is the
process of learning and internalizing the rules of proper behavior and the con-
sequences of behaving improperly. Parents and teachers socialize offspring and
students. What then of the related notion of endogenous preferences? The term
endogenous preferences implies that what we like and dislike is at least partly learned
from others and the constraints faced (Bowles 1998). Simply put, our circumstances
affect our preferences if not our entire world view. These notions of socializa-
tion and endogenous preferences may be interpreted as implying that our own
likes and dislikes are all social constructs, which is a slippery and controversial con-
clusion because it seems to cast suspicion on the very existence of free will and
individual volition (Sunstein 1986).

Moving in the other direction, micro-to-macro transitions may come as efforts
of individuals to change laws, lower-prices, or promote collective actions, such
as anti-smoking demonstrations. To keep this discussion accessible and brief, we
shall greatly oversimplify and assert that all micro-to-macro transitions may be
viewed as collective actions where individuals somehow act together for seemingly
common goals. Collective action problems are ubiquitous in society and well stud-
ied in the social sciences. The key point is that there are fundamental interde-
pendencies and interactions among persons engaged in a social goal, which means
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that simple aggregations of presumed individual behavior fails to explain or pre-
dict outcomes (Olson 1971). Consider two notable examples of collective action
problems: voting, and protection of a field for grazing sheep. First, the issue of
voting in an election is at once simple and complex. Simply understood, persons
vote to express their preference for one candidate or object to another. But a
paradox arises, because as the probability that anyone’s vote will be decisive
approaches zero, an individual has no incentive to waste even a moment in order
to vote. So why do so many people do it? More generally, why does any voluntary
group effort occur when individuals typically have no incentive to participate? The
second example of collective-action phenomena may be found in the so-called
“commons problem.” In short, the classic commons problem occurs when indi-
vidual sheep farmers have incentive to graze more sheep (Hardin 1968). The trou-
ble is that when all shepherds do so the common land is overgrazed, the sheep
starve, and each farmer loses his fortune. This is a collective action problem that
illustrates how individuals seeking their own self-interest can yield collective out-
comes that no individual would want; in other words, private rationality can
lead to collective irrationality.

Both micro-macro transitions highlight the crucial role of interdependencies
in social phenomena that affect social (that is, population-level) change. For the most
part, social epidemiology has not addressed these fundamental issues in theory,
measurement, or analysis, leaving much work still to be done. Coleman and others
have suggested that the best way through this thicket is to conceptualize the micro-
macro transitions not with respect to particular persons or even any persons but
rather as a system of socio-structural positions that tend to emerge from the char-
acteristics of the micro-macro transitions. Accordingly, the transitions can be
conceived of as the “rules of the game” that transmit the consequences of an in-
dividual’s action to other individuals and yield macro-level phenomena (Coleman
1990). New and insightful work in multilevel theory includes Durlauf ’s 2002 article
on social capital, Durlauf and Young’s 2001 edited volume on dynamic social
interactions, and Bowles’ 2004 novel microeconomics text.

Advancing Further Still

Although it seems appropriate to briefly comment on some potential steps beyond
this volume that would appear to enhance the practice and import of social epi-
demiology, we do so with some trepidation. It is simply difficult to know how our
subfield will evolve or co-evolve with more mainstream epidemiology. Neverthe-
less, some speculation on three approaches may be useful for discussion, debate,
and further study.

Introduction: Advancing Methods in Social Epidemiology 13

c01.qxd  3/31/06  2:01 PM  Page 13



First, success might be enhanced if social epidemiologists considered and con-
ducted more randomized experimental studies. While Hannan and Glymour dis-
cuss many aspects of community trials and natural experiments in Chapters
Fourteen and Seventeen, respectively, it is worth pointing out that there have been
other applications of experimental methods that seem potentially useful to so-
cial epidemiology. The first type includes efforts to manipulate constructs im-
portant to social epidemiology through laboratory-like factorial experiments.
For example, McKinlay et al. (2002) used videotape vignettes in an experiment
aimed to determine: (1) whether patient attributes (specifically a patient’s age, gen-
der, race, and socioeconomic status) independently influence clinical decision-
making; and (2) whether physician characteristics alone (such as gender, age, race,
and medical specialty) or in combination with patient attributes influence med-
ical decision-making (see also Feldman et al. 1997). If nothing else, such efforts
are useful because they clearly require sharply formed a priori hypotheses and offer
some control over confounding.

Somewhat relatedly, there may be benefit in resurrecting the seemingly over-
looked method of factorial surveys, which aim to experimentally examine judg-
ments and preferences by combing factorial experiments with survey methods
(Rossi and Nock 1982). Classic examples include the work of Nock and Rossi
(1979), who used the method to understand the independent effects of factors
considered when judging a household’s socioeconomic status. More recently,
Schwappach and Koeck (2004) employed the method to better understand judg-
ments about medical errors. Furthermore, though rarely used in this fashion,
the method would seem to hold some promise for understanding variation in social
norms (Rossi and Berk 1987). Finally, there is the growing and recent work of
evolutionary economists and their like-minded kin who use simple experiments to
better understand social interactions and outcomes (Henrich et al. 2005; Sunstein
2000). Paying greater attention to such work and extending it would seem to hold
great promise for social epidemiology.

Second, it seems prudent to devote greater attention to cross-validation—a
procedure where predicted values from, for example, a regression model are com-
pared with actual observations. Cross-validation is one of the true tests of a (statisti-
cal) model because until tested, parameter estimates are shielded from scrutiny and
perhaps public view because true values are not known—sampling variability offers
enormous protection (Kennedy 1988). Box (1994) draws an analogy to a criminal
investigation: no matter how good it might be, detective work (that is, model building)
without prosecution and adjudication (validation) is worthless if not irresponsible.

Ironically, the medical and public health literatures, especially as related to
obesity, are replete with cross-validation studies focused on validating instruments
or biological relationships (for example, Beekley et al. 2004; Craig et al. 2003;
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Finan et al. 1997; Goran and Khaled 1995; Thomsen et al. 2002; Vander Weg
et al. 2004). Indeed, diagnostic medicine has not tolerated non- or poorly validated
instruments since the publication of Ransohoff and Feinstein’s landmark paper
(see also Zhou et al. 2002). Yet as far as we know, no social epidemiologic models
have been formally validated or tested in this way. The reason, it would seem, is
that researchers rarely have access to a second independent sample from their tar-
get population. Presuming awareness of validation methods, the fact is that sec-
ond samples are expensive. It is possible to validate a model with the same data
used to estimate it (Hastie et al. 2001). But building and validating a model with
the same data, even subsets of it, can be very misleading; the model is likely to ap-
pear better than it really is. This is because it is too easy to capitalize on chance
or a particular realization of the stochastic process (Browne 2000; Zucchini 2000).
Once again, Berk (2004, p. 130) captures the point:

model selection can lead to the problem of “overfitting.” If a goal of data
analysis is to make inferences from a sample to a population or to natural
processes that generated the data (or to forecast), testing lots of different regres-
sion models can lead to a final model that reflects far too many idiosyncrasies
in the sample . . . the final fit is then an overfit. . . .

Although a general problem for all observational science, overfitting may be
particularly rampant in social epidemiology, and such mistakes may serve to im-
pede scientific progress and improvements to the public health.

Finally, we note that the most widely applied method for evaluating the impact
of social exposures on health is one that is not covered to any extent in this volume
or used in most social epidemiologic research, despite its importance and arguable
advantages in relation to other methods. This is the qualitative or narrative his-
torical approach. In broad outline, the basic idea is to tell the story of the expo-
sures and outcomes in the specific socio-historical context in which they actually
occurred rather than in an abstract and idealized context defined by statistical
models. The strength of this approach is clearly that it does not presume to state
some set of universal rules that exist for all vaguely similar situations at all times
but rather is the explanatory narrative of one unique configuration of events. The
weakness of this approach is exactly the same: if we only know how exposure
and outcome were related in one particular instance in the past, of what practical
use is this information to us for the future? Furthermore, if no generalization to
other settings is formally justified, then the explanatory mechanism proposed by
the author is not prospectively testable and therefore not refutable, because those
exact circumstances will never be replicated. Instead, critique can only come in
the form of counterarguments and alternative explanations, and therefore the
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evaluation of competing explanations remains necessarily subjective. This is the fun-
damental tension between the idiographic and nomothetic scientific paradigms.

Narrative historical depictions can certainly be highly quantitative, in the
sense that they involve numerical summaries of the events that occurred. These
depictions may also be characterized by specific causal explanations in the form
of counterfactuals (that is, arguing that events are the results of specific precipi-
tating conditions that, had these conditions not pertained earlier, would have
come out differently). For example, from 1991 through 1994, there was an epi-
demic of neuropathy in Cuba in which more than 50,000 people experienced
vision loss. The causal explanation appears to be an acute nutritional deficiency
subsequent to the collapse of the Soviet Union (which had subsidized the Cuban
economy) and concomitant tightening of the U.S. economic embargo (Ordunez-
Garcia et al. 1996). This explanation is causal because it implies that, had the
Soviet subsidies continued, the epidemic would have been reduced or avoided
entirely. But it differs in numerous ways from the inferences gleaned from
statistical models. For example, although the factual conditions may be repre-
sented with great precision, the outcome distribution under the counterfactual
condition is not generally identified quantitatively in the narrative approach.
Indeed, an important strength of this analytic approach is that it successfully
avoids the seductive generality of statistical models, the results of which are
described in universal terms, without reference to the specific circumstances in
which the data-generating mechanism operated. And by representing the
counterfactual outcome distribution qualitatively as opposed to quantitatively,
this also avoids the illusion of numerical precision for contrasts that fall outside
the realm of the observed data (King and Zeng 2003).

Important social epidemiologic works that adopt this analytic strategy include
Randall Packard’s White Plague, Black Labor (Packard 1989) and Eric Klinenberg’s
Heat Wave: A Social Autopsy of Disaster in Chicago (2002). Unfortunately, however, this
approach lends itself more naturally to book-length treatment or, at very least,
to the longer article lengths typical of the humanities and social sciences. The
restrictive length and structuring requirements of many biomedical journals make
it almost impossible to engage in these kinds of arguments in our mainstream
epidemiology journals. One notable exception is the “Public Health Then and
Now” column in The American Journal of Public Health. By contrast, several social
sciences recognize that the narrative historical approach is an essential tool for
investigating and characterizing the complex relations between social arrange-
ments and their consequences (King et al. 1994).

The bulk of the current volume is organized around the paradigm of the ex-
perimental trial as the standard for scientific inference. But for social epidemiology
to thrive in the decades to come, we must also become comfortable with the
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realization that some scientific questions will not be answered best by treating ob-
servational data as though they arose from controlled experiments. For some highly
complex systems, such as human social structures, the costs of generality in terms
of oversimplification and unjustified assumptions may easily be too great to war-
rant the fantasies of regression equations and exogenous errors and the like. If the
statistical models must become so baroque that they obscure rather than facilitate
understanding and insight, then it is time to consider alternate approaches that
more readily acknowledge subtlety, uniqueness, and peculiarity.

References

Basilevsky, A., & Hum, D. (1984). Experimental social programs and analytic methods. New York:
Academic Press.

Beekley M. D., Brechue W. F., deHoyos D. V., Garzarella L., Werber-Zion G., Pollock M. L.
(2004). Cross-validation of the YMCA Submaximal Cycle Ergometer Test to Predict
VO2max. Research Quarterly for Exercise and Sport, 75, 337–342.

Berk, Richard. (2004). Regression analysis. A constructive critique. Thousand Oaks, CA: Sage
Publications.

Bowles, Samuel. (1998). Endogenous preferences: The cultural consequences of markets and
other economic institutions. Journal of Economic Literature, 36, 75–111.

Bowles, Samuel. (2004). Microeconomics: Behavior, institutions, and evolution. Princeton, NJ:
Princeton University Press.

Box, George. (1994). Statistics and quality improvement. Journal of the Royal Statistical Society,

Series A 157, 209–229.
Browne, M. W. (2000). Cross-validation methods. Journal of Mathematical Psychology, 44, 108–132.
Caplan, A. L. (1988). Professional arrogance and public misunderstanding. Hastings Center Re-

port, 18, 34–37.
Coleman, James S. (1990). The foundations of social theory. Cambridge: Belknap.
Craig, C. L., Marshall, A. L., Sjostrom, M., Bauman, A. E., Booth, M. L., Ainsworth, B. E.,

et al. (2003). International physical activity questionnaire: 12-country reliability and
validity. Medicine and Science in Sports and Exercise, 35, 1381–1395.

Diez-Roux, A. V. (2000). Multilevel analysis in public health research. Annual Review of Public

Health, 21, 171–192.
Duncan, O. D. (1984). Notes on social measurement: Historical & critical. New York: Russell Sage.
Durlauf, S. N. (2002). On the empirics of social capital. Economics Journal, 112, 459–479.
Durlauf, S. N., & Young, H. P. (2001). Social dynamics. Washington, DC: Brookings Institution Press.
Eyler, J. M. (1979). Victorian social medicine: The ideas and methods of William Farr. Baltimore:

Johns Hopkins University Press.
Feldman, H. A., McKinlay, J. B., Potter, D. A., Freund, K. M., Burns, R. B., Moskowitz, M. A.,

et al. (1997). Nonmedical influences on medical decision making: An experimental tech-
nique using videotapes, factorial design, and survey sampling. Health Serv Res, 32, 343–366.

Finan, K., Larson, D. E., & Goran, M. I. (1997). Cross-validation of prediction equations for
resting energy expenditure in young, healthy children. Journal of the American Dietetic Associ-

ation, 97, 140–145.

Introduction: Advancing Methods in Social Epidemiology 17

c01.qxd  3/31/06  2:01 PM  Page 17



Goran, M. I., & Khaled, M. A. (1995). Cross-validation of fat-free mass estimated from body
density against bioelectrical resistance: Effects of obesity and gender. Obesity Research, 3,

531–539.
Greenland, S., & Morgenstern, H. (2001). Confounding in health research. Annual Review of

Public Health, 22, 189–212.
Greenlund, K. J., Neff, L. J., Zheng, Z. J., Keenan, N. L., Giles, W. H., Ayala, C. A.,

et al. (2003). Low public recognition of major stroke symptoms. American Journal of Preven-

tative Medicine, 25, 315–319.
Gustafson, P. (2004). Measurement error and misclassification in statistics and epidemiology. Boca

Raton, FL: Chapman & Hall/CRC.
Hamlin, C. (1998). Public health and social justice in the age of Chadwick: Britain, 1800–1854.

New York: Cambridge.
Hardin, G. (1968). Tragedy of the commons. Science, 162, 1243–1248.
Hastie, T., Tibshirani, R., & Friedman J. (2001). The elements of statistical learning: Data mining,

inference and prediction. New York: Springer-Verlag New York, Inc.
Henrich, J., Boyd, R., Bowles, S., Camerer, C., Fehr, E., & Gintis H. (2005). Foundations of

human sociality: Economic experiments and ethnographic evidence from fifteen small societies. New York:
Oxford University Press.

Hogbin, M. B., & Hess, M. A. (1999). Public confusion over food portions and servings. Jour-

nal of the American Dietetic Association, 99, 1209–1211.
Holland, P. W. (1986). Statistics and causal inference. Journal of the American Statistical Associa-

tion, 81, 945–960.
Jones, I. G., & Cameron, D. (1984). Social class analysis—An embarrassment to epidemiol-

ogy. Community Medicine, 6, 37–46.
Jurek, A. M., Greenland, S., Maldonado, G., & Church, T. R. (2005). Proper interpretation

of non-differential misclassification effects: Expectations vs. observations. American Journal

of Epidemiology, 34, 680.
Kaplan, G. A. (2004). What’s wrong with social epidemiology, and how can we make it

better? Epidemiologic Reviews, 26, 124–135.
Kaufman, J., & Cooper, R. (1999). Seeking causal explanations in social epidemiology.

American Journal of Epidemiology, 150, 113–119.
Kennedy, P. (1988). A guide to econometrics (4th ed.) Cambridge, MA: MIT Press.
King, G., Keohane, R. O., & Verba, S. (1994). Designing social inquiry: Scientific inference in

qualitative research. Princeton, NJ: Princeton University Press.
King, G., & Zeng, L. (2003). When can history be our guide? The pitfalls of counterfactual inference.

(vol.) Retrieved December 12, 2005, from http://gking.harvard.edu/preprints.shtml:
Harvard University.

Klinenberg, E. (2002). A social autopsy of disaster in Chicago. Chicago: University of Chicago
Press.

Lazarsfeld, P. F., & Menzel, H. (1961). On the relation between individual and collective
properties. In A. Etzioni (Ed.), Complex organizations: A sociological reader. New York: Holt,
Rinehart, and Winston.

Leamer, E. (1983). Let’s take the con out of econometrics. American Economic Review, 73,

32–43.
Lieberson, S., & Lynn, F. B. (2002). Barking up the wrong branch: Scientific

alternatives to the current model of sociological science. Annual Review of Sociology,

28, 1–19.

18 Methods in Social Epidemiology

c01.qxd  3/31/06  2:01 PM  Page 18



Manski, C. F. (1993). Identification problems in the social sciences. In P. V. Marsden (Ed.),
Sociological Methodology 1993 (Vol. 23, pp. 1–56). Washington, DC: Blackwell Publishers, for
the American Sociological Association.

McKim, V. R., & Turner, S. P. (1997). Causality in crisis? Statistical methods and the search for causal

knowledge in the social sciences. Notre Dame, IN: Notre Dame University Press.
McKinlay, J. B., Lin, T., Freund, K., & Moskowitz, M. (2002). The unexpected influence of

physician attributes on clinical decisions: Results of an experiment. Journal of Health and

Social Behavior, 43, 92–106.
Nock, S. L., & Rossi, P. H. (1979). Household types and social standing. Social Forces, 57,

1325–1345.
Nunally, J. C., & Bernstein, I. (1994). Psychometric theory. New York: McGraw Hill.
Oakes, J. M. (2004). The (mis)estimation of neighborhood effects: Causal inference for a

practicable social epidemiology. Social Science & Medicine, 58, 1929–1952.
Oakes, J. M. (2005). An analysis of AJE citations with special reference to statistics and social

science. American Journal of Epidemiology, 161, 494–500.
Oakes, J. M., & Rossi, P. H. (2003). The measurement of SES in health research: Current

practice and steps toward a new approach. Social Science & Medicine, 56, 769–784.
Olson, M. (1971). The logic of collective action: Public goods and the theory of groups. Cambridge,

MA: Harvard University Press.
Ordunez-Garcia, P. O., Nieto, F. J., Espinosa-Brito, A. D., & Caballero, B. (1996). Cuban

epidemic neuropathy, 1991 to 1994: History repeats itself a century after the “amblyopia
of the blockade.” American Journal of Public Health, 86, 738–743.

Orr, L. L., Hollister, R. G., & Lefcowitz, M. J. (1971). Income maintenance: Interdisciplinary

approaches to research. Madison, WI: Institute for Research on Poverty.
Packard, R. M. (1989). White plague, black labor: The political economy of health and diseases in South

Africa. Berkeley: University of California Press.
Pearl, J. (2000). Causality: Models, reasoning, and inference. New York: Cambridge University

Press.
Ransohoff, D. F., & Feinstein, A. R. (1978). Problems of spectrum and bias in evaluating the

efficacy of diagnostic tests. New England Journal of Medicine, 299, 926–930.
Rosenbaum, P. R., & Rubin, D. B. (1983). The Central Role of the Propensity Score in

Observational Studies for Causal Effects. Biometrika, 70, 41–55.
Ross, R. (1916). An application of the theory of probabilities to the study of a priori pathom-

etry. Part I. Proceedings of the Royal Society of Medicine, Series A, 92, 204–240.
Rossi, P. H., & Berk, R. A. (1987). Varieties of normative concensus. American Sociological

Review, 50, 333–347.
Rossi, P. H., & Nock, S. L. (1982). Measuring social judgements: The factorial survey approach.

Beverly Hills, CA: Sage.
Sampson, R. J. (2003). Neighborhood-level context and health: Lessons from sociology. In I.

Kawachi & L. F. Berkman (Eds.), Neighborhoods and health (pp. 132–146). New York:
Oxford.

Schwappach, D. L., & Koeck, C. M. (2004). What makes an error unacceptable? A factorial
survey on the disclosure of medical errors. International Journal for Quality in Health Care, 16,
317–326.

Sunstein, C. R. (1986). Legal interference with private preferences. The University of Chicago

Law Review, 53, 1129–1174.
Sunstein, C. R. (2000). Behavioral law & economics. New York: Cambridge University Press.

Introduction: Advancing Methods in Social Epidemiology 19

c01.qxd  3/31/06  2:01 PM  Page 19



Thomsen, T. F., McGee, D., Davidsen, M., & Jorgensen, T. (2002). A cross-validation of
risk-scores for coronary heart disease mortality based on data from the Glostrup Pop-
ulation Studies and Framingham Heart Study. International Journal of Epidemiology, 31,
817–822.

Vander Weg, M. W., Watson, J. M., Klesges, R. C., Eck Clemens, L. H., Slawson, D. L., &
McClanahan, B. S. (2004). Development and cross-validation of a prediction equation for
estimating resting energy expenditure in healthy African-American and European-
American women. European Journal of Clinical Nutrrition, 58, 474–480.

Weber, M. (1958). The Protestant ethic and the spirit of capitalism. New York: Scribners. (Original
work published 1905).

Yatchew, A., & Griliches, Z. (1984). Specification error in probit models. Review of Economics

and Statistics, 67, 134–139.
Yeats, W. B. (1938). Under Ben Bulben. In Last Poems and Two Plays. Shannon: Irish University

Press.
Zhou, X-H., Obuchowski, N. A., & McClish, D. K. (2002). Stastistical methods in diagnostic

medicine. New York: Wiley.
Zucchini, W. (2000). An introduction to model selection. Journal of Mathematical Psychology, 44,

41–61.

20 Methods in Social Epidemiology

c01.qxd  3/31/06  2:01 PM  Page 20



Y

21

CHAPTER TWO

THE HISTORY OF METHODS OF SOCIAL
EPIDEMIOLOGY TO 1965

Christopher S. Hamlin

Although social epidemiology is a recently emergent sub-discipline of public
health, its issues and approaches are not new. In this chapter, social epi-

demiology is treated conceptually, as a fundamental component of medical inquiry
with a long history, if only recently with a distinct identity. This historical intro-
duction is intended as an aid to thinking: we are able to practice our professions
more creatively, critically, and responsibly if we can see them evolve over a long
time span; see how they vary under different social, cultural, political conditions;
identify the determinants of their trajectories; and distinguish what is essential
from what is incidental or contingent.

That fundamental component is best defined as the understanding of disease in-
cidence and disease causation1 as well as health experience more broadly, in terms
of factors usually designated as social. These factors include economic position
(that is, income, wealth, and economic security relative to others), family and

1It is appropriate to recognize both causation and incidence, as causation is conceived so
variously. Some are comfortable with multiple levels and kinds of causation; others want to
focus on a necessary or even a necessary and sufficient cause. In fact, as MacMahon and
Pugh observe, cause is often dictated by disciplinary conventions or perceived possibilities for
remediation. The widely used risk factor conflates levels and kinds of causal efficacy with cir-
cumstances. A social epidemiologist may or may not be concerned with cause, depending on
how she or he interprets the term (MacMahon and Pugh 1970).

c02 .qxd  3/31/06  2:04 PM  Page 21



community structure, class, culture, and legal and political system. Ethnicity and
race may be relevant as constructs that tie many of these together. Elements of
the “social” also overlap significantly with other areas of medicine and approaches
to epidemiology where, in terms of a common but troublesome dichotomy,
“social” meets “biological.” Thus, focus on environment and occupation may be
concerned with the presence of microbes or toxins as well as with less specific
influences on health and circumstances that govern production of these agents
and exposure to them. Likewise, focus on lifestyle components like diet and exercise
may be concerned not only with calories and cardiovascular condition but also
cultures of eating and access to means of exercise and the value attached to it.
And finally, although disease states may often be linked to sex, age, or genotype,
a social epidemiology might integrate these with exploration of the influence of
age and gender roles within cultural or ethnic contexts (with regard to expecta-
tions of sexual behavior or of dress, for example).

As “epidemiology,” social epidemiology is concerned with the peculiar health
and disease experiences of populations, but this concern is mainly methodologi-
cal: the effects of social circumstances on the health of individuals can only be

discerned by comparison of groups similar in some respects and different in others.
Yet, as we shall see, a population orientation is not essential to an interest in the
health effects of the social; such a focus has long been an element of clinical med-
icine both in the West and beyond.

As a medical science, social epidemiology has been important for four rea-
sons. The first is as a way to elucidate the complexity of causation in diseases that
are not accounted for by single agents or simple processes (for example, heart
disease). Second, even where pathogenic agents and processes are well recognized,
it may be a means of identifying other elements in a network of determinants that
together constitute sufficient cause, particularly elements for which intervention
may be most practicable. Thus, factors governing shoe-wearing are important in
hookworm control. Third, it may guide interventions that improve health gener-
ally, not simply by lowering rates of specific diseases. Finally, social epidemiol-
ogy may be a key to a non-reductive pathology, which recognizes the important
interactions between milieu, a sense of self, and somatic state.

A final introductory point is the relation of social epidemiology to social med-
icine. To the eminent historian of medicine George Rosen, author of the classic
1947 review, What is Social Medicine?, a social medicine was neither more nor less
than medicine itself, properly conceived (Rosen 1947). It would include an
investigative arm, a social epidemiology. For Rosen and others of his generation,
exploration of the social distribution of health and disease would have been tightly
tied to exploration of the distribution of medical care and preventive action
and, in turn, to the coordinated transformation of society to secure better health
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(Porter 1997, 1999). Although one might argue that the findings of modern social
epidemiology imply transformations—of medical institutions, social structures,
or both—the continued vulnerability of socialized medicine along with the unre-
liability of health as an imperative for public action have combined to isolate social
epidemiology: it flourishes, but not as part of the comprehensive social medicine
that seemed so obvious to Rosen and others.2

It may seem that modern social epidemiology is but a product of maturation
of statistical techniques, which now allow us to discover causes of disease hitherto
invisible. It is better seen as standing on three legs: on paradigms of etiology that
make room for social causation, on conceptions of social structure and dynamics,
and on means of measuring social determinants. These arose relatively inde-
pendently. These are treated separately and then as a union.

Can the “Social” Cause Disease?

In the history of the West, for much of the last two millennia, issues of “social” causes
of disease would have been discussed within a heritage dominated by the Hippo-
cratic authors of the early fourth century B.C. and by the Roman philosopher-
physician Claudius Galen, c. 130–200. They would have been discussed in terms of
a science of hygiene, concerned more with causes of health than of disease.

Although medical authors of later centuries would sometimes pit the
empiricist and geographic tradition of the Hippocratics against theory-laden
Galenic pathology, with its focus on individual temperament, the traditions in fact
complemented one another and produced a medical paradigm clearly distinct
from that of modern medical science. Remarkably, both traditions were promi-
nent in medical training well into the middle of the nineteenth century. True, few
would then have identified themselves as Galenists; the details of Galenic anatom-
ical and clinical science had long been superseded, but fundamental categories,
questions, and modes of medical explanation persisted (King 1982; Temkin 1973,
p. 179). For social epidemiology, the most important persistent elements were the
Hippocratic tradition of medical topography and two concepts from Galen: the six
things non-natural and the philosophy of cause.

In early modern Europe, particularly in the eighteenth century, the most
important of the Hippocratic texts (with the exception of the famous oath) was
the text on Airs, Waters, and Places. Its author was simply recognizing a geographical
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distinctiveness of health experience (Brockliss and Jones 1997; Glacken 1969; Riley
1987). Sometimes this could plausibly be attributed to soil, water, or wind, or what
one could guardedly call heredity; sometimes it was an inexplicable feature of
place. Although the ancient writer is not much concerned with what we would
call the “social,” eighteenth-century revivers of the tradition were more attuned
to the integration of nature and culture, particularly in towns. Authors were
interested in how people made their livings, not simply in terms of exposure to
dangerous materials but also in terms of psychosocial determinants of health:
overexcitement and exhaustion, anxiety and insecurity, and opportunity for
exercise. They were also interested sometimes in the stability and adequacy of food
supply, in the adequacy of the family as a health-securing institution, in move-
ments of population and their causes, and in the capacity of local governments
to regulate the urban environment and meet needs for the necessities of life as well
as for medical care.

Unlike the original Hippocratic texts, which alert the traveler and the physi-
cian, many of these later texts were concerned with the problem of effective gov-
ernment, both with regard to the potential medical catastrophes of epidemic or
siege and to the health of the newly important bourgeoisie, to whose welfare
that of the state was increasingly closely tied (Coleman 1974). The theoretical basis
for this concern was the Galenic concept of the six things non-natural. Follow-
ing Aristotle, Galen had equated healthy with natural. An organism that grew
according to its natural telos or path was healthy. Whatever interfered or distorted—
poisons, for example, or physical injuries—was thus anti-natural. But Galen rec-
ognized a third set of influences. These were neither intrinsically health-producing
nor health-destroying: their effect depended on the circumstances, including quan-
tity and temporality, of the body’s engagement with them. They were air (including
eudiometric quality, temperature, humidity, and throughput), sleep, exercise, diet,
excretions, and the passions of the mind. In the many centuries before there was
much knowledge of specific disease agents, monitoring and adjusting the six non-
naturals was the main art of the physician. Traveling for a change of air, moder-
ating one’s diet, accelerating replacement of bodily fluids, or diverting one’s mind
from worry might improve the health of the wealthy client.

So long as that client could readily gain health by changing his or her way of liv-
ing—and those treated by physicians usually were thus free—there was little incentive
to regard these influences as social determinants of disease. As a medicine for the elite
came to be applied to classes more constrained in their options, however—first to
the middle class, then to workers, and even to a desperate underclass—the many ways
in which society impeded health became inescapable.

Galen also provided a philosophy of causation that directed attention to mul-
tiple levels and kinds of cause, avoiding the problem of mutual exclusivity that
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would characterize discussion in the aftermath of the germ theory. Here too, his
treatment drew on Aristotle, though it better anticipates John Stuart Mill, the
source for the modern epidemiologists MacMahon and Pugh (1970, p. 12). Mill
writes: “The cause, then, philosophically speaking, is the sum total of the condi-
tions, positive and negative taken together; the whole of the contingencies of every
description, which being realized, the consequent invariably follows.”3

Mill asks a different causal question than do many medical scientists.
He is interested in necessity, not in necessary cause, not in “what x must be
present for y to follow” but “what are the full determinants of y?” The
approach was hardly unproblematic. To view cause as the totality of deter-
minants by itself offered no way to discriminate the potency of particular
causes and left most events vastly overdetermined (Carter 2003). Yet, as
MacMahon and Pugh suggest, such a network outlook does generate broader
options for intervention.

But Galen also organized causes into classes. Although Galen-inspired
schemes of classification sometimes became bewilderingly complex, their key dis-
tinctions were between proximate and remote causes and, among the latter,
between exciting and predisposing causes. “Proximate” cause referred to
the changes that comprised the disease itself that warranted the diagnosis. All
other causes were remote, but “predisposing” causes referred to a matrix of back-
ground conditions, whereas an “exciting cause” was usually a sudden exogenous
element that transformed a hitherto stable situation into a case of disease. As
infectious epidemic diseases became increasingly paradigmatic in medical phi-
losophy, “exciting cause” would become increasingly predominant. Usually it
would mean “infectious agent,” yet that was not always appropriate, as an infec-
tion might lie latent, as in the case of tuberculosis.

Prior to 1850, most medical texts would have carried a chapter on etiology
in general. William Osler’s landmark 1892 textbook was the first major
nineteenth-century English text to forego one. It was not that the approach had
been refuted or because Osler was preoccupied with infectious disease; the
enormous accumulation of clinical knowledge of specific diseases had simply
overwhelmed general considerations. Discarded by germ theorists on the one
hand and by eugenicists on the other, the Galenic approach would neverthe-
less reappear in simplified form in twentieth-century epidemiology in old
metaphors of multiple causation: seed and soil or spark and fuel (Greenwood
1935; Paul 1958).
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To most pre-1850 medical writers, the domain of predisposing causes included
the “social.”4 A single example will suffice: the March 1839 essay of the Scottish
physician Somerville Scott Alison (no relation to the more famous William) on “the
Propagation of Contagious Poisons, by the Atmosphere . . . ,” a work that pre-
dates the great sanitary revolution (Alison 1839). Although he does not exclude con-
tagia or miasmata, Alison finds them largely “superfluous” in accounting for disease,
and he is better labeled a “predispositionist.”5 Scant and bad food, bad weather,
poor clothing, and depression are sufficient as causes of disease. Each of these will
have prior causes; thus poor diet will be due to high prices, and in turn to “arbi-
trary regulations of rulers, or . . . scarcity.” To Alison, “cause” means chains and
networks: “one cause of disease produces another, and so on, till the tendencies to,
and the excitants of, pestilence, are so strong and so numerous, that whole com-
munities are affected.” He recognizes a role for an exciting cause, (for example,
vitiated air) that will “act as a spark amid fuel.” He acknowledges a reciprocal
reinforcement of physical and psychological causes within a particular social envi-
ronment. With hunger will come depression and inability to effect the environ-
mental changes needed to maintain health: “a mother so situated will, in her misery,
amid her actual sufferings, and with the dark yet immediate prospect of further
hardships, forget the necessity, . . . of removing impurities . . . of retaining the per-
sons and clothes of her family clean—and of washing the furniture, the walls, and
the floor of her pestilence-haunted cabin.” Those in such conditions, Alison
declares, “can scarcely, for any length of time, escape disease.” Along with public
and private cleanliness, prevention will require “an active and cheerful state of
mind, sufficient clothing, and wholesome diet.” For Alison, as later for Marx, cause
is a matter of vital energy: disease occurs when debilitating forces overwhelm
resistance (Alison, 1839, pp. 62, 140–143, 153–155, 206).

This Galenic outlook is pertinent to modern social epidemiology for three
reasons. The first is that, at least philosophically, no single class of remote causes
trumped the others in accounting for disease. Causes that undercut resistance or
that brought a victim into contact with harmful agents or the harmful agents them-
selves all warranted attention, although they might be differentially preventable.
Second, practitioners viewed health as more than absence of disease. Whether or
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4It would also have included hereditary or constitutional factors, but because there was no
strong conceptual reason to force an ontological distinction between nature and nurture,
these factors too might come under the “social.”
5Alison was also the author of one of the best socio-medical treatises of the period, a study
of the Scottish coal-mining town of Tranent done in connection with Edwin Chadwick’s
famous inquiry on the health of the laboring classes. Alison explicitly distinguishes “vitiated
air” from “marsh miasma.”
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not they were philosophical vitalists (most were), their emphasis on predisposition
led to a focus on a qualitative state of constitution, which was a product of social
location. Although modern immunology would emerge from biochemistry and
cell biology and would focus on the body’s abilities to respond to generic or par-
ticular invading agents, what we would now regard as overall immunological
status resembles the “constitution” of these medical thinkers. The third reason is
the inclusion of states of mind as causal factors. Depression in Alison’s text is less
a psychological or a biochemical state than a social condition with psychological
and biochemical manifestations. The Galenic causal paradigm is overlooked, yet
much of what contemporary epidemiologists seek in a way beyond the “black box”
of the risk-factor was addressed in the Galenic outlook (Susser and Susser 1996a,
1996b).

What Is the “Social” and How Does It Work?

Conditions might affect health; to call them social required a theory to understand
what society was and how it worked. Such theorizing is a product of the eighteenth
century. Prior to that time, it would have been appropriate to think in terms of a
social order, but hard to conceive of society as a dynamic system of interaction. For
most writers, the social order was composed of ranks or estates. Largest and
lowest was the peasantry, who might be free as yeomen or enslaved as serfs. There
would also have been an artisanal or commercial class and a class of nobility
and royalty. Some would distinguish miners or mariners or the church and the
military. Within ranks, there would be a sexual order too. Although power clearly
lay at the top, such models were usually presented more in terms of mutual
dependencies than as trophic systems.6

Such models did not recognize social mobility; effectively, rank was species.
Differing health experiences were part of what distinguished ranks. Thus, peas-
ants were expected to be fecund and robust but subject to famine. Aristocrats
overindulged and were nervy. The commercial classes were too sedentary; artisans
suffered from trade-specific diseases and hazards. To find that mortality (or mor-
bidity or fertility) differed among these groups was hardly surprising, but nor
was it problematic. Thus Bernardino Ramazzini’s (1633–1714) much-noticed trea-
tise, On the Diseases of Workers (1700), was a major contribution to occupational
epidemiology but not to occupational public health. Such knowledge might
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(or might not) prove useful in treatment or in advising persons with particular con-
stitutions what trade to follow, but that knowledge brought no imperative to pre-
vention. Rather, early death was simply a component of the life that one elected
(or that God chose for one) and that was recompensed in one’s years of living.

The question arose, however, of what in the ancien biological regime of wars,
famines, and epidemics kept the social ranks stable (Braudel 1985)? In his 1742
work, Die göttliche Ordnung . . . (The Divine Ordering of the Human Condition with Regard

to Birth, Death, and Propagation), a Prussian army chaplain, Johann Peter Süssmilch
(1707–1777), answered the question: God’s providence. Süssmilch was struck that
slightly more males than females were born (the ratio was 21:20) but that the sexes
were equal at the time of marriage. He noted, with apparent approbation, that
mortality rates over the life course produced a reverse bell curve: high for the very
young and very old, low for young adults. He confirmed that towns were deadlier
(one death per 25–32 persons) than the countryside (one per 40–45), a fact that
would provide the index of preventable death that would underwrite nineteenth-
century urban hygiene.

But during Süssmilch’s lifetime, the question was shifting. An emphasis on a
permanent social order was giving way to a concept in which society was less
“plan,” more “system.” No longer was the central problem that of explaining
stability; rather, it was to determine the operation of a universe of social forces,
modeled on the Newtonian physical universe. The new view did not privilege sta-
sis; an understanding of the workings of these forces permitted (and, some would
say, necessitated) human progress, which, according to enthusiasts like the Eng-
lish radical William Godwin and the French statesman-mathematician Condorcet,
would lead eventually to blissful immortality.

The units in these social systems were not ranks or stations but individuals. Col-
lectively, their self-interested behavior in a condition of freedom constituted soci-
ety and was to be the motor of progress. But accompanying this new representation
was a recognition that many human beings were not free: biologically, politically,
or spiritually. Progress could occur only when they were. The several humanitar-
ian and evangelical movements and the cultivation of sentiment of the late eigh-
teenth century reflect this concern. In the second (1761) edition of his work,
Süssmilch himself had moved from celebrating godly stasis to calling for improved
morality (in order to lower urban death rates), the liberation of the peasantry,
and land reform and reclamation schemes to improve their welfare (Meitzen 1891,
pp. 34–35). In his reflective English Sanitary Institutions (1890), the English public
health reformer John Simon would include campaigns against slavery and cruel
and unusual punishment and for civil liberties as early forms of sanitary reform.

But how to measure social progress? In a broad and sometimes also in a
narrower sense, the integrative measure of progress would be health in much
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the sense that the World Health Organization understands it: “a state of complete
physical, mental and social well being and not merely the absence of disease or
infirmity” (World Health Organization 1968). Liberty and an appropriate spiri-
tual state would manifest themselves in a condition in which most human beings
possessed the means to a “competence,” a sense of personal and political
responsibility, and sufficient education to act effectively in one’s own interests. The
many mappers of social condition, beginning after the Napoleonic wars, at first
in France and later in England, classified populations and commented on whether
the people looked well-fed, happy, and healthy; whether their work or living con-
ditions were debilitating; whether they had resources to carry them through peri-
ods of scarcity; and whether sex, drink, political activity, or sheer fecklessness were
putting them at risk. Overall mortality rates might be taken into account as well
as the effects of high mortality in generating large numbers of dependent spouses
or children. Demoralization, a term much used by English investigators of the period,
referred not so much to immoral behavior but to an apathy that was destructive
spiritually, socially, and physically.

There was, then, by the early nineteenth century, a climate for thinking hard
about how modes of social organization acted reciprocally with social forces to cre-
ate conditions in which human beings flourished. While one might measure con-
ditions, there was great disagreement about dynamics and about which was cause
and which was effect. Most fundamental was the conditions–character debate,
which is still with us. In its starkest form, the question was whether character—a
prior mental-spiritual state—led to certain social conditions with particular health
consequences or whether prior social and health conditions determined charac-
ter. During the 1830s and 1840s, followers of the social, industrial, and educa-
tional reformer Robert Owen (who held the latter view) toured English cities
debating churchmen from a variety of denominations (Harrison 1969). In fact,
usually discussions were less polarized: the question was, “Which kinds of condi-
tions interact with states of mind to produce which kinds of social and health
progress?” Or, put differently, “What are the social determinants of human flour-
ishing and health?”

Three perspectives were particularly important in answering that question:
those of Jeremy Bentham, of T. R. Malthus, and of a group of Scottish moral
philosophers of whom the best known is Adam Smith.

Working within a framework of utilitarianism drawn in turn from the mate-
rialistic psychology of John Locke and David Hartley, the independently wealthy
Jeremy Bentham (1748–1832) spent much his career deducing, by means of a
“felicific calculus,” details of legal and institutional devices that would direct the
human atoms inserted into them along paths of virtue and progress. The utili-
tarian ethic Bentham espoused was expressed as happiness and measured (and
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theorized) biomedically: pleasure, like pain, was a state of the nervous system;
health was the integral of pleasure. Bentham’s influence was powerful but multi-
valent: it led both to intrusive total institutions (for example, prisons, poor houses,
and schools) that sought to regulate all aspects of life and to heavy reliance on
nature to provide incentives for humans to protect their health (Foucault 1979).7

But underlying the seemingly divergent deductions was agreement that a good
society was the product of good government, which in turn rested upon a science
of social dynamics rather than on tradition or claims of right.

The followers of Bentham and, in France, of an independent utilitarian
tradition were generally optimistic.8 Not so the followers of T. R. Malthus
(1766–1834). Reacting to his father’s admiration of Condorcet, the young Anglican
clergyman Robert Malthus began examining the assumptions underlying the pre-
dictions of human progress by Condorcet and Godwin. The result was the first,
relatively short edition of his Essay on Population (1798), in which Malthus reduced
social physics to two forces: the sexual drive and the need to eat. Together, they
produced an eternal oscillation between overpopulation and starvation. The con-
dition of human health was not high and could not significantly improve. Health
was ultimately predicated on food; extension of health to the many (perhaps
through the new technology of vaccination) meant extension of population and,
consequently, hunger leading to excess death until population once more equili-
brated with food. Like Süssmilch, Malthus thought he had found God’s demo-
graphic order, but where Süssmilch had simply touted providential stability,
Malthus exposed its mechanisms. By resisting sexual desire and working excep-
tionally hard to expand their means to support the children they would beget, in-
dividual (men) might improve their physical (and spiritual) condition. Yet this would
not improve health generally; it would merely insulate them and their dependents
from the margins where the “terrible corrective” occurred.

Whereas Malthus addressed himself to men, later theorists of a demographic
transition would see the condition of women as a more powerful determinant of
health. Food supply would turn out to be significantly more elastic than Malthus
had appreciated, yet the framework he began persists in many questions of social
epidemiology. How do social settings figure in reproductive decisions that in
turn affect, at a variety of levels and by a variety of means, health conditions and
the ability to improve community health (Szreter 1993)?

Neither Bentham nor Malthus had much room in their systems for human
vulnerability. Both assumed a fully healthy human agent capable of making choices
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and acting upon them. For Malthus, reproductively irresponsible persons were
weak, stupid, or temporarily insulated from the consequences of their actions by
poorly thought-out social structures, such as public relief programs. From the
1740s until the 1830s, however, Scottish moral philosophers of the so-called “com-
mon sense” school were developing a more complicated model of human behav-
ior. In contrast to the sensualist utilitarianism of Locke and Bentham, they saw
the mind as composed of a number of innate faculties, which accounted for
important elements of social and moral behavior as well as aspects of cognition.
Allowing us to feel the pain of others—the faculty of sympathy, for example,
famously explicated by Adam Smith (1723–1790)—helped produce sociability.

In part because the medical paradigm in which they worked highlighted the
nervous system, Scottish medical professors shared the philosophers’ interest
in the workings of the mind, but they were confronted more often with failures of
the faculties than with their successes. They attributed these chiefly to elements of the
environment. They thus developed a perspective that underlies the third type of
social epidemiology referred to earlier, of psychosocial–somatic reciprocity. States
of the mind affected and were affected by states of the body and of social and phys-
ical environment; environment was affected by human agency and capacity that
in turn depended on states of mind and body. Hence, human beings overwhelmed
by what Galen had called the passions of the mind—fear, anger, desperation—might
not respond to the incentives Bentham or Malthus would impose. Malthus had
argued that the hardness of life would prod one to improve one’s health; yet per-
haps desperation, rather than heightening self-reliance, led only to a descending
spiral of self-destructive behavior. The ability of one’s so-called character to act to
improve one’s health itself depended on a preexisting condition of health that made
accurate judgment and sustained action possible.

The Scottish philosophers not only supplied theory; they developed compara-
tive historical-political-moral-sociological study to a remarkable degree. Societies
past and present could be analyzed in terms of the workings of the faculties,
dependent upon the reciprocal relations among the natural resources and modes of
production and distribution, forms of government, the moral status of the citizenry,
and their degree of prosperity and well being.

By the mid-nineteenth century, a few had begun to suggest the inadequacy of
this view of society as the composite of individual actions. Rather, society was
an emergent entity with laws of its own. The most important exponent of such
a view was the Belgian physicist Adolphe Quetelet (1796–1874). Like Süssmilch,
Quetelet was struck that many human phenomena that could not be explained by
the equilibration of interests seemed inexplicably to cling to an average state. They
seemed to represent laws of random distribution around a mean. So much was
this the case that Quetelet and the English astronomer-philosopher John Herschel
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wondered if human free will was moot: what one did, another would undo. Later
in the century the pioneering sociologist Emile Durkheim would go further to sug-
gest that the social domain could produce forms of behavior that individuals not
only would not have chosen but might have summarily rejected. It would follow
that remediation must address not only the interests of individuals but their
dependence on this emergent social domain.

At the time that Durkheim was positing an important role for this domain,
others, frustrated with the failure of market or welfarist policies to improve social
conditions, were beginning to understand these failures in hereditarian terms.
Problems were intractable because the hierarchical social order reflected a nat-
ural order. They might even be worsening, because welfare programs counter-
acted the natural selection of the human population that would normally occur.
Society would be improved only by wiser breeding. This eugenics movement began
in England but spread rapidly throughout the world (Kevles 1995). It also diver-
sified. Some would associate hereditary inferiority with race; others would not.
Although it is infamous as the foundation of sterilization and genocide, by no
means did eugenists uniformly ignore the social. Many argued, for example,
that a comprehensive understanding of social hygiene must be the basis of a com-
prehensive program of social prophylaxis, which could serve as a corrective of
widespread hereditary inadequacy. In fact, eugenist and sociological perspec-
tives would often be tied closely together during the first half of the twentieth
century.

The ferment of liberal social physics of the late eighteenth and early nine-
teenth century is rightly seen as the birthplace of modern public health. But
although it led both to the development of data on population health and to hy-
potheses about social causation, it did not lead to adequate means for testing those
hypotheses. Appeals to what people would or should do under different circum-
stances overshadowed convincing empirical demonstrations of what they were
doing.

How Can We Demonstrate the Effects of the “Social”?

Although now viewed as a branch of applied mathematics applicable to a wide
range of problems in natural and social science, until 1900 statistics was distin-
guished by its subject—the state—and not by its methods, which were not even dis-
tinctly mathematical (Griffen 1913). In part, a mathematics of relation depended
on having the variables to relate; the qualitative dominated because the quantita-
tive was unavailable. The denominator of most medical statistical determinations,
population, was highly problematic. How did one get a stable number from flux?
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Could a flawed and partial enumeration still perhaps be good enough? Perhaps
when multiplied by some appropriate constant? But what constant? For much of
the eighteenth century it was not even clear whether human numbers were rising
or falling (Glass 1973).

The statistical accounts that German academics began to offer their princes
in the late seventeenth century were to be useful digests of information on the con-
dition of the state. This was Süssmilch’s tradition, although he was more
concerned than many with numerical regularities ( John 1884). This so-called
kameralwissenschaft had a medical branch that would evolve into the medical police
movement of the eighteenth century. This focused on such matters as regulating
marriage, controlling prostitution, the quality and availability of medical care, and
urban hygiene but also sometimes on relieving poverty (Frank 1941; Rosen 1974).
Generally, however, statisticians were more concerned with economic, techno-
logical, and moral issues (health might be relevant as a determinant of military
power or of moral and, in turn, political stability). A similar science of govern-
ment, developed in France by J. B. Colbert in the late seventeenth century, lapsed
but would be revived after 1750. In Scotland it would be taken up by the state
Church, in England in the 1830s by local statistical societies of concerned
amateurs, and in America by state governments and occasionally by the national
government.

Statisticians had recognized early that amassed data, however rigorously
collected, meant nothing. Secrets could be revealed only by manipulation. This
might mean arithmetic techniques (reduction to a mean, for example), but it usu-
ally meant creative juxtapositions of information through tables that allowed one
to trace the course of variables across time or space, sometimes in relation to other
variables. Tables then were no mere means of representing; in conjunction with
the workings of the mind, they constituted a scientific instrument that gave access
to an aggregate domain hitherto invisible. Table construction slowly evolved
into graphical representation. So basic a technique as plotting data on a two
dimensional grid, although conceptualized abstractly in the middle ages, did not
become widespread until late in the nineteenth century, entering medicine as part
of clinical science. Meitzen, writing in 1885, would present such “chronograms”
as a novel means of analysis (1891, p. 196).

Limitations of technique did not preclude causal claims. Almost always, the
claims have a large degree of arbitrariness—a statistician chances on a striking
difference or selects numerical facts to defend a cherished position. Whereas
demographic databases were gaining in completeness and comparability through-
out the nineteenth century, the quality of statistical argumentation remained vari-
able. Dubious comparisons for patently ideological reasons are so plentiful that
modern commentators have sometimes wondered how their makers could
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overlook their obvious weaknesses (Cullen 1975). In part, the rhetorical character
of statistics reflects the absence of accepted means of settling many of the most
fundamental statistical questions, such as which of several variables was
most closely correlated with a condition of interest. Meitzen would answer such
a question by plotting the variable in question (which might well be an average,
representing an unknown distribution) and then plotting beneath it, in order of
likelihood, the possible determinants. One did this until one found the single vari-
able that most closely matched the curve, which was something one saw rather
than calculated (Meitzen 1891, p. 141).

Although there were improvements in mathematical medical statistics prior
to the late nineteenth century (notably by William Farr, statistical assistant to the
Registrar General of England and Wales, who standardized age structures of pop-
ulations [Eyler 1979]), most historians recognize a scientific revolution in the
development of techniques by a loosely knit (and often combative) group of
English biometricians of whom the best known were Francis Galton and Karl
Pearson. In a relatively short period, from roughly 1890 to 1920, they developed
most of the major mathematical techniques for determining the strength of
relation of variables as well as for handling error and for managing variability
within data sets. Their revolution involved the gradual arithmetization of graph-
ical techniques, but also the creative use of existing arithmetic practices—thus
in Pearson’s hands, the least-squares method, developed for correcting error in
astronomical observations—became a way to measure departure from a regres-
sion line (Magnello 2002; McKenzie 1981).

In explaining their relatively late arrival, historians of these methods have noted
that the Galton-Pearson project differed from those of earlier demographers.
Galton, a founder of the eugenics movement (Pearson was a later convert), was
interested in individuals rather than populations. He required mathematics to
distinguish that component of a succeeding generation’s phenotype ascribable
to heredity. That meant a means to both handle variability and compare the
strength of various determinants. As a positivist uneasy with such metaphysical con-
cepts as “cause,” Pearson would be more interested in developing the mathemat-
ics of correlation. In 1897, Pearson’s colleague George Yule began deploying these
methods on a question of social medicine, the causes of pauperism, a work that
required techniques of multiple regression (Desrosières 1998). Pearson also took an
interest in medical applications, and by 1911 a group interested in medical statis-
tics had gathered around him. In 1922, one of his students, Major Greenwood, was
appointed Reader in Medical Statistics at the University of London (Magnello
2002). In the United States, Raymond Pearl, newly appointed professor of
Biometry and Vital Statistics at Johns Hopkins, was deploying the same methods
(Marks 1997; Pearl 1923). Pearsonian methods begin to appear regularly in the
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American Journal of Hygiene (forerunner of the American Journal of Epidemiology) from
the mid-1920s.

Toward a Social Epidemiology

A theory of disease causation, a conception of a dynamic society, and a set of
methods of inference were preconditions for the emergence of social epidemiology,
but the three legs did not converge automatically. Rather, beginning in the early
nineteenth century, small groups of medical practitioners sought to explore social
causation, and, more rarely, social prophylaxis, linking the first two legs.

For much of the nineteenth and the twentieth century, however, they were
working against a strong tide: interest in social causation was declining in the face
of growing faith in the accessibility of single, necessary causes of infectious dis-
eases. This was the revolution associated with Ignaz Semmelweis, William Budd,
and John Snow. It would be the foundation of a disciplinary identity in epidemi-
ology (the Epidemiological Society began in 1861). Later in the century, that
orientation would be reinforced by bacteriologists and the first generation of im-
munologists. The interventions that epidemiology sometimes allowed were so dra-
matic that interest in the full range of component causes (including social
determinants) came to seem an archaic and perverse philosophical crotchet.
Indulging it could not aid the sick, and it hopelessly entangled public medicine
into moral and political matters where it lacked standing and was in any case clue-
less as to how to proceed. The so-called “new public health” that emerged in
American cities in the 1880s severed links with hygiene and welfare more broadly
(Cassedy 1962). It would attack disease by attacking microbe haunts and
(sometimes literally) ill persons; prevention would be a matter of isolation and
disinfection. The social seemed somehow an impediment to knowledge.

Yet on the margins of the germ theory, social approaches survived. In the first
place, notwithstanding new knowledge and powerful interventions, death rates as
well as other forms of misery remained high. Phenomena such as infant diarrhea
(and infant mortality, more broadly), malnutrition, venereal disease, occupational
diseases, as well as the incidence of many endemic infectious diseases, seemed
more amenable to structural and political changes and to what are rightly called
modes of social control, such as health education. Thus a more macroscopic per-
spective, integrating the incidence of several diseases into a site- or class-specific
mortality, might be more useful than seeking out individual causal agents and
studying their transmission.

Second, even in cases where diseases could be shown to have a single neces-
sary cause, it was becoming clear that many factors other than its presence affected
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disease incidence and course. In Galenic terms, the necessary cause was not always
the exciting cause. The paradigmatic social disease was tuberculosis, the leading
cause of death in the late nineteenth century (Barnes 1995). In some cities nearly
everyone tested was infected. The variability of effects might stem from variations
in the virulence of the microbe (or, put differently, from the adequacy of tech-
niques for distinguishing it). Or it might be due to what was emerging as the
concept of an immune status. Yet the further this got from serological reactions,
the less it was explanation and the more it was simply a proxy for multiple and
complicated factors—in effect, all those that Galenists would have labeled as pre-
disposing causes. (A third form, an inquiry into the epidemiology of chronic and
noninfectious diseases would not flourish until the mid-twentieth century.)

Those interested in questions of social causation worked within distinct
national traditions. The most important were in France from 1790 to 1850, in
Scotland from 1820 to 1850, in England from the 1840s, in Germany beginning
in 1848, and in Sweden beginning in the 1920s.

The French hygienic movement which peaked in the 1830s, following the
founding in 1829 of the Journal d’Hygiene Physique et de Medicine Légale, was an out-
growth of the Hippocratic medical topographies carried out toward the end of the
old regime but, more importantly, of an aggressive revolutionary empiricism, cap-
tured in Xavier Bichat’s dictum that medical students should “Read little, say lit-
tle, observe a lot.” To Bichat and his colleagues, the classical medical philosophy of
cause was so much verbiage: better to stick to what one could see and measure.
Within the body, this meant lesions on tissues discovered on autopsy; outside the
body, it meant populations living in certain conditions and dying at certain rates.
The most important exponents of this hygiene publique were Alexander Parent-
Duchâtelet and Louis-Rene Villerme. Their exhaustive investigations made a strong
case for social causation. Place a person in an environment and they would take on
the biological and moral features characteristic of it. Yet the approach was subject
to a general critique that had been directed at the use of this “numerical method”
in hospital medicine. Health was the property of individuals; the situation of each
individual in an aggregate was more or less different from the average situation;
thus how could knowledge of the average dictate medical action (Desrosières 1998)?
And were the units of aggregation even the most useful ones? For the hygienists,
knowledge of social distribution of disease did not clearly warrant action, partly, it
has been argued, because the hygienists were philosophical liberals distrusting pub-
lic intervention in natural social processes (Coleman 1982; LaBerge 1992).

Scottish medicine, a generation earlier the world’s best, kept abreast of de-
velopments in France, but the Scots’ approach was theoretical and dynamic, the
antithesis of French empiricism and positivism. William Pulteney Alison
(1790–1858), for most of his career professor of either the theory or the practice
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of medicine at Edinburgh, was a contagionist and champion of the approach of
Semmelweis and Budd. Yet it did not follow that knowledge of contagia could pre-
vent fever. Fever incidence and mortality, he argued, was a product of poverty, act-
ing through mechanisms that facilitated transmission (that is, overcrowded housing,
high mobility in search of work or food) or undermined resistance (undernour-
ishment, anxiety, and lack of shelter, heat, and adequate clothing). In urban
Scotland, fever broke out among famine refugees from Ireland or the Scottish
highlands. Alison framed the question of cause in the context of Scottish moral
philosophy. How had the faculties of the mind interacted with existing political
and economic institutions to generate a population that regularly became indi-
gent? His answer addressed the issues of demographic transition. Possibility for
upward social mobility would lead to reproductive prudence, hence to a popula-
tion which would not readily succumb to fever; changed modes of land tenure
would facilitate that (Hamlin, forthcoming).

In England, the key issue would be what levels of social explanation (and
social change) to entertain. There, as in Scotland, an individualistic political econ-
omy was ascendant in the first half of the nineteenth century, but English social
policy was on an opposite trajectory from Scottish (and Irish). In the Celtic nations,
the poor, including the sick poor, had had no entitlement to relief. England had
long recognized such a right. There the concern was that it was being abused by
those who preferred to depend on the public purse rather than the labor market.
The Benthamite Edwin Chadwick, architect and administrator of a reformed
poor law in 1834, faced the problem of how to steer claimants on the public weal
back into the labor force without driving them into disease and death. His answer
was to identify a domain of social provision—labeled “physical causes of
disease”—in which the state could act effectively to prevent disease without
interfering in markets for food and work. This would be sanitation: good water,
water closets, and effective waste removal (Hamlin 1998).

Chadwick justified the approach with a semi-social disease theory, a version
of a miasmatic theory developed chiefly for tropical fevers (those which would
later prove to be insect-transmitted) but used much more widely (Pelling 1978;
Pickstone 1992). A focus on these quasi-specific aerial poisons generated in vari-
ous sorts of decomposing matter allowed Chadwick to focus on social and gov-
ernmental structures that allowed those materials to accumulate. In this way he
opened a vast arena for health progress both by raising standards of environmental
health and establishing a role for medical expertise in local government.9 His
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successors were not so fixated on sanitation, yet it would continue to dominate
public medical intervention and, especially with regard to enteric diseases, would
be largely compatible with the emerging microbial view of disease. In effect, for
roughly a half century, a focus on infrastructural reform walled off English pub-
lic health from consideration of other social causes of ill health. An enormous epi-
demiological effort was directed toward proving that the healthy society was the
clean one. Although the health consequences of increasingly vivid class stratifi-
cation continued to be dealt with haphazardly by medical institutions, there was
resistance to seeing them as distinct sociomedical problems.

What dissent existed rarely rose to the level of controversy (Hamlin 1995).
The statistician William Farr, the medical reformer Henry Rumsey, and the nurs-
ing reformer Florence Nightingale pointed out from time to time that health sta-
tistics presented a more complicated picture than sanitary reform could address.
In her Notes on Nursing (1859), Nightingale focused on the constituents of health
(which were remarkably similar to the Galenic non-naturals). Good air was very
important but so too was good food, quiet, and a solicitous interest in one’s well
being. Perhaps these might be provided to the hospital patient or the middle-class
invalid, but could these determinants of health prevail universally? During the
1880s, adequate housing came to seem the key integrating determinant of health.
Whereas Chadwick had initially included poor housing among physical causes, it
had gained only a minimal presence on the public health agenda. Housing be-
longed to the domain of the market. Thus the first generation of local public
health officers found themselves in the absurd position of chasing poor persons
from one overcrowded dwelling to another. And those who tried to put into effect
slum clearance legislation often found the market to be more interested in con-
verting slum areas to commercial use than in providing affordable housing to
the many.

To the German philosopher Karl Marx, for whom industrializing England
was the field site for studying the grand clash of labor and capital, none of this was
surprising. It was the essence of capital, Marx argued in the work of that title, to
extract ever greater surpluses, which could have been translated into health, from
the worker. Such mining of health would stop only when the working classes
became biologically unable to reproduce the labor force (Marx 1939). Much of
Marx’s empirical case came from medicine, yet he failed to appreciate the potential
of treating exploitation in terms of differential health.

A fuller recognition of social impacts on health would develop in England
in the half-century after 1880. It would come through thorough social surveys—
of Charles Booth, B. Seebohm Rowntree, Beatrice Webb, Clementina Black,
and others (Himmelfarb 1991). Local public health officers had been reporting
much of the same information for fifty years, but the surveys garnered attention
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because they came from a nonmedical elite and also perhaps because they
coincided with the increasingly strident demands of a newly enfranchised work-
ing class. The surveys did make room for public health administrators such as
Arthur Newsholme and George Newman to take up more socially oriented stud-
ies in the 1910s and ’20s, on infant mortality, for example, studies which would
increasingly reflect the biometric techniques of the Pearson school (Eyler 1997).
They also gave rise to what may be called a golden age of academic social med-
icine, from the 1930s through the 1950s, associated with Richard Titmuss and
John Ryle and later with Thomas McKeown, Gerry Morris, and A. Bradford
Hill. Although their heritage includes important demographic generalizations
and contributions to the methodology of epidemiological inference, the move-
ment was not mainly methodological. Rather, it reflected a conviction that the
level of community and society, and not of the individual, was the level at which
health experience was determined and should therefore be the focus of med-
ical inquiry and intervention—a return to the outlook of William Pulteney Ali-
son (Porter 1997, 1999).

It was in Germany that the union of medicine and social reform was most
politicized. The young Rudolph Virchow, who in 1847 attributed typhus in Silesia
to a poverty induced by serfdom, was one of a group of radical medical scientists
active in the liberal revolutions of that year. Virchow’s later career as a socialist
parliamentarian meant that social medicine would have a political identity that it
lacked elsewhere; it would also acquire an academic identity. Yet German medical
politics was more complicated. Among the many instances of rivalry between
north and south (Prussia and Bavaria) in the newly unified Germany was that
between the schools of Robert Koch and Max von Pettenkofer. Against Koch’s
tendency to focus on isolation of necessary agents of infectious diseases,
Pettenkofer asserted a soil-seed-climate model. Disease (cholera) required a specific
agent, activated by certain environmental conditions (changes in groundwater
levels in Pettenkofer’s view), and a susceptible constitution (that is, a state of
predisposition) that would include social and political determinants. Although
Pettenkofer’s model included the social and Koch’s largely ignored it, it would
be wrong to see the latter as somehow reactionary. In the wake of the Hamburg
cholera outbreaks in 1891–92, Koch urged improvement of the water. Opponents
of this much-needed expenditure prevailed on Pettenkofer to argue that cholera
causation was too complicated a process to succumb to a simple technical fix
(Evans 1990).10 Whether a focus on social causes of disease will improve health
will depend on how much those factors are subject to change.
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By contrast, a medical picture of society arose in a remarkably apolitical fash-
ion in early twentieth-century Sweden. Sweden escaped much of the ideological
turmoil of the nineteenth century. Although social conditions were hardly ideal,
its social structure and paternalist central state were not seriously challenged.
During the century, concerns about underpopulation gave way to concerns about
overpopulation and eventually to eugenic concerns about national degenera-
tion. More than in most other nations, government attention focused on chronic
problems: tuberculosis, alcoholism, venereal disease, and a general malaise that
rendered otherwise healthy persons (chiefly women) unproductive members in a
modernizing society. In the view of the Swedish state, these were symptomatic
of pervasive social problems and the diagnosis and solution to these problems
properly belonged to the domain of medicine. For roughly the first third of the
twentieth century, many of the policies were those of benevolent despotism. Public
good required constraint of individuals; thereafter, interventions were increasingly
seen as liberating, as establishing the social-biological foundations for both health
and freedom (Johannisson 1994).

The growing concern with chronic forms of ill health, so conspicuous in
Sweden, was also present in other nations. An epidemiologic transition was
occurring. As infectious diseases came under control in the middle third of the
twentieth century (before acquired immune deficiency syndrome [AIDS], Ebola,
severe acute respiratory syndrome [SARS], and new forms of flu made clear that
the control was only temporary), chronic and degenerative diseases (and, for some
demographics, accidents and violence) began to dominate mortality tables (Fox
1993). Mental illnesses as well as cancer and heart diseases, all growing rapidly,
seemed to warrant an epidemiology that recognized a multiplicity of partial causes.
The latter would be the subject of the pioneering Framingham Study begun in the
late 1940s, which would follow a large population to discover determinants of
heart disease (Susser 1985).

But as the medical gaze broadened to include ever more of the social, trou-
blesome issues arose concerning which social factors to focus on and of how to
translate social diagnoses into social prophylaxis. Some of these could be attributed
to the statistical problem of confounding; but such issues were most striking in
politically charged situations, often involving race and class. The famous research
in the U.S. South, by Joseph Goldberger and later Edgar Sydenstricker during
the 1920s and 1930s, established pellagra as a deficiency rather than a parasitic dis-
ease. That research identified social causes of malnutrition but ignored the degree
to which class was a proxy for race (Marks 2003). The Roosevelt coalition depended
on southern Democrats. To attribute health problems to social causes was politi-
cally acceptable, to blame them on racialist institutions was not.
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Multivariate analysis became widespread after 1970, employing newly avail-
able computational capability and bringing hope that egregious oversights could
be eliminated. It also brought with it the language of “risk factors.” The term
could be seen to endorse the positivist Pearsonian vision in avoiding the messy
term “cause.” We did not need to know cause, in the sense of mechanism, to see
where precautions might be taken (and, of course, such knowledge would help to
guide study of mechanisms). Yet in black-boxing the problem of how a particu-
lar victim came to have a particular disease (precisely what Galen’s complicated
philosophy had addressed), risk-factor thinking ironically raised again that em-
barrassing philosophical problem of cause. Complaining of the “mindless abuse”
of powerful statistics packages, Susser concluded that conducting such studies in
ignorance of what was known about cause would be “as likely to obscure as to
reveal reality.” (Susser 1985, p. 156). Such critical reflections did, however, re-
accustom epidemiologists to thinking in multicausal terms. They made clear,
for example, that there were levels of remoteness of cause and that interven-
tions for improving health outcomes were not restricted to a single level. They sug-
gested the value of integrating incidence of several diseases as products of a single
social determinant (Galenists had often argued that predisposing causes were
usually general and could culminate in a variety of diseases).

Thus, whereas Austin Bradford Hill in 1965 offered a set of guidelines to
explain why he and many colleagues could rationally infer that cigarette-smoking
caused lung cancer (Hill 1965), still others were moving backward to look into the
causes of cigarette smoking or into the social setting of a host of unhealthy prac-
tices of which smoking was only one. Generally, such hypothesizing would be
guided not only by considerations of the viability of intervention but also by hy-
potheses about mechanisms and sometimes about interactions that were at once
physical, psychological, and social. The most conspicuous of these would be the
relative deprivation hypothesis of Richard Wilkinson (the flagship of modern
social epidemiology) (Kawachi et al. 1999). But it would employ pathological
processes that Galen had reflected on, invoke a Durkheimian sense of the power
of society, utilize Pearsonian techniques of measurement, and in many respects
mark the resurgence of the social medicine of William Pulteney Alison and
Rudolph Virchow. Yet it is still the case that a social epidemiology tied to a social
medicine will be guided by assumptions about which parts of society are fixed and
which can be seen as appropriate targets for intervention.

Although this chapter has reviewed the three legs of social epidemiology—
concepts of causation, concepts of society, and mathematical means of linking
the two—and explored their union in several national contexts in the late nine-
teenth and early twentieth centuries, it has stopped short of bringing that heritage
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up to the present. On the one hand, there are excellent treatments for much of
this period (Susser 1985); on the other, it will become familiar to students as they
read the classic works in the field and acquire their own disciplinary identity. That
will be important, but it will be equally important to think about the field from
outside it and before it, which has been our concern here.
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CHAPTER THREE

INDICATORS OF SOCIOECONOMIC 
POSITION

Bruna Galobardes, Mary Shaw, Debbie A. Lawlor, 
George Davey Smith, and John Lynch

Societies are stratified in multiple ways that lead to degrees of economic, polit-
ical, social, and cultural advantage. These multiple systems of social stratifi-

cation are important mechanisms through which societal resources and goods are
distributed to and accumulated over time by different groups in the population. In
this chapter, we consider one dimension of social stratification—that related to
socioeconomic position (SEP). We use SEP as a generic term that refers to the social
and economic factors that influence which positions individuals or groups will hold
within the structure of a society (Krieger et al. 1997; Lynch and Kaplan 2000;
Galobardes et al. 2006a, 2006b). It thus encompasses a variety of other terms, such
as social class and social or socioeconomic status that are often used interchange-
ably in epidemiology despite having different theoretical bases.

There is a huge literature showing that better health is generally more closely
associated with social advantage than with social disadvantage. Trying to docu-
ment and understand how different aspects of social stratification are linked to
different health states has been a major focus of social epidemiology in many
countries for more than 150 years (Engels 1958; Sydenstricker 1933; Villerme
1830; Virchow 1848). There is variation, however, in the magnitude of this asso-
ciation with specific diseases (Davey Smith et al. 1996a, 1996b), and there is a
much smaller but equally important literature showing that social advantage is
not always associated with better health (Davey Smith 2000; Lawlor et al. 2005;
Vagero and Leinsalu 2005). These variations and exceptions are crucially
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important to understanding how aspects of social stratification are differentially
linked to health across place and time (Davey Smith 2003).

Different SEP indicators can establish groups with differential exposures and
identify specific as well as generic mechanisms relating SEP to health (Naess et al.
2005). There is no single best indicator. On one hand, each indicator will em-
phasize a particular aspect of social stratification, which may be more or less rel-
evant to different health outcomes at different stages in the life course. On the
other hand, most SEP indicators are, to different degrees, correlated with each other,
because they all measure aspects of underlying socioeconomic stratification.

In this chapter, we present a very brief theoretical background that illustrates
the conceptual origins of most indicators of SEP, followed by a comprehensive list
of these indicators. They are presented in an order best suited to the narrative of
the chapter. We purposely abandoned the tradition of presenting education first,
followed by occupation and income, to avoid assigning an established use or
importance to the indicators. Most of these indicators characterize SEP in in-
dustrialized societies, reflecting the fact that most work on SEP measures has been
developed in these countries and has generated measures appropriate to this con-
text. Nevertheless, it is increasingly important to establish such measures for in-
dustrially developing countries. The two following sections include considerations
for specific subgroups of the population and area-level measures of SEP. We
then comment on life course measurement of SEP and conclude with some
recommendations.

For a detailed account of the theoretical and historical background of mea-
sures of social stratification, the reader should refer to other sources (Goldthorpe
1980; Marshall et al. 1989; Wright 1997). These concepts have also been elabo-
rated for health researchers elsewhere (Bartley 2004; Oakes and Rossi 2003). We
present here an introduction to illustrate the different origins of some of the in-
dicators described later in the chapter.

The work of two social theorists, Karl Marx and Max Weber, informs most
of the concepts underlying the use of SEP in social epidemiology. Marxian-based
social stratification refers to structural relations between groups defined by their
relationship to the means of production and how owning classes exploit the non-
owning classes in society. Class relations are characterized by the inherent conflict
between exploited workers and the exploiting capitalists or those who control
the means of production and power. For Marx, this was a purely structural rela-
tion that was exogenous to any individual. It was “hard-wired” into the capitalist
system of exploiting the surplus production of workers. Current adaptations of
social class classifications based on Marx’s ideology of social class exist in the work
of Erik Olin Wright in the United States (Wright 1985) and Lombardi et al. (1988)
in Brazil.
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In contrast to Marx, Weber suggested that society is hierarchically stratified
along many dimensions, creating groups whose members share a common position
leading to shared “life chances.” These life chances are created by individuals from
their ability to beneficially trade their education, skills, and attributes in the
marketplace; Weber originated the use of education, occupation, and income as
measures of these dimensions. Thus Weber places more emphasis on human
agency in creating life chances than does Marx’s more structural approach.

Occupation-Based and Work-Related Indicators

Indicators based on occupation are widely used, particularly in the United
Kingdom where social stratification has traditionally been conceptualized in terms
of occupation and is recorded systematically on all death certificates. Although
these occupation-based indicators share the same variable, they have different
theoretical bases, categorize occupations differently, and therefore offer a variety
of interpretations. In addition to measuring SEP, occupation can also be used as
a proxy indicator for occupational exposures. This different use overlaps with SEP
because most occupational exposures carrying a risk for health tend to occur
among groups of lower SEP.

Most occupational classification schemes, with some important exceptions,
have not been recently updated and probably cannot account for today’s
occupational structure. The decrease in manual occupations with concomitant
increase in low-level service occupations has altered the stratification that
occupation generates in terms of SEP, and so classifications such as manual and
non-manual worker may lose some of their meaning in economies which include
a large number of low-paid, non-manual service jobs. This will result in cohort
effects (that is, effects specific to groups born at the same time but that differ
between groups born at different times) that should be taken into account to
correctly interpret these associations. In addition, women moved into the labor
force in increasing numbers in the last decades in industrialized societies and their
job stratification may not be well-characterized with schemes based on men’s job
distribution. Unemployed people are often excluded in occupation-based classifi-
cations, resulting in underestimation of socioeconomic differentials (Martikainen
and Valkonen 1999). Other groups commonly excluded are retired individuals,
people whose work is inside the home (mainly affecting women), students, and peo-
ple working in unpaid, informal, or illegal jobs. Although previous occupation can
be assigned to those who are retired and to some unemployed people, and hus-
band’s occupation is often used to assign women’s SEP, this may inadequately
index current social circumstances.
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Occupational measures are in some sense transferable: measures from one
individual or combinations of several individuals can be used to characterize the
SEP of others connected to them. For example, the occupation of the “head of
the household” or “the highest status occupation in the household” can be used as
an indicator of the SEP of dependents (for example, children) or the household
as a unit.

Although occupational classifications measure particular aspects of SEP, they
also share some more generic mechanisms that may explain the association
between occupation and health-related outcomes. For example, occupation
(parental or own adult) is strongly related to income and therefore any associa-
tion between occupation-based SEP and health may indicate a direct relationship
between material resources and health. Occupations reflect social standing or
status and may be related to health outcomes because of certain privileges—such
as easier access to and better quality of health care, access to education and more
salubrious residential facilities—that are more easily achieved for those of higher
standing. Finally, occupation-based SEP may reflect social networks and
psychosocial processes and may also be a proxy for occupational exposures.

British Occupational-Based Social Class (Prior to 1990 Known 
as the Registrar General’s Social Classes)

This scale is based on the prestige or social status that a given occupation has in
society. Britain has classified the population according to occupation and indus-
try since 1851. In 1911, the Registrar General’s Annual Report presented a sum-
mary of occupations representing “social grades” in relation to fertility and
mortality; there is evidence suggesting that adjustments to the classification were
constructed “in the light of knowledge of mortality rates” (Rose 1995). After
revisions in 1990 this measure was more explicitly related to the skills needed to
perform a particular occupation.

In this scheme, occupations are categorized into six levels or classes, ranked
from higher to lower prestige (Table 3.1). A seventh category includes all indi-
viduals in the armed forces irrespective of their rank therein, which is generally
excluded in health studies. A common use of this classification reduces the six
levels into two broad categories of manual and non-manual occupations.
Adaptations of the British Registrar General’s Social Class have been exten-
sively used in other countries, making comparability between studies easier.

It could be argued that the relationship of this classification—as (theoretically)
a measure of prestige or social standing—to health should be interpreted as due
to the advantages given by elevated social standing and increased prestige. In prac-
tice it is often interpreted as a generic indicator and thus generic interpretations
are attached to it. Based on criticisms over its lack of theoretical basis, the Office
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for National Statistics in the United Kingdom has since 2000 used the new UK
National Statistics Socio-Economic Classification as its official occupation
classification (described in this section).

Erikson and Goldthorpe Class Schema (Also Known as 
the “Goldthorpe Schema”)

This classification uses specific characteristics of employment relations to clas-
sify occupations. It covers a wide spectrum of employment relations that ranges
from an employment based on high levels of trust and independent working prac-
tices with delegated authority to occupations that are based on a labor contract
with very little job control (Chandola 1998; Erikson and Goldthorpe 1992).
Occupations are classified into eleven groups (Table 3.2). An important charac-
teristic that differentiates this scheme from other occupational based classifications
is the lack of an implicit hierarchical rank. Therefore it may not capture a gradient
in health across its groups.

The clearly defined theoretical basis of this indicator offers an explicit
interpretation for its association with health outcomes. Under this scheme,
differences in health outcomes between groups are mainly attributed to differences
in working relations and work autonomy, different contract and reward systems
and terms of remuneration, and different job promotion prospects (Chandola
1998). The scheme also inherently reflects material resources, as aspects of
employment relations such as decision latitude and job autonomy are usually
co-terminus with material rewards accorded to different types of jobs (Davey Smith
and Harding 1997).

This indicator was conceived for international comparisons and has been used
in this context in European studies (Kunst et al. 1998; Mackenbach et al. 1997,
2003). In addition, several studies have assessed its construct and criterion validity.
Working relations are likely to change over time, however, and therefore this
scheme will also require continuous updating (Rose and O’Reilly 1998).
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TABLE 3.1. OCCUPATIONAL GROUPS DEFINED 
WITH THE REGISTRAR GENERAL SOCIAL CLASSES.

I Professional Non-manual
II Intermediate
III-N Skilled non-manual
III-M Skilled manual Manual
IV Partly skilled
V Unskilled
VI Armed forces
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UK National Statistics Socio-Economic Classification

From 2000, the Office of National Statistics in the United Kingdom created
the National Statistics Socio-Economic Classification (NS-SEC), replacing the
Registrar General’s scheme in all official statistics and surveys in the United
Kingdom. The NS-SEC is explicitly based on differences between employment
conditions and relations, similar to the Erikson and Goldthorpe class schema
(Chandola and Jenkinson 1999). People are placed in groups according to occu-
pations with different employment relations and conditions, such as whether they
have a wage rather than a salary, their prospects for promotion, and levels of au-
tonomy (Table 3.3). Only the grouping that collapses into three categories can be
considered hierarchical.

Marxist-Based Social Class Classifications

In the United States, Wright has developed an adaptation of Marx’s theory of
social classes, constructing an indicator that categorizes individuals as to whether
they are exploited workers or those who own the means of production. Strictly
speaking, this is the only correct interpretation of social class as defined by Marx.
Lombardi et al., in Brazil, have developed a Marxist-based indicator similar to
Wright’s (Horta et al. 1997; Lombardi et al. 1988).

Wright’s scheme classifies individuals according to their positions in three
forms of exploitation related to the ownership and control of assets: (1) ownership

TABLE 3.2. OCCUPATIONAL GROUPS DEFINED 
WITH THE ERIKSON AND GOLDTHORPE SCHEMA.

I Higher-grade professionals, administrators and officials; managers in
large industrial establishments; large proprietors

II Lower-grade professionals, administrators and officials; higher-grade 
technicians; managers in small industrial establishments; supervisors
of non-manual employees

IIIa Routine non-manual: higher
IIIb Routine non-manual: lower 
IVa Small proprietors with employees
IVb Self-employed without employees
IVc Farmers/smallholders
V Foremen and technicians
VI Skilled manual
VIIa Semi- and unskilled manual
VIIb Agricultural workers

Note: This classification is not a hierarchy despite the numbering that is used to refer to each
group.
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of capital assets, (2) control of organizational assets, and (3) possession of skills
or credential assets. This defines twelve locations where cells one and two rep-
resent the capitalist class, cell three the petty bourgeoisie or self-employed, cells
four to ten include contradictory class locations, and cells eleven and twelve the
working class (Table 3.4). Individuals in the contradictory class locations belong
simultaneously to the capitalist and the working class (capitalist in terms of
controlling skills and credentials and exploiting workers; workers because they
do not own capital assets and are controlled by capitalists) (Krieger et al.
1999; Wright 1985). Wright has developed variations of this classification
(Wright 1997).

Differential health outcomes across groups according to this scheme are
explained in terms of exploitation between classes and the conflict generated by

TABLE 3.3. OCCUPATIONAL GROUPS DEFINED 
WITH THE NS-SEC SCHEME.

8 classes 5 classes 3 classes

1 Higher managerial 1 Managerial and 1 Managerial and
and professional professional professional
occupations occupations occupations

1.1 Large employers
and higher
managerial occupations

1.2 Higher professional
occupations

2 Lower managerial and
professional occupations

3 Intermediate 2 Intermediate 2 Intermediate
occupations occupations occupations

4 Employers in small 3 Employers in small 
organizations and own organizations and own
account workers account workers

5 Lower supervisory 4 Lower supervisory 3 Routine and
and technical and technical manual
occupations occupations occupations

6 Semi-routine 5 Semi-routine and
occupations routine occupations

7 Routine occupations
8 Never worked and Never worked Never worked 

long-term and long-term and long-term
unemployed unemployed unemployed
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contradictory locations within this class system (Muntaner et al. 2003). Although
relatively underused in social epidemiology, this scheme has been used in several
studies. In the United States, Muntaner et al. (1994; 1998), Schwalbe and Staples
(1986), and Krieger et al. (1999) have used Wright’s classification in epidemio-
logical research. Wright’s social class scheme has also been used in studies con-
ducted in Spain (Muntaner et al. 2003) and Israel (Wohlfarth 1997; Wohlfarth and
van den Brink 1998). In the United Kingdom, Macleod et al. (2005) have applied
Wright’s notion of contradictory class location to investigate the role of material
circumstances versus perceived social status on health.

Other Occupation-Based Indicators

There are numerous country-specific occupation-based classifications, which
mainly use the educational requirements and income returns of occupations to
obtain an SEP scheme. In the United States in 1917, Edwards created a hierar-
chy of occupations based on his intuition of whether an occupation required
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TABLE 3.4. OCCUPATIONAL GROUPS DEFINED 
WITH WRIGHT’S SCHEME.

Own 
sufficient
capital to
hire 
workers and
does not
work

Own 
sufficient
capital to
hire 
workers 
but must
work

Own 
sufficient
capital to
work for self
but cannot
hire workers

1
Bourgeoisie

2
Small

employers

3
Petty

bourgeoisie

�

Relation to 
organization/

� 0 management

�

� �0 �

Relation to skills/credentials

4 7 10
Expert Semi- Uncredentialled

managers credentialed managers
managers

5 8 11
Expert Semi- Uncredentialled

supervisors credentialed supervisors
supervisors

6 9 12
Expert Semi- Proletarians
non- credentialed

managers workers

Relation to means of production
Owners Non-owners
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intellectual or manual work (Liberatos et al. 1988). Generally, it was correlated
with the educational and income level required for each occupation, which later
became the basis for this scheme and it is used to classify occupations in the U.S.
census. It classifies occupations into occupational subgroups that are collapsed into
a smaller number of major socioeconomic groups (Table 3.5) (Diez-Roux et al.
1995; Sorlie et al. 1995).

Other occupation-based classifications used in the United States are the Nam-
Powers’ Occupational Status Score, which assigns to each occupation a score
derived from the cumulative percentile of all occupations that had been ordered
on the basis of average education and income, and the Duncan Socioeconomic
Index (SEI), which initially combined occupational prestige obtained through
public opinion (1947 National Opinion Research Center prestige study) and a
weighted measure of education and income for the occupations not available
through the initial source. See Liberatos et al. (1988) and Oakes and Rossi (2003)
for more details on these and other occupation-based indicators developed in
the United States.

The Cambridge Social Interaction and Stratification scale
(CAMSIS), mainly used in the United Kingdom, is different from other occu-
pation-based classifications. It uses patterns of social interaction in relation to oc-
cupational groups to determine the nature of the social structure and an
individual’s position within it, providing a hierarchical measure of social distance.
For example, people working in pairs of occupations that rarely cited each other
as friends are considered to have greater social distance, whereas those pairs of
occupations that frequently cited each other were considered of close social dis-
tance. This provides a numerical indication of how similar (socially close) or dis-
similar (socially distant) any two occupations are (Chandola and Jenkinson 2000;
Prandy 1999). The Cambridge scale is a continuous measure, although it is often
categorized into groups. Results with this scheme are interpreted as correspond-
ing to (dis)similarities in lifestyles and health behaviors but also reflect general and
material advantage (Chandola 1998; Prandy 1999).
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TABLE 3.5. OCCUPATIONAL GROUPS DEFINED 
WITH THE U.S. CENSUS OCCUPATIONAL SCALE.

I Managerial and professional
II Technical, sales, and administrative support
III Service occupations
IV Farming, forestry, fishing
V Precision production, craft, repair
VI Operators, fabricators, laborers
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Work-Related Indicators

Although individuals who do not hold an occupation are difficult to classify in
most occupation-based schemes, working life and conditions in themselves have
been used as indicators of SEP. For example, unemployment can be used as an
indicator based on exclusion from the workforce. Other work-related indicators
that can be used to measure socioeconomic circumstances are job insecurity
and type of employment (temporary, wage, salary, commission, and so forth)
(Benavides et al. 2000). These conditions are associated with worse health through
a variety of mechanisms: lack of material resources for those who are unemployed,
social isolation, loss of self-esteem, and the stress of potential job loss in conditions
of job insecurity.

Education

Education is frequently used as a generic indicator of SEP in epidemiological stud-
ies. It is based in the “status domain of Weberian theory” (Liberatos et al. 1988).
Despite this generic use of education as an SEP indicator, there are specific in-
terpretations that can be argued for associations with health outcomes (Blane 2003;
Fuchs 1979; Liberatos et al. 1988; Yen and Moss 1999). Most commonly, educa-
tion is thought to capture the knowledge-related assets of an individual (Lynch
and Kaplan 2000). The knowledge and skills attained through education may
affect an individual’s cognitive functioning, make them more receptive to health
education messages and more able to communicate with and access appropriate
health services, or provide the cognitive resources that affect “time preferences”
(living in the here and now versus investing in the future) for modifying risk be-
haviors. A recent attempt to measure knowledge in terms of “cultural literacy”
and assess its role in the association between education and health highlighted the
great difficulty in trying to unpack some of the specific ways in which education
and knowledge may affect health (Kaufman 2002; Kelleher 2002).

Within the life course framework (see Life Course Socioeconomic Position
discussed on p. 67), education is increasingly seen as partly reflecting one’s early
life circumstances (Beebe-Dimmer et al. 2004; Davey Smith et al. 1998). Educa-
tion captures the transition from parents’ to adulthood SEP and also strongly
determines future employment and income (Lynch and Kaplan 2000; Davey
Smith et al. 1998; Blane et al. 1999). As an exposure, it reflects material, intel-
lectual, and other resources of the family of origin, begins at an early age, is
influenced by access to and performance in primary and secondary school,
and reaches final attainment in young adulthood for most people. Therefore, it
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captures some of the long-term influences of both early life circumstances on adult
health as well as the influence of adult resources (for example, through employ-
ment status) (Morris et al. 1996; Davey Smith et al. 1998; White et al. 1999).
Reverse causality could partly explain some of the associations, however, because
ill health in childhood may limit educational attendance or attainment and
predisposition to adult disease, generating “health selection” (Davey Smith
et al. 1994).

Education is measured as either a continuous or categorical variable. When
using education as a continuous measure, with number of years of completed
education, the assumption is that a greater amount of time spent in education
confers health protection. In this model, every additional year of education con-
tributes similarly to health outcomes. In contrast, using education as a categori-
cal variable with pre-specified categories representing milestones in the
educational process assumes that completion of specific achievements is impor-
tant in determining SEP (Liberatos et al. 1988). Choice of measure should re-
flect the underlying mechanism that may relate education with the specific health
outcome.

It is important to note that the meaning and attainment of educational level
varies for different birth cohorts and in different countries. The proportion of the
population reaching higher levels of education has dramatically increased in many
countries. This is particularly so among women or minorities who have experi-
enced marked changes in educational opportunities. As a result, the absolute num-
ber of years of education does not always correspond to the relative amount of
education the person achieved within their birth cohort. Older cohorts, in studies
that combine several birth cohorts, will be over-represented among the lower-
educated groups (Hadden 1996). Few studies have taken birth cohort into account
when using educational levels. In a study of cardiovascular disease mortality
among women, the authors classified participants into low, medium, or high lev-
els of education, these categories being defined with specific relevance to their
birth cohort (Beebe-Dimmer et al. 2004). Stratification of the analysis by age group
may also be required (for example, examining health inequalities by educational
attainment within five-year age groups) (Sihvonen et al. 1998). A further limita-
tion of educational levels exists, particularly among minorities, for individuals that
have obtained their education outside the country of residence, in a different
educational regime in which indicators of education may have very different im-
plications than within the host country.

Despite the potential mechanisms that are used to explain the association be-
tween education and health, neither number of years of education nor levels of
attainment provide any information about the quality of the educational expe-
rience. For health outcomes where knowledge, cognitive skills, and analytical

Indicators of Socioeconomic Position 57

c03 .qxd  3/31/06  2:58 PM  Page 57



abilities were relevant, the variables currently used in social epidemiology would
fail to capture this aspect of the educational exposure.

Finally, the widespread use of education as an indicator of SEP reflects that
it is relatively easy to measure in self-administered questionnaires, and response
rates to educational questions tend to be high compared with other more difficult-
to-assess measurements such as income. Importantly, it can be obtained from
everybody who has completed their full-time education independently of work-
ing circumstances (Liberatos et al. 1988).

Income

Income and wealth are the SEP indicators that most directly measure material
circumstances (Liberatos et al. 1988; Lynch and Kaplan 2000). The mere pos-
session of money is unlikely to have a direct effect on health unless the possession
of money per se increases a sense of control and perceptions of social advantage.
Although such a psychosocial comparison mechanism may operate, its effects
would differ across outcomes. It seems more plausible that more of the effect of
income on health can be understood by the way in which money and assets are
converted via expenditure into providing health enhancing environments (work,
residential) and consumption of health enhancing commodities (food, exercise)
and services (health care). Despite widespread use in economics, measures of con-
sumption are rarely used in epidemiological studies. Nevertheless, most epidemi-
ological studies of income and health assume it is the consumption mechanism
that operates even though the exposure is assessed as income. Thus, income is in-
terpreted as primarily influencing health through a direct effect on material re-
sources that affect more proximal factors in the causal chain such as behaviors.
For example, income allows access to better quality material resources such as food
and shelter and better, easier, or faster access to services, some of which have a di-
rect (health services, leisure activities) or indirect (education) effect on health.
Higher income can also provide social standing and self-esteem and facilitate
participation in society. Finally, the association between income and health out-
comes can be due to reverse causality, where people with poor health suffer a loss
of income. This reverse causality can be more prominent in certain outcomes such
as mental health (Dohrenwend et al. 1992). Income is the SEP indicator that
can change most on a short-term basis, although this dynamic aspect is rarely
taken into account in epidemiological studies (Duncan et al. 2002) and its effect
on health may accumulate over the life course (Lynch et al. 1997). In a U.S. study,
persistent low income and income instability in the middle income group were
both predictive of a higher mortality risk (McDonough et al. 1997).
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Most often household rather than individual income is measured. Although
individual income will capture individual material characteristics, household in-
come may be a useful indicator for women in particular who may not be the main
earners in the household. Using household income information to apply to all the
individuals in the household assumes an even distribution of income according to
needs within the household, which may or may not be true. For income to be com-
parable across households, additional information on family size or the number
of people dependent on the reported income should be collected (Krieger et al.
1997). This can be then transformed into “equivalized income” (Ecob and Davey
Smith 1999; McClements 1977) that adjusts for family size and reduced associ-
ated costs of living (Liberatos et al. 1988). Not all available income is equally
shared within the household, however, as mothers from poor and working fami-
lies tend to use available money to cover the needs of their children and partner
before their own (Krieger et al. 1997).

Individuals can be asked to either report their absolute income or to place
themselves within pre-defined categories; the latter seems to increase response to
this question. Ideally we want to be able to collect information on disposable in-
come, as this reflects what individuals or households can actually spend, but often
we collect gross incomes or incomes that do not take account of in-kind trans-
fers that function as hypothecated income (such as food stamps in the United
States). Questions about income should include money received from jobs, social
security, retirement annuities, unemployment benefits, public assistance, interest
dividends, income from rental properties, child support, and informal income. In-
formation on some of these may be difficult to obtain, and study participants may
not want to disclose all information.

There is evidence that personal income is a sensitive issue and people may be
reluctant to provide such information (Turrell 2000), although this may have been
overstated (Dorling 1999). In different settings (including different countries, dif-
ferent birth cohorts, different genders) income may be a more or less “sensitive”
indicator (with respect to participants’ willingness to disclose this information
accurately) relative to educational attainment and occupation. There are, however,
more sophisticated methods for eliciting accurate income information (espe-
cially for in-person interviews; Galobardes and Demarest 2003; Pleck and
Sonenstein 1998), but these will increase the cost and time to collect these data.

The meaning of current income for different age groups may also vary and be
most sensitive during the prime earning years. Income for young and older adults
may be a less reliable indicator of true SEP, because income typically follows a
curvilinear trajectory with age. Income generally rises on entry into the labor mar-
ket until the peak earning years in middle-age, where it stabilizes and then declines
after retirement. Although highly desirable as a measure of life course income,
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calculating such lifetime income trajectories is difficult in practice and may best be
done using population registries of the type that exist in Nordic countries.

Finally, income can be measured as a relative indicator establishing levels of
poverty (for example, percentage above or below the official poverty level in a given
year; Lynch et al. 1997).

Wealth

Wealth includes financial and physical assets such as the value of housing, cars,
investments, inheritance, pension rights (Muntaner et al. 1998), and accumulated
income. In terms of health, it is assumed that combining all these resources is a
better measure of SEP and consequently a better predictor of health than income
alone. The relative importance of wealth versus income, however, is likely to change
over the life course (wealth being more important in older age owing to the accu-
mulation of assets over time and the impact of retirement on income; Lynch 2001)
or in population subgroups (for example, for a given level of income, black and
Hispanic households have less wealth than white households; Smith 1995).

Whereas income captures the resources that are available for periods of time,
wealth incorporates the accumulation of these resources. Wealth provides stable
and long term security and acts as a reserve that can increase the ability of a house-
hold to go through periods of economic instability without suffering major changes
in other social and socioeconomic circumstances (Berkman and Macintyre 1997).
In addition, wealth needs to be interpreted in a specific context. For example,
for a similar level of wealth, a person from a northern European country would
be more likely to obtain resources through the social welfare system than a per-
son in the United States and will therefore have a different ability to cope with so-
cioeconomic difficulties (Berkman and Macintyre 1997). As with income, the main
effects of wealth on health are likely to be indirect through its conversion into
consumption.

Housing Characteristics and Housing Amenities

Housing conditions are used as an SEP indicator, particularly in the United King-
dom. They are used in industrialized and non-industrialized countries, although
the characteristics assessed will differ in the two settings. Indeed, housing indica-
tors can be very specific to the population or area where they are developed. For
example, the number of rooms or even specific types of rooms (bedrooms and
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bathrooms) may be relevant as an SEP indicator in an industrialized country
whereas the type of flooring (mud, concrete) or walls (tin, mud, concrete) are more
meaningful in a non-industrialized country. Housing characteristics are mainly
markers of material circumstances. Housing is generally the key component of most
people’s wealth and accounts for a large proportion of the outgoings from income.

Housing and its context is an important, multifaceted indicator of SEP. In ad-
dition to measuring overall SEP, housing characteristics may be direct exposures
or markers of exposures for specific diseases and can be associated with health
outcomes through these specific mechanisms. For example, the association of the
number of windows with tuberculosis infection and death, in historical studies,
(Shaun and Egger 2002), may have indicated both a general and a specific mech-
anism linking this indicator of SEP to this particular outcome. Because tubercu-
losis is an airborne pathogen, having access to a larger number of windows, and
thus fresh air, may have reduced exposure to the infection. Indeed, there contin-
ues to be great interest in the built environment and its direct effect on health
(Howden-Chapman 2004).

The most commonly used characteristic is housing tenure—whether hous-
ing is owner-occupied (owned outright or being bought with a mortgage) or rented
from a private or social landlord. In rural populations, ownership of a farm and
farm size may better define housing characteristics (Shaw 2004). Household
amenities, such as access to hot and cold water in the house, having central heat-
ing and carpets, sole use of bathrooms and toilets, toilet in or outside the home,
having a refrigerator, washing machine, telephone, and so forth, are also frequently
used. These household amenities are markers of material circumstances and may
also be associated with specific mechanisms of disease. For example, lack of run-
ning water and a household toilet may be associated with increased risk of infec-
tion (Dedman et al. 2001; Shaw 2004). The meaning of these amenities will vary
by context and cohort. Very few people in contemporary industrial society will live
in a house without running hot water, an indoor toilet, or bathroom facilities and
therefore some of these measures are not able to differentiate individuals in these pop-
ulations. These indicators will have relevance, however, in developing country
populations and as indicators of childhood SEP in older adults in contemporary
developed country populations (Claussen et al. 2003; Lawlor et al. 2003, 2004).
One amenity that has proved to be a useful SEP indicator in the United Kingdom
but that has been used less in other populations is car access (Abramson et al. 1982;
Davey Smith et al. 1990; Macintyre et al. 1998). In rural areas of industrialized
countries, car ownership may not be a useful indicator of SEP as even the poor-
est households often own cars out of sheer necessity (Asthana et al. 2002). In ad-
dition, car access in the United States is less likely to provide socioeconomic
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information given that in this country most households are likely to have access
to at least one car. In non-industrialized countries, other assets that have been used
as indicators of SEP in health-related research include number of livestock and
owning a bicycle, refrigerator, radio, sewing machine, TV, or clock (Cortinovis et al.
1993; Filmer and Pritchett 2001; Montgomery et al. 2000). Asset indicators have
also been created through combinations of these (Subramanian et al. 2004).

In addition to household amenities, household conditions, such as damp-
ness, type of building materials used, and number of rooms in the dwelling, among
others, have been assessed. The latter is used to assess overcrowding, which re-
flects material circumstances in industrialized and non-industrialized countries
(Banguero 1984; Kuate-Defo 1994; Lenz 1988; Marsella et al. 1975). Crowding
is calculated as the number of persons living in the household per number of
rooms available in the house (excluding kitchen and bathrooms). Overcrowding
is then defined as being above a specific threshold (for example, two or more
persons per room). Overcrowding can plausibly affect health outcomes through a
number of different mechanisms: overcrowded households are often households
with few economic resources and there may also be a direct effect on health
through facilitation of the spread of infectious diseases. Burstrom et al. (1999) have
shown how crowding was related to increased risk of death from measles but
not other causes of childhood mortality. Because measles is spread by human con-
tact, the measure of crowding suggests a specific mechanism (greater person-to-
person contact) associated with this marker of socioeconomic disadvantage.

More recent indicators have been developed that use different housing con-
ditions. In the United States, a “broken windows” index included housing
quality, abandoned cars, graffiti, trash, and public school deterioration at the cen-
sus block level (Cohen et al. 2000). This indicator was more useful in explaining
the variance in gonorrhea rates than a poverty index that included income, un-
employment, and low education. In Switzerland, the “social standing of the
habitat” combined characteristics of the building, its immediate surroundings,
and the local neighborhood of residential buildings to assign SEP (Galobardes
and Morabia 2003). Concordance of this measure with education or occupation
was good for people of either high or low SEP but not for those with medium
education or occupation, showing the greater heterogeneity of socioeconomic
circumstances among people labeled as “middle class.”

Housing characteristics and amenities are extensively used as measures of SEP.
They are relatively easy to collect and may also provide some indications of specific
mechanisms linking SEP to particular health outcomes. Results from studies
that use housing indicators, however, are difficult to compare when the context
varies.
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Composite Indicators

A number of composite measures have been used to assess SEP at the individual
level. There are also composite indicators that measure SEP at the area level
(see Area-Level Measures of SEP on p. 63). Composite indicators have been
especially prominent in the United States where Weberian notions of SEP have
been much more prominent than a Marxist approach; however, increasing in-
terest in determining specific mechanisms for—rather than merely describing—
socioeconomic inequalities in health has lead to these measures being less
frequently used (Geronimus and Bound 1998; Liberatos et al. 1988). Neverthe-
less, composite indicators may be efficient when SEP is measured as a confound-
ing factor rather than as the main exposure of interest, as these composite
measures incorporate and therefore adjust for different aspects of SEP. This is not
theoretically unlike developing “confounder scores” as efficient summary mea-
sures of confounding.

Individual studies have designed and used specific composite indices, often
dependent on the data available to that particular study. There are also some
standard composite indicators that were frequently used: Hollingshead Index
of Social Position (Hollingshead and Redlick 1958), Duncan Index, Nam-
Powers Socioeconomic Status, Warner’s Index of Status Character-
istics (Liberatos et al. 1988). These are based variously on education and
occupation data but have not been updated with current changes in the occupa-
tional structure and so are rarely used nowadays. For more detailed explanations
of these indicators we refer the reader to Liberatos et al. (1988).

Recently, Oakes and Rossi (2003) have proposed a new composite indicator
of SEP. They define socioeconomic status as “differential access (realized or
potential) to desired resources.” Based on this conceptualization, their indicator
incorporates three domains: material capital, human capital, and social capital.
In a pilot study, they found that this indicator, compared with more traditional
measures, captured more of the social complexities involved in SEP.

Proxy Indicators

It is important to stress that the indicators included in this section are not mea-
sures of SEP per se but proxies for SEP and usually only used when direct indi-
cators are not available. They are markers of SEP because of their strong
correlation with more direct indicators of SEP and thus they may provide valu-
able information when direct measures are not available.
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The number of siblings has been used as a proxy SEP indicator because,
in some contemporary industrialized societies, larger numbers of children are as-
sociated with poorer SEP (Hart and Davey Smith 2003; Wamala et al. 2001). This
is not necessarily the case in other populations or societies. Number of siblings
may have a direct effect on health outcomes, as it may increase the risk of early-
life infection. Indeed, number of siblings is most strongly associated with stomach
cancer mortality, an outcome of H. pylori infection in early life (Hart and Davey
Smith 2003). Number of siblings, however, may also reflect other mechanisms
through which family size can affect health outcomes in individuals and family
members. For example, the positive association between parity and coronary heart
disease among women may in part reflect family lifestyle resulting in obesity in all
family members and in part reflect pathophysiological processes related to large
numbers of pregnancies (Lawlor et al. 2003).

Infant and maternal mortality rates have been used as ecological mea-
sures of an area or country SEP (Forsdahl 1977). Other characteristics such as
maternal marital status, having a single mother or being an orphan,
illegitimacy, broken family, and death of father or mother at an early
age are circumstances that often result in low SEP (for example, economic hard-
ship and unemployment due to the inability of obtaining a flexible job can be
associated with single motherhood). Several studies report worse health in these
subgroups (Lundberg 1993; Modin 2003; Osler et al. 2003; O’Leary et al. 1996),
although adverse health outcomes could also be caused by other factors associ-
ated with these circumstances but unrelated to SEP. For example, infant and
maternal mortality may reflect climatic factors leading to infectious diseases (such
as malaria infection) in addition to reflecting SEP; broken family or death of
mother or father at an early age could lead to ill health due to depression. So, when
using SEP proxies, it is clearly important to consider alternative explanations of
their association with health outcomes.

SEP Indicators in Specific Populational Groups

In this section, we briefly present some additional aspects to consider when mea-
suring SEP in specific populational subgroups.

Women

Traditionally, married women were assigned their husband’s occupational SEP,
and in earlier studies, an unmarried woman’s position was indexed with her father’s
SEP. Societal changes occurring in the last century in industrialized societies
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suggest that other approaches might be necessary to validly measure women’s SEP
in these populations. Nevertheless, partner’s SEP may still be relevant or modify
a women’s SEP, particularly among older women (Krieger et al. 1999). Thus,
accounting for birth cohort effects is particularly relevant with occupation-based
indicators and education when defining SEP in women across different age groups.
Occupation-based indicators that were defined with men’s workforce distribution
exclusively might not be appropriate to capture women’s occupational positions,
which are more highly concentrated in some sectors of the workforce. New
classifications, such as the NS-SEC, and classifications based on clearly defined
working relations (for example, the Goldthorpe Schema and Wright’s social class
stratification) might index a woman’s SEP better. Household-based occupation
can be traditionally defined (men’s SEP determines the household’s SEP) or the
highest level can be assigned (independently of who in the household holds
the higher occupational level).

Individual income can only be used for women working outside the house. In
a given occupation or similar educational level, however, women’s income is
generally lower than men’s, thus, household income might be more relevant in de-
termining women’s health and access to health services. Yet, traditionally women
have used available income to cover children and partner’s needs, thus the house-
hold income, particularly in poor households, might not reflect the actual income
that is available for women’s health needs.

Elderly

Morbidity and mortality are higher among groups of lower SEP, thus we could
expect elderly people with lower SEP to be a more selected group in terms of
health (those who have survived despite their lower SEP), which would result in
the narrowing of health inequalities in the elderly. Health inequalities at old and
very old age are reported, however, suggesting that the effect of SEP on health
persists into old age (Arber and Ginn 1993; Ebrahim et al. 2004; Grundy and
Holt 2001).

Considering life course SEP is particularly relevant among the elderly. In terms
of occupation-based indicators, the last, longest, or average occupation is often
used, although this approach assumes continuity in the person’s SEP and the abil-
ity to maintain similar SEP from working into retirement life. Whereas this might
be possible in middle to high socioeconomic groups, it is less likely for those in
lower manual occupations. It may also not be appropriate for cohorts that have
gone through periods of job insecurity and high unemployment. Arguably, this
may not affect the SEP that is measured through status or prestige of the last oc-
cupation and therefore the prestige that the person carries on into retirement. It
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will, however, have important financial consequences that may determine an
important shift in income level and therefore in SEP measured through material
circumstances. A loss in material assets due to lost income may be balanced by
wealth and pensions acquired during the working years. This is unlikely among
those who held occupations with the lowest incomes, who are more likely to
become unemployed and may not have been able to accumulate wealth.

Financial assets are particularly important in determining worse health in the
elderly (Arber and Ginn 1993). Income and housing tenure are related to
self-reported chronic diseases, functional ability, and oral health (Avlund et al.
2003). Material circumstances among the elderly will be strongly related to the
occupational class the person held during working life, as this will be the main
determinant of income and the pension the person will receive during retirement
(Arber and Ginn 1993). Indeed, studies have shown that occupational position is
still important and predicts subjective health and disability in men and women
after retirement (Arber and Ginn 1993; Breeze et al. 2001). Moreover, previous
occupational position was more important in determining disability than cur-
rent material circumstances in the elderly (Lauderdale and Cagney 1999), sug-
gesting an important role for status and other factors not related to current material
circumstances.

Car ownership, a relevant indicator in the UK context, should be interpreted
with caution in the elderly, as health-related problems may preclude car use. Health
selection as a mechanism for health inequalities needs to be particularly explored
in the elderly. Health problems developed throughout the life course may influ-
ence occupation and the possibility of acquiring wealth.

Children

Children’s SEP is usually classified by their parents SEP. Most often this infor-
mation will be obtained directly from the parents, particularly for small chil-
dren. Asking older children and adolescents about their parent’s education,
occupation, or income may result in non-trivial levels of missing data and greater
measurement error (Wardle et al. 2002). Some studies report good levels of agree-
ment between parent’s occupation reported by children and adolescents and the
parents (West et al. 2001); however, these discrepancies most likely reflect method-
ological differences, and having someone to help and motivate children and ado-
lescents to complete the questionnaire is likely to be important. Indicators based
on household characteristics seem to be less problematic. For example, number of
telephones in the home, car ownership, and bedroom-sharing as a proxy for over-
crowding were used to derive a family affluence scale (FAS) in a World Health
Organization survey in Scotland (Currie et al. 1997). Each item separately and
the FAS had a progressive relation with father’s occupation among those children
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that provided accurate information (Currie et al. 1997). A similar scale was con-
structed in England that included ownership of a computer and option of free
school meals but did not include ownership of a telephone (Wardle et al. 2002).
This scale showed good agreement with parental social class, although there was
a bias toward lower FAS values among adolescents that did not provide infor-
mation on parental occupation or education. An additional measure for a chil-
dren’s SEP is their own income, measured with earned money and money given
by parents that they are free to spend (Currie et al. 1997). Father’s occupational
class and FAS showed similar associations with adolescent health behaviors with
the exception of smoking and beer drinking, which were not associated with FAS
but showed strong inverse associations with father’s occupation (Currie et al. 1997).
Interestingly, in this same study a higher level of own income was associated with
unhealthy behaviors, such as smoking, beer drinking, eating chips, watching TV
but also with exercising, suggesting that adolescents increased behaviors that re-
quired disposable income, whether these behaviors were healthy (exercise) or
unhealthy (smoking) (Currie et al. 1997).

Ethnic Groups

The origin and processes of social stratification may vary in different ethnic groups;
therefore the same indicator of SEP may not capture equally the socioeconomic
distribution in different ethnic groups. Accordingly, the choice of SEP indicator
within a particular group should reflect the stratification that best describes so-
cioeconomic inequalities in health for this group. More often, the socioeconomic
circumstances between different ethnic groups are compared and used to explain
health inequalities in health outcomes; however, in this case, the same SEP indi-
cator may have different meanings for different ethnic groups. For example, for
a specific educational, occupational, or income level, blacks in the United States
have less wealth and worse housing conditions compared with whites; for a given
educational level, blacks receive lower income than whites (Davey Smith 2000).
Characteristically, racist societies have a nearly non-overlapping distribution of
SEP indicators among ethnic groups or races. In this situation, trying to estab-
lish direct or indirect effects (for example, through SEP) of ethnicity or race can-
not produce valid inferences (Kaufman and Cooper 2001).

Area-Level Measures of SEP

Area-level indicators of SEP are mainly used in two ways: first, to determine the
effect that area socioeconomic circumstances have on a health outcome beyond
individual SEP; second, area-level measures of SEP are used as proxies for
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individual-level SEP when individual measures are not available. It is important
to keep these distinctions in mind, because in the first case, the area-level SEP
indicator is an object of study in itself as a contextual exposure. In the second case,
the area-level SEP indicator is only a proxy for an individual-level measure. Sim-
ilar indicators are used in both cases but the interpretation and the methodolog-
ical issues involved in each situation differ.

Area-level indicators of SEP are obtained by aggregating individual-level mea-
sures of SEP to the area level of interest. These can be aggregates of the single
individual-level indicators already described, such as proportion of unemployed,
proportion in blue-collar or manual occupations, proportion with higher educa-
tion, average income, and so forth, aggregated to the appropriate area level (for
example, census tract, county, constituencies, census ward). Composite indicators
using aggregates of several individual-level indicators have been widely used in
the United Kingdom, where these area measures are referred to as indices of
deprivation that serve to characterize areas on a continuum from deprived to
affluent. Generally, the individual-level indicators are obtained from routine data,
census, or other administrative databases that were collected for other purposes.
In the United Kingdom, the geographical variations in deprivation obtained with
these indicators have important policy implications, as they serve to allocate pub-
lic resources to areas. They are also used in health-related research and have been
applied in the United States as well (Krieger et al. 2002, 2003).

The most well-known indices of deprivation in the United Kingdom are the
following. The Townsend Deprivation Index measures multiple deprivation
with four variables from the British census: the proportion of unemployment (pro-
portion of economically active residents ages 16–64 who are unemployed), the
proportion of households with no car, the proportion of households that are not
owner occupied, and the proportion of households with overcrowding (> one
person per room) (Townsend et al. 1988). The Townsend Score for each area is a
summation of the standardized scores (z scores) for each variable; a greater score
indicates higher levels of material deprivation. Other similar indices are the
Carstairs deprivation index (Carstairs and Morris 1989) and the Jarman or
Underprivileged Area score ( Jarman 1983). The Breadline Britain Index
has different conceptual origins (Gordon and Pantazis 1997). This is a consensual
measure of poverty, combining survey data with census data and using weights
to account for the different probability that sub-groups in the population have of
suffering from a particular type of deprivation (Gordon 1995). The Breadline
Britain index is based on the proportions of: unemployment, people with no car,
households non-owner occupied, lone-parent households, households with persons
with long-term illness, and unskilled and semi-skilled manual occupations (social
class IV and V) in an area. A version of the index without the health component
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can be derived and might be preferable for health-related research. This modified
version has been found to have a close relationship with the geography of mor-
tality in Britain (Shaw et al. 1999).

When area-level measures of SEP are used as proxies for individual-level in-
dicators, the estimate of the association with SEP and the health outcomes is likely
to be an underestimate of the true individual level effect (Davey Smith et al. 1998),
but associations could be biased in either direction by the ecological fallacy. In gen-
eral, the larger the area, the greater the underestimate is likely to be. Moreover,
the variability in SEP picked up by the area-level indicators will always be smaller
than that of the individual-level indicator. For example, if we use average income
in a given area as a proxy for individual-level income, the lowest value in area
income will always be higher than the lowest individual income, and the other way
around for the highest income (Davey Smith et al. 1999). If the area socioeco-
nomic characteristics have an effect on health outcomes independent of the in-
dividual SEP, however, the association of individual SEP will be overestimated
when area-level indicators are used to predict individual level effects, because
the area effect will be interpreted as individual-level effect. Whether underesti-
mation (or overestimation) and its magnitude affect a given study will depend on
the specific health outcomes, the area measures, and area size (Davey Smith et al.
1998; Geronimus and Bound 1998). In addition, using area measures for indi-
viduals relies on the area indicators measuring the same construct as the individual-
level variable, which may not be the case (Schwartz 1994).

Area-level measures of SEP are needed when the goal is to investigate whether
socioeconomic aspects of the place where a person lives, over and above indi-
vidual characteristics, affect that person’s health. “Where” a person lives can be a
neighborhood, city, or higher administrative area (for example, health authority
in the United Kingdom, region, county, or country level) (Diez-Roux 2002;
Tunstall et al. 2004). There have been numerous studies of such “area effects,”
mainly in the United States but also elsewhere, with most studies finding a rela-
tively small, in comparison with individual-level variables, independent neigh-
borhood effect on various health outcomes and health behaviors (Pickett and Pearl
2001). Several of these studies, however, adjusted for only one measure of indi-
vidual SEP, whereas when life course individual SEP was accounted for, area
SEP was no longer associated with mortality (Davey Smith et al. 1997). By contrast,
in a study of British women, 60–79 years of age, area-level SEP and individual
life course SEP both contributed to CHD prevalence (Lawlor et al. 2005).

There are some methodological issues to consider in estimating area-level
associations with health outcomes. It is unclear whether the associations between
area-level measures of SEP and health outcomes are related to the socioeconomic
characteristics of the area independently of the (lifetime) characteristics of the
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people living in these areas (Naess, Claussen et al. 2005; Diez-Roux 2002;
Macintyre et al. 2002; Pickett and Pearl 2001; Reijneveld et al. 2001). This is a
conceptual and an empirical problem, particularly within a life course framework
(see Life Course Socioeconomic Position, on page 67), as historical SEP infor-
mation on both areas and individuals is required if we are to understand how
area-level processes affect health over time independently of individual SEP. It
is unlikely that adjustment for one or two adult indicators of SEP, as used in most
research conducted up until now, is sufficient for capturing the full extent of in-
dividual SEP effects (Davey Smith et al. 1997). A more generic question is
whether area SEP can even be conceptualized independently of the SEP of in-
dividuals living in the area (Oakes 2004). For example, changing the proportion
of poor individuals living in an area would automatically change the area SEP
defined in terms of income. This lack of independence between individual and
area in terms of socioeconomic circumstances is additionally illustrated by the
fact that it is difficult to find examples of measures of SEP conceptually de-
fined at the area level that are not simple aggregates of individual-level SEP. One
potential exception in this regard is distributional indicators of SEP, such as the
extent of income or educational inequality. Here, it is not the average income in
an area that is the supposed contextual exposure but rather the unequal distrib-
ution of income among the individuals living in the area. More unequal income
distribution can only be defined at an area level because it represents the relation
of one individual’s income to others in the same area and so has no meaning at
the individual level. There have been several examples of this type of research
in social epidemiology (Lynch et al. 2004a, 2004b; Subramanian and Kawachi
2004). Nevertheless, income inequality is not independent of individual income,
as it will change according to changes in individuals’ incomes. It has also been
argued that area SEP acts as a proxy for other environmental exposures (Diez-
Roux 2004a). For example, areas of different SEP have different levels of retail
investment that results in the type and quality of foods being unequally available
across different areas.

Additional limitations occur with studies that do not explicitly state the mech-
anisms through which a determined area-level exposure can influence a health
outcome. Most data, including the area-level boundaries themselves, are obtained
from administrative databases limiting the available information to what had been
collected, often for other than health purposes. For example, the relevant area
boundary for the outcome of interest may not be available, as is the case for neigh-
borhood effects that are being explored by such surrogates as census blocks or
tracks (Diez-Roux 2004b). Discussion of these and other methodological and con-
ceptual issues relating the estimation of area-level effects can be found elsewhere
(Diez-Roux 2004b; Oakes 2004; Subramanian 2004).
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Life Course Socioeconomic Position

A life course approach to chronic diseases is particularly relevant in understand-
ing how socioeconomic circumstances influence health. A life course approach in
epidemiology investigates the long-term effects on health and chronic disease risk
of physical and social hazards across generations and during gestation, childhood,
adolescence, young adulthood, and later adult life. It explicitly incorporates time
of exposure and can be conceptualized at the individual level, across generations,
and through population disease trends (Lynch and Davey Smith 2005).

At the individual level, the indicators of SEP, measured at different stages of
the life course, can be useful in examining how socioeconomic conditions oper-
ating at different stages of life influence disease risk to create the observed adult
inequalities in health (Davey Smith 2003). Combinations of the indicators de-
scribed in the first part of this chapter allow construction of a lifelong measure of
one’s SEP. Some indicators are only valid at specific ages; for example, educa-
tion is mostly completed by young adulthood, whereas own occupation can only
occur after the age of 16 in rich countries. The same indicator, for example an
occupation-based indicator, can be measured at different times during the life
course, however; for example, father’s occupation characterizes childhood SEP,
and first, longest, and last occupation characterize adult SEP. An indicator may
be particularly appropriate for a given period of time, as is the case of wealth,
which may better characterize SEP at old age. Figure 3.1 presents several indi-
cators of SEP combined in a life course framework.

There are several theoretical models that help in conceptualizing how life
course exposures influence disease risk (Kuh and Ben-Shlomo 2004). The critical
period model argues that an exposure during a particular time window has last-
ing effects that result in higher disease risk. Barker’s formulation of the fetal hy-
pothesis is an example of this model, which has subsequently been modified to
include later-life effect modifiers: low birth weight (reflecting poor intrauterine nu-
trition, which programs one’s metabolism for a life of thrift) combined with later
life obesity or accelerated growth (indicating the reality of a life of plenty—in
terms of energy dense foods) seems to carry the highest adult coronary heart
disease (CHD) risk (Eriksson et al. 1999; Frankel et al. 1996). In addition to criti-
cal periods, there may be “sensitive periods” when an exposure has a particularly
marked but not unique effect. For example, infancy may be a particularly sensi-
tive period for the effect of dietary salt intake on future intake of salty food and
high blood pressure, but the liking for a high-salt diet may also develop at other
times in the life course (Lawlor and Smith 2005). The other proposed life course
models state that effects accumulate over the life course. In this scenario health
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damage increases with the patterning, duration, or number of exposures (Ben-
Shlomo and Kuh 2002). These exposures can occur independently due to un-
correlated insults, or they may be due to correlated insults, such as risk clustering
or chains of risk (Kuh and Ben-Shlomo 2004). Understanding the specific life
course model that affects a particular disease outcome is important, because this
indicates the appropriate timing of any preventive intervention.

The contribution of childhood and adulthood SEP is specific to disease
outcomes. In a systematic review, childhood SEP (often indexed by father’s
occupation) was particularly relevant in determining the risk of stomach can-
cer (Galobardes et al. 2004). This probably reflects the time in the life course dur-
ing which the relevant etiological exposures causing these diseases take place, as
is the case for Helicobacter pylori and stomach cancer. Childhood SEP con-
tributed, together with socioeconomic conditions in adult life, to determining
mortality from CHD, lung cancer, and respiratory-related deaths, although the
relative contribution of child versus adult circumstances varied in different
contexts. Worse childhood socioeconomic circumstances not only contribute to
a higher risk of death due to CHD; they also determine a higher risk of devel-
oping CHD disease and, at least in women, seem to correlate with higher levels
of atherosclerosis at pre-clinical phases of the disease (Galobardes et al., forth-
coming). In the United States, a study of twins that had lived together until the
age of 14 and thus matched on childhood socioeconomic circumstances found
that levels of cardiovascular factors were more different among twins who had
different as opposed to similar occupational levels in adulthood (Krieger et al.
2005). Among the pairs discordant for adult occupational class, risk factors were
worse for twins classified as working-class in adulthood compared with those that
belonged to the professional class. Other studies report additive effects between
childhood and adulthood SEP in relation to CHD risk (Davey Smith et al. 1997;
Lawlor et al. 2004), and longer or higher number of times experiencing poverty
throughout one’s life is associated with worse health (Lynch et al. 1997;
McDonough et al. 2005), although the relationship might be complex and de-
pendent on ethnicity or race, gender and age (McDonough et al. 2005). Thus,
the role of life course socioeconomic circumstances in determining CHD risk
is best explained under the accumulation of risks model (Davey Smith et al. 1997;
Heslop et al. 2001). Accumulation of risks throughout life can also be due to clus-
tering of exposures. For example, children from lower socioeconomic back-
grounds are more likely to be of low birth weight, have poorer diets, be more
exposed to passive smoking and some infectious agents, and have fewer educa-
tional opportunities (Ben-Shlomo and Kuh 2002). Finally, exposures may form
chains of risk, where coming from a family background of low SEP leads to low
educational attainment that in turn will increase the probability of working in
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an occupation with a high risk of toxic exposures and of having low income
(Davey Smith 2003).

There is an intrinsic problem in differentiating life course processes, and it is
most likely that different models will apply to different disease outcomes (Hallqvist
et al. 2004). Whether critical period, social mobility, accumulation of risks, or com-
binations of these underlie the association between SEP and a health outcome
requires prior knowledge of the specific causal mechanisms; however, comparing
changes in the direction or magnitude of the association between a specific health
outcome with different SEP indicators across the life course can point to specific
exposures. As the role of SEP from across the life course in adult disease outcomes
becomes more apparent, the need to adjust for these different life course SEP mea-
sures in observational studies of exposures and outcomes that are strongly socially
patterned is increasingly acknowledged (Davey Smith et al. 2002; Lawlor et al.
2004).

Use of life course SEP indicators presents some methodological challenges.
As mentioned before in regard to income, it would be desirable to have summary
measures that indicated the entire income trajectory of an individual over time
but, with few exceptions (McDonough et al. 2005), these data are both hard to ob-
tain and only cover a certain portion of the life course. An extended array of life
course indicators might include measures of parental SEP prior to birth and dur-
ing childhood, own education, first job, and then subsequent occupational history,
income over time, and asset accumulation and asset transfers from parents. Col-
lecting such information then raises questions of how to create summary mea-
sures when each individual indicator is based on a different measurement scale as
well as taken at different times and consequently different contexts. The use of la-
tent variable and structural equation modeling may be helpful in capturing these
complicated processes (Singh-Manoux et al. 2003).

The life course approach can also be applied to provide understanding of
trends in population health. Studying long-term trends in socioeconomic cir-
cumstances as, for example, with income inequality and how these relate to long-
term disease trends can test for plausible relationships between these trends. The
income inequality hypothesis formulates that levels of income inequality is a
better predictor of life expectancy in wealthy societies than absolute income
(Wilkinson 1992). Problems with the original data used to formulate this hypoth-
esis (Lynch et al. 2001) and a systematic review of the studies that have investi-
gated the association between income inequality and health cast doubt on its
relevance in explaining levels of population health (Lynch et al. 2004a). Lynch
et al. (2004b), using a life course approach, assessed how time trends in income
inequality correspond with trends in mortality in the United States. They showed
that trends in income inequality to the end of World War II are coincidental with
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changes in poverty and initiation of welfare programs; thus disentangling the in-
dependent effects on mortality of income inequality from those of poverty is dif-
ficult. The continuous fall of infant mortality and stroke during the twentieth
century is inconsistent with fluctuations in income inequality. Trends in CHD dur-
ing the twentieth century are more compatible with what is known in trends of es-
tablished risk factors than with income inequality trends. And trends in income
inequality do not seem to correspond to trends of known CHD risk factors (for
example, smoking rose at the same time income inequality decreased in the twen-
tieth century) (Lynch et al. 2004b). Nevertheless, even if the life course perspec-
tive allows us to understand most of the trends in chronic diseases, such as CHD,
with what is known from their established risk factors, we still lack understand-
ing of the socio-environmental circumstances that determine changes in the dis-
tribution of these risk factors in different birth cohorts and social groups over time
(Davey Smith 2003; Lynch and Davey Smith 2005).

Recommendations

The departure point for a more complete etiological understanding of socioeco-
nomic health differentials should be based on mechanistic specificity of links
between particular SEP indicators (as described in this chapter) and different health
outcomes (Davey Smith 2003). Careful investigation of the associations of specific
health outcomes with different indicators of SEP can provide insight into these
mechanisms. The following are generic guidelines that summarize the main aspects
to consider when deciding which measure of SEP to use and how to use it:

• Have a hypothesis of the mechanism relating SEP to the particular health
outcome. For example, if the question is about socioeconomic differences in
the prevalence of diabetes in men, it would be important to consider the so-
cioeconomic influences on the main risk factors for the outcome—in this case,
a range of socially determined behaviors involving diet, exercise, and medication
as well as access to health services, together with indicators of early life (or
parental SEP), given the considerable evidence regarding early life origins of
diabetes risk.

• Tailor the SEP indicators more likely to capture or reflect etiological mech-
anisms. In the previous example, it might be important to measure early life SEP,
individual adult SEP, and household income and education of both the man and
his partner, given that it is reasonable to assume that education of the partner (if
indeed he has one) may be important in understanding how well the man manages
the array of self-care behaviors likely to influence progression of diabetes.
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• Use several indicators of SEP; it is very unlikely that one single indicator
from one period of the life course will characterize the whole spectrum of expo-
sures experienced by different socioeconomic groups. In this regard, we should
examine carefully how well lifetime SEP has been measured when controlling for
its effects in studies of other exposures.

• When possible use theoretically grounded measures of SEP and interpret
results according to this theoretical basis. In practice, the preferred indicators may
not always be available, in which case the associations should be interpreted within
the limitations of the available indicators.

• Always consider time by thinking about the social conditions experienced
by the particular birth cohort being studied and how they played out across life-
time. For example, early-life social disadvantage for a cohort born in the 1920s
may have implied very different exposures than for a cohort born in the 1950s and
may, as a consequence, have very different associations with health outcomes. Con-
sidering time in this way will better contextualize the SEP indicators across the life
course.

• Consider contextual (area-based) influences as well as individual socioeco-
nomic characteristics. Think about the social processes that occur at different lev-
els that influence the outcomes(s), and include indicators accordingly. For example,
diabetes might be likely to progress more rapidly in men, independently of their
individual SEPs, who live in poor neighborhoods where choice of food is less var-
ied and health care facilities are poorer.

• If specific subgroups of the population are the focus of the research, mod-
ify the indicators and their interpretation to the particular subgroup of the pop-
ulation being studied.

• Where possible, interpret associations specifically between the particular in-
dicator and the particular health outcome. In both multilevel and life course ap-
plications of SEP and health, greater specificity is more likely to produce
meaningful explanations and mechanisms for understanding the genesis of so-
cioeconomic inequalities in health.

• Think about measurement of the outcome, especially if this is likely to
be differentially affected by SEP. The main focus of this chapter is on accu-
rate measurement of indicators of SEP, but the association of SEP with out-
comes can only be accurately interpreted with care in outcome assessment. In
the previous example, it would be very important to use biological measures
for this outcome (fasting blood glucose or glucose tolerance tests) rather than
clinical diagnosis. This is because diabetes is largely asymptomatic, with esti-
mates that up to 50 percent of cases are undiagnosed in industrialized popu-
lations and the likelihood of its diagnosis is greater in those from high
socioeconomic groups (who are more likely to have routine health checks).
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Thus, other things being equal, the use of clinical diagnoses as the outcome
could result in a false positive association (greater risk in those from higher
socioeconomic groups).
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CHAPTER FOUR

MEASURING AND ANALYZING “RACE,”
RACISM, AND RACIAL DISCRIMINATION

Saffron Karlsen and James Yzet Nazroo

There are many potential problems associated with the measurement and
analysis of “race,” racism, and racial discrimination. This is at least partially

a consequence of the variable conceptualization of “race” and “ethnicity” that
may be seen in the differential treatment of racial and ethnic issues by researchers
and in the way in which many commentators cannot bring themselves to use
the term race without enclosing it in quotation marks. There are disagreements
about what “ethnicity” and “race” are, how they relate to each other, and how
they relate to wider social and economic circumstances and experiences. In par-
ticular, there are debates as to how far the characteristics ascribed to particular
“ethnic”/“racial” groups signify group differences in innate, biological, or genetic
ability, culture, social and economic power, or a combination of all three. For those
who refuse to contemplate anything beyond “natural” (genetic or biological) or
cultural differences between groups, there can be no role for racism in the social,
economic, and health disadvantage experienced by members of ethnic minor-
ity groups. But racism may be the key to explaining the disadvantaged position
in which many people from ethnic minority groups find themselves across the
globe.

Genetic explanations for ethnic differentials in social position and health per-
sist (Herrnstein and Murray 1994), despite a considerable lack of evidence and
over one hundred years of contrary evidence exposing the limitations of such
assumptions. On the whole, however, rather than being the focus of explicit
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investigation, genetic or cultural factors are alluded to—once other potential “con-
founders” have been statistically controlled for (Marmot, Adelstein, and Bulusu
1984; Harding and Maxwell 1997). Such explanations therefore assume that all
other “confounders” have been both recognized and accurately accounted for, such
that the remaining unexplained component of ethnic difference can only be
attributable to unmeasured “innate” (that is, cultural or genetic) characteristics.

These interpretations fail to account for the complexity of the social and eco-
nomic inequalities faced by people from ethnic minority groups, a complexity that
cannot be fully captured by simple measures of socioeconomic position, such as
class or education (Nazroo 1997, 1998). There is evidence that markers of social
position are not sufficiently comparable across different ethnic groups to be used
in this way (Kaufman et al. 1997, 1998, Nazroo 2001). The extent to which any
residual effect in a statistical model can be assigned to (unmeasured) factors when
social position is incompletely measured is therefore questionable.

There are also aspects of the relationship between ethnicity, social position,
and health that have been generally ignored. In particular, measures of social
position often fail to account for both the accumulation of disadvantage over the
life course—measuring socioeconomic status only at one time point—and the role
of ecological effects produced by the concentration of ethnic minority groups in
deprived residential areas. A third aspect of this relationship ignored by many cur-
rent approaches is the effect of being a victim of racism, in terms of its effect on
group social identity, social status, and socioeconomic position (Bonilla-Silva
and Baiocchi 2001). As a consequence, the investigation of the way in which
social and economic disadvantage may structure the experiences of different ethnic
groups has remained relatively superficial.

Discrimination has been shown to occur in almost every facet of public and
private life—from the “daily hassles” experienced when going about one’s normal
life to major events, such as being the victim of a racist physical attack. For example,
there is widespread evidence of intolerance toward immigrants and asylum seekers
in the United Kingdom, and the United Nations Committee on Racial Discrim-
ination has severely criticized race-relations in Britain (United Nations 2000).
Responses to the British Social Attitudes surveys suggest that between one-quarter
and two-fifths of people in the United Kingdom are racially prejudiced (Rothon
and Heath 2003). But this is not a problem only apparent in the United Kingdom.
Oakley (1992, p. 40) concludes that “there is prima facie (if often anecdotal) evi-
dence that racial violence and harassment occur in all countries of Europe in which
visible minorities of post-war immigrant origin are settled.” This can be seen in
the growth of far-right electoral parties across some countries of Europe during the
1990s, particularly France, Italy, Belgium, Germany, the Netherlands, and
some parts of Eastern Europe (Bjorgo and Witte 1993; Oakley 1992). Similarly,
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80 percent of black respondents to a U.S. study reported having experienced racial
discrimination at some time in their lives (Krieger and Sidney 1996).

Racism can enter people’s lives in a number of ways. It may be based on
“race”/ethnicity, religion, or nationality and combine with other negatively stereo-
typed aspects of identity to produce experiences of multiple discrimination. It may
be experienced directly though interpersonal discrimination or perpetuated via
an institution’s discriminatory policies. But whereas racism has repeatedly been
shown to be associated with poor health outcomes (Brown et al. 2000; Karlsen
and Nazroo 2002, 2004; Krieger 2000, 2003) and is considered to account for at
least part of the socioeconomic disadvantage in which many people from ethnic
minority groups are concentrated (Krieger 2000; Nazroo 1998, 2001), further
exploration is required to fully understand how racism affects people’s lives.
Producing meaningful analyses requires a careful consideration of both mea-
surement (discussed later in this chapter) and of conceptual issues.

Concepts

Research into “race”/ethnicity requires the investigation of a number of different
concepts. This section contains a brief discussion of some of them.

“Ethnicity”

According to Weber (1922), the concept of ethnicity, and an ethnic group,
implies: membership in a group, which in turn requires recognition of who is and
is not a member of that group—a categorization that may be defined by personal
choice by “members” of that group (internally) or by an external audience or both;
the establishment of a common identity on the part of group members; and the
development of perceived stereotypes related to that group that are imposed on
them by other (external) social groups.

Bolaffi et al. (2003, p. 94) state that “it is preferable not to refer the concept
of ethnicity to stable groups, but to groups which share certain economic, social,
cultural and religious characteristics at a given moment in time.” An ethnic group
should not, then, be seen as something static or grounded in anything as inflexi-
ble as particular genes or historical or linguistic ancestry, although the common
identity may be expressed as such. People choose what characteristics with which to
define themselves that may or may not have recourse to ideas of color, language,
history, or ancestry.

“The features that are taken into account are not the sum of ‘objective’ dif-
ferences but only those that the actors themselves regard as significant . . . some
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cultural features are used by the actors as signals and emblems of differences;
others are ignored, and in some relationships radical differences are played down
and denied” (Barth 1969, p. 14).

But, as Weber (1922) argues, such choices are also influenced by the stereo-
types that other social groups impose on them and by the (ethnic and other) group
identities of those around them (Gilroy 1987; Smaje 1996). The experience of
being a member of any particular ethnic group may also be affected by an indi-
vidual’s other social identities (relating to gender, age, social class, and so forth):
being “African American” may mean different things to young African-American
males than to older African-American females, for example. And these definitions
will also change over time and circumstance.

Ethnic groups, then, rather than being definitive, timeless entities existing in-
dependent of the world around them, are entirely historically and spatially located.
Considering and therefore exploring them as if they were otherwise is potentially
meaningless. The process of ethnic identification is a means of defining yourself
as part of an “us” in opposition to a “them” or an “other.” “Ethnicity” provides
a basis for the mobilization or exploitation of interests (Barth 1969). It can pro-
vide a means of social, political, or economic support. An ethnic “minority”
obviously requires an ethnic “majority,” even if that ethnic majority has sufficient
power to ignore the ethnic dimension to its associations. Being “white” is as much
a definition of ethnicity as being “non-white.” “Ethnicity” is not then something
only held by the “exotic.” It is simply only mobilized under particular (usually
threatening) circumstances, situations that are likely to occur more frequently
among “minority” or less powerful groups. Differing circumstances may promote
the mobilization of different forms of “ethnic” identification. “Blackness” (Miles
1994; Modood 1988), for example, was a term used in the United Kingdom in the
1970s and 1980s to describe the “expression of a common experience of exclusion
and of a common political identity forged through resistance to that exclusion”
(Miles 1994, p. 7), and in this way the term has been applied to the political strug-
gles of people from all ethnic groups who experience racism. Certain individu-
als may therefore define themselves as “black” in some circumstances, (south)
“Asian,” “Bangladeshi,” and “Sylheti” in others. This creates obvious problems
for the collection of meaningful quantitative single-response data.

“Race” and the Evolution of Ideas of “Racial Difference”

In contrast to an understanding of “ethnicity,” the concept of “race” stems
more from the apparent need of human beings to categorize, identify, and control
others ( Jenkins 1994). To an extent, the concepts of “ethnicity” and “race” are
similar: both require the maintenance of both group boundaries and group
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identification based on perceived similarities between members of a group (Weber
1922); but “race” rather than ethnicity places emphasis on the external process of
stereotyping and exclusion at the expense of internal processes of inclusion (Banton
1983). A further distinction is that “race” but not “ethnicity” inherently contains
a judgment of value (Miles 1999): racial prejudice in the West generally conceiv-
ing non-white groups as inferior to “white” groups, which becomes justification
for mistrust and the mistreatment of non-white groups.

In much the same way as members of an ethnic group are “free” to choose
that with which they identify themselves, the characteristics emphasized in racial
stereotyping are opportunistic; their wider significance, mythical. As discussed
previously, Weber’s (1922) definition of ethnic groups allows for the imposition of
stereotyping by an external “other.” Whereas a role for power is not necessary to
a definition of ethnicity, the concept of “race” is, in some senses, dependent on
the ability of certain social groups to exploit science, the media, and education to
promote stereotypes relating to the “natural” inferiority of certain social groups
compared with others, which become perceived as “common sense,” “rational,”
and therefore unquestioned attitudes regarding differences between them—not
only for those who may potentially gain from such negative stereotyping, but also
among those whom they stereotype. Research suggests that the negative stereo-
typing of an ethnic/“racial” group has a significant effect on the self-perceptions
of people considered (by themselves and others) part of that group. Furthermore,
being a victim of racist stereotyping has been found to be one dimension in which
(internal) “ethnic identity” may be defined (Karlsen 2004; Nazroo and Karlsen
2003). Discrimination on the grounds of “race” then provides us with a more con-
vincing explanation for the persistence of inequalities between different ethnic/
“racial” groups than that based on “ethnicity” (Omi and Winant 1994). The con-
tinued assumption that “race” has a clear, unambiguous, neutral, and meaning-
ful definition stems from this desire to categorize. The particular reasons for the
pervasiveness of these ideas require an exploration of early interactions between
“Europeans” and non-Europeans.

The idea of the existence of distinct biological “races” was used from the
sixteenth and seventeenth centuries to explain the appearance and behavior of
the (supposedly) “uncivilized” and “immoral” people “discovered” by early
European explorers. Color symbolism—where white was seen to be associated
with all things good and black with all things undesirable—had been evident at
least since medieval times. This symbolism was exaggerated further, “blackness”
coming to be associated with an inversion of everything European, Christian, and
civilized ( Jordan 1982).

“The Europeans who traveled in pursuit . . . of trade, military advantage, re-
ligious mission, and curiosity carried with them expectations about what and
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whom they might meet . . . a negative representation of the Other . . . [that] served
to define and legitimate what was considered to be the positive qualities of the
author and reader” (Miles 1999, pp. 20–21).

During the sixteenth century, “race” was perceived as a consequence of lin-
eage or descent rather than biology, with differences a product of ignorance rather
than inability—an idea that prompted the “civilizing mission” of Christianity from
Europe around this time. From the end of the eighteenth century, however, ideas
about the basis of perceived ethnic or racial differences became increasingly
narrow and precise. Phrenology brought arguments that such differences were
innate and that, in fact, certain “races” could not be “civilized” owing to their lim-
ited brain capacity. Certain groups were argued to be inherently more suited to
carrying out certain tasks, such as heavy labor, and this argument was used to jus-
tify the systems of slavery that were being introduced to exploit the natural
resources available in the newly “discovered” colonies.

Motivated by this idea of natural and unavoidable difference, western
Europeans identified a “great chain of being” that organized the different groups
that they recognized (including themselves) into a supposedly biological hierar-
chy. At the top were a group of what Miles (1999) describes as a “Nordic” people:
white people from western Europe—with the exception of Irish (Curtis 1968,
1971) and Jewish (Mosse 1978) people, who were ranked further down. In the
United States, Europeans—particularly migrants from Italy, Poland, or Russia
and Jewish people—were also not included in this top stratum.

“Before the slave trade in Africa there was neither a Europe nor a European.
Finally, with the European arose the myth of European superiority and separate
existence as a special species or “race” . . . the particular myth that there was a
creature called a European which implied, from the beginning, a “white” man”
( Jaffe 1985, p. 46).

Groups exploited through slavery also had their post-emancipation treatment
justified along this “great chain of being” (Eriksen 1993, 2002). Reducing the impact
of the increased competition occurring with the movement of former slaves into the
labor market involved the further implementation of the “great chain of being” to
justify racial segregation in the paid labor market and ensuring that people from
racialized minority groups were confined to the least advantaged positions. This also
ensured that people from ethnic minority groups would be concentrated in those
industries most affected by economic fluctuation, with its associated variation in
demand for labor and consequent high levels of unemployment (Eriksen 1993).

So, the beginning of the nineteenth century saw a growing acceptance of
science and its ability to explain the basis of nature and society. Ideas of biologi-
cal determinism, which saw differences between human beings both as natural
and unchangeable rather than environmental and therefore adaptable, became
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increasingly popular. Human beings were argued to be a species made up of
number of races of different capacity and temperament, recognizable by group
differences in appearance (phenotype). It followed that people could only be un-
derstood in light of their “racial” characteristics, in particular the supposed
excessive sexuality of black people (Miles 1999), which “explained” why some
groups were “naturally” inferior to others.

In essence though, as mentioned previously, rather than being based on any
empirical research, these arguments were part of an ideological process to jus-
tify the exploitation of the less powerful by the powerful, by the colonial empires
and in Nazi Germany, apartheid South Africa, post-emancipation southern United
States, and elsewhere. And attempts to use scientific, particularly genetic, explo-
ration to lend support to the existence of systematic relationships between phe-
notype and behavior have proved unproductive. As Krieger (2003, p. 195) puts it:
“The fact that we know what ‘race’ we are says more about our society than it
does our biology.” But sadly this has not always meant an end to the prejudice that
such arguments have justified.

Nation

Arguments about inherent “racial” differences also played a central role in the cre-
ation of myths of national origin during the twentieth century and still do today
(Centre for Contemporary Cultural Studies 1982; Miles 1999). Labor shortages
in Western Europe between the 1940s and 1970s saw the development of a con-
tract migrant worker system that encouraged workers from Africa, the Caribbean,
and Asia to move to the United Kingdom for employment. This migration was
met with concern regarding a potential disruption of “national unity.” Rather
than returning to the biological superiority/inferiority arguments of previous cen-
turies, however, the 1970s saw the development of ideas suggesting that it is
“natural” for people to live amongst their “own kind” and that, as a response to
the production of this unnatural situation, discrimination toward migrants—those
not of this “common community”—was to be expected (Barker 1981). The British
Conservative politician Enoch Powell’s discourse, for example, was concerned with
the destruction of cultural homogeneity caused by the influx of immigrants who
would “swamp” the culture of England’s “own people.” So, although nations were
not explicitly seen to be hierarchical, they were argued to be natural, and the pro-
motion of ethnic boundaries was unavoidable (Miles 1999). It has been argued
more recently that the supposed need for the “dispersal” of asylum-seekers arriving
in the United Kingdom at the turn of the twenty-first century, as promoted by the
Blair Labor government in Britain, is motivated by similar ideas relating to a
“threshold of tolerance” of “outsiders” (Kundnani 2000).
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In as far as “nation” indicates a geographically-based community, it may be
seen simply as a particular form of ethnic group. It is described as having a col-
lective name, a common myth of descent, a distinctive shared culture, and a sense
of solidarity as well as an association with a specific territory (Smith 1986). Defin-
ing a nation is as problematic as defining an ethnic group, and the idea of the
existence of a national character, or folk, is as potentially ethnocentric and racist
as ideas of racial difference. In essence, the promotion of ideas of who is (and who
is not) part of a nation could be seen as one of a number of examples of the
“rebranding” of racist motivations into more socially acceptable forms. Lack of
access to resources, mistrust, and mistreatment can now be justified along national
as well as “biological” lines, and minority groups can continue to be associated and
blamed for unwanted social change or for any lack of resources among those seen
to be more “entitled” (Eriksen 1993; Miles 1999). People who wish to continue to
hold a xenophobic standpoint can do so without feeling obliged to also label them-
selves “racist.”

Race Relations and Racialization

This blaming of ethnic minority or migrant groups for unwanted social change,
increased social tension (or reduced social stability), and economic shortage (hous-
ing or employment for example), where “racial” meanings are attached to non-racial
social relations, is termed “racialization.” It is used by authors wishing to discuss
race relations—relations between different racialized groups—while emphasiz-
ing the socially constructed nature of “race.” Racialization allows a refocus of social
problems from those of inadequate supply to those of demand. The racialization of
problems in the housing market, for example, occurs when certain ethnic groups are
regarded as making inappropriate demands on the housing system—rather than
there being recognition of a more general lack of suitable housing. The problems there-
fore become related to culturally-based housing preferences rather than housing sup-
ply. Overdemand is the principle justification for racist discourse by individuals, social
organizations, political parties, and governments today. A further example is the sup-
posed need to control immigration, mentioned previously, which has tended to
employ an ethnically-/ “race”-specific focus to related policies and panic.

Racism, Racial Discrimination, and Racial Harassment

The unequal treatment or exploitation of social groups stemming from the racial-
ization of a social relationship, with its associated assumptions of the inherent
superiority or inferiority of different social groups is described as racial
discrimination or racism. As Krieger (2003, p. 195) states: “[R]acism refers to
institutions and individual practices that create and reinforce oppressive systems of
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race relations whereby people and institutions engaging in discrimination adversely
restrict, by judgment and action, the lives of those against whom they discriminate.”

Racism is often, particularly in the United Kingdom, assumed to refer solely
to the exclusion of non-white groups by white groups, largely in response to the
negative treatment of black and Asian groups migrating to the United Kingdom
during the second half of the twentieth century. In reality, though, white migrants
have also been (and still are [Fekete 2001]) victims of racism, and so a broader
focus is often taken when using this term.

Racial discrimination is sometimes divided into intentional (or direct) and
unintentional (or indirect) discrimination (Krieger 2000). Direct discrimination
occurs when one is treated unequally as a consequence of one’s “racial group.”
Indirect discrimination occurs when a person is either unable to comply with a
requirement that cannot be justified on other than racial grounds or is less likely
to be able to do so compared with people from other “racial groups.” In this
way, it is possible for someone who is non-prejudiced to be discriminatory, often
as a consequence of institutional racism. Institutional racism refers to the con-
tinued (conscious or unconscious) adherence of large-scale enterprises to racially
discriminatory policies, assumptions, or procedures.

“Racial harassment” is often used to denote demeaning, derogatory,
threatening, violent, or other forms of offensive, racially motivated behavior by
individuals from one ethnic group toward those of another. Research suggests that
simply the awareness of such behavior may affect ethnic minority communities,
regardless of the actual experience (Chahal and Julienne 1999; Karlsen and
Nazroo 2004; Virdee 1995, 1997), partly as a consequence of a failure to con-
demn such behavior by the wider community (including institutions with a
responsibility to deal with complaints of victimization) (Sibbitt 1997; Virdee 1995).
Racial harassment (or interpersonal discrimination) and institutional dis-
crimination are not, as this would suggest, unrelated experiences.

“The individual acts of bias and interpersonal discrimination that grow out
of racism represent its latter-day, or surface (Williams 1997, p. 328), manifesta-
tions. They are salt in wounds previously inflicted by a host of negative life events
whose relationship to racism is often cloaked. Indeed, it is likely that, at the point
at which people encounter these individual forms of racism, other racist forces
already have encroached on their lives.” (Harrell et al. 2003, p. 243)

Measurement

In addition to recognizing the conceptual issues influencing analyses of “race,”
racism, and racial discrimination, investigators must also be mindful of the various
measurement issues they face.
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Interpersonal (Individual) Racism

Perhaps the major problem associated with measuring incidents of racism and
racial discrimination concerns recognition, both for those exploring issues
of racism and for its victims. Defining exactly what does and does not constitute
racism is complex, and this often leads to inconsistencies in data collection. Stud-
ies exploring self-reports of actual experiences of interpersonal racism, for
example, may collect information on criminal incidents (such as the British Crime
Survey) or those reported to and recorded by the police or “low-level” experiences,
such as racial abuse or insulting behavior (like the Fourth National Survey of Eth-
nic Minorities [FNS] in the United Kingdom) (Modood et al. 1997). Or the time
frame may vary—exploring, for example, experiences over the past year or a life-
time or the frequency with which someone is generally exposed to racism.

The FNS (Virdee 1997) asked respondents whether they had, in the year prior
to interview, been verbally abused or experienced a physical attack to either their
person or their property for reasons that they perceived related to their race or
color. The Coronary Artery Risk Development in Young Adults  (CARDIA) and
other studies asked respondents about experiences “at some time” in their lives
(Krieger 1990; Krieger and Sidney 1996). “The National Survey of American
Life” (NSAL) ( Jackson et al. 2004), in contrast, asked “how often” respondents
experienced a variety of forms of disrespect, from “almost everyday” to “less than
once a year” or “never,” similar to the “Daily Life Experiences” and “Racism and
Life Experiences” scales used elsewhere (Harrell 1997; Scott 2003). The forms
of disrespect explored in the NSAL include: being treated with less courtesy or
respect than other people; receiving poorer service compared with other people;
people acting as if they think you are not smart; people acting as if they are afraid
of you; people acting as if they think you are dishonest; people acting as if they
think they are better than you are; being called names or insulted; being threat-
ened or harassed; and being followed while shopping.

During a study conducted by Noh and Kaspar (2003) with Korean immigrants
residing in Toronto, Canada, respondents were told: “when people insult other
people, make fun of them or treat them unfairly because they belong to a cer-
tain racial/ethnic group, this is called discrimination. This may happen to people
who are not born in Canada, or who speak another language, or look different.
The next few questions are about this type of discrimination.” They were then
asked how often they had been discriminated against in terms of having been: hit
or handled roughly; insulted or called names; treated rudely; treated unfairly;
threatened; refused services in a store or restaurant or subjected to delays in
services; and excluded or ignored.

As these questions show, studies may supplement more “general” questions
about experiences of verbal or physical harassment by asking about experiences
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in relation to specific circumstances. So, the FNS, for example, asks respondents
if they have ever experienced discrimination in regard to accessing paid employ-
ment or promotion (Modood 1997). The NSAL ( Jackson et al. 2004) asks a series
of questions exploring:

• ever having been unfairly fired, not hired, or denied promotion;
• ever having been unfairly stopped, searched, questioned, physically threatened,

or abused by the police;
• ever having been unfairly discouraged by a teacher or advisor from continuing

education;
• ever having been unfairly prevented from moving into a neighborhood because

the landlord or a realtor refused to sell or rent you a house or apartment;
• ever having moved into a neighborhood where neighbors made life difficult for

you or your family;
• ever having been denied a bank loan; and
• ever having received poorer service, compared with others, from a plumber or

car mechanic.

A particular issue related to the definition of racism in research is the distinc-
tion between what have been called “major” or “life” events, “chronic stressors,”
and “daily hassles” (Williams et al. 2003). Life events are described as discrete,
observable stressors: actual experiences that can (it is assumed) be directly perceived
and reported, such as those described in the preceding bulleted list. Chronic stres-
sors (such as persistent noise, air pollution, and overcrowding) are ongoing prob-
lems, exposure to which is often related to people’s roles—their occupation, for
example. Daily hassles, also called “everyday discrimination” (Essed 1992), are
chronic or episodic events considered part of everyday life, the impact of which
is perceived to be minor and relatively short-term: negative treatment or hostility
that is not seen as serious enough to constitute “racial harassment.”

Unlike more “major” experiences, information regarding daily hassles is often
not collected in surveys. There is evidence, however, that racially motivated daily
hassles may have a greater impact (on mental health, for example) than other forms
of daily hassles, as they can evoke painful memories relating to past racist experi-
ences and communal histories of prejudice in a way that other daily hassles may not
(West 1993; Williams et al. 1999). Racially motivated daily hassles may have more of
a cumulative effect or combine with other racist experiences to produce more severe
consequences. Ignoring these aspects of experience may, then, seriously underes-
timate the impact of racism on people’s lives. Williams et al. (2003) also describe
three additional distinctive types of stressors (traumas, “macrostressors,” and non-
events) that may be promising areas to investigate. Traumas are described as “acute
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or chronic stressors, such as sexual assault or natural disasters”; macrostressors
refer to “large-scale systems related stressors such as economic recessions”; and
“non-events are desired and expected experiences that fail to occur” (Williams
et al. 2003, p. 203), discussed later in the chapter.

It is argued that when collecting data, questions should be direct and address
the multiple facets of discrimination, ask about distinct types of unfair treat-
ment in particular situations and locations, and avoid global questions about
experiences or awareness (Krieger 2000). Also important are assessments of the
domain in which the racism occurs, the magnitude and temporal characteris-
tics of the event, the associated threat, and the impact of other individual char-
acteristics and stressors (Williams et al. 2003). At the same time, it has been
argued that “approaches to the assessment of discrimination that involve long
lists of questions in which a respondent is repeatedly asked whether a particu-
lar event occurred ‘because of your race’ can produce demand characteristics
that lead to either overreports or underreports of exposure” (Williams et al.
2003, p. 204).

Studies have also suggested that, unlike other criminal acts, racism need not
have been experienced personally for it to produce a sense of threat, interpersonal
incidents being viewed as “an attack on the community as a whole” (Virdee 1995,
p. 284). As Oakley (1992, p. 11) points out: the distinguishing feature of racial

violence and harassment is not simply that it involves members of different racial
groups or ethnic groups; it is that the action is racially motivated. . . . Racially
motivated behavior, therefore, is not an attack aimed at a person purely as an
individual, but an attack on a member of a category or group.

This may be seen in findings that suggest that those living with the threat or
fear of racism are more numerous than those reporting actual personal experi-
ence of racism (Virdee 1995, 1997). To explore this, some studies also ask about
respondent knowledge of other people’s (in this case, family members’) experi-
ences of racism (Noh and Kaspar 2003). Other studies have asked more directly
about people’s concerns about being the victim of racism (Virdee 1997). Mea-
suring only an individual’s actual experience may fail to explore the effects of the
threat produced by knowledge of racism in a community if this is not reflected in
the actual experience of study respondents.

Responses, Reactions, and Coping

Each of these measures assumes experiences of interpersonal racism to be real
and observable phenomena, recognition of which is unrelated to the appraisal
processes applied by an individual as a consequence of the relationship between
them and their environment. Unfortunately, from a measurement perspective at
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least, many individual psychological and demographic consequences may affect
the perception and reporting of prejudice, which may confound the analyses.

Therefore, one problem with measuring racial discrimination is related to dif-
ficulties associated with people’s ability to recognize and report their experiences
of racism. Further problems may be related to disclosure: one British-based study
found that people who initially denied any experience of racial discrimination
later shared such experiences (Chahal and Julienne 1999). There is also evidence
that people may be motivated to ignore evidence of discrimination by a wish to
avoid unnecessarily disrupting social relations and undermining life satisfaction
(Contrada et al. 2000). Alternatively, people may simply not remember individual
incidents of harassment or negative treatment.

People’s interpretations of an experience will vary: whether an experience is
seen to be a function of an individual’s social category or something else will be a
consequence of their own history of intergroup interactions as well as a response
to the “objective” experience. Research suggests, for example, that the perception
or reporting of discrimination may be associated with gender (with women
reportedly more likely to underreport experiences of racism compared with
men [Armstead et al. 1989]), social class (with more underreporting occurring
among those with fewer socioeconomic resources [Krieger 2000; Ruggiero and
Taylor 1995]), or particular historical cohorts (with those coming of age during
or after the civil rights and women’s movements of the 1960s more likely to iden-
tify discrimination than older cohorts [Davis and Robinson 1991; Essed 1992]).

There is also evidence that there may have been a change in the nature of racial
prejudice over time, such that experiences of racism may be more difficult to rec-
ognize today. Dovidio and Gaertner (2000, p. 315) describe the rise of “aversive
racism,” characterized by people who “endorse egalitarian values, who regard
themselves as non-prejudiced, but who discriminate in subtle rationalizable ways.”
As Cooper (1993, p. 137) puts it: “The lynch mob was an effective instrument of
social policy in its day, but too clumsy for a time when appearances count for more
than reality.” So, in addition to more overt, traditional forms, discrimination may
also be expressed in indirect and rationalizable ways, which will be more difficult
to recognize and report. The rise of aversive racism, Dovidio and Gaertner (2000)
argue, has led to a decline in self-reported experiences of discrimination.

Research has also repeatedly shown that people report perceiving greater
discrimination directed toward their group as a whole than toward themselves,
personally, as members of that group—what has been called the “personal/group
discrimination discrepancy” (Taylor et al. 1990). That an individual may con-
sciously not wish to discuss or simply not recognize the discrimination they
experience is one possible explanation for this. Alternatively, this phenomenon
may result from unconscious reactions to personal experiences of discrimination.
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Some people have been shown to internalize their experiences of discrimination,
perceiving themselves to be in some way deserving of their negative treatment
(Essed 1992; Krieger 1990; Krieger and Sidney 1996). It has also been suggested
that individuals may exaggerate experiences of discrimination to avoid blaming
themselves for failure (Neighbors et al. 1996).

Ruggiero and Taylor (1995) describe several theories that suggest that effective
coping is achieved through an internal sense of control over one’s experiences, main-
tenance of which requires minimizing the role of external forces, which may limit
their negative impact but also lead to the denial of influences such as discrimination.
But, other studies have suggested that the health effects of such internalization may
vary, that although it may have self-protective qualities under some circumstances,
it has also been shown to be related to hypertension ( James et al. 1987; Krieger
1990; Krieger and Sidney 1996). Part of this contradiction may stem from varia-
tions related to coping style. Problem-focused coping styles (sometimes called “con-
frontation”), for example, have been found to be more effective in reducing the
mental and physical health impact of perceived discrimination and other forms
of social stress, compared with emotion-focused coping (passive acceptance or
emotional distraction), which has serious consequences for mental health (Krieger
1990; Noh and Kaspar 2003). There is also evidence that people who actively cope
with prejudice are more likely to notice, recall, and report experiences of preju-
dice (Contrada et al. 2000). The coping response options available are highly struc-
tured by social context, however (Noh and Kaspar 2003).

One possibility for overcoming the problem of potential underreporting
involves including more abstract questions alongside the more direct ones
described previously—relating more explicitly to people’s perceptions of racism
rather than their experiences. The FNS (Modood et al. 1997), for example, asked
what proportion of British employers the respondent felt would discriminate
against someone on the grounds of race, religion, color, or cultural background
when recruiting (Virdee 1997). Perceptions of British employers as racist were
more widely reported than actual experiences of interpersonal discrimination.
This discrepancy may have occurred because only interpersonal experiences
within the previous year were explored, whereas a sense of institutional or soci-
etal racism is likely to be developed over a longer period, in response to repeated
institutional and interpersonal experiences of racism. Alternatively, responses
relating to societal racism may explore a “sense” of being a victim of discrimi-
nation, which might not develop from direct, reportable experiences. Other stud-
ies have asked similar questions exploring perceived discrimination in terms of
access to housing or equal wages (Sigelman and Welch 1991). It is important to
recognize that these problems may be related to an overreporting as well as an
underreporting of experiences.
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Rather than simply an artifactual problem, though, people’s responses to
racism may allow important insight into the severity and intensity of their expe-
riences of racism. A number of studies, for example, have explored the way in
which victims of racism may adapt their lives in an attempt to avoid further
harassment (Chahal and Julienne 1999; Virdee 1997). The NSAL (Jackson et al.
2004) asked respondents reporting themselves to be victims of racism how they
responded to their experiences. In particular, they were asked whether they had:
tried to do something about it; accepted it as a fact of life; worked harder to
prove them (the perpetrators) wrong; realized that they had brought it on them-
selves; talked to someone about how they were feeling; expressed anger or got mad;
or prayed about the situation.

The FNS found that people that worried about being the victim of racism
had constrained their lives in a number of ways, including avoiding going out at
night and to certain places, improving home security, stopping their children play-
ing outside, and changing travel routines (Virdee 1997). The researchers also found
that around one-half of respondents felt that “black and Asian people should
organize self-defense groups to protect themselves from racial attacks” (Virdee
1997). Noh and Kaspar (2003) asked respondents who reported themselves to
be victims of racism whether they: did not react, took it as a fact of life, ignored
it, or pretended not to be offended (indication of a passive acceptance form of
emotion-focused coping response); screamed, cried, took it to someone else,
watched television, or played games to forget (indication of an emotional distraction

form of emotion-focused coping response); protested verbally or talked or rea-
soned with the offender (indication of a personal confrontation form of problem-
focused coping response); reported the incident to the authorities or went to the
media (indication of a taking formal action form of problem-focused coping response);
or talked to family or friends (indication of a social support seeking form of problem-
focused coping response). They were also asked how often their experiences made
them feel angry, scared, sad, unwanted, revengeful, rejected, frustrated, intimi-
dated or frightened, humiliated, puzzled, discouraged, helpless, weak, stupid,
foolish, or ashamed.

There are also more general avenues for the exploration of the impact of
racial discrimination. Some of these will be explored in the following sections.

Institutional (Organizational) Racism

Individual-level measures of exposure and responses to direct interpersonal dis-
crimination can, at best, only describe one aspect of the way in which discrimi-
nation may affect people’s lives. Other forms of discrimination relate to more
institutional and structural processes. Institutional racism typically refers to the
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discriminatory policies or practices of institutions, although both institutional
and interpersonal discrimination will be legitimized by the ingrained discrimi-
natory attitudes persistent in the wider social structure (Krieger 2000). Institu-
tional racism has been described as thwarting prosperity, self-esteem, honor,
power, and influence (Adams 1990). As a process of structural limitation, then,
institutional discrimination is almost impossible to perceive at an individual level.
An individual is likely to be unable to detect whether they have been a victim of
discrimination in gaining access to employment or housing, for example, largely
because the perpetrator is likely to have made efforts (either as an individual or
as part of organizational policy) to disguise the discriminatory nature of the
decision or policy. Exploring these aspects of discrimination, then, require
population-level analyses and “indirect” methods (Krieger 2003), through ethnic
differences in distributions of deleterious exposures or socioeconomic or health
disadvantage, which, it can be inferred, are a consequence of racism. What must
be emphasized, though, is that indirect measures can provide nothing more than
indirect evidence.

There is considerable evidence demonstrating the concentration of people
from ethnic minority groups in socioeconomic, residential, and occupational
disadvantage in the United States, United Kingdom, and elsewhere (Lillie-Blanton
and Laveist 1996; Massey and Denton 1989; Modood et al. 1997; Navarro 1990;
Nazroo 2001; Williams and Collins 2001). Evidence linking this socioeconomic
disadvantage with racism has been less forthcoming, however. There is evidence
that experiences of discrimination have a negative impact on income (Herring
et al. 1998) and that not only are there pay disparities between black-dominated
and white-dominated occupations but that black workers are paid less than white
workers—in both black-dominated and higher-paid occupations (Huffman 2004).
There is also evidence that racism in housing and mortgage markets produces the
concentration of ethnic minority groups in disadvantaged residential areas (Logan
and Alba 1995; Yinger 1995).

Despite this, the impact of social position on the relationship between, for
example, racism and health was until fairly recently, in the United Kingdom at
least, largely ignored in favor of more biological approaches (Nazroo 2003).
Research often involved statistically adjusting models exploring the relationship
between ethnicity and health for the effects of socioeconomic status. As Kaufman
et al. (1997, 1998) point out, the process of standardization is, in essence, an attempt
to deal with the non-random nature of samples used in cross-sectional population
studies. But whereas controlling for all relevant “extraneous” explanatory factors
introduces the appearance of randomization, attempting to introduce randomiza-
tion into cross-sectional studies by adding “controls” has a number of problems:
“When considering socioeconomic exposures and making comparisons between
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racial/ethnic groups . . . the material, behavioral, and psychological circumstances
of diverse socioeconomic and racial/ethnic groups are distinct on so many
dimensions that no realistic adjustment can plausibly simulate randomization”
(Kaufman et al. 1998, p. 147).

Traditionally, the social class measure most frequently used in the United
Kingdom is the Registrar General’s (RG) measure of occupational class, which
classifies occupations into six groups: professional, intermediate, skilled non-
manual, skilled manual, partly skilled, and unskilled (Office of Population Cen-
suses and Surveys 1991). Close inspection has suggested serious problems
associated with its suitability for use in adjusting for socioeconomic inequality when
comparing across ethnic groups. In particular, research by Nazroo (1997, 2001)
has suggested that the internal heterogeneity of the RG class groupings masks the
concentration of people from ethnic minority groups in lower-income occupa-
tions compared with white people in the same class. Data from the FNS shows,
for example, that Pakistani and Bangladeshi people in the RG professional and
intermediate (most affluent) classes in the United Kingdom have average weekly
incomes similar to that of white people in partly skilled and unskilled (least afflu-
ent) occupations (Nazroo 2001). Relying on such measures to deny the impact of
socioeconomic disadvantage on the experiences and circumstances of people from
ethnic minority groups would therefore seem mistaken. Perhaps not surprisingly,
more appropriate measures of social position have been shown to have significant
effects on the relationship between ethnicity and health (Krieger 2000; Nazroo
1997, 2001).

This lack of measurement comparability may also occur when discrimina-
tory practices prevent similar levels of resources from commanding access to sim-
ilar levels of socioeconomic return. Exploring evidence of unequal rewards, then,
may be both a further means of improving the cross-ethnic appropriateness of our
measures and a means of exploring the existence and impact of racism in itself.
Kaufman et al. (1997) describe the relationship between income values and
average living costs. People from ethnic minority groups have been shown to be
more likely to live in areas where basic food, housing, and other living expenses
are higher, suggesting that comparable control over resources requires more than
simply comparable incomes. Analyses exploring the effects of income across dif-
ferent ethnic groups may therefore fail to explore key aspects of the disadvantage
occurring as a result of the residential and occupational segregation of ethnic
minority groups.

Studies exploring the relationship between ethnicity, education, and health
suggest that, as education increases, black adults do not have the same improve-
ment in health as white adults. This may provide support for the “diminishing
returns” hypothesis, where experiences of racial discrimination prevent black
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people, or people from non-white ethnic minority groups more generally, from
fully benefiting from the capital accumulating as a consequence of their educa-
tional achievement (Bowles and Gintis 1976; Farmer and Ferraro 2005) or from
other socioeconomic gains (Farley 1984). It has also been suggested that increased
education, income, and occupational prestige may bring higher expectations in
terms of standards of living, which, if not realized, would increase levels of dis-
tress and potentially enhance the opportunity to recognize the discrimination faced
by members of ethnic minority groups. As well as exploring the impact of
socioeconomic status on the relationship between racism and other indicators,
residential and occupational segregation and the existence of diminishing returns
in income and education are in themselves important indicators of the existence
and experience of institutional racism (for more discussion of the measure-
ment of residential segregation, see Massey and Denton 1988, 1989, and Massey
et al. 1996).

Further exploration of socioeconomic status as a proxy for the impact of
institutional racism may be achieved through the investigation of ethnic differ-
ences in: power over economic resources, particularly in the share of earned
income measured as the proportion of people from ethnic minority groups who
are economically active and their average wage, compared with society in general;
exposure to toxic substances and hazardous conditions as a consequence of
occupational and residential segregation (Lanphear et al. 1996; Moore et al. 1996;
Northridge and Shepard 1997); political empowerment (LaVeist 1993), expressed
as the number of people from ethnic minority groups in political office—either as
an absolute number (Bevins 1999) or as a proportion of people from ethnic
minority groups of voting age (Bobo and Gilliam 1990)—voter registration, vot-
ing patterns, and the existence, membership, and strength of political, civic, and
other social organizations that focus particularly on issues pertaining to people
from ethnic minority groups; and perceptions of life constraints and restricted
opportunities among members of ethnic minority groups, similar to the ideas
around unequal rewards or “diminishing returns” described earlier.

Perpetrators

Studies have also asked self-reported victims of racism about the characteristics
of the perpetrators of racist incidents. The FNS, for example, asked whether
the most serious incident of racial harassment experienced by the respondent had
been perpetrated by neighbors, acquaintances, people at work, in a store or place
of entertainment, by police officers or other officials, or by complete strangers.
Respondents were also asked about the ethnicity, age, gender, and the number
of perpetrators (Virdee 1997).
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Although the majority of investigations exploring the existence and effects of
racism look to the experience of the victim, there are also ways to explore the
existence of racially discriminatory attitudes. Investigating experiences of racially
motivated crime or discrimination is, obviously, one way of doing this. Studies
have also asked people directly about their attitudes toward other ethnic groups.
The British Social Attitudes (BSA) survey asked whether respondents were “very,”
“a little,” or “not prejudiced at all against people of other races” (Rothon and
Heath 2003). One-quarter of white people to the FNS (Modood et al. 1997)
reported that they were racially prejudiced against (South) Asian and Muslim
people, and one-fifth reported themselves to be racially prejudiced against
Caribbean people (Virdee 1997). Such figures should be interpreted with caution,
however, as there is evidence that people underreport negative social attitudes and
deny the existence of discrimination, particularly when it is no longer legal (Essed
1996). One way of avoiding such potential bias may be through more indirect
questioning, related to specific practices or policies. The BSA also asked respon-
dents, “. . . there is a law in Britain against racial discrimination, that is against
giving unfair preference to a particular race in housing, jobs and so on. Do you
generally support or oppose the idea for this purpose?” (Rothon and Heath 2003).
The 2002 European Social Survey asked British respondents, “To what extent do
you think Britain should allow people of the same race or ethnic group as most
British people to come and live here? . . . And how about people of a different
race or ethnic group from most British people?” (Rothon and Heath 2003).

Area-level indicators of racial disrespect have also been used to explore the re-
lationship between racism and ethnic differences in mortality. Kennedy et al. (1997)
explored the relationship between attitudes toward collective disrespect (using data
from thirty-nine U.S. states) and black and white mortality across the United States.
Collective disrespect was measured using responses to the question: “On average
blacks have worse jobs, income, and housing than white people. Do you think
the differences are: mainly due to discrimination? (yes/no); because most blacks have
less in-born ability to learn? (yes/no); because most blacks don’t have the chance for
education that it takes to rise out of poverty? (yes/no); because most blacks just don’t
have the motivation or will power to pull themselves out of poverty? (yes/no)” A
1 percent increase in the prevalence of those believing that black people lacked
innate ability was found to be associated with an increase in the age-adjusted black
mortality rate of 359.8 per 100,000 (Kennedy et al. 1997). It could be argued, how-
ever, that rather than the fact of living in an environment where these attitudes are
present in itself causing increased ethnic disparity in mortality, they are more a means
for people to explain (away) the ethnic disparities in employment, income, and hous-
ing that they see, which are produced by institutional racism and will directly affect
mortality. Exploring the impact of racism, then, requires a consideration of complex
potential causal pathways as well as appropriate measures.
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There may also be opportunities to explore institutional racism from the per-
spective of the perpetrator, particularly the actions of an institution’s represen-
tatives. For example, evidence of ethnic bias in the behavior of the British police
force has been reported, particularly in relation to and motivated by the govern-
mental inquiry into the racist murder of Stephen Lawrence, lead by Sir William
Macpherson (Macpherson 1999). Fewer than two-thirds of respondents from eth-
nic minority groups to the FNS felt that “black and Asian people can rely on the
police to protect them from racial harassment” (Virdee 1997). And over one-third
of white FNS respondents felt that “[British] police harass young black people
more than young white people.” Similar reports have also been forthcoming from
the United States. There may be opportunities to conduct similar analyses in the
education and justice systems, mental and physical health services, and other pub-
lic and private organizations.

There is evidence, for example, that people may experience discrimination
in their interactions with health services (Einbinder and Schulman 2000; Etchason
et al. 2001; Fiscella et al. 2002; Oddone et al. 2002; Smedley et al. 2002). Van Ryn
and Fu (2003; see also Van Ryn 2002) provide a summary of the current evidence
supporting the hypotheses that the behaviors of health and human service
providers contribute to ethnic differences in health and therefore to institutional
racism. This includes:

• the way in which providers may influence help-seekers’ views of themselves
and the world around them, including reinforcing societal messages regard-
ing their value, self-reliance, competence, and deservingness;

• the communication of providers’ lower expectations of people in disadvan-
taged social positions affecting help-seekers’ expectations regarding chances of
a positive outcome;

• the way in which providers’ attitudes may affect help-seekers’ health-related
cognition and behavior, and;

• incomprehensive provider–seeker communication affecting both the uptake of
health promotion and disease-prevention behavior as well as ability to access
treatments and services.

The attitudes of politicians and the media may also be indicative of the racist
climate of a society. Bashi (2004), for example, describes political attitudes toward
non-white immigration to Canada, Britain, and the United States, whereas Bourne
(2001) describes the rebranding of “racist” British government policies, particu-
larly those relating to immigration in recent years. Coverage or lack of coverage
by the media of topics relating to ethnicity or immigration-related issues (as
numbers of stories or column-space allocated, for example) may also give us a pic-
ture of attitudes toward different ethnic groups within a society.
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Conclusions

Discrimination is multidimensional, so its assessment should provide compre-
hensive coverage of all of its relevant domains. In terms of interpersonal expe-
riences, we require direct and indirect investigation that can explore its multiple
facets—from low-level harassment, daily hassles, or “everyday” discrimination,
through chronic stressors and traumas, to major life events and macro stressors—
and its cumulative effects. We need to develop ways to investigate how people’s
reactions to the racism they experience affect both the impact of racism on their
lives and their reports of their experiences. The exploration of institutional racism
requires further assessment, including the way in which racism may produce eth-
nic differences in returns on educational, social, economic, and other forms of
capital. This may offer the most promising means by which to enlighten others
as to the limited opportunities afforded people from ethnic minority groups
and the limitations of the measures traditionally used. Perhaps this, in particu-
lar, provides the best opportunity for the negative role of racism on the lives of
people from ethnic minority groups to be finally given the voice it requires.
Another avenue may be through the continued recognition of the racist attitudes
of the powerful. Without thorough investigation, we cannot hope but to under-
estimate racism’s widespread nature and impact. We also cannot begin to
understand its consequences.
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CHAPTER FIVE

MEASURING POVERTY

David M. Betson and Jennifer L. Warlick

“A nation one-third ill-housed, ill-clad, ill-nourished”

FRANKLIN D. ROOSEVELT (1937)

Every fall, the Census Bureau releases their statistical report describing the size
and composition of the poverty population and those individuals without

health care insurance. Both of these closely watched statistics are anticipated by
the research community, policymakers, and the press, because they reflect how
society’s most vulnerable members fared during the previous year. The purpose
of this chapter is to provide the reader with a summary of the measurement issues
underlying this important statistic.

We begin with a discussion of the concept of interest—poverty—and the ef-
forts in the United States to measure the extent and nature of poverty. We then
will turn to the work of the National Research Council (NRC) Panel on Poverty
Measurement and Family Assistance.1 The Panel’s report provides a blueprint for
improving the official poverty measure that has been in use since 1969. The final
sections of the chapter document how the Panel’s recommendations would affect
our statistical picture of poverty in the United States, especially the relative suc-
cess and failure of addressing elderly and child poverty.

1Dr. Betson was a member of the NRC Panel on Poverty Measurement and Family
Assistance. The report (Citro and Michael 1995) still provides the most comprehensive
description of the statistical issues surrounding the measurement of poverty.
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What Does It Mean to Be Poor?

The adjective poor is used to describe any individual characteristic or condition that
is below average or could be viewed as socially unacceptable. It signifies a deficiency
or deficit. For example, we could say that she was in poor health or he was in
poor spirits or the student received poor grades. We can use the adjective to describe
a group of individuals—they live in a poor neighborhood. Yet note how easy it is
to substitute the adjective bad for poor in each of these phrases. She was in bad
health. He earned a bad grade in the class. They live in a bad community.

The adjectives are interchangeable when used to describe the condition in
which an individual can find himself or herself, but when the adjectives are used
to refer to the individual they are no longer interchangeable. When referring to
the individual, poor and bad stir quite different emotions in society. A poor indi-
vidual is to be viewed as deserving of pity or compassion, whereas a bad person
is one to be scorned because they are viewed as the source of their own condition.
It is quite possible to think of “good” poverty and “bad” poverty. American social
policy has avoided the use of “good” and “bad” poor but has adopted the terms
“deserving” and “undeserving” poor to arrive at the same distinction between in-
dividuals who find themselves in the same condition. The remainder of the chap-
ter is concerned with identifying a condition that individuals may find themselves
in and not delineating who is and is not deserving of compassion and assistance.

We will define the poor as those individuals who live in conditions that are
both below the conditions of the average citizen and deemed as socially unac-
ceptable. Social deprivation and alienation can manifest themselves in many forms.
One can be deprived of one’s psychological or social well being by suffering from
heightened anxiety and stress or feelings of social isolation. A chronic illness or
threat to one’s physical security may reflect a deprivation of physical well-being.
An inability to acquire goods and services that are viewed as necessities to par-
ticipate in society reflects economic deprivation. Poverty or being poor encom-
passes all of these dimensions, yet it will be forms of economic deprivation that
command center stage in the discussions of poverty measurement.

Economic deprivation is when an individual does not have access to the ne-
cessities of life. Whereas in most cases, poverty measurement relies on the con-
cept of income to measure an individual’s ability to access consumption, what is
meant by the much harder-to-define “necessities of life”? Adam Smith (1776,
Book V, Chapter II, Point II, Article 4) stated that the necessities of life included
“not only the commodities which are indispensably necessary for the support of
life, but whatever the custom of the country renders it indecent for creditable
people, even of the lowest order, to be without.” Two centuries later, Townsend
(1979, p. 31) built upon the Smithian view that the necessities of life were more
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than the minimum amount of goods needed to sustain life by concluding that the
necessities of life are those goods that allow individuals to “play the roles, partic-
ipate in the relationships, and follow the customary behavior which is expected of
them by virtue of their membership in society.”

Smith’s and Townsend’s views of the necessities of life or poverty budget sug-
gest that what is considered economic deprivation or poverty in one society may not
be considered so in another society or in the same society but at another point in
time. To be poor in the United States does not take on the same meaning as it does in
China or India. Being poor in the United States in 1900 as opposed to being poor
in 2000 is more than reflected in the differences in consumer prices over the century.
As societies become wealthier, the cost of fully participating in that society rises.

Unfortunately the implementation of the concept of relative poverty appears
to be quite arbitrary. A common threshold for economic deprivation is set at one-
half of the median income in the population. One can always question and quib-
ble why we should focus our definition of poverty at 50 percent of the median
income and not at either one- or two-thirds of the median. Given its construction,
the median household can never be poor and hence the maximum poverty rate
would be 50 percent. Why constrain the poverty rate in this fashion? The British
“solved” this problem by adopting a poverty threshold that reflects one-half of the
average income of the population.

A relative view of poverty is not universally accepted. For some, poverty is an
absolute concept where necessities should be framed by a “scientific” determina-
tion or expert judgment of individual needs that are invariant to changes in social
wealth if not also social context. Examples of absolute definitions of poverty abound.
The World Bank’s and United Nations’ poverty definition of $1 per day varies across
developing countries accounting for only differences in the domestic prices needed
to “buy” one dollar’s worth of goods. Similarly, the real purchasing power of the
official U.S. poverty thresholds has not changed since their inception in 1969.

The use of an absolute measure of economic deprivation may reflect the prac-
tical problems of agreeing on what constitutes poverty conditions across different
societies. The choice of an absolute standard for economic deprivation in a devel-
oped country might be driven by the political needs of policy makers who wish to suc-
ceed at reduction of poverty. Relative poverty thresholds become a moving policy goal
and consequently reduce the chances of successes in poverty alleviation programs.

Early Attempts at Constructing Poverty Budgets (Thresholds)

Fisher (2000) notes that the first statistical attempt to define a poverty population in
a government report was the Manly Report of 1916 as part of the work of the Com-
mission on Industrial Relations. Basil Manly wrote that based on available budget

c05.qxd  3/27/06  12:19 PM  Page 114



Measuring Poverty 115

studies “that the very least that a family of five persons can live upon in anything ap-
proaching decency is $700” (annual income, $12,131 in 2004 dollars). Manly con-
cluded that an annual income of $500 relegated the family to “abject poverty.” He
estimated that at least one-third and perhaps up to one-half of those individuals em-
ployed by manufacturing failed to achieve a “decent” level of income. The report
was mute on exactly how Manly arrived at his levels of income, defining neither eco-
nomic deprivation nor whether or how these thresholds varied by family size.

It is not until the 1930s and the Depression that the question of income ad-
equacy and economic deprivation reemerges in federal government documents.
For the Works Progress Administration, Margaret Stecker produced a set of in-
come levels denoted as “maintenance” and “emergency” budgets that varied by
family size. The White House Conference on Children and the National Resources
Planning Board used these thresholds in their reports (Fisher 2000).

After the end of World War II and the creation of the Congressional
Joint Committee on the Economic Report (later renamed the Joint Economic
Committee [ JEC]), a congressional subcommittee was formed to examine the
plight of low-income families who were unable to afford rental properties and a
nutritious diet. Without any explanation, the subcommittee designated urban fam-
ilies as low-income if their incomes were less than $2,000 ($15,676 in 2004 dol-
lars). Farm families and individuals were deemed low-income if their incomes
were less than $1,000 ($7,838 in 2004 dollars). The subcommittee continued to
issue reports until it was disbanded in 1956.

Interest in the poor again awoke in the early 1960s leading up to Lyndon
Johnson’s proclaiming the War on Poverty (Fisher 2000). In 1962, Michael
Harrington published his acclaimed book, The Other America, which sought to show
the reader that, despite the growth in the U.S. economy, poverty persisted through-
out America. Harrington set a poverty threshold at somewhere between $3,000
and $3,500 for an urban family of four ($19,145 to $22,336 in 2004 dollars). Also
outside of government, the Conference on Economic Progress set a poverty line
of $4,000 ($25,527 in 2004 dollars) for families of all sizes and $2,000 for indi-
viduals ($12,763 in 2004 dollars).

Within government, Robert Lampman of the Council of Economic Advisors
(CEA) documented the relationship between growth in the economy and the poor,
who he defined as anyone making less than $3,000 per year ($19,145 in 2004
dollars). Lampman’s analysis showed that the reduction in poverty between 1957
and 1961 had slowed. Walter Heller, then-Chair of the CEA, used Lampman’s
analysis to demonstrate to President Kennedy the cost of economic slack and
why a tax cut was needed to stimulate the economy (Fisher 2000).

Lampman’s poverty thresholds did not vary with the size of the household—
a single individual’s poverty threshold was identical to that for a family of four or
eight. Mollie Orshansky, a research analyst at the Social Security Administration,
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was worried about the impact the Lampman analysis would have on the public’s
perception of who was poor (Fisher 2000). She reasoned that by adopting a thresh-
old that did not vary with the size and composition of the family, the incidence
of poverty among children relative to the elderly and individuals would be
understated. Orshansky developed a series of poverty thresholds that varied by
family size, the number of children, the age of the head of the family, and whether
the family lived in a rural or an urban setting. She then compared the composition
of the poverty populations based on her thresholds and those based on the thresh-
olds of the CEA. The analysis presented in Orshansky’s 1965 paper, “Counting
the Poor: Another Look at the Poverty Profile,” was in direct contradiction to the
CEA’s report that expressed the belief that the characteristics of the poverty
population would not be affected by the choice of the poverty threshold.

When the War on Poverty was announced, the Office of Economic Oppor-
tunity was established to coordinate the government’s efforts. As noted in a mem-
orandum, the government needed a poverty index in order to measure its successes
and its failures. The poverty measure that the Office of Economic Opportunity
chose to adopt was the Orshansky poverty measure—the measure that in large
part is the official poverty measure of the federal government.

Current Methods of Poverty Measurement

On August 29, 1969, the U.S. government adopted an official poverty measure
when the Bureau of the Budget (now the Office of Management and Budget)
issued an executive order requiring all government agencies to use the poverty
measure developed by Mollie Orshansky of the Social Security Administration.
In December of the same year, the Census issued their first statistical report
devoted to poverty in the United States. This publication series known as the P60
series continues to be published annually by the Bureau.

Identifying individuals and families that live in economic poverty requires that
the analyst determine whether the family exceeds their poverty threshold or, in
other words, has insufficient resources to meet their needs. Prior to the work of
Orshansky, poverty thresholds did not recognize differences in family size or, if
they did, they reflected only the difference between the needs of single individu-
als and all families (families with two or more individuals). The setting of the
thresholds appears to reflect more personal judgment than methodology.
Orshansky’s methodology for setting the poverty threshold lent a semblance of
credibility to her work that could not be summoned by previous researchers. Draw-
ing on the work of other agencies, Orshansky developed thresholds that were
based on reason and empirical assumptions.
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The foundation for the Orshansky poverty thresholds is food requirements.
She used census data to estimate the age and gender composition of all family sizes
with a given number of children. For example, for a family of four composed of
two adults and two children, Orshansky would produce a two-way table of the gen-
der and ages of the family members. Using the food budgets developed for the U.S.
Department of Agriculture’s Economy food plans that varied by the gender and
age of the family member, she computed the expected food requirements by fam-
ily sizes, the number of children and the sex and age of the head of the family.
To estimate the total needs of the family, Orshansky adopted a proportional mul-
tiplier approach. Her analysis of the 1955 Consumer Expenditure Survey led her
to conclude that the average family spent one-third of their budget on food. Con-
sequently, she reasoned that total consumption needs of the family would be three
times her estimates of food requirements. For individuals living alone, she reasoned
that their needs would be 80 percent of those of a childless couple. Farm families
could be expected to meet a certain proportion of their needs from their farm
production, and she applied a constant proportional reduction for farm families.
In later revisions to the poverty thresholds, the gender-specific thresholds and the
distinction based on farm and non-farm residence were eliminated; so today
the only differences in thresholds are based on family size, the number of children,
and the age of the head in single individuals and childless couples.

To measure the family’s resources, the Census Bureau collects annual data on
various sources of income from the March Supplement to the Current Popula-
tion Survey (CPS). The income concept, known as “Census Money Income,”
reflects the wage, salaries, self-employment income, farm and business income,
rental income, dividends, royalties, and interest income. In addition, Census
Money Income includes transfers from other households in the form of alimony
and child support, social insurance payments from Social Security, workers’ com-
pensation, and unemployment insurance. Finally, Census Money Income includes
all cash payments from means-tested welfare programs, including Supplemental
Security Income, General Assistance, and Temporary Assistance to Needy Fam-
ilies (formally Aid to Families with Dependent Children). These forms of income
reflect the primary sources of cash or money income to families at the time of the
development of poverty thresholds.

With the annual economic and demographic data from the March CPS, the
Census Bureau determines whether the family’s Census Money Income meets
their needs. If there is a shortfall, then the family is denoted as poor. On the basis
of this determination, the Census Bureau constructs annual profiles of the poverty
population, the incidence of poverty among various subgroups of the population,
and the extent of poverty in terms of the poverty gap—the amount of shortfall
of the family’s income relative to their needs.
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Although the Census Bureau’s report documents many interesting facets of
poverty over the past three-plus decades, we chose to highlight the same compari-
son that caught Orshansky’s attention—the incidence of poverty among children
relative to that among the elderly. Figure 5.1 documents the success that society has
had in reducing poverty among the elderly while, at the same time, seeing rising child
poverty rates. One might question, just as Orshansky did in the mid- 1960s, how
much of this picture is being determined by how we measured poverty?

NRC Panel Recommendations

The official poverty measure has remained virtually unchanged since its inception
in the late 1960s. The only changes that have been implemented by the Census
Bureau have been the elimination of the thresholds differences based on gender
of the head of the family and the lower thresholds for farm households. The

FIGURE 5.1. CENSUS POVERTY RATE BY AGE: 1966 TO 2003.

Source: Census Bureau (2004).
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durability of the original Orshansky poverty measure does not reflect the extent
of criticism the measure has received over the decades. During the 1970s as the
number of poverty programs that directly delivered their services instead of pro-
viding cash grants increased, analysts began questioning the adequacy of Census
Money Income as a measure of the family’s resources. The work of Timothy
Smeeding (1982) is one of the first that addressed this issue in a rather complete
and rigorous manner. Later the Census Bureau began publishing a series of
experimental poverty measures that reflected Smeeding’s research (United States
Bureau of the Census, 1993).

In her book Drawing the Line: Alternative Poverty Measures and Their Implications for

Public Policy, (1990) Ruggles provides a comprehensive critique of the Census Bu-
reau’s poverty measure. All of this work culminates in the 1995 report of the NRC
Panel on Poverty Measurement and Family Assistance (Citro and Michael 1995).
The Panel concluded that the current measure of poverty has failed to reflect im-
portant economic trends as well as policies aimed to alleviate the condition it at-
tempts to measure—economic poverty.

The NRC Panel identified four problems with the current specification of the
poverty thresholds. First, the current thresholds display an erratic pattern of im-
plicit equivalence scales. For example, in two-parent families the economic cost of
the second child exceeds the cost of the first, third, fourth, or fifth child. The Panel
recommended that the poverty thresholds be adjusted with an explicit set of equiv-
alence scales that would capture the relative needs of families.2 Second, the thresh-
olds for families headed by someone sixty-five years or older are lower than for
families headed by younger individuals. This difference reflects the relatively
smaller food requirements of the elderly, and the Panel did not find sufficient
rationale that this difference should be retained. Third, the current thresholds ig-
nore geographic differences in the cost of living; for example, the cost of housing
in New York City is 162 percent higher than in rural Mississippi. The Panel pro-
posed that thresholds should be adjusted for the differences in the geographic cost
of living.

Finally, since 1969 there has been no adjustment in the real value of the
threshold, despite a nearly 30-percent increase in median after-tax incomes of

2The specific scales proposed by the Panel were defined by the following

S(A, C) � (A � cC)e

where A and C are the number of adults and children in the family and c and e are constants. The
proposed values of c and e were .70 and .75, respectively. Since the Panel’s report has been released,
further research has led the Census Bureau to adopt a three-parameter set of scales (Iceland 2005).
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four-person families. Since 1947, the Gallop organization has been asking
Americans, “What is the smallest amount of money a family of four would need
to get along in your community?” During the 1960s, the official poverty thresh-
old for a family of four, one-half of median after-tax income, and the average
response from the Gallop “get along” question were equal. In years prior to the
setting of the threshold, both the relative threshold based on median after-tax
income and the Gallop question were less than the value of the official poverty
threshold for a family of four, whereas in the years after, they both exceeded
the official poverty threshold. The Panel concluded that although in the 1960s the
official poverty threshold may have been “right” in mirroring what Americans
believed poverty was, today the thresholds are too low and that some upward
adjustment in the poverty thresholds is warranted. To set the thresholds today, they
should reflect current social reality and not what a nutritionist believes is needed.
To accomplish this goal, the Panel proposed that the threshold for a family of four
should reflect what Americans spend on food, clothing, and shelter and that
changes over time in the thresholds should reflect changes in American spend-
ing patterns on these necessities.

Families are officially classified as being in poverty if their available resources
(annual Census money income before taxes and other deductions) fall below official
poverty thresholds. The Panel examined the adequacy of Census Money Income
as a measure of the family’s ability to meet their needs and found it deficient in
four specific areas. Whereas, in principle, many if not all of these proposals could
have been made as changes to the official thresholds, the Panel explicitly proposed
to make changes to the Bureau’s resource measure.

Census money income does not include the value of services from numer-
ous government transfer programs to low-income families, such as food stamps,
school breakfast and lunch programs, Women Infants and Children (WIC), Energy
Assistance, and public housing. Their omission from the Bureau’s resource mea-
sure could be explained either by the technical difficulty of valuing in-kind as
opposed to cash transfers or the fact that these programs didn’t constitute a major
source of assistance for low-income families. The Panel proposed that the market
value of any in-kind program that assisted families in meeting their food, clothing,
and shelter needs should be included in the measure of the family’s available
resources.

In the 1960s, the poor were practically exempted from federal income taxa-
tion and very few states taxed low-income families. The only tax they paid on their
income was the Social Security Payroll tax at three percent of earnings. In the
1960s, there was very little error introduced into poverty measurement by not sub-
tracting the family’s tax liability even though a poverty level before tax income
would not be enough to purchase the family’s income. Today the poor are subject
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to considerably higher taxes at both the federal and state levels. At the same time,
today’s IRS is also one of the largest providers of cash assistance to the low-income
population. Through the refundable Earned Income Tax Credit, over 30 billion
dollars of cash assistance is provided annually. The NRC Panel recommended
that these higher taxes should be taken into account in measuring poverty by sub-
tracting the family’s net tax liability from available resources.

The growth in multiple earner households, reflecting the rise in women’s labor
force participation, has been dramatic; however, only the earnings minus the cost
of employment are available to meet the family’s consumption needs. The Panel
recommended that a limited amount of child care as well as other work-related
expenses should be deducted from the family’s available resources.

Of all the Panel’s recommendations, its proposed treatment of medical needs
and expenditures in the poverty measure has received the most attention and crit-
icism. Although medical needs may seem to be comparable to other nonmedical
needs, such as food and housing, the Panel rejected their inclusion in the poverty
thresholds. The Panel reasoned that the nonmedical needs of any family of a given
size and composition could be assumed to be roughly equal across families. The
same could not be said of their medical needs. The large variation in medical
spending, after holding family size and income constant, was believed to reflect
differences in the needs of families rather than personal choices. To designate the
medical needs of a family of a given size as the average or median level of spend-
ing would misrepresent the true needs of the family. For some families, the figure
used to represent medical needs would overstate their needs, whereas for others it
would understate their true needs. Given the highly skewed distribution of med-
ical spending amounts, it was not evident that these errors would balance out.

The use of health care insurance shields the family against the risk of varia-
tions in medical needs, and the past four decades have seen dramatic changes in
both private and public insurance policy. Faced with rising health care costs, em-
ployers have been shifting larger shares of premium cost to their employees as well
as adopting larger deductibles and co-payments requirements. In the mid- 1960s,
governments created the Medicare and Medicaid programs that provided pro-
tection for the elderly and poor from the risk of the cost of their medical needs.
But the public sector has not been immune from the pressure of rising medical
costs, and so they too have been retrenching the coverage of their programs while
asking recipients to pay a portion of their use of health care services. The con-
sequence has been that the rapid rise in health care expenditures directly financed
by family has affected the family’s ability to meet their nonmedical needs (Acs and
Sablehaus 1995). This line of reasoning led the NRC Panel to recommend that
the definition of family resources be altered to reflect the burden imposed by med-
ical expenses by subtracting the amount of medical out-of-pocket spending from
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the family’s available resources. It was the Panel’s intention that the poverty mea-
sure would reflect the ability of families to meet their nonmedical needs and
that a separate measure would be constructed to reflect the family’s risk of not
meeting their medical needs.

After the release of the Panel’s report in 1995, the Census Bureau undertook
an internal examination of the recommendations. Beginning in June 1999, the
Bureau began publishing a series of experimental poverty measures reflecting
the NRC Panel’s recommendations as well as some other alternatives (Short et al
1999). The most significant alternatives to the NRC Panel recommendations ad-
dress the question of the treatment of medical needs. The leading alternative pro-
poses the addition of an expected amount of medical out-of-pocket spending to
the poverty thresholds and subtracting the actual amount of spending from the
family’s resources.

During the summer of 2004, with Census Bureau funding, the NRC held a
workshop to discuss the future of the current poverty measure as well as the ex-
perimental poverty measures (see Iceland 2005 for a summary of the workshop).
The hope of the workshop was to examine the areas where broad agreement ex-
isted and discuss what research could be undertaken to narrow the areas where dis-
agreement still existed after almost ten years since the report’s release. In many
respects, the workshop was successful by highlighting the broad consensus that ex-
ists on the vast majority of the Panel’s proposals. But the treatment of health care
still represents a major stumbling block to adoption of a new poverty measure. The
difficulty in achieving a consensus is that there does not appear to be a clear best
solution but a variety of second-best ones, where no single option can muster a sig-
nificant majority of supporters. The deadlock on this issue stands in contrast to an-
other recommendation—the adjustment of the poverty thresholds to reflect
geographic differences in the cost of living. Although there is almost unanimous
agreement that these cost-of-living differences should be reflected in the thresholds,
there is concern over the potential deficiencies of any cost-of-living index. These
concerns are magnified by the impact this change would have on distribution of
intergovernmental grants based on the number of poor, such as the Title One
educational grants to local school districts. In many respects, the political misgiv-
ings about this recommendation seem to trump any technical concerns.

Impact on Elderly and Child Poverty

The NRC Panel’s contention was that the official poverty measure was flawed not
merely because of technical concerns but because it had failed to capture important
economic trends and the impact of government programs targeted on the population
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it was intended to determine. The NRC report and subsequent research has at-
tempted to document this point of contention. The official poverty measure has been
used to document two important poverty trends, the decline of poverty among the el-
derly and the rise in the relative importance of child poverty. It is estimated that in
1950 one of every two elderly individuals were poor but as the real value of Social
Security benefits rose and with the adoption of a minimum income program for the
elderly (Supplement Security Income [SSI]), elderly poverty rates declined to the point
that today the incidence of poverty among the elderly is 10 percent and is lower than
the rate for all individuals. Although the war on elderly poverty may not be completely
won, the major battle appears to be over. Since the mid- 1980s, the poverty rate of
the elderly has roughly equaled the poverty rate among other adults.

In 1966, the poverty rate for children was 17.6 percent, whereas the poverty
rate for the elderly was 28.5 percent. In the next eight years, both children and
the elderly saw their risk of poverty reduced. But given the significant gains of the
elderly, by 1974 the two groups faced roughly the same risk of poverty—15.1 per-
cent for children and 14.6 percent for the elderly. Since 1974, the experiences of
the two groups began to diverge. Whereas the elderly have seen their incidence
of poverty continue to decline, child poverty has risen. In 1993, the poverty rate of
children reached 22 percent, a level that had not been experienced since the be-
ginning of the War on Poverty. Although children shared in economic gains of the
1990s, their poverty rate as measured by the Census Bureau continues to be sig-
nificantly higher than any other age group.

Forty years ago, Mollie Orshansky was concerned that child poverty would
be understated relative to other groups, especially the elderly, because of the choice
of an identical threshold for all family sizes. Today, the opposite concern may be
raised. Is our progress in addressing child poverty being understated because of
how we measure the family’s available resources to meet their needs? The current
poverty measure considers, as an available resource, the family’s before-tax mar-
ket income plus their receipt of means-tested transfers given in cash and payments
from social insurance programs. Abstracting from the effect of taxes, the cost of
working, and out-of-pocket medical spending, this definition of available resources
captures the majority of resources available to the elderly population but not for
children. Families with children have, over time, received a growing proportion of
their governmental assistance not in the form of cash but through programs
that directly provide specific goods and services. Food Stamps, public housing,
housing and energy assistance, school breakfast and lunch, and subsidized child
care are just some examples of programs that are counted as available resources
for the families that receive these forms of assistance. Because the IRS and not a
welfare agency administers the Earned Income Tax Credit, it is not counted even
though it is received in the form of cash.
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Although the neglect of in-kind benefits will overstate the poverty rate of all
groups that receive assistance in this form, the growing reliance of children on
these sources of resources could seriously affect their poverty relative to the elderly.
Inclusion of the value of in-kind subsidies was not the only proposed change to
the measure of available resources made by the NRC Panel. The subtraction of
work-related expenses and the net tax liability of the family would increase chil-
dren poverty rates both in absolute level and relative to the elderly. The subtrac-
tion of medical out-of-pocket spending from the measure of the family’s available
resources could be expected to have a larger effect on the poverty rates of the
elderly than on the poverty rate of children. To examine the impact of alterna-
tive resource measures, we have analyzed their impact on four years of data (1979,
1983, 1989, and 19943). We have chosen to examine two alternatives to the offi-
cial resource measure, Census Money Income. The “Expanded Census Money
Income” adds to the current resource measure the value of nonmedical in-kind
assistance and the value of the Earned Income Tax Credit. The “NRC Panel’s
Resource” subtracts from the previous measure the amount of tax paid, work-
related expenses incurred, and the amount of medical out-of-pocket spending. We
have maintained the level of Census Bureau’s thresholds for each of the respec-
tive years, and consequently the Panel’s recommendations for changes in the
thresholds are not reflected in the following estimates.

Table 5.1 presents the impact on the poverty rate of children, persons 18
to 64 years old, and the elderly when implementing two alternative measures
of a family’s available resources. Based on the Census Money Income
measure of resources, being a child meant that you faced a heightened rela-
tive risk of being poor, especially when compared to the elderly. In 1979, chil-
dren were 8 percent more likely to be poor than an elderly individual. By 1994,
children were 86 percent more likely to be poor. Over time, the risk of poverty
for elderly adults declined. In 1979, the elderly faced a significantly higher risk
of being poor than a younger adult; by 1994 both age groups faced roughly
equal poverty risks.

Including the value of nonmedical in-kind benefits and the family’s Earned
Income Tax Credit reduces the poverty rates for all age groups. Including the value
of these transfers had the largest effect on children. In 1979, the number of poor chil-
dren is reduced by 23 percent, and the elderly poor fell by 11 percent. The net effect
of adding these sources of income is to reverse the relative poverty risks of these two
groups of vulnerable citizens. In 1983 and later years, the relative poverty risks of

3The years 1979 and 1989 reflect the troughs in the overall poverty rates, whereas the other
two years represent peaks.
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TABLE 5.1. IMPACT OF ALTERNATIVE RESOURCE MEASURES 
ON POVERTY RATES.

1979 1983 1989 1994

Children Poverty Rates:
Census Money Income 16.4% 22.3% 19.6% 21.8%
Expanded Census Money Income 12.6% 19.7% 16.0% 16.6%
NRC Panel’s Resources 18.2% 27.4% 23.7% 25.3%

Poverty Rates of Persons 18 to 64:
Census Money Income 8.9% 12.4% 10.2% 12.0%
Expanded Census Money Income 7.3% 11.2% 8.7% 9.8%
NRC Panel’s Resources 11.0% 16.1% 14.4% 15.6%

Elderly Poverty Rates:
Census Money Income 15.2% 13.8% 11.4% 11.7%
Expanded Census Money Income 13.5% 12.0% 9.6% 9.7%
NRC Panel’s Resources 22.4% 20.4% 19.4% 20.9%

Source: Betson and Warlick, 1998.

children and the elderly remain similar to what was documented in the official
poverty statistics. The addition of the in-kind and tax credits does not alter the
relative poverty comparisons between the elderly and younger adults.

The NRC Panel recommended not only the addition of these government
transfers but the subtraction from available family resources the amount of taxes
paid by the family, the amount of work-related expenses including child care, and
the amount of the family’s medical out-of-pocket spending. The difference
between the NRC Panel and the previous resource measure can be expected to
raise the poverty rates of all groups. The marginal effect of these changes is the
greatest on the poverty rates of the elderly. In 1979, these net subtractions from
available family resources resulted in 66 percent more elderly poor. By 1994, they
resulted in 115 percent more poor among the elderly. For children and younger
adults, the marginal impact was smaller but still significant.

Compared with the official poverty measure, the use of the NRC Panel’s
resource definition does affect how one views child poverty relative to the elderly.
In 1983 and later years, children would still be seen to face a higher risk of poverty
than the elderly, but the gap between the two groups is not only smaller but is
becoming smaller over time. Compared with younger adults, the elderly face
elevated risks of poverty. In summary, the picture of the poverty risk of the elderly
is not as rosy as the one created by the official statistics.

Although the major focus of poverty analysis is on the head count of those
in poverty (expressed as the poverty rate), researchers have long recognized that
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the distribution of the poor’s unmet needs (needs minus available resources) should
be reflected in our view of the extent of poverty in the population. Many poverty
researchers have developed poverty indexes that attempt to capture both the risk
of being poor as well as the depth of poverty (see Foster 1984, Sen 1988). The
Census Bureau reports the average and aggregate poverty gap (unmet needs of
the poverty population) as well as the distribution of poor individuals by the per-
centage of their unmet need. Although lacking the sophistication of the poverty
indexes, this latter statistic provides additional information not contained in the
simple head count of the poor.

Table 5.2 presents, the distribution of poor children, young adults, and the
elderly in 1994 by two different resource definitions, Census Money Income and
the NRC Panel’s resource measure.

Extreme poverty has been defined as having less than 50 percent of your needs
met. When using Census Money Income as the resource measure, the serious
plight of children is reflected in the 45 percent of poor children that face extreme
poverty. A much smaller proportion of the elderly poor (21.8 percent) find them-
selves in extreme poverty, whereas 52 percent of the elderly poor have more
than 75 percent of their needs met by this resource measure. But this picture
changes dramatically if we adopt the NRC Panel’s resource measure; 27.5 per-
cent of poor children and 41.7 percent of elderly poor find themselves in extreme
poverty. Betson (2001) found that when the Sen poverty measure (a poverty index

TABLE 5.2. DISTRIBUTION OF THE POOR BY THE AMOUNT 
OF THEIR UNMET NEEDS (1994).

Percentage of Unmet Needs

76–100% 51–75% 26–50% 0–25%

Children:
Census Money Income (21.8%) 16.7% 28.3% 39.1% 25.8%
NRC Panel’s Resources (25.3%) 12.3% 15.2% 32.8% 39.7%

Age 18 to 64 Years Old:
Census Money Income (11.9%) 20.4% 20.0% 28.9% 30.7%
NRC Panel’s Resources (15.6%) 20.1% 15.3% 27.7% 37.0%

Elderly:
Census Money Income (12.1%) 12.1% 9.7% 26.0% 52.0%
NRC Panel’s Resources (20.9%) 27.7% 14.0% 23.2% 35.1%

Source: Betson, 2001.

Note: The percentage in parentheses represents the poverty rate for that group when using a specific
resource measure.

c05.qxd  3/27/06  12:19 PM  Page 126



Measuring Poverty 127

that combines the group’s overall risk of being poor with a measure of the depth
of poverty of the group) is employed, the poverty of children relative to the elderly
was dependent on which resource measure was employed. Census Money Income
resource definition provided a picture of rising child poverty over time and rela-
tive to poverty of the elderly population. The use of the NRC Panel’s resource
measure produced a picture of rising child poverty that was now equal to a
consistently high extent of poverty among the elderly.

The NRC Panel also was of the belief that the composition of the poverty pop-
ulation would be affected by the implementation of their proposed poverty mea-
sure. Betson, Citro, and Michael (2000) produced estimates that showed the adoption
of the NRC Panel’s recommendation would produce a different picture of who is
poor. Poor children would be more likely to be found in two-parent families where
the parents worked. The poor would be less likely to receive assistance from the gov-
ernment. They would be more likely to be white and Hispanic. The poor would be
more likely to live in the Northeast and the Western regions of the country.

Progress Toward Adoption of a New Poverty Measure

Since the 1995 release of the NRC Panel report, poverty analysts both inside and
outside of government have been examining the Panel’s recommendations.
Beginning in 1999, the Census Bureau has issued annual reports implementing
versions of the Panel’s recommendations denoted as “Experimental Poverty
Measures.” The variants explored by the Census Bureau could be divided into
two sets of alternatives. In the category that could be called technical alternatives,
the Bureau examined alternative methods of setting the thresholds and adjust-
ment over time, alternative equivalence scales, and imputation of work-related
expenses, including childcare. The more substantive alternatives considered by
the Census Bureau included not adjusting for geographic differences in the cost
of living and alternative treatments of medical needs, specifically including an
amount in the poverty thresholds for expected out-of-pocket medical spending.

Both of the substantive variations examined by the Census Bureau provide
interesting insights on the political dimensions of statistical measurement of
poverty. The adjustment of the poverty thresholds to reflect geographic differences
in the cost-of-living would alter the geographic distribution of the poor—higher
proportions of the poor in the Western and Northeastern regions and significantly
smaller proportions of the poor living in the South. Even though the NRC Panel’s
recommendation would only affect how the Census Bureau determines who is
poor for “statistical” purposes, it would be difficult to maintain one set of poverty
thresholds for counting the poor for statistical and evaluations purposes that
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recognized geographic difference in the cost of living and another set of thresh-
olds used to count the poor for the determination of amount provided for income
transfer programs and intergovernmental grants. Eventually there would be pres-
sure to change the grant formula to reflect the geographic differences in cost of
living and consequently the federal flow of funds. To avoid this potential political
problem, some analysts have argued that because of difficulties of constructing
a geographic cost of living, no adjustment should be made.

The treatment of medical care in the measurement of poverty has been the
most controversial recommendation. Many analysts argue that not including an
amount for the medical needs of the family in the poverty threshold is plainly a
mistake. Every family can be expected to require health care during the year, and
it should be reflected in the thresholds. A secondary concern is that some of the
medical care used by the family reflects their discretion of how to spend their
money. To subtract the family’s out-of-pocket spending on medical care is
permitting families to spend themselves into poverty. We don’t allow this for other
family needs, such as shelter; why should we allow this for its medical needs?

Although this argument may be convincing, it ignores what the Panel felt was
an important distinction between the need for medical care and the need for other
necessities. What families need is an ability to pay for the access to medical care
when they are ill. But all families need food, clothing, and shelter, whether they
are ill or not. Consequently, the healthy family is more likely to be able to afford
their nonmedical needs than a family whose members require medical atten-
tion. Placing an expected amount of medical out-of-pocket spending in the thresh-
old could produce types of errors in the determination of families unable to
financially meet their needs. Healthy families who do not have spend the aver-
age or expected amount on medical care could be falsely labeled as poor, even
though they had enough resources to meet both their medical and nonmedical
needs during the year. Conversely, the extremely ill whose health care coverage
is inadequate could face higher-than-average out-of-pocket medical spending and
not have enough resources to meet their nonmedical needs. Many of these types
of families would not be classified as poor. The combined effect of the two clas-
sification errors would lead to a poverty population that is significantly healthier
than the poverty population determined by the NRC Panel’s recommendations.

The failure to arrive at a consensus on the appropriate treatment of medical
care is most likely the single reason that the Census Bureau has not formally adopted
a new poverty measure. Given how the current poverty thresholds were constructed,
it is not clear whether any amount for medical care is reflected in the thresholds.
To understand why this proposal, above all others, has been so controversial, it is
instructive to examine the consequences of the Panel’s recommendation. As noted
previously, the Panel’s recommendation to subtract medical out-of-pocket from the
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family’s resources is the primary factor altering our perception of the level and trend
in elderly poverty from the one presented in the current poverty reports. To disturb
the idea that the elderly do not face an elevated risk of poverty is to question the
need for addressing programs aimed at the elderly population.

Conclusions

Statistical measures are reflections of the underlying currents and trends in our so-
ciety. Early attempts to identify those individuals with resources insufficient to meet
their needs were undertaken to document a social ill that was not expected to exist
in a nation with such wealth. Poverty measurement provides a statistical face to the
portion of the population in need. That portrait provides the impetus for the na-
tion to address poverty, but at the same time it provides a standard by which progress
is measured. As society and poverty programs changed, our poverty measure re-
mained fixed in time. The result was that it failed to reflect changes in what poverty
means in society and chronicle the success of our programs to alleviate poverty.

A decade after the NRC Panel released its report, the Census Bureau has pub-
lished numerous variations of poverty measures based on the Panel’s recom-
mendations. Yet no official decision has been made to elevate these experimental
poverty measures to a more official status. As time progresses, concerns arise
among the policy community that these experimental poverty measures will soon
disappear from the Bureau’s reports in a manner similar to the experimental
poverty series developed in the 1970s that modified the definition of Census
Money Income to include the value of all in-kind benefits and subtract taxes.

The 2004 NRC workshop, mentioned previously in this chapter, was convened
to examine the progress toward adoption of a new poverty measure and deter-
mine what could be done to bring the research to fruition. The published sum-
mary of the workshop (Iceland 2005) suggests that many of the initial concerns
about the Panel’s recommendations have been mitigated by the research done in
the intervening years; however, concerns still remain with the treatment of med-
ical needs and the role that assets (home ownership in particular) should play in
poverty measurement. Both of these issues have a significant impact on the extent
of poverty in the population, but especially on elderly poverty.

Whether these issues can be resolved in the near future is purely a matter of
speculation. It is clear that changes to official statistics are difficult to obtain
even when there are obvious shortcomings of the current measure. The difficulty
of rectifying the problems seen in our official poverty measure is only height-
ened by the close relationship between what is being measured and the demands
on government action that will be created. All of the current research suggests
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that the adoption of the NRC Panel recommendations would increase the num-
ber of poor. Politicians would not welcome this message as they seek to rein in gov-
ernment spending. Ultimately, and unfortunately, the political considerations
will dictate whether sensible changes will be made to what should be a politically
neutral picture of our society.
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APPENDIX: Some Practical Advice on Implementing
a Poverty Measure

Identifying families who are poor by comparing their needs to their income ap-
pears to be quite simple; however, the information required to perform this com-
parison as recommended by the NRC panel is extensive. It is anticipated that not
all data sets will contain sufficient information to implement the panel’s poverty
measure and some compromises will have to be made.

The unit or group of individuals, for the purpose of determining the
poverty status of any individuals, comprises those individuals who can be as-
sumed to be sharing resources for the purpose of consumption. The NRC Panel
recommended that a “broadened” definition of family—all persons living to-
gether who are related by blood or marriage with the inclusion of cohabiting
couple—be the primary unit of analysis; that is, the determination of whether
an individual is poor is based on whether the resources available to the indi-
vidual’s family exceed its needs. If an individual is either living alone or liv-
ing with other unrelated adults (with the exception of cohabiting couples) then
the poverty determination is based solely on the individual’s needs and
resources.

The NRC panel recommended that a poverty threshold be first developed
for the reference family of four (two adults and two children) and then adjusted for
differences in family composition from the reference family and geographic dif-
ferences in the cost of living. The NRC panel examined data from the Consumer
Expenditure Survey to determine the distribution of annual spending on food at
home, shelter, and clothing in families of four. The poverty threshold would be
determined by selecting the level of spending at a given percentile of this distri-
bution of spending. The panel suggested a range between the 30th and 35th per-
centiles. To account for other nonmedical related needs, the panel recommended
using a small (15 to 25 percent) multiple of the amount determined for the basic
food, shelter, and clothing needs. Over time, the poverty threshold for the refer-
ence family would be adjusted based on changes in the median spending of fam-
ilies of four on food, shelter, and clothing estimated using the Consumer
Expenditure Survey. Table 5.A.1 contains the official poverty threshold and the
panel’s threshold as computed by Short and Garner (2002) for the reference fam-
ily from 1989 to 2003.

To adjust for differences in family size and composition, the panel recom-
mended a two-parameter set of equivalence scales based on the number of adults
(A) and the number of children (C ) in the family. Since the publishing of the panel’s
report, additional research (see Short et al 1999) has been undertaken, and the
Census Bureau now favors a three-parameter set of equivalence scales. We would
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recommend the use of this set of scales. The recommended adjustment factors
that would be applied to the threshold for a family of four are:

(1.80 � .5[C � 1]).70�2.1577 if A � 1 and C � 0
.6554 if A � 2 and C � 0
(A � .5C ).70�2.1577 if A � 1 and C � 0 or A � 2 and C � 0.

To adjust the thresholds for the geographic differences in the cost of living,
the panel recommended the development of a geographic price index. In its re-
port (see Citro and Michael 1995), the NRC panel did construct an index that var-
ied by Census division and metropolitan size. The panel’s index has drawn some
criticism, and because it is now almost fifteen years out of date, we would rec-
ommend not making an adjustment for differences in the cost of living, with
knowledge that poverty in metro areas will be understated while poverty in the
southern region will likely be overstated.

The panel’s recommended measure of available resources requires consider-
ably more information on the family than was used in the determination of their
needs. Most researchers will identify the family’s available resources with its in-
come. While some may wish to consider also the asset holdings of the family as
available for spending, the NRC panel chose to recommend the family’s income
with some modifications aimed to make it compatible with the panel’s definition

TABLE 5.A.1. OFFICIAL AND RECOMMENDED 
POVERTY THRESHOLD FOR THE REFERENCE FAMILY 

OF FOUR (TWO ADULTS AND TWO CHILDREN).

Year Official Recommended

1989 $12,575 $12,734
1990 13,254 13,398
1991 13,812 13,917
1992 14,228 14,284
1993 14,654 14,806
1994 15,029 15,169
1995 15,455 15,514
1996 15,911 15,710
1997 16,276 15,985
1998 16,530 16,517
1999 16,895 17,036
2000 17,463 17,884
2001 17,960 18,709
2002 18,244 19,329
2003 18,660 19,778

Source: Short and Garner, 2002, updated by Short.
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of the family’s needs. Currently the Census uses a measure of income that reflects
the cash receipt of income from employment, assets, pensions, and public trans-
fers. The panel recommended the following modifications be made to this basic
definition of income (Census Money Income):

• Add the value of nonmedical in-kind benefits received from either private or
public sources that could be used to acquire food, clothing, or shelter (includes
utilities) for the family;

• Deduct federal, state, and local income taxes and Social Security payroll taxes;
• For families with two working parents, deduct actual child care expenses per week

worked, not to exceed the earnings of the parent with lower amount of earnings;
• For each working parent, deduct a flat amount per week worked (but not to

exceed the amount of earnings of the working parent) to reflect transportation
and other costs of working;

• Deduct child support payments from the income of the payer; and
• Deduct out-of-pocket medical care expenditures including health insurance

paid by the family.

The likelihood that the researcher will have sufficient data to make many (if any)
of these modifications is low. The most likely scenario will be that the researcher
will have only limited information on the family’s cash income. Although one
could attempt to impute the needed information to make all of the above modi-
fications, we do not recommend this approach. We would, however, strongly rec-
ommend deducting from the family’s income an expected (average) amount of
out-of-pocket medical expenditures. Average amounts of out-of-pocket medical
expenditures can be found in the annual reports on consumer expenditures from
the Bureau of Labor Statistics Consumer Expenditure Survey.

The poverty status of the individual or family can be represented either as
a dichotomous variable (poor versus non-poor) or as a continuous variable of the
form of the income-to-needs ratio.
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Y

There is widespread research and policy interest in understanding and
reducing health inequalities across social groups characterized by their

socioeconomic position, race or ethnicity, gender, sexual orientation, disability
status, and geographic location. Many countries now have explicit public health
goals related to reducing or even eliminating social inequalities in health. Reliable
measurement of progress toward such goals, if it is to be of value in policymaking,
requires a framework for conceptualizing and measuring inequalities in health.
As Amartya Sen (Sen 2002, p. 60) has argued, “The central step, then, is the spec-
ification of the space in which equality is to be sought, and the equitable
accounting rules that may be followed in arriving at aggregative concerns as well
as distributive ones.”

Despite an emerging consensus on the moral and public health importance
of addressing health inequalities, there appears to be a lack of consensus about
how health inequalities should be defined and how they should be measured
(Carter-Pokras and Baquet 2002; Oliver et al. 2002). Others have written about
the importance of distinguishing between health inequality and health inequity
(Braveman and Gruskin 2003; Murray et al. 1999; Whitehead 1992), and such
discussion is crucial for clarifying the purpose of health inequality initiatives. In
this chapter we focus on reviewing ways of measuring health inequalities—that
is, observable differences in health among individuals of different social groups.
We also show, however, that measures of inequality may inherently reflect, to a

CHAPTER SIX

MEASURING HEALTH INEQUALITIES

Sam Harper and John Lynch
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greater or lesser extent, different ethical and value judgments about what aspects
of health inequality are important to capture, such as how much value to give to
health improvements among the poor compared with rich or whether inequali-
ties should be measured on an absolute or relative scale. So at the outset, it is
worthwhile to note that any choice of health inequality statistic implicitly or
explicitly reflects a choice over what is important to measure. There is a range of
inequality statistics that have more or less desirable properties (depending 
on the value position held), and so different measures can give qualitatively and
quantitatively different assessments of the direction, size, and trend in health
inequality. There is thus no “correct” way to measure health inequality.

There have been some notable past (Mackenbach and Kunst 1997; Wagstaff
et al. 1991) and contemporary efforts (Kakwani et al. 1997; Regidor 2004a, 2004b;
Wagstaff and Van Doorslaer 2004) to review methods for measuring health in-
equalities, but despite the clarity and utility of these presentations, many of the
recommended methods have yet to find widespread application in social in-
equalities research. In addition, most of the methods laid out in the cited re-
views deal with summary measurement of socioeconomic inequalities in health.
There has been less attention to issues involving summary measurement of health
inequalities across social groups that have no inherent ordering, such as race or
ethnicity or geographic areas. It is also interesting to note in this regard that,
although the majority of the empirical work in the health inequalities field is done
by epidemiologists, we could not find a description of methods for measuring
health inequality in any general texts on epidemiology (Rothman and Greenland
1998; Szklo and Nieto 2000), social epidemiology (Berkman and Kawachi 2000),
or in a recent volume on methods for monitoring population health (Brookmeyer
and Stroup 2004). A book on epidemiologic methods for health policy, how-
ever, devotes a number of pages to the issue of health inequality measurement 
(Spasoff 1999, pp. 95–103).

The basic premise of this chapter is that the measurement strategies applied
to health inequalities have implications for setting policy goals and understanding
the extent of progress toward the reduction of health inequalities. It is therefore
important to understand the advantages and disadvantages of different methods
for measuring health inequalities and how the measures chosen reflect ethical con-
ceptualizations and concerns about what constitutes health inequality and which
aspects of inequality we are trying to capture. This chapter does not address the
important and fundamental question of how we should measure the social position
of individuals, a question dealt with in detail elsewhere in this volume. The meth-
ods described here presume a theoretically and scientifically defensible choice of
social group indicators to characterize individuals, which is no easy task. The
purpose of this chapter is to give an overview of the various metrics for expressing
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health differences between individuals and social groups—their strengths and
weaknesses, assumptions, and utility for the purpose of measuring health
inequalities and monitoring health inequality trends.

Issues

Choosing a measure (or measures) of health inequality necessarily involves the
consideration of a number of important conceptual, pragmatic, and technical
issues. Various measures of inequality differ in how they incorporate the issues
outlined in this section.

Total Inequality versus Social Group Inequality

What is the quantity we want to measure when we measure health inequalities?
The fundamental distinction here is between measuring total inequality, or total
variation in health, and measuring inequality between social groups. The for-
mer involves measuring the univariate distribution of health across all individu-
als in a population without regard to their group membership, whereas the latter
involves measuring health differences between individuals from certain a priori

chosen social groups. The World Health Organization (WHO) initiative to mea-
sure health inequality has advocated for an approach to the measurement of health
inequality as total health inequality among individuals that is blind to social groups,
at least as an initial measure (Gakidou et al. 2000; Murray et al. 1999). This
may seem at odds with our notion of why we are measuring health inequality in
the first place (Braveman et al. 2000). It was the persistent presence of social group
differences in health that led to the current initiatives to reduce or eliminate health
inequalities, not a concern for a widening overall distribution of health among in-
dividuals. But a deeper understanding of the overall task of measuring variation
in population health requires an appreciation of the concept of total health
inequality. It is likely that the amount of health inequality between social groups
that we often seek to measure is relatively small compared with the total inequal-
ity that exists between individuals in a population.

Figure 6.1 shows the average body mass index (BMI) for five education groups
in the 1997 U.S. National Health Interview Survey (NHIS). It is clear that there is a
gradient of decreasing BMI with increasing education when we compare average
BMI across education groups; however, the plots of the 10th through the 90th per-
centiles of BMI in each education group show that there is far greater variation in
BMI within education groups than between them. Thus, basing our measure of health
inequality on between-group average differences will not capture very much of the
total health inequality among individuals. This is not in itself problematic, but it
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should be understood, and it the reason indicators of total health inequality can be
informative. Thus, based on the group averages and a desire to reduce obesity in the
population, focusing a health intervention on the “high risk” social group (those with
less than an eighth-grade education) will, in practice, only target a very small pro-
portion of those at high risk, because high-risk individuals exist in every educa-
tional group. Nevertheless, measures of total health inequality may mask substantial
social group inequalities (Asada and Hedemann 2002), and there is no necessary
relationship between the extent of total inequality and the extent of between-social-
group inequality. Thus far, the evidence seems to indicate that total inequality and
social-group inequality measure different aspects of population health. Two cross-
national studies found little correspondence between measures of total inequality and
measures of socioeconomic inequality for either child (Braveman et al. 2001) or adult
(Houweling et al. 2001) mortality.

Absolute Inequalities

The most frequent method of communicating information about social inequali-
ties in public health and epidemiology today is in relative terms—through measures
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of association such as the relative risk. In epidemiology, relative risks are the most
common measures of “effect size” partly because they have some advantageous
properties not shared by absolute risk differences (Rothman and Greenland 1998;
Walter 2000). Relative and absolute health differences between social groups are
the primary language of health inequalities, but they often give different infor-
mation, especially when monitoring changes over time. Figure 6.2 shows trends
in absolute and relative inequality between U.S. blacks and whites in infant mor-
tality over the past hundred years. Clearly there has been enormous progress in re-
ducing infant mortality rates among both groups. But as the rates for both groups
declined, absolute inequality between blacks and whites declined steadily while the
ratio of black-to-white mortality (that is, the relative inequality) steadily increased.
This chart illustrates the possibility that one might arrive at different conclusions
about trends in this health inequality depending on which measure—the absolute
or relative inequality—or time period is selected. Both absolute and relative in-
equality declined in the early part of the century; absolute inequality declined, and
relative inequality remained about the same from around 1920 to 1950, and they
have moved in opposite directions since mid-century.
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Reference Groups

The language of inequality—defined literally as “difference”—implies a com-
parison group (that is, different from what?). Thus, a major question in choosing
inequality measures is the choice of comparison group. Different definitions of in-
equality often imply different comparison groups, and thus the answer one would
get about the extent and patterning of inequality may differ depending on the
groups compared. Figure 6.3 shows the simplest situation for U.S. cervical cancer
incidence rates among several race and ethnic groups. Hispanic women clearly
have the highest incidence of cervical cancer, but how large is the inequality in
cervical cancer incidence? The answer depends on the choice of the reference
group. If Hispanic inequality is measured relative to the general population 
(that is, the total population rate) then the relative inequality is 1.75. If we focus
on inequality in regard to the majority population—non-Hispanic whites—the
relative inequality is 2.21. Or, if we choose the rate in the best-off group 
(American Indian and Alaska Natives) as the reference group, we obtain a relative
inequality of 2.43.
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There is no “correct” reference group, but several choices are possible, and it
is perhaps most important to make the rationale for the choice of referent clear.

Average Population Member. One logical reference group might be the popu-
lation average, where the inequality measure reflects the gap between the health
of different social groups and the population average. Although one potential dis-
advantage of using the population average is the fact that it changes over time, it
is an intuitive and often explicit norm used when discussing health inequalities.

Best-Off Group or Rate. One might also measure inequality as a difference
between each social group compared with the healthiest group. This is similar to
Amartya Sen’s concept of shortfalls (Sen 1992), where it is implicitly assumed that
every social group in the society has the potential to achieve the health of the best-
off group. One potential problem with this approach is when the “best-off ” group
is a small proportion of the population rates in that group can be unstable, so that
wide swings in inequality could be recorded that are simply due to the instability
of the rate in the comparison group (Keppel 2004).

All Those Better Off. It is also possible to measure inequalities by comparison with
all those individuals or groups better off than a particular group or person. This
may seem similar to the “best-off group” reference point, but it differs in a sub-
tle way that may best be illustrated with an example. Figure 6.4 shows cancer
incidence from 1996 to 2000 by race and ethnicity for two different cancers, kid-
ney (renal pelvis) and myeloma. In both cases there is a substantial difference be-
tween the group with the highest incidence rate, blacks, and the group with
the lowest or “best” rate, Asian and Pacific Islanders; however, when we look at the
incidence rates of other groups, we see two different situations. In the case of kid-
ney cancer, Hispanics and whites have rates more similar to blacks, whereas in the
case of myeloma, they have rates more similar to Asian and Pacific Islanders.
Relative to all of those better off than blacks, most people might judge the in-
equality to be greater in the case of myeloma compared with kidney cancer; yet,
if measured relative to the “best-off ” group, we would not be able to capture
this nuance.

Fixed (Target) Rate. The prior three reference groups are inherently relative
as they change over time, which may make assessments of trends in inequalities
inconclusive if using pairwise comparisons. One advantage of a fixed or target
rate is that the reference level does not change over time unless a new target is
adopted.
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Social Groups and “Natural” Ordering

We are often concerned with health inequalities across different normative social
groups. For example, the U.S. Healthy People 2010 initiative mandates eliminating
health inequalities within categories of a number of different types of social group-
ings: gender, income and education, disability, geographic location, sexual ori-
entation, and race and ethnicity. Such groups capture important normative
dimensions of U.S. society but also differ in ways that may have implications for
monitoring health inequalities. The social groups that measure dimensions of
socioeconomic position (for example, education and income) have an inherent
ordering regardless of the health status of their members. Individuals with less than a high
school education unambiguously have less formal education than do individuals
with a college degree. The same cannot be said for the other social groups tar-
geted by the Healthy People 2010 initiative. There is simply no inherent way to rank
individuals by their race, ethnicity, geographic area, disability status, or sexual ori-
entation. This has implications for measuring health inequality, because some in-
equality measures cannot be used to measure health inequality among unordered
social groups.
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Number of Social Groups

Many empirical studies measure health inequality by comparing the extreme
groups (for example, the lowest income group compared with the highest), despite
the fact that this ignores the health status of other groups. But it is worth asking
whether the measure of inequality should include information from all social
groups (that is, the entire population), especially when the two groups at the ex-
treme ends of the social distribution may only reflect the health of a small frac-
tion of the total population. For example, in 2000, there was a four-fold relative
difference in deaths rates from ischemic heart disease across the U.S.; however,
the states with the lowest (Alaska, 65 per 100,000) and the highest (Rhode Island,
255 per 100,000) rates collectively accounted for only 0.6 percent of the U.S. pop-
ulation in that year. Eliminating this inequality would have little impact on re-
ducing the population burden of heart disease mortality, because only a fraction
of deaths occurred in these two states. Additionally, although there are good
reasons for focusing attention on specific comparisons, such as the inequality
between blacks and whites in the receipt of treatment for cancers of similar stage
(Bach et al. 1999), such pairwise comparisons do not quantify the inequality across
all race or ethnic groups, which is precisely the goal of initiatives to reduce or elim-
inate health inequalities. For example, the gap between white and black men in
the recent use of fecal occult blood test (FOBT) screening for colorectal cancer
narrowed between 1987 and 1998 (Breen et al. 2001); however, this pairwise com-
parison conceals the fact that the gap between Hispanics and whites and between
Hispanics and blacks increased (see Figure 6.5). Despite the utility of measuring
inequalities between two groups, pairwise comparisons may conceal important
heterogeneity and thus provide a limited view in monitoring progress toward elim-
inating health inequalities across the entire range of social group category.

Population Size

Should the inequality measure incorporate the size of the groups being compared?
If we use a pairwise comparison of extreme groups, should it matter that one or
both of those groups comprise a very small proportion of the population?
Although this may seem relatively non-controversial, it has important implications
for monitoring inequalities and is another case where a statistical choice reflects
an ethical choice. That is, the decision of whether to account for the population
size of social groups is implicitly a decision of how much weight to give individ-
uals within each social group (Firebaugh 2003). For example, if we measure the
inequality in mortality among American states in 2000 without weighting states
by their population size, California and Wyoming receive equal weight despite the
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fact that California has nearly 70 times as many people as Wyoming. Thus in an
unweighted analysis of the states, individuals in California receive approximately
one-seventieth the weight of individuals in Wyoming. It is important to ask whether
we want this unequal weighting of individuals reflected in our inequality measure.

Another difficulty in using unweighted measures of health inequality is their
inability to incorporate the demographic changes that inevitably occur over time.
For example, Figure 6.6 shows the percentage increase in population sub-groups
between the 1980 and 2000 Census (Hobbs and Stoops 2002). These demographic
shifts potentially have enormous impact on the population’s health and should
be factored into our assessment of health inequality. For a measure of health
inequality to allow for an unambiguous comparison across time, it should be
sensitive to changes in the distribution of social groups over time.

This sensitivity to changes in the proportion of people exposed to disadvan-
tageous social positions is especially important when one thinks about the so-called
“upstream” determinants of health inequalities. It is commonplace in health in-
equality research to discuss how distal social policy affects health and health
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inequality. The policies and programs that define the nature of stratification in a
society create educational opportunity, allocate income, and affect the types of
jobs that are available. When these “upstream” social policy factors affect the
nature of social stratification, for instance, by reducing the number of mini-
mally educated individuals and thus reducing the number of individuals exposed
to that form of social disadvantage, then measures of health inequality should
account for that change. The same situation exists when the proportion of a
particular population sub-group changes over time, as in the case of migration of
Hispanics and Asians or Pacific Islanders shown in Figure 6.6.

Socioeconomic Dimension

Another potential criterion for a measure of health inequality, first articulated
by Adam Wagstaff et al. (1991), is whether the measure is able to capture the di-
rection of health gradients associated with ordered social group categories such
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as socioeconomic position. By health gradients, we mean a situation where a
measure of health status either increases or decreases with increasing socioeco-
nomic position. For instance, if at one time (or for one health outcome) health
status increases across a particular social group ordering and at another time (or
for another health outcome) health decreases with the same social group order-
ing, it would be advantageous if the inequality measure reflected this difference.
Of necessity, this criterion is only applicable for measuring inequality between
social groups that have an inherent ranking. The lack of an inherent ordering
among race or ethnic groups, for example, means that the “socioeconomic
dimension” criterion cannot be applied to inequality measures used to monitor
race or ethnic or geographic health inequalities.

Distributional Sensitivity

One of the major reasons for the increasing focus on health inequalities is not sim-
ply that some individuals are healthy whereas others are sick. It is that some
kinds of individuals or the members of some social groups are healthy whereas
other kinds are sick. It is the normative distinction between the kinds of healthy
or unhealthy individuals that drives our concern. For instance, we may be par-
ticularly concerned about ill-health in some socially disadvantaged groups (for
example, the homeless or the unemployed) more than in others (Sen 2002;
Wagstaff 2002). Not all inequality measures are able to reflect this ethical posi-
tion. Similarly, all else being equal, if we would prefer a 10-percent improve-
ment among those with the worst health rather than the same improvement
among those with average health, then it would be advantageous if our measure
of inequality could reflect this.

Measures

This section reviews many of the statistics that are available to measure health
inequalities. Our goal is to provide the method of calculation and a brief statis-
tical interpretation. It is important to note that there are methods to calculate
indicators of precision (for example, 95 percent confidence interval) for all the
measures reviewed here. These can be found in the source publications detailed
in the references. Although issues of variability and precision are important, they
are not germane to the choice of inequality measure, because they ultimately de-
rive from the precision of the underlying rates and proportions that are used to
generate a particular inequality measure.
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Measures of Total Inequality

A measure of “total inequality” in health is a summary index of health differences
across a population of individuals. Generally, measures of total inequality do
not account for social grouping and have been chiefly used by health economists
(for example, Gakidou et al. 2000; Illsley and Le Grand 1986). They are an im-
portant first step in understanding the scope of health variation in a population
and have some advantageous properties for monitoring trends, particularly for
cross-country comparisons where social groups may not be comparable. They do
not, however, inform us about systematic variation in health among population
sub-groups, which is inherent in many health inequality initiatives (Braveman et al.
2000, 2001; Houweling et al. 2001; Navarro 2001). Additionally, empirical inves-
tigations using measures of total inequality thus far appear difficult to interpret
(Houweling et al. 2001; Wagstaff and Van Doorslaer 2004; Wolfson and Rowe
2001). Those endorsing this measure often cite as their primary justification the
normative choices that must be made to measure health differences between social
groups and note that the absence of such a priori choices makes inequality between
individuals a more “objective” measure of health inequality (Murray et al. 1999).
Whereas most health inequality initiatives specifically call for monitoring inequality
among social groups, we explicate measures of total group inequality because they
are prominent in the overall framework of efforts to monitor global health
inequality and because they provide an essential context for understanding the
“decomposition” of health inequality measures described later.

Individual-Mean Differences. Individual-mean difference (IMD) measures of
health inequality sum-up the difference between the health of every individual in
the population and the population average. The general formula for the class of
individual-mean difference measures is given by Gakidou et al. (2000) as:

(1)

where an individual i’s health is yi, m is the mean health of the population, and n is
the number of individuals in the population. The parameters a and b specify, re-
spectively, the significance attached to health differences at the ends of the distri-
bution relative to the mean and whether the individual-mean difference is absolute
or relative to the mean health of the population. Larger values of a emphasize
greater deviations from the mean, and larger values of b emphasize relative in-
equality because of heavier weighting of the mean. Those familiar with basic
statistics will note that when a� 2 and b� 0, the IMD is the variance and when
a� 2 and b� 1, the IMD is the coefficient of variation (Gakidou et al. 2000).

IMD(a, b ) �
 gn

i�1� yi � m�a

nmb
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Inter-Individual Differences. The inter-individual differences (IID) measures
health differences between all individuals in the population and is consistent with
the Gini coefficient (defined later in this chapter) but may be weighted in accor-
dance with differential aversion to inequality. These measures are different from
the IMD class because they compare every individual in the population with every
other individual in the population, whereas the IMD measures inequality relative
to the population average. The class of inter-individual difference measures is
(Gakidou et al. 2000):

(2)

where yi is individual i’s health, yj is individual j’s health, m is the mean health of the
population, and n is the number of individuals in the population. The parame-
ters a and b are defined as for the IMD above, and it is worth noting that when 
a� 2 and b � 1, the IID is equal to the more well-known Gini coefficient. Gakidou
and King (2002) have used this inequality measure (with a � 3 and b � 1) in a
comparative study of total inequality in child survival among fifty countries.
Weighting a� 3 implies that the measure should be more sensitive to larger rather
than smaller pairwise deviations between individuals and thus reflects additional
concern about larger health differences between individuals.

Measures of Social Group Inequality

The measures of total variation described in the preceding section have a num-
ber of merits, including their ability to make unambiguous health inequality com-
parisons between populations at a single time point and longitudinally. The ethical
goals of many health inequality initiatives, however, are explicitly goals related to
social group differences in health. It is an open question as to whether measures
of total inequality and social group inequality are “better” or “worse” inequality
measures, but the concern among many health policymakers is specifically ex-
pressed in terms of social group differences in health.

Pairwise Comparisons. Simple comparisons of some health indicator between
two groups in a population (so-called pairwise comparisons) are one of the most
straightforward ways to measure progress toward eliminating inequalities between
them. For example, age-adjusted incidence rates of lung cancer for U.S. black and
white females in 1973 were, respectively, 23.6 and 20.4 per 100,000. By 1999 rates
for both groups had increased, to 57 for blacks and 52.3 for whites (Ries et al.
2002). It would seem easy enough to answer the question: did black-white

IID(a, b ) �
 gn

i�1g
n

j�1� yi � yj �a

2n2mb
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inequality grow from 1973 to 1999? The answer, however, depends on the mea-
sure of inequality. If the inequality measure is the absolute difference between the
black and white rates, then we would conclude that the black-white inequality in-
creased from 3.2 to 4.7; however, if our inequality measure is the relative differ-
ence between the black and white rates (that is, black rate ÷ white rate), we would
conclude the opposite, because the relative inequality decreased from 1.16 to 1.09.
Both answers are correct. This has been a source of continuing confusion and
sometimes unresolved debate in the health inequalities literature (Ebrahim 2002;
Mackenbach et al. 1997; Oliver et al. 2002; Vågerö and Erikson 1997) and,
whereas most of the empirical work in health inequalities has been in terms of
“relative inequality,” it should always be kept in mind that large relative differ-
ences can mask small differences in absolute terms.

Regression-Based Measures. One drawback of the pairwise comparison mea-
sures of inequality is that when a social group has more than two subgroups (as
most do), information on the other groups is ignored. Normally it is desirable to
use as much of the information present in the data as possible. One possible so-
lution would be to calculate a series of ( j � 1) pairwise comparisons for j groups
with one group as the reference point or j pairwise comparisons with an external
reference point. The major difficulty with this strategy is that as the number of
groups or time periods increases, attempting to evaluate the inequality trend may
become complicated in terms of summarizing many pairwise comparisons. To
overcome this limitation and to make use of the information for all groups, one
might consider calculating a summary measure of inequality; however, this choice
undoubtedly involves additional complexity and assumptions that must be traded
off against the insights about inequality gleaned from the use of a summary
measure (Mackenbach and Kunst 1997).

Slope Index of Inequality. If one is willing to assume that the relationship be-
tween social group and health status is linear (that is, that each step up an inher-
ently ordered social group scale results in an equivalent health gain or loss), then
one potential way to include information on all of the groups is to calculate a sum-
mary measure of inequality using regression. Although regression-based methods
work well for calculating a summary measure of health inequality at a single point
in time, it is likely that over time the distribution of the population in various social
groups change, and it would be advantageous for a measure of health inequality
to be sensitive to such changes. One measure that does so is the Slope Index of
Inequality (SII). To calculate the SII, the social groups are first ordered from low-
est (rank) to highest. The population of each social group category covers a range
in the cumulative distribution of the population and is given a score based on the
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midpoint of its range in the cumulative distribution in the population. For ex-
ample, in the 2001 U.S. NHIS, those with an income-to-poverty ratio of less than
0.5 (approximately � $9,000 for a family of four) were 3.45 percent of the pop-
ulation and those in the next highest income group—with an income-to-poverty
ratio of 0.5 to 0.74—comprised 3.02 percent, in which case the lowest group is
assigned a score of (0 � [.0345 � 0]�2) � .0173, whereas the next lowest group
is assigned a score of (.0345 � [.0647 � .0345]�2) � .0496.

Health status is then plotted against this midpoint socioeconomic category vari-
able, and a regression line is fit to the data. The SII thus uses the midpoint of the
cumulative social group distribution and, because it is based on grouped data and
is a weighted index, the weights are the share of the population in each social group.
By weighting social groups by their population share, the SII thus is able to incor-
porate changes in the distribution of social groups over time that affect the popu-
lation health burden of health inequalities. Figure 6.7 shows the observed data and
predicted slope for the income-related inequality (based on income-to-poverty ratio)
in current smoking for the United States in 2001. Note that the location of the data
points on the x-axis is based on the group’s share of the cumulative population,
whereas the size of each point reflects each group’s population share. Formally the
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SII, which was introduced by Preston et al. (1981), may be obtained via regression
of the mean health variable on the mean relative rank variable:

(3)

where j indexes social group, is the average health status and the average rel-
ative ranking of social group j, b0 is the estimated health status of a hypothetical
person at the bottom of the social group hierarchy (that is, a person whose rela-
tive rank Rj in the social group distribution is zero), and b1 is the difference in
average health status between the hypothetical person at the bottom of the social
group distribution and the hypothetical person at the top (that is, Rj � 0 versus
Rj � 1). Because the relative rank variable is based on the cumulative proportions
of the population (from 0 to 1), a “one-unit” change in relative rank is equiva-
lent to moving from the bottom to the top of the social group distribution. Be-
cause this regression is run on grouped data, it is estimated via weighted least
squares, with the weights equal to the population size nj of group j. The coefficient
b1 in equation 3 is the SII, which is interpreted as the absolute difference in health
status between the bottom and top of the social group distribution. Thus, the re-
gression equation in Figure 6.7 shows that the absolute difference in the preva-
lence of smoking across the entire distribution of income is �18.1 percentage
points. The same regression may also be run on individual data, where Ri would
be an individual’s relative rank in the social group distribution. In this case the
data would be self-weighting and could be estimated by ordinary least squares.

Relative Index of Inequality. The SII discussed in the previous section is a mea-
sure of absolute inequality; however, dividing this estimated slope by the mean
population health gives a relative inequality measure, the Relative Index of
Inequality (Pamuk 1988) or RII:

(4)

where m is mean population health and the SII is the estimate of b1 from equa-
tion 3. Its interpretation is similar to the SII, but it now measures the proportionate
(in regard to the average population level) rather than absolute increase or decrease
in health between the highest and lowest socioeconomic group. In the income and
smoking example seen in Figure 6.7, the RII is thus calculated as �18.1�24.6 �

�0.74, indicating that a move from the bottom to the top of the income distrib-
ution is associated with a 74-percent decline in the prevalence of smoking. Kunst
and Mackenbach (1995) modified this definition of the RII slightly by dividing
the estimated health of the hypothetical person at the bottom of the social group
distribution by the estimated health of the hypothetical person at the top of the
social group distribution (that is, b0 � [b0 � b1]). Thus, the Kunst-Mackenbach

RII � SII �m � b1� m

Rjyj

yj � b0 � b1Rj
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RII is more like a traditional relative risk in that it compares the health of the ex-
tremes of the social distribution, but it is estimated using the data on all social
groups and is weighted by group size.

As we noted previously, the use of the SII and RII indices (as well as the Con-
centration Index discussed later in this chapter) depends on having a social group
classification scheme that is hierarchical. This seems uncontroversial with respect
to education and income, but social group classifications based on occupation may
be somewhat more challenging because there is inherently more ambiguity in the
ranking of occupations (Liberatos et al. 1988). In their international study of oc-
cupational mortality differences Kunst and Mackenbach (1994) note this difficulty
as a possible explanation for the lack of consistency of their results with those of
Wagstaff et al. (1991) for the size of inequality in Finland versus England and Wales.

Population Impact Measures

The Population Attributable Risk (PAR) and its relative analogue, the PAR percent,
are epidemiologic measures of the population burden associated with differential
health between groups. Although typically applied to groups defined by their ex-
posure status (for example, comparing smokers with non-smokers), it may also be
applied in the context of health differences between social groups. It is a summary
of differences between each social group’s health and the health of the best group.
For example, it indicates the absolute (or relative) population health improvement
that would be obtained if all educational groups had the health of the healthiest
education group. The basic formulas for PAR and PAR percent as health
inequality indicators (Kunst and Mackenbach 1995) are:

(5)

(6)

where rpop is the rate in the total population and rref is the rate of health or disease
in the reference group, typically the best-off social group. Although not immedi-
ately clear from the above formula, the PAR percent is in fact a population-
weighted (by social group size) sum of the relative risks (RRs) for each group (Szklo
and Nieto 2000) and may also be written as:

(7)

where pi is the group’s population share and RRi is the relative rate of group j com-
pared with the reference group (to see this, note that we could substitute rj �rref for
RRj and rref �rref for 1 in equation [7]). The PAR percent varies from 0 to 1 and is

PAR% �
g  pj (RRj � 1)

g  pj(RRj � 1) � 1

PAR% � (rpop � rref )�rpop 

 PAR � rpop � rref
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interpreted as the percent improvement in the health of the total population
that would be achieved if all social groups had the rates of health in the best-off
social group, an empirical expression of a common argument for reducing health
inequalities. For example, Vicente Navarro argues that “the intervention that
would add the most years to life to the populations of Spain or the USA . . . would
be one that would lead to all social classes having the same mortality rates as those
at the top.” (Navarro 2001, p. 1701)

Index of Disparity

The Index of Disparity (IDisp) summarizes the difference between several group
rates and a reference rate and expresses the summed differences as a proportion
of the reference rate. This measure was formally introduced by Pearcy and Keppel
(2002) and is calculated as:

(8)

where rj indicates the measure of health status in the jth group, rref is the health sta-
tus indicator in the reference population, and J is the number of groups compared.
In principle any reference group may be chosen, but the authors recommend
the best group rate as the comparison, because that represents the rate desirable
for all groups to achieve.

Between-Group Variance

The variance is a commonly used statistic that summarizes all squared deviations
from a population average. In the case of grouped data this is the Between-Group
Variance (BGV), and it is calculated according to the following formula that
squares the differences in group rates from the population average and weights by
their population sizes:

, (9)

where pj is group j’s population size, yj is group j’s average health status, and m is
the average health status of the population. The BGV may be a useful indicator
of absolute inequality for unordered group data because it weights by population
group size and is sensitive to the magnitude of larger deviations from the popu-
lation average. As an example, Figure 6.8 shows trends in age-adjusted lung cancer
mortality among U.S. Census divisions.

The between-region variance in lung cancer mortality in 1968 was 7.1 deaths
per 100,000, but in 1998 the BGV was 22.8 deaths per 100,000. This larger

BGV � a
J

j�1
pj( yj � m )2

aa �rj � rref ��J bnrref � 100,
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absolute inequality in regional mortality indicates divergent regional trends in lung
cancer over time (see Figure 6.8). The use of the variance as a measure of inequality
in economics is sometimes discouraged because it is not “scale invariant” (Sen and
Foster 1997). In other words, it is sensitive to absolute changes, as in the case where
everyone’s income doubles over time. In this case some economists feel that it is un-
desirable for the inequality measure to also double, because relative inequality is
maintained. Although this may be an undesirable property when dealing with in-
come inequality, we believe this is not necessarily a limitation for discussing health
inequality where we may be interested in absolute inequality burdens. In addition,
squaring the deviations from the mean gives additional weight to differences fur-
ther from the mean (that is, changes in health among the groups furthest from
the mean increase inequality to a greater extent than similar changes among those
closer to the mean). So in this case, using the variance (where it squares the ab-
solute deviations from the population average) is consistent with a particular value
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perspective (though it could reasonably be argued that squaring the deviations is
arbitrary). In the previous example of changes in regional lung cancer inequality,
the overall rates increase by 70 percent, the coefficient of variation (the variance
divided by the mean) increases by 89 percent (indicating that relative inequality in-
creases as well), but the BGV increases by 320 percent. Thus, choosing this as the
measure of inequality reflects our concerns with widening absolute differences
among the regions.

Measures of Average Disproportionality

When describing health inequalities, public health researchers and policy-
makers often use what might be called the “language of disproportionality.”
For example, in the context of arguing for the importance of measuring health
inequalities between socially meaningful population groups, Braveman et al.
stated that “a disproportionate share of ill-health and premature mortality is
borne by the socially disadvantaged” (p. 233). Terms such as “disproportion-
ate share” and “unequal burden” are important qualifiers because they com-
municate the ethical notions inherent in collective concerns over health
inequalities. That is, they capture the notion that it is unfair that some groups
experience more ill-health than others; a just distribution of health implies
that ill-health should be experienced proportionately by different social groups.
A more explicit example can be found in the Guidance for the U.S. National Health-

care Inequalities Report where, in discussing the inequality in cardiac catheteri-
zation rates between blacks and whites, LaVeist states that the “degree to which
the predicted percentage of catheterization deviates from the observed
percentage indicates the degree of inequality,” and concludes that “African
Americans received 67 percent of the catheterizations that they should have
received, and whites received 14 percent more than their share” (LaVeist
2002, p. 90).

The preceding quote makes clear that health inequality is often equated
with the concept of disproportionality. What is perhaps less clear is that in the
context of the commonly used “language of disproportionality” there is usually
an implied reference group, which is the general population (that is, the popu-
lation average). In fact, in the catheterization example, LaVeist was explicitly
arguing against measuring health inequality with a risk ratio or odds ratio,
because doing so means using a particular social group (in this case, whites) as
the reference group, which necessarily assumes that the rate in the reference
group is most desirable. Thus, he argued that inequality measures that use whites
as the reference group would not be able to identify their “over-utilization” of
cardiac catheterization.
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The intuitive ethical notion expressed in the preceding quotations is that the
amount of ill-health in a disadvantaged social group is far greater than would be
expected if ill-health were evenly distributed with respect to all social groups. An
even distribution of ill-health across all social groups implies that the number of
individuals of each social group with condition y is proportionate to that group’s
share of the total population. If this were the case, then the rate of ill-health in
each group would be exactly the same and would necessarily equal the rate in the
total population. Thus, the proportional distribution of condition y among
J groups implies that Yj � (the mean of y) for all groups.

This is an important point because many commonly used measures of income
inequality and residential segregation, some of which are currently employed to
measure health inequalities, may be conveniently expressed as measures of aver-
age disproportionality (Firebaugh 1999, 2003; Reardon and Firebaugh 2002). For
each social group j, we can define a health (or ill-health) ratio as the ratio of mea-
sure y in the jth group to that of the mean of y for the whole population, so that
rj � Yj � for each group. Note that this makes such measures relative rather than
absolute inequality indicators. In this framework, measures of inequality take the
general form

, (10)

where pj is group j ’s proportion of the total population and f (rj) is some dispro-
portionality function of the ratio rj � Yj . It should be clear that equation (10)
is a population-weighted inequality measure, because each group’s dispropor-
tionality function f (rj) is multiplied by its population share pj. Thus, measures of
this type of inequality indicator only differ because they implement different
disproportionality functions. Perhaps one of the appealing features of such mea-
sures is that they provide a rather direct correspondence between the commonly-
used language of health inequality in terms of “disproportionality” and the
operationalization of the measurement.

Figure 6.9 shows a graphical depiction of the concept of “disproportionality”
with data on all deaths in the United States, by gender and education, for the year
2000. Among males, those with less than twelve years of education bear a dis-
proportionate burden of all deaths, as they account for 24 percent of all male
deaths but only account for 12 percent of the male population. Conversely, males
with greater than twelve years of education account for 55 percent of the total
population, but only 32 percent of all deaths. The level of disproportionality for
females with less than twelve years of education is slightly smaller.

Table 6.1 shows some commonly used statistical measures and their dispro-
portionality functions. The table makes clear that the measures differ only in how
they express the difference between shares of health and shares of population.

Yƒ

I � a
j

 pj f (rj )

Y

Y
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Deaths Population

Males

24%
13%

45%

32%

32%

55%
>12 yrs

12 yrs

<12 yrs

Deaths Population

Females

21%
12%

46%

32%

33%

55%
>12 yrs

12 yrs

<12 yrs

FIGURE 6.9. GRAPHICAL EXAMPLE OF THE 
“DISPROPORTIONALITY” OF DEATHS AND POPULATION, 

BY GENDER AND EDUCATION, 2000.

Source: Miniño et al. 2002.

TABLE 6.1. COMMONLY USED DISPROPORTIONALITY FUNCTIONS.

Index Name Disproportionality Function

Squared coefficient of variation (CV2) (rj � 1)2

Gini index (G) Individual-level data: 
Grouped data: rj(qj � Qj), where qi is

the proportion of the total population
in groups less healthy than group j,
and Qj is the proportion of the total
population in groups healthier
than group j (i.e., pj � qj � Qj � 1)

Relative concentration index (RCI) Same as for G, but groups are ranked
by social group position instead of
by health, so that qi is the proportion 
of the total population in groups less 
advantaged than group j, and Qj is
the proportion of the total popula-
tion in groups more advantaged
than group j (i.e., pj � qj � Qj � 1) 

Theil index (T ) rj ln(rj )
Mean logarithmic deviation (MLD) ln(1�rj) � �ln(rj)
Variance of log-health (VarLog) [ln rj � E(ln rj)]

2

Note: Adapted from Firebaugh (2003).

�ri � rj ��2
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Entropy Indices

One class of disproportionality measures that are popular among economists are
measures of general entropy, developed by Henri Theil (1967). The following ex-
ample is for measuring the inequality in body mass index (BMI). Theil’s index is cal-
culated (with grouped data) by summing the product of each group’s BMI share of
the population’s total BMI and the natural log of each group’s BMI share. Measures
of entropy may also be used to measure total inequality, such that for individual-
level data, total inequality in BMI measured by Theil’s index can be written as

(11)

where pi is an individual’s population share (which in the case of individual data
will be 1�n, so that � pi � 1) and ri is the ratio of the individual’s BMI to the
population average BMI (that is, ri � yi � ); however, T can also be used to mea-
sure social group inequality. When the population of individuals is arranged
into J groups, Theil showed that equation (11) is the exact sum of two parts: be-
tween-group inequality and a weighted average of within-group inequality:

(12)

where Tj is the inequality in BMI within group j. The within-group component
(the second term on the right side of equation [12]) is weighted by group j’s share
of the total BMI, because pj � rj � yj (where yj is the share of total BMI) when the
denominator for rj is mean BMI for the total population. The ability of entropy-
based measures of inequality to decompose total inequality into between-group
and within-group components is referred to as additive decomposability (Sen and
Foster 1997). More important, the previous decomposition example also makes
it clear that it is possible to calculate between-group inequality in BMI—the pri-
mary quantity of interest with respect to social inequalities in health—in the
absence of data on each individual. The only data needed are the group propor-
tions and the ratio of the group’s BMI to the population average BMI; however,
between-group inequality may increase because total inequality is increasing (that
is, both between-group and within-group inequality are increasing simultaneously).
The primary advantage of using additively decomposable inequality measures is
that it allows one to determine not just whether between-group inequality is in-
creasing but whether the share of total inequality that is due to inequality between
groups is increasing or decreasing. Although this measure has very attractive qual-
ities, the between-group and within-group decomposition requires continuous out-
come data measurable in individuals, so it is not clear whether this can be applied
to many relevant non-continuous health outcomes (for example, incidence, mor-
tality, or health behaviors). But even for non-continuous outcomes, entropy indices

T � a
J

j�1
 pj rj  ln(rj ) � a

J

j�1
 pj rjTj ,

Y

T � a
N

i�1
 pi ri  ln(ri ),
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can easily be used to calculate between-group inequalities in the absence of
individual-level data.

Measuring between-group inequality in BMI using equation (11) makes clear
that changes in the value of inequality over time are a function of two quantities:
changing group proportions (pj) and changing social group BMI ratios (rj). This is
important because, in the case of obesity for example, differentiating between these
two components of change has different public health implications for the obesity epi-
demic and may be the result of very different social policies. If we find that inequal-
ity is increasing but that the main reason for the observed change is that the share of
the population among groups at the tails of the BMI distribution has increased, it
simply demonstrates that the inequality increase is primarily due to the movement
into and out-of different social groups—not to differentially increasing rates of BMI
within subgroups of a social group. If we find, however, that population shares have
remained relatively constant over time but BMI inequality has increased because
BMI ratios are increasing, this implicates differential sources of BMI change among
particular groups—which may then become the target of public health intervention.

Atkinson’s Measure

Atkinson’s index actually is not a single index of inequality but depends on spec-
ifying the relative sensitivity of the index to different parts of the distribution. One
way of writing Atkinson’s index is:

(13)

where pj and rj are again, respectively, the share of population and the health ratio
(relative to the total population rate) as defined previously. Clearly, when one uses
this index, the extent of inequality hinges on specifying the parameter e, which
indicates the degree of aversion to inequality. Larger values of e indicate stronger
aversion to inequality, which may also be interpreted as placing increased weight
on the least healthy groups. For example, if we are particularly concerned about
improving the health of least-healthy individuals we could make the measure of
inequality more sensitive to changes in the bottom of the health distribution.

Gini Coefficient

The Gini summarizes social group differences in, for example, BMI for the entire
population and can be thought of as a measure of association between each social
group’s share of population, ranked by their health, and their share of health. Its
formula for individual data is given earlier in this chapter for the IID in equation (2)

A � 1 � c a
J

j�1
 pj r

1�e
j d

1�[1�e]

,�e 	 0,
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when a� 2 and b� 1. The formula for grouped data can be obtained by apply-
ing the general formula for measures of disproportionality in equation (10) and
substituting the disproportionality function for the Gini using grouped data in
Table 6.1. Formally, the Gini coefficient is the ratio of the area between the line of
equality in Figure 6.10 and the Lorenz curve to the total area of the triangle
beneath the line of equality (Sen and Foster 1997). Because the Gini coefficient is
a function of the disproportionality between shares of population and shares of
health, one can see from Figure 6.10 that health inequality increases as the Lorenz
curve moves further away from the line of equality (that is, as the disproportion-
ality between shares of population and shares of health increases).

Concentration Index

The Concentration Index is another measure of economic inequality that has been
adapted to measure health inequality (Kakwani et al. 1997). It is calculated simi-
larly to the Gini index, but it results from a bivariate distribution of health and so-
cial group ranking. In the same way that the Gini coefficient is derived from the
Lorenz curve, the Concentration Index is similarly derived from a Health
Concentration curve, where the population is first ordered by social group status
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(rather than by health status, as for the Gini) and the cumulative percent of the
population is then plotted against their share of total ill-health. When the y-axis is
the share of ill-health, this results in the Relative Concentration Index (RCI); how-
ever, an Absolute Concentration Index (ACI) may also be derived by plotting the
cumulative share of the population against the cumulative amount of ill-health
(that is, the cumulative contribution of each subgroup to the mean level of health
in the population). Figure 6.11 shows relative and absolute concentration curves
for current smoking among U.S. females of different education groups in 1965
and 2003.

Note the similarity between the relative Concentration curve on the top in
Figure 6.11 and the Lorenz curve drawn in Figure 6.10 to illustrate the Gini co-
efficient. The two curves, and thus, the Gini coefficient and the RCI are calcu-
lated similarly, the only difference being the ordering of the social groups. In the
case of the Gini, the social groups are ordered by their health status (lowest to
highest), regardless of their social group ranking, whereas for the RCI the social
groups are ordered by their ranking in terms of years of education, regardless of
their health status. It is important to note that, because the RCI incorporates in-
formation on both health and social group status, the Concentration curve may lie
either above or below the line of equality. Thus, the top graph of Figure 6.11
shows that in 1965 smoking was disproportionately concentrated among those
with higher education but in 2003 smoking was concentrated among those with
less education. The general formula for the RCI for grouped data is given by
Kakwani et al. (1997) as:

(14)

where pj is the group’s population share, mj is the group’s mean health, and Rj is
the relative rank of the jth socioeconomic group, which is defined as:

(15)

where pg is the cumulative share of the population up to and including group j
and pj is the share of the population in group j; Rj indicates the cumulative share
of the population up to the midpoint of each group interval, as in the catego-
rization of the Slope and Relative Indexes of Inequality previously mentioned. In
fact, the RCI has a specific mathematical relationship with the RII:

RCI � 2 var(R )RII, (16)

where R is the relative rank variable identified in equation (15). Thus, the SII/RII
and the ACI/RCI will produce the same rank ordering of health inequality over

Rj � a
J

j�1
 pg  � 

1
2

 pj

RCI �
2
m

 c a
J

j�1
 pj mj Rj d � 1
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time but will differ in scale. The absolute version of the concentration index (ACI)
is calculated by multiplying the RCI by the mean rate of the health variable:

ACI � mRCI , (17)

where m is the mean level of health in the population. Table 6.2 shows a simple
example of how the RCI and ACI are calculated using equations (14) and (17)
with grouped data using rates of current smoking in 1965 and 2003 among edu-
cation groups for U.S. females.

One of the advantages of the Concentration Index is that it “reflects the so-
cioeconomic dimension to inequalities in health” (Wagstaff et al. 1991, p. 548).
That is, a downward health gradient (such that health worsens with increasing
social group rank) results in a positive RCI, whereas an upward health gradient
results in a negative RCI. For example, the data in Table 6.2 show that in 1965,
when rates of smoking tended to be higher among the better-educated women,
the RCI was 0.074, whereas in 2003, when rates of smoking were highest
among the less educated, the RCI was �0.132. This sensitivity to the direction of
the health gradient is not a property of other disproportionality measures like the
Gini coefficient and the Index of Dissimilarity, because they do not depend on
the strict ordering of social groups.

This is undoubtedly a particular advantage of the Concentration Index, but
as with all inequality measures, it may also be seen as a disadvantage. Because of
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TABLE 6.2. EDUCATIONAL INEQUALITY IN CURRENT SMOKING
AMONG FEMALES, 1965 AND 2003.

Education Smoking Prevalence Population Share Relative Rank RCI

1965
�12 years 23.8% 0.267 0.133 0.008
12 years 38.7% 0.568 0.551 0.121
13–15 years 37.1% 0.079 0.875 0.026
16� years 35.0% 0.086 0.957 0.029

Total 34.3% 1.0 0.184
Relative Concentration Index 0.074
Absolute Concentration Index 0.025

2003
�12 years 21.7% 0.165 0.083 0.003
12 years 24.0% 0.299 0.315 0.023
13–15 years 20.2% 0.304 0.616 0.038
16� years 9.5% 0.232 0.884 0.020

Total 19.1% 1.0 0.083
Relative Concentration Index �0.132
Absolute Concentration Index �0.025

Note: Authors’ calculations of the 1965 and 2003 NHIS.

S
S

S
S

c06.qxd  3/31/06  3:06 PM  Page 162



its sensitivity to gradients in health, the Concentration Index may not register any
inequality when health is not ranked directly by social group. So when a social
group ranked in the middle of a hierarchy bears a disproportionate burden of
ill-health, the index may well register minimal inequality. This is not just a theo-
retical limitation for the RCI. For instance, age-adjusted rates of breast cancer
death (per 100,000) in the United States in 1998 were 20.0 among those with less
than a high school education, 28.4 among those with a high school education, and
22.0 among those with at least some college education (United States Department
of Health and Human Services 2000). If the respective shares of the population
in each of the education groups were approximately 38.8 percent, 20 percent, and
41.2 percent, the RCI would be virtually 0, indicating no educational mortality
inequality, yet those with a high school education will contribute roughly 
40.3 percent of breast cancer deaths. A reasonable case could be made that a
disproportionate burden of breast cancer falls on the high school-educated
(using this categorization of education), but the RCI would not reveal this pattern.
And this pattern of the worst health among those in the middle social group is not
simply an artifact of breast cancer as an unusual cause-of-death. This pattern is
also seen for colorectal, prostate, and melanoma mortality as well.

We use the breast cancer example not necessarily to suggest that the Concen-
tration Index is a poor index for measuring social group inequalities in health but
rather to emphasize that all inequality measures have advantages and disadvantages
that one should consider when selecting and interpreting an inequality index, and
no summary inequality measure should be used as a substitute for detailed inspec-
tion of the health status indicators for each social group via tables and graphs.

Recommendations

Monitoring progress toward the elimination of inequalities in health involves a
number of ethical, conceptual, and methodological issues that must be given care-
ful consideration in order to answer the question of which measure or measures
we should employ to monitor progress toward the elimination of health
inequalities between social groups. One possibly useful way to approach the mea-
surement of health inequality is to consider a sequence of methodological steps.

First, closely inspect the underlying subgroup specific health outcomes (rate
or prevalence, and so forth), either via tabular or graphical inspection. This is likely
to reveal important population health patterns, highlight the situation of specific
sub-groups of interest, and lend an understanding of any underlying heterogeneity
that a summary measure of health inequality may not emphasize.

Next, consider the relevant question that is to be answered. If one is inter-
ested in the health inequality between two particular groups, for example the trend
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in the inequality between black and white males in lung cancer mortality, then the
use of a pairwise comparison of absolute and relative trends is all that is needed.

If one is interested in monitoring the health inequality trend across the entire
range of subgroups within a social group category, for example across all educa-
tion groups rather than a comparison of, say, the least and most educated groups—
or if the social group category has many subgroups, such as the fifty U.S.
states—then summary measures of health inequality are warranted. The first
decision involved in choosing a summary measure is dictated by whether or not
the social group in question has a natural ordering.

Ordered Social Groups

If the social group does have a natural ordering, as with education and income
groups, then we recommend using the Absolute Concentration Index (ACI) or
the Slope Index of Inequality (SII) as a measure of absolute health inequality and
the Relative Concentration Index (RCI) or the Relative Index of Inequality (RII) as
a measure of relative inequality. The major reasons for choosing these particular
measures are that they: account for changes in the underlying population distribu-
tions in the social groups over time and use information across the entire range of
social groups; are flexible enough to allow for incorporating different levels of aver-
sion to inequality; and are sensitive to the direction of the social gradient in health.

Whereas this last criterion is what mainly distinguishes these measures from other
summary measures of inequality, such as the Gini coefficient or the Index of Dissimi-
larity, we would also reemphasize that if the social groups in the middle of the distrib-
ution (for example, those with a high school education as opposed to those with less or
more education) experience a disproportionate burden of ill-health, our selected
measures may indicate no inequality exists when in fact it could be argued otherwise.
But of course, if the sequence laid out in the previous paragraphs is adhered to, then
a simple and careful inspection of the basic sub-group data should reveal this.

This is part of the “cost” of using summary measures of inequality, but in this
case a comparison of the RCI or RII with another measure of disproportionality
that is not strictly sensitive to health gradients, like the Gini coefficient or Theil
index, may reveal important information about the social distribution of health.
Lastly, because the ACI and RCI are mathematically related to the SII�RII, they
will always result in the same rank ordering of health distributions. That being said,
one additional desirable feature of the ACI/RCI is the ability to graph its associ-
ated health concentration curve, which may aid in interpretation for policy mak-
ers. Although the ability of any summary measure of health inequality to
communicate important information about inequality trends to health policymakers
may be limited, the ACI/RCI may serve this purpose better than the SII/RII.
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Unordered Social Groups

Our recommendations for health inequality measures for ordered groups restate
the recommendations of earlier reviews of health inequality measures (Kunst
and Mackenbach 1995; Wagstaff et al. 1991). Groups with a natural ordering, how-
ever, represent only a small number of the social groups across which we want to
eliminate health inequalities. Therefore, we need also to think about inequality
measures that can be applied to unordered social groups, such as race and ethnicity
or geography. Again, we would emphasize choosing a summary measure of health
inequality only when one is interested in monitoring the extent of inequality across
more than two or three social groups. For comparisons of two specific groups there
is no substitute for simple pairwise measures of absolute and relative inequality.

If comparisons across multiple unordered groups are needed, then we rec-
ommend the between-group variance (BGV) as a summary of absolute inequal-
ity and the general entropy class of measures developed by Henri Theil as
summary measures of relative inequality (more specifically, the Theil index and
the Mean Log Deviation). An important reason for choosing the between-group
variance and the entropy-based measures is that they are inequality measures that
can be perfectly decomposed into between-social group and within-social group
components, given a continuous health outcome. This cannot be said for other
measures, such as the Gini coefficient and Atkinson’s measure (Cowell and Jenkins
1995; Shorrocks 1980). The ability of the variance and the entropy class of
inequality measures to decompose inequality is important because it allows one
to look at any number of cross-classified social groups, whether ordered or not.
For example, race and income, or gender and education can be jointly exam-
ined to assess the trend in inequality between certain dimensions of society. In
addition, the entropy-based measures can also be decomposed to investigate the
relative effects of changing social group distributions versus changing health dis-
tributions. This is important because both of these aspects of the population are
constantly changing over time. Understanding the relative impact of health
changes versus compositional changes in social groups is important for
understanding the prospects for intervening to eliminate health inequalities.

Conclusions

These recommendations for measures of health inequality derive from our con-
sideration of a number of ethical, conceptual, and pragmatic issues. The mea-
surement strategies we recommend reflect what we think are desirable
characteristics of the statistics because of the way they capture important di-
mensions of health inequality. In doing so we have explicitly chosen to adopt a
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population health perspective toward monitoring health inequalities. Thus we rec-
ommend measures that emphasize: (1) the use of the total population as the ref-
erence group for measuring health inequality, (2) weighting social groups according
to the number of individuals they represent, and (3) absolute as well as relative in-
equalities. In this way we can account for changing demographic structures over
time and the population health burden of inequalities in health.

In this chapter we reviewed a number of existing measures of health in-
equality, and one might reasonably ask whether new measures of health inequal-
ity are needed. Although we would welcome additional research into new measures
of health inequality, particularly with respect to measuring inequality among so-
cial groups with no inherent ranking, it seems unlikely that any single measure
of inequality will be able to capture all of the dimensions of a concept so fraught
with ambiguity (Temkin 1993). Perhaps more beneficial would be empirical com-
parisons of a range of existing measures of health inequality with an eye toward
understanding the conditions under which the selected measures agree or disagree
in practice. This would be particularly helpful for comparisons of health inequality
across different social group categories, different health outcomes, and over time.
Such research would likely reinforce the links between statistical measurement and
ethical considerations, both of which are instrumental to reducing and ultimately
eliminating social inequalities in health.
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One of the central sets of questions in both epidemiological and sociological
research concerns the patterns of association between where individuals live

and their health and social outcomes. Interest in such “neighborhood effects”
research has grown dramatically in recent decades, owing in part to theoretical
and methodological advances that have helped illuminate the associations among
neighborhood characteristics and individual outcomes. An important subset of
such research is particularly concerned with whether aggregate differences in health
and social outcomes among population subgroups (especially groups defined by
race, ethnicity, or socioeconomic characteristics) are attributable to—or at least as-
sociated with—patterns of racial, ethnic, or socioeconomic residential segrega-
tion. In short, this research investigates whether racial, ethnic, and socioeconomic
differences in health and social outcomes are due to the fact that different sub-
groups live in different social, physical, and institutional environments. More
bluntly, it asks, “Does segregation contribute to racial or ethnic inequalities?”

To ask whether segregation is associated with subgroup differences in health
or social outcomes requires first, a clear definition of what we mean by “segre-
gation”; second, a strategy for measuring segregation; and third, a methodology
for inferring descriptive and causal associations between measured segregation
and patterns of subgroup differences. The chapter is organized into three sections,
in which these three requirements are discussed in turn. The first section re-
views definitions of “segregation,” pointing out the different ways that the term
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is used and suggesting a general framework for conceptualizing segregation. The
second section briefly reviews the methodological literature on the measurement
of segregation, describing several of the most useful segregation measures. The
third section discusses analytic strategies for estimating the association between
segregation and individual and subgroup outcome patterns.

What is Segregation?

What does it mean to say a neighborhood or city is segregated? Consider the
following three uses of the term “segregated”:

Chicago is a segregated city.

Most black children live in segregated neighborhoods.

Some housing projects were deliberately segregated.

In the first sentence, “segregated” is an adjective describing the uneven distribu-
tion of (racial) groups across the city. In this case, segregation is seen as a charac-

teristic of a region and describes the extent to which population subgroups are
(un)evenly distributed throughout that region. By this usage, a city with 90 per-
cent black residents would not be segregated, so long as those black residents were
evenly distributed throughout the city. Conversely, a city with equal proportions
of white, black, and Latino residents but where each of the three groups occupied
distinct areas of the city would be highly segregated.

In the second sentence, “segregated” is an adjective describing individual
neighborhoods. In this case, segregation is a characteristic of a local neighborhood and
is used essentially as shorthand to describe the (racial) composition of that par-
ticular neighborhood—so a neighborhood is segregated if it has a high propor-
tion of minority residents. By this usage, a 90-percent black neighborhood might
be described as highly segregated, even if all other neighborhoods in the city were
also 90-percent black. This leads to a possible contradiction between the first and
second uses of the term—a city where every neighborhood was 90-percent black
would be completely unsegregated by the first definition, but each neighbor-
hood would be highly segregated by the second definition. The contradiction
occurs because the second usage describes local racial composition, whereas the
first describes regional unevenness.

In the third sentence, “segregated” is a verb describing deliberate action on
the part of some legislative, judicial, or administrative body to ensure that mem-
bers of different (racial) groups live in different neighborhoods. In this case, the
term “segregated” is used to indicate not only racial differences in housing patterns
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but also the presence of some active policy mechanism that produced these dif-
ferences. In the case of legislative—explicit segregation policies, as with school seg-
regation laws in the South prior to 1954—the use of “segregate” as an active verb
is relatively transparent, because both the agent (state and local governments) and
the mechanisms ( Jim Crow segregation laws) are apparent. In the case of cur-
rent housing patterns, however, the causes of racial unevenness in residential
location are less clear. Thus, the use of “segregated” in this sense depends on some
inference about the causes of residential patterns.

Although each of these three usages is meaningful within some contexts,
this chapter will generally use the term “segregation” in only the first sense. By this
definition, a region is segregated to the extent to which individuals of different
groups live in different neighborhoods within the region. The term segregation
does not apply to individual neighborhoods but only to larger regions. In
describing individual neighborhoods, then, it will be more useful to describe the
(racial or socioeconomic) composition of the neighborhood; the term is more precise
and better disentangles local composition from regional demographics. Moreover,
to say that a region is segregated in this sense is merely to describe the existing pat-
terns of racial or socioeconomic residential patterns; no assumption about the
cause of these patterns should be inferred.

Why Does Segregation Matter?

The conceptual distinctions among the uses of the term segregation arise, in part,
because of different implicit theories about why and how segregation patterns
might matter for health and social outcomes. To see this, consider why it might
matter where people live.

In part, it matters where people live because residential location influences
individuals’ proximity to important resources and shapes the possibilities for in-
tergroup contact. From a social inequality perspective, segregation matters be-
cause it may be—and generally is—related to the differential proximity of groups
to important resources. Such resources may be both institutional (for example,
schools, health clinics and hospitals, child care facilities, and labor markets and
employment opportunities) and social (for example, access to social networks
and other forms of social capital). In addition, segregation matters because it may
be related to the differential proximity of groups to a variety of potential hazards,
including environmental hazards (for example, poor air or water quality, sub-
standard housing, exposure to lead) and social hazards such as exposure to crime
and violence (Acevedo-Garcia 2001; Acevedo-Garcia et al. 2003; Downey 2003;
Lopez 2002; Massey and Denton 1993; see for example, Wilson 1987).
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From the social inequality perspective, it might not matter if different popu-
lation groups were residentially separated from one another, so long as both groups
had equal proximity to all social resources and hazards. In a society where all social
goods (including institutional, social, and environmental resources) were evenly
distributed throughout residential space, where one lived would be, in principle,
unrelated to one’s access to these social goods. In this case, segregation might
not matter for health or social outcomes.

From a social interaction perspective, in contrast, segregation matters because
it affects the potential for intergroup contact among members of different social
groups. And if intergroup contact leads to better social relations among groups
and if groups have, on average, different levels of social resources (wealth and ac-
cess to social networks and social and cultural capital), then proximity to other
groups would provide greater potential for the distribution of social resources
through intergroup contact. From this perspective, segregation might matter even
if institutional and environmental goods were evenly distributed throughout social
space, because some social groups might have greater access to forms of capital
that provide advantages for health and social outcomes.

Conceptual and Methodological Issues 
in the Measurement of Segregation

To measure the segregation of a region, several methodological and conceptual
issues must be addressed. First, because segregation indicates the extent to which
individuals of different groups live in different neighborhoods, we must clarify the
meaning of “neighborhood”; to do this, we must make some determination about
the proximity of residential locations to one another within a region. Second,
we must decide on a conceptual definition of segregation—Massey and Denton
(1988) describe five different dimensions of segregation, which they term evenness,

exposure, clustering, concentration, and centralization; strategies for measuring segrega-
tion will depend on which of these aspects of segregation we are particularly
interested in. Third, we must define the population dimension along which we
wish to measure segregation—measuring segregation among two or more distinct,
unordered groups requires a different set of measurement tools than does mea-
suring segregation along some ordered or continuous dimension, such as educa-
tional attainment or family income. Moreover, even if we are interested in
measuring segregation among some set of distinct, categorical groups (for exam-
ple, race or ethnic groups), measuring segregation among more than two popu-
lation subgroups requires different measures than if we are measuring segregation
between only two groups.
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Spatial and Aspatial Measures of Segregation

Segregation can be thought of as the extent to which individuals of different groups
occupy or experience different social environments. A measure of segregation, then,
implicitly requires that we define the social environment of each individual. Most
traditional measures of segregation implicitly define an individual’s social environ-
ment as equivalent to some organizational or areal unit (for example, a school or
census tract), without regard for the patterning of these units in social space. Such
measures—termed aspatial measures—typically treat all individuals in a given cen-
sus tract, for example, as occupying the same social environment, the composition
of which is independent of the makeup of nearby tracts.

Aspatial segregation measures have often been criticized in the residential seg-
regation context for their failure to account for the spatial patterning of census
tracts (Grannis 2002; Massey and Denton 1988; Morrill 1991; Wong 1993, 2002).
In particular, aspatial measures are criticized for their sensitivity to the “checker-
board problem” (Morrill 1991; White 1983) and the “modifiable areal unit prob-
lem” (Openshaw and Taylor 1979; Wong 1997). Each of these can be seen as
critiques of the definition of the social environment implicit in the traditional
segregation measures.

The “checkerboard problem” stems from the fact that aspatial segregation
measures ignore the spatial proximity of neighborhoods and focus instead only
on the racial composition of neighborhoods. To visualize the problem, imagine a
checkerboard where each square represents an exclusively black or exclusively
white neighborhood (Figure 7.1). If all the black squares were moved to one side
of the board and all white squares to the other, we would expect a measure of seg-
regation to register this change as an increase in segregation, because not only
would each neighborhood be racially homogeneous but most neighborhoods
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would now be surrounded by similarly homogeneous neighborhoods. Aspatial
measures of segregation, however, do not distinguish between the first and second
patterns, because in each case the racial compositions of individual neighborhoods
are the same (White 1983).

The “modifiable areal unit problem” (MAUP) arises in residential segrega-
tion measurement because residential population data are typically collected,
aggregated, and reported for spatial units (such as census tracts) that have no nec-
essary correspondence with meaningful social or spatial divisions. This data
collection scheme implicitly assumes that individuals living near one another
(perhaps even across the street from one another) but in separate spatial units
are more distant from one another than are two individuals living relatively far
from one another but within the same spatial unit. As a result—unless spatial sub-
area boundaries correspond to meaningful social boundaries—all measures of spa-
tial and aspatial segregation that rely on population counts aggregated within
subareas are sensitive to the definitions of the boundaries of these spatial subar-
eas. Figure 7.2 illustrates two aspects of the MAUP: aggregation effects, which
result in differences in measured segregation if different-sized subareas are used
to compute it; and zoning effects, which result in differences in measured segre-
gation if the subarea boundaries are shifted, even if the number and size of the
subareas remain fixed (Openshaw and Taylor 1979; Wong 1997, 1999).

In some cases it is possible to define organizational units (for example, schools)
that meaningfully delimit social interactions and among which spatial proximity
is irrelevant (that is, schools meaningfully bound students’ “school environments”);
in such cases, aspatial measures of segregation are perfectly appropriate. In other
cases, as when measuring residential segregation, the checkerboard problem
and MAUP pose conceptual difficulties to the measurement of segregation.
Reardon and O’Sullivan (2004), however, argue that the “checkerboard problem”
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and the MAUP are both measurement error artifacts resulting from a reliance on
subarea (for example, tract) boundaries in the computation of segregation mea-
surement. In principle, segregation measures that use information on the exact
locations of individuals and their proximities to one another in residential space
would eliminate the “checkerboard problem” and MAUP issues entirely from the
measurement of residential segregation. Measures that explicitly account for
the spatial patterning of residential locations—so-called spatial measures of
segregation—are discussed later in this chapter.

The Dimensions of Segregation

The reliance on census tract or other administrative boundaries for the computation
of segregation measures has led to some conceptual confusion in the segregation
measurement literature. In an oft-cited article, Massey and Denton (1988) describe
five conceptually distinct “dimensions” of residential segregation that they term even-

ness, exposure, clustering, centralization, and concentration. In their formulation, evenness
and exposure are aspatial dimensions (because they ignore the spatial patterning of
census tracts and so are subject to the checkerboard problem), whereas clustering,
concentration, and centralization are explicitly spatial dimensions of segregation
and require information on the locations and areas of census tracts to compute.

Reardon and O’Sullivan (2004), however, argue that, like the “checkerboard
problem” and the MAUP, the distinction between aspatial “evenness” and spatial
“clustering” is an artifact of the reliance on spatial subareas (for example, census
tracts) at some chosen geographical scale of aggregation. Evenness, in Massey and
Denton’s formulation, refers to the degree to which members of different groups
are overrepresented and underrepresented in different subareas relative to their
overall proportions in the population. Clustering refers to the proximity of subar-
eas with similar group proportions to one another; however, evenness at one level
of aggregation (say, census tracts) is clearly strongly related to clustering at a lower
level of aggregation (block groups), because tracts where a minority group is over-
represented will tend to be “clusters” of block groups where the minority popula-
tion is overrepresented. Unless subarea boundaries correspond to meaningful social
boundaries, the distinction between “evenness” and “clustering” is arbitrary.

As a result of this insight, Reardon and O’Sullivan (2004) suggest an alterna-
tive to the Massey and Denton (1988) dimensions of residential segregation, arguing
instead for two primary conceptual dimensions to spatial residential segregation—a
spatial exposure-isolation dimension and a spatial evenness-clustering dimension. The spatial

exposure-isolation dimension indicates the extent that members of one group encounter
members of another or their own group in their local spatial environments. The
spatial evenness-clustering dimension indicates the extent to which groups are similarly dis-
tributed in residential space. Spatial exposure-isolation, like aspatial exposure, is a
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measure of the typical environment experienced by individuals; it depends in part on
the overall racial composition of the population in the region under investigation.
Spatial evenness-clustering, in contrast, is independent of the population composi-
tion. In this framework, Massey and Denton’s evenness and clustering dimensions are
collapsed into a single dimension. Their exposure dimension remains intact but is
now conceptualized as explicitly spatial. Their centralization and concentration
dimensions can be seen as specific subcategories of spatial evenness-clustering.

Measuring Segregation Among Different Population Dimensions

Because sociologists initially developed and used segregation indices primarily to
study a particular set of social concerns—black or white school and residential
segregation during the civil rights era from the 1950s through the 1970s and
occupational sex segregation during the 1970s—most segregation indices are
designed to measure segregation between two discrete population groups. But the
world is not dichotomous, of course. Social classifications and such markers as
race, ethnicity, religion, political affiliation, and occupation encompass multiple
distinct categories. Moreover, as U.S. society becomes increasingly racially diverse,
two-group measures of racial and ethnic segregation are increasingly inadequate
for describing complex patterns of racial segregation and integration.

In addition, given the theoretical importance of income segregation and
inequality in sociology, epidemiology, geography, economics, and public policy,
measures of income segregation are particularly important. Unless household in-
come is dichotomized, however, traditional categorical measures of segregation
are not useful for describing segregation along an income dimension. Thus, in
defining and measuring segregation, it is important to choose indices that ap-
propriately measure segregation along the population dimension of interest.

Although most traditional measures of segregation measure between two dis-
crete groups, some have been developed to measure segregation among multiple
groups (Reardon and Firebaugh 2002) and along a continuous dimension, such
as income ( Jargowsky 1996; Jargowsky and Kim 2004). Such measures are
described later in this chapter.

Measures of Residential Segregation

A large number of indices of residential segregation have been proposed, evalu-
ated, and used in the social science research on segregation and its consequences.
To the casual reader, the literature on segregation measurement offers a sometimes
bewildering array of proposed indices and an equally extensive literature criticizing
these indices (for reviews and evaluations of many such indices, see James and
Taeuber 1985; Massey and Denton 1988; Reardon and Firebaugh 2002; Reardon
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and O’Sullivan 2004; Zoloth 1976). The following section briefly describes the most
useful and most commonly-used (not always the same ones) segregation indices, with
particular attention to the circumstances under which each might be used.

As noted earlier, in choosing a segregation index, several considerations are
important. First, the choice of index will depend on the dimension of segregation to
be measured (for example, exposure, evenness). Second, the choice of index will
depend on the definition of the population dimension among which segregation is
to be measured. This dimension may be defined by a binary variable (for example,
white or nonwhite, male or female), a multigroup categorical variable (white or black
or Hispanic or Asian or other), or a continuous variable (income).1 Third, the choice
of a measure will depend on a definition of subareas among which population groups
are distributed (for example, census tracts, schools) and the extent to which it is im-
portant to account for the spatial or social proximity of these subareas to one another.
The following section describes segregation measures used to measure exposure and
evenness. Among those that measure evenness, the section describe two-group, multi-
group, and continuous-variable measures of segregation. Finally, the measures that
can take into account the spatial or social patterning of population distributions
are described.

Notation

Throughout this chapter the following notation is used: consider a spatial region
R populated by M mutually-exclusive population subgroups (for example, racial
groups), indexed by m. Let p index points within the region R; and let r index sub-
areas of the region R (for example, census tracts). Let t denote population density
and p denote population proportion. Thus we have

tr � population count of subarea r

trm � population count of group m in subarea r (note that )

tp � population density at point p

tpm � population density of group m at point p

T � total population in R (note that and )

pm � proportion in group m of total population (for example, proportion
black)

prm � proportion in group m in subarea r (defined as prm � trm�rr)

�p�R
tp dp � Tgr�R tr � T

gm trm � tr
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those with a high school diploma but without a college degree, those with a bachelor’s degree
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have been developed to measure segregation among such ordered categorical groups.
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In addition, a super-positioned tilde (�) indicates that a parameter describes the
spatial environment of a given point rather than the point itself (for example,
denotes the proportion in group m in the local environment of point p).

Measures of “Exposure”

Exposure-based indices of segregation measure the average exposure of members
of one group (group m) to another group (group n), where “exposure” is understood
as the proportion of group n in the local environment of a member of group m.

A region is highly segregated—from the exposure perspective—if members of
group m, on average, inhabit local environments containing few members of group n.

In the aspatial case, where each individual’s local environment is defined by the
subarea (for example, census tract) inhabited, the exposure index (Bell 1954;
Lieberson and Carter 1982a, 1982b) for the exposure of group m to group n
(denoted mP*

n) is formally defined as

(1)

In concrete terms, mP*
n is simply the average proportion of group n in the subareas

of members of group m. Note that the P* index is not symmetric—the exposure of
group m to group n is not, in general, equal to the exposure of group n to group m.

More generally, exposure-based measures might be thought of as measur-
ing the average exposure of a population (or subpopulation) to some environ-
mental characteristic. If Xr measures some characteristic of a local environment
r (air quality, percentage of low-income residents, toxic waste facilities, and so
forth), then the average exposure of members of group m to X will be given by

(2)

Equation (1) is simply a special case of equation (2), where the proportion of group n

is the environmental characteristic of interest. In concrete terms, mP*
X measures

the average value of characteristic X across the subareas of members of group m.

Reardon and O’Sullivan (2004) suggest a spatial version of equation (2), the
spatial exposure index, which indicates the average exposure of members of group
m to some aspect X of their local environment (for details, see Reardon and
O’Sullivan 2004):

(3)

Because an exposure index measures some characteristic of the average envi-
ronment of a group, it is dependent on the overall prevalence of that characteristic

mP
�*

X � �
p�R

 
tpm

Tm

 X
�

p  dp.

mPX
* � a

r�R

trm

Tm

 Xr .

mPn
* � a

r�R

 
trm

Tm

 prn .

p�pm
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in the region of interest. As the black proportion of the population grows, for ex-
ample, then the exposure of whites to blacks may increase even if the spatial distri-
bution of the black and white populations across a region remains the same.

Measures of “Evenness”

In contrast to exposure measures, “evenness” measures of segregation measure the
extent to which population groups are evenly distributed (relative to one another or
to some environmental characteristic) across a region. A region is highly segregated—
from the evenness perspective—if members of group m are distributed very
differently throughout a region than are members of group n. In this case, mem-
bers of group m will inhabit local environments where group n is disproportionately
underrepresented relative to its share of the regional population. Evenness mea-
sures, unlike exposure measures, are not sensitive to the overall proportions of groups
in the population but rather measure the extent to which groups are differentially
distributed throughout a region, regardless of their overall share of the population.
Thus a region can, for example, exhibit high exposure of group m to n while also
being characterized by perfect evenness—if group n makes up a large share of the
population and groups m and n are identically distributed throughout the region.

There are a number of segregation measures designed to measure “evenness.”
Most commonly used is the dissimilarity index (denoted D), though D has been
criticized for possessing a number of mathematical properties that are inconsistent
with intuitive notions of segregation ( James and Taeuber 1985; Reardon and
Firebaugh 2002; Winship 1978). In particular, D does not appropriately register
changes in the population distribution that should, in principle, change segrega-
tion levels—if, for example, a black family moves from a neighborhood that is dis-
proportionately black to a less-black neighborhood, D does not necessarily indicate
that the latter configuration of households is less segregated than the former.

Other useful measures of evenness are the information theory index (H ),
the Gini index (G ), and the variance ratio index (V ).2 More detail on the defini-
tions, interpretations, and properties of these indices can be found in James and
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2The variance ratio index has gone by many names in the literature–the segregation index
(S ) ( James 1986; Zoloth 1976), the correlation ratio (CR or eta2) (Duncan and Duncan 1955;
Massey and Denton 1988; Stearns and Logan 1986), the proportional reduction in error
(Grannis 1998), the revised index of isolation (Bell 1954), the adjusted group isolation index
(White 1986), the gap-based measure of segregation (Clotfelter 1999), the normalized expo-
sure index (Reardon and Yun 2002), r(ij) (Coleman et al 1982), and the variance ratio index
(V ) ( James and Taeuber 1985). These different names arise because the index can be derived
and interpreted in a variety of ways. For simplicity’s sake, the chapter follows James and
Taeuber and refers to this index as the variance ratio index (V ).
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Taeuber (1985), Massey and Denton (1988), Reardon and Firebaugh (2002), White
(1986), and Zoloth (1976).

The dissimilarity index. Formally, the dissimilarity index (Taeuber and Taeuber
1965) can be written

(4)

The dissimilarity index can be interpreted as the percentage of all individuals who
would have to transfer among units to equalize the group proportions across units
divided by the percentage that would have to transfer if the system started in a
state of complete segregation.

The Gini index. The Gini segregation index ( James and Taeuber 1985) is

(5)

where pm, prm, and psm are the proportions of group m in the population and in
subareas r and s, respectively (the index is symmetric with respect to the two groups,
so it does not matter whether we use group m or n in the calculation). The Gini
index can be interpreted as the sum of the weighted average absolute difference
in group proportions between all possible pairs of subareas divided by the maxi-
mum possible value of this sum (obtained if the system were in a state of com-
plete segregation). Note that the Gini segregation index is related to, but distinct
from, the more familiar Gini index of inequality, which is a common measure of
income inequality (see for example, Schwartz and Winship 1980). Like the dis-
similarity index, the Gini index of segregation exhibits several undesirable prop-
erties ( James and Taeuber 1985; Reardon and Firebaugh 2002), though perhaps
the primary reason it has been less commonly used is that it is computationally
more demanding to calculate than D and other indices.

The variance ratio index. The variance ratio index ( James and Taeuber 1985)
is defined as

(6)

where pm and prm are the group m proportions in the total population and in
subarea r, respectively (again, the index is symmetric with respect to groups
m and n, so it does not matter which group is used in the calculation). The
variance ratio index can be interpreted as the proportion of the variance in

V � a
r�R

tr (prm � pm )2

Tpm(1 � pm )
,

G �a
r�R
a
s�R

tr ts �prm � psm �
2T 2pm(1 � pm )

,

D �a
r�R

tr �prm � pm �
2Tpm(1 � pm )

,
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group membership that is accounted for by between-subarea differences
in group proportions.3

The information theory index. The information theory index (also called the Theil
index, after its originator) measures the variation in diversity across subareas, where
the diversity of a population is defined as the entropy (E ) of the population:

(7)

where there are M � 2 groups in the population.4 The entropy takes on a value
of 0 if and only if the population is made up of a single group and has its maxi-
mum if each of the M groups are equally represented in the population. The in-
formation theory index (Theil 1972; Theil and Finezza 1971) is then defined as

(8)

where Er is the entropy in subarea r. Note that H—unlike D, G, and V—is implic-
itly defined as a measure of segregation among multiple population groups,
because the entropy is defined for any M � 2.

These are not the only measures of “evenness” that have been proposed
and used in research on segregation, but they are the most commonly used. In
each case, the index has a minimum value of 0—obtained if and only if each sub-
area has the same group composition—and a maximum value of 1—obtained if
and only if each subarea is comprised of a single group.

Measures of Multigroup Segregation

The dichotomous indices of segregation that measure evenness (D, G, and V ) each
have multigroup analogs (Reardon and Firebaugh 2002), whereas H is implicitly

H � a
r�R

tr(E � Er )

TE
,

E � a
M

m�1
 pm  ln 

1
pm

,
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3Note that V can also be defined in terms of the ratio of the exposure of group m to group n
to the proportion of group n in the population:

Thus, V can be interpreted as a “normalized” exposure index or as a measure of the relative
gap between the actual exposure of group m to n and the exposure that would be experienced
if the two groups were both evenly distributed through a region.
4Note that we define:

Note also that E can be defined with logarithms to any base; we use the natural logarithm
for simplicity here.

0 # 1n(l�0) � lim
pS0

[p # 1n(l�p )] � 0

V � 1 �
mPn

*

pn
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defined as a multigroup measure (Theil 1972; Theil and Finezza 1971). Each of
these multigroup measures of evenness describes the extent to which M � 2 pop-
ulation groups are similarly distributed among subareas. Reardon and Firebaugh
(2002) provide an extensive review of these multigroup indices and their mathe-
matical properties, concluding that the information theory index (H ) is the most
flexible and conceptually appropriate multigroup measure of evenness.

The choice of whether to use a two-group or multigroup index of segrega-
tion depends on the specific question of interest. In a region where the population
is composed of three groups (white non-Hispanic, black non-Hispanic, and
Hispanic, for example), we may be interested in the segregation between two spe-
cific groups (for example, how segregated are white from black residents?); or we
may be interested in the segregation among all three groups (for example, how seg-
regated are white, black, and Hispanic residents from one another?). In the first
case, any of the two-group indices would be appropriate; in the second case, a
multigroup index is required.

Measures of Income Segregation

Segregation indices to measure income segregation (or, more generally, segregation
along any continuous variable) have only recently been developed. The most use-
ful measure of income segregation is the Neighborhood Sorting Index (NSI ), which
measures the proportion of income variation that lies between subareas ( Jargowsky
1996, 1997). If Xi is a measure of income for person i, then the NSI is defined as

(9)

where is the mean income in subarea r and is the mean income in the re-
gion. The NSI can be interpreted as the ratio of the standard deviation of subarea
mean incomes (weighted by subarea population) to the standard deviation of in-
come in the regional population.

Measures of Spatial Segregation

All of the segregation indices described thus far are aspatial—meaning that they
treat each census tract as an isolated neighborhood and do not account for the spa-
tial patterning of tracts. Although such indices have been commonly used in many
studies of residential segregation, they suffer from the checkerboard problem and
MAUP issues, as previously described. A class of spatial racial and ethnic segre-
gation indices developed in recent decades, however, is designed to better account
for spatial patterns of residential locations (Frank 2003; Grannis 2002; see, for ex-
ample, Morgan 1983a, 1983b; Morrill 1991; O’Sullivan and Wong 2004; Reardon

XXr

NSI � Bgr�R tr(Xr � X )2

g i(Xi � X )2
,
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and O’Sullivan 2004; White 1983; Wong 1993, 1998, 1999; Wu and Sui 2001).
Although there are many such spatial indices, Reardon and O’Sullivan (2004) show
that most fail to meet a set of criteria that ensure they adequately address MAUP
issues and match theoretically meaningful conceptions of segregation.

One reason for relying on explicitly spatial measures of segregation is to
reduce MAUP-induced measurement error. Measurement error is typically only
a minor concern in cross-sectional analyses of segregation, as the error typically
constitutes only a small portion of the variance in segregation levels across regions.
In analyzing changes in segregation levels, however, measurement error is an im-
portant concern, because measurement error constitutes a greater portion of
the variance of changes than of cross-sectional levels. This point is largely over-
looked in research on changes in segregation, although it has important implica-
tions for research on the causes and consequences of segregation changes.
Moreover, studying changes in segregation levels is more likely to reveal important
relationships between segregation, social policy, and social outcomes—it enables
researchers to understand how social policy affects patterns of residential change
and helps to isolate the relationship between exogenous changes in segregation
patterns and changes in average child and family outcomes as an effective way
to determine if reducing segregation levels would improve children’s and families’
life chances. For both of these types of research questions, statistical models of
change (for example, fixed-effects models) will provide less biased estimates
of causal relationships among policies, segregation levels, and outcomes. Because
spatial segregation measures are arguably less susceptible to MAUP-induced
measurement error, they are preferred in such analyses, though they have been
relatively little used in research on changes in segregation.

Reardon and O’Sullivan (2004) propose a conceptually straightforward and
general approach to measuring two-group and multigroup segregation in a way that
accounts for spatial patterns. They suggest that a segregation index should measure
the extent to which the local environments of individuals differ in their racial or
socioeconomic composition (or, more generally, in any population or environmen-
tal trait), where each individual inhabits a “local environment” whose population is
made up of the spatially-weighted average of the populations (or other character-
istics) at each point in the region of interest. Typically, the population at nearby
locations will contribute more to the local environment of an individual than will
more distant locations (a “distance-decay” effect). Given a particular spatial weight-
ing function and data on the residential location of households, it is straightforward
to compute the spatially-weighted racial (or socioeconomic) composition of the local
environment of each location (or person) in the study region. Given this, spatial
exposure is measured by computing the average composition of the local environ-
ments of members of each group. Spatial evenness is measured by examining how
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similar, on average, the racial (or socioeconomic) compositions of all individuals’
local environments are to the overall composition of the study region. If each per-
son’s local environment is relatively similar in composition to the overall population,
there is little spatial unevenness; conversely, if there is considerable deviation from
the overall composition, there is high spatial segregation (unevenness).

For example, to compute a spatial version of the information theory index,
Reardon and O’Sullivan first define the spatially-weighted entropy at each point p as

(10)

This is the entropy of the local environment of point p. It is analogous to the en-
tropy of an individual tract, Er, used in the computation of the aspatial segrega-
tion index H (if we define the local environment of p to be tract r, then ),
except that may incorporate (proximity-weighted) information on the racial
composition at all points in R, not just the racial composition of the tract where p
is located. The spatial information theory segregation index, , is then defined as

(11)

where T is the total population and E is the overall regional entropy as in equation (8).
The spatial information theory index is the spatial analog to the usual informa-
tion theory index H, a measure of how much less diverse, on average, individuals’
local environments are than those of the total population of region R.

Jargowsky and Kim (2004) have recently proposed a spatial index of income
segregation, based on the NSI. This index, the Generalized NSI, takes into account
the spatial patterning of census tracts in measuring income segregation.

Choosing Appropriate Segregation Indices

In any given study, the choice of a segregation index depends on: (1) the di-
mension (exposure or evenness) of segregation of interest; (2) the population
dimension of interest (which may be indicated by a binary variable, such as gen-
der, a multigroup categorical variable, such as race, or a continuous variable, such
as income); and (3) the extent to which it is important to account for the spatial
proximity of locations. Table 7.1 summarizes the previously described indices
with regard to these three aspects. In addition, Table 7.1 indicates whether each
index is decomposable in two different ways (Reardon and Firebaugh 2002;
Reardon and O’Sullivan 2004; Reardon et al. 2000). Here, organizational de-
composability indicates that an index can be decomposed into components of

H
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segregation attributable to between- and within-subregion segregation (for ex-
ample, into segregation between a city and suburbs and within cities and sub-
urbs separately); grouping decomposability indicates that a multigroup index can
be decomposed into components of segregation attributable to segregation be-
tween and within different clusters of population subgroups (for example, into seg-
regation between white and minority families and segregation among different
minority subgroups).

If a measure of exposure is required, then a version of the P* exposure index
must be used; both spatial and aspatial versions are available. There are more in-
dices that measure evenness for two-group and multigroup population dimensions,
each of which (except the Gini index) have both spatial and aspatial versions. Rear-
don and Firebaugh (2002) and Reardon and O’Sullivan (2004), however, note that
the information theory index (H ) and the variance ratio index (V ) have more at-
tractive mathematical properties than the others, in part because they are decom-
posable and in part because they register changes in segregation more appropriately
in response to household mobility. Finally, if segregation is to be measured along
some continuous population dimension—such as income—then the Neighborhood
Sorting Index (NSI ) is available in both spatial and aspatial versions.

Computing Segregation Indices

The formulae for computing aspatial segregation indices generally require sum-
ming (or double-summing, in the case of the Gini index) over all subareas in a re-
gion. Most software packages do not have built-in routines for computing these
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TABLE 7.1. PROPERTIES OF SEGREGATION MEASURES.

P* D G V H NSI

Dimension
Exposure ✓
Evenness ✓ ✓ ✓ ✓ ✓

Variable Types
2-Group ✓ ✓ ✓ ✓ ✓
Multigroup ✓ ✓ ✓ ✓
Continuous ✓

Spatial
Aspatial ✓ ✓ ✓ ✓ ✓ ✓
Spatial ✓ ✓ ✓ ✓ ✓

Decomposability
Organizational ✓ ✓ ✓ ✓
Grouping ✓
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indices, though the formulae are relatively easily programmed and require only
data on population subgroup counts for each tract or subarea.5 The spatial mea-
sures of segregation, however, are more complicated to compute and typically
require geographic information systems (GIS) software and data on the spatial
patterning of census tracts.

The Association of Segregation with Population Outcomes

One of the primary reasons for measuring segregation is to assess the association
between segregation patterns and group differences in some health or social out-
come. In education, for example, we are interested in knowing whether racial
segregation among schools is associated with racial achievement gaps. Likewise, in
public health, we are interested in whether racial or socioeconomic segregation is
associated with racial or socioeconomic differences in disease rates or mortality.

This final section gives a brief introduction to methods of assessing the associa-
tion between segregation and health and social outcomes. The section begin by
considering three simple models for the ways that segregation may be associated with
some social outcome Y (for example, asthma). First, suppose that residents of neigh-
borhoods with higher proportions of black residents have higher rates of asthma,
regardless of their individual race (this might happen, for example, if air quality were
negatively correlated with the proportion of black residents in a neighborhood and if
air quality affects black and white residents similarly). Formally, this would imply that

(12)

where G indicates racial group membership, and r indexes neighborhoods. In this
first model, neighborhood racial composition is associated with asthma, result-
ing in an observed racial difference in asthma rates across a region, even if there
is no difference in asthma rates between black and white residents living in the
same neighborhoods.

A second model would suggest that the segregation level of a region might be
associated with average outcomes of all groups within a region. It might not
be farfetched to imagine that mortality rates are higher for all racial groups in
more segregated cities, if segregation leads to increased stress, conflict, and vio-
lence among groups. If this were true, we would expect to observe

(13)Corr(Yj , Sj ) Z 0,

Corr(Yir, Gr ) � Gir Z 0,
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5In the Stata statistical software package, the command seg (installed by typing “ssc install
seg” from within Stata) will compute each of the aspatial measures of exposure and evenness
described here (Reardon 2002; Stata Corporation 2003).
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where j indexes regions and Sj is a measure of segregation in region j. In this model,
segregation is associated with mean outcomes for all racial groups equally.

More likely, perhaps segregation is associated with unequal outcomes among
segregated groups. Returning to the asthma example, if air quality were correlated
with neighborhood racial composition, then we would expect to observe larger racial
differences in asthma rates in more segregated regions, because the racial differences
in average exposure to poor air quality will be larger in more segregated regions.
Formally, if m and n indicate distinct groups in region j, we would expect to observe

(14)

Such a model implicitly assumes that either group m or n tends to benefit more,
on average, from segregation patterns.

Hypotheses of these types can be tested with regression techniques. Shown
first are models with individual-level data that also show that one can estimate
these with only group-specific aggregate data on an outcome Y. To test model 1,
suppose one collects data on some outcome of interest for a sample of members
of groups G � 0 and G � 1 in some region. One can estimate the average dif-
ference in outcomes between the groups by fitting the simple regression model

(15)

From this model, one obtains , an estimate of the difference in the average value
of Y between the two groups. If we let r index neighborhoods (often operational-
ized as census tracts or blocks but not necessarily) and define as the average
value of G in neighborhood r (this will be the proportion of the population in
neighborhood r who are members of the group indicated by G ), we can then es-
timate the following regression model:

(16)

Fitting this model yields , an estimate of the within-neighborhood associa-
tion between G and Y, and , an estimate of the between-neighborhood asso-
ciation between and Y after controlling for individuals’ group membership (b2

is often termed the neighborhood compositional effect of group membership,
though the term “effect” here should be understood as describing as association, not
a causal process). Note that b2 is the parameter of interest in model 1, as it describes
the association between neighborhood racial composition and Y, holding individ-
ual race constant. A useful relationship between equations (15) and (16) is that

(17)

where V is the variance ratio index segregation measure between the two groups
defined by the dichotomous variable G (see equation 6). This result allows us to

d1 � b1 � b2V,

G

b̂̂2

b̂̂1

Yri � b0 � b
1
Gri � b2Gr � eri .

Gr

d̂̂1

Yi � d0 � d1Gi � ei .

Corr(Ymj � Ynj , Sj ) Z 0.
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decompose the average difference in outcomes into a within-neighborhood com-
ponent (b1) and a between-neighborhood component (the product of the associ-
ation between neighborhood composition and the outcome [b2] and the level of
segregation in the region [V ]).

If the within-neighborhood effect is zero, this means that there is, on average,
no difference in outcomes between members of different groups residing in the same
neighborhoods, and so the total difference in outcomes between groups is associated
with neighborhood segregation. If the between-neighborhood effect is zero, in con-
trast, then segregation cannot be responsible for the difference between groups (as-
suming the model specified is correct), regardless of how high segregation levels are.
Conversely, if segregation levels are very low, then even a strong association between
neighborhood composition and the outcome will not produce a large outcome gap.

Next consider models 2 and 3. In these models, we are interested in how seg-
regation is associated with the observed outcomes (on some variable Y ) of two
groups (denoted by G � 0 and G � 1). If we have data on a number of regions
(indexed by j ) and we measure segregation with some segregation index S, we can
write a multilevel linear model (Raudenbush and Bryk 2002) describing the as-
sociation between Y, G, and S:

where:

(18)

In this model, g00 indicates the average outcome Y in a region with an average
level of segregation S; likewise, g10 indicates the average within-region between-
group difference in outcomes Y in a region with an average level of segregation S.

The coefficient g01 indicates the association between segregation levels and the
average value of Y; the coefficient g11 indicates the association between segrega-
tion levels and the within-region between-group difference in average values of Y.

Note that we do not need individual-level data to estimate this model. If we
average equation (18) over all individuals within each region j, we obtain

(19)

We can estimate g00 and g01 directly from aggregated data on Y and measured lev-
els of segregation S. The parameter g01 is the parameter of interest in model 2, as
it describes the association of regional segregation with Y for all individuals.

Likewise, if we average equation (18) over all individuals of groups G � 1 and
G � 0 separately within each region j, we obtain

(20)  Y1j � g00 � g01(Sj � S ) � (g10 � g11(Sj � S ) � u1j ) (1 � Gj ) � u0j 

Yj � g00 � g01(Sj � S ) � u0j .

b1 j � g10 � g11(Sj � S ) � u1j .

b0j � g00 � g01(Sj � S ) � u0j 

Yij � b0j � b0j(Gij � Gj ) � ei j
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and

. (21)

Subtracting (21) from (20), we obtain the between-group gap on Y in region j
(denoted by (d1j ):

(22)

Thus, we can estimate g10 and g11 directly from the observed within-region av-
erage between-group differences in Y and measured levels of segregation S. In
model 3, g11 is the parameter of interest, as it describes the association between
segregation and the size of the between-group difference in Y.

If segregation S is measured with the variance ratio index V, then from equa-
tions (22) and (17), we have

(23)

This implies

(24)

Thus, we can estimate b1 j and b2 j in equation (17) for each region j from aggre-
gated data alone, so long as we have data from multiple regions (and we assume
model [18] is correct). With only a measure of the between-group gap in Y for
each region and the computed variance ratio index for each region, we can esti-
mate the average within-neighborhood gap for each region and the association
between neighborhood composition and Y, net of group membership.

Finally, note that we can add to any of these models a vector of variables
representing mechanisms through which segregation may be related to the out-
comes. In the asthma model, for example, we might add measures of air quality to
equations (16) and (22); if the inclusion of this variable reduced the coefficient g11

to 0, this would suggest that the association between segregation and asthma was
explained by between-neighborhood differences in air quality. It is important to
note, however, that the inclusion of potential mediator or confounder variables,
or both, is not necessarily straightforward in contextual effect models, owing to se-
lection mechanisms, endogeneity, and cross-level interactions (for more discussion
of the complexities in making causal inferences from contextual effect models, see
Morgenstern 1995; Oakes 2004).

 � d1j � g11Vj

 b1j � g10 � g11V � u1j .

 b2j � g11

 � b1j � b2jVj

 � [g10 � g11V � u1j] � g11Vj .

d1j �  g10 � g11(Vj � V ) � u1j

 � g10 � g11(Sj � S ) � u1j

 d1j �Y1 � Y0j 

  Y0 j � g00 � g01(Sj � S ) � (g10 � g11(Sj � S ) � u1j )Gj � u0j 
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Summary

In this chapter, three central issues involved in answering the question of whether
segregation is associated with subgroup differences in health or social outcomes
were addressed. Careful analyses of segregation and health and social out-
comes require, first, a clear conceptualization of what is meant by “segregation.”
Theory and prior research are typically useful for determining which conceptual
definition of segregation is most appropriate in a given context. Second, segrega-
tion research requires a measure or measures of segregation appropriate to the con-
ceptual framework and hypothesized mechanisms. This chapter has briefly reviewed
this literature; the interested researcher, however, should consult some of the arti-
cles cited here for further detail. Finally, the chapter described some simple statis-
tical models for inferring descriptive associations between measured segregation
and individual and subgroup outcome patterns. The models described in this sec-
tion are intended as outlines only. In particular, models of the sort described here
may be appropriate for estimating patterns of association between segregation and
outcomes, but they do not necessarily produce unbiased estimates of causal asso-
ciations between segregation and observed health and social outcomes. As in all
statistical analyses, the old caveat applies: correlation does not imply causation. In
fact, designing studies and analytic strategies for inferring the effects of segregation
on health and social outcomes is an area of research where much work remains
to be done, both methodologically and substantively. This is a rapidly developing
field where social epidemiologists might make important contributions.
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This chapter concerns approaches that are used to characterize communi-
ties or neighborhoods within public health research. Research on the influ-

ence of community context or residential neighborhoods has increased
exponentially in the last decade of the twentieth century (Diez-Roux 2000;
Duncan et al. 1998; Kawachi and Berkman 2003; O’Campo 2003; Sampson et al.
2002). Because this research has primarily focused upon urban environments, we
will not address non-urban research on neighborhoods except to say that more
research is needed on how neighborhood is conceptualized and how it influences
the health of suburban and rural residents.

The literature distinguishes between neighborhood, which usually refers to a ge-
ographically bounded area, and community, which often identifies a group of in-
dividuals concerned with a common issue (for example, school issues, crime
control, or urban development). Communities can also have a geographic com-
ponent (for example, communities concerned with a local school issue), so there
is some overlap between the two terms. Even this simplistic description of neigh-
borhood, however, fails to capture the challenges related to ensuring the identi-
fication of appropriate geographic boundaries of relevance to residents within
neighborhoods or boundaries appropriate for particular health issues. Never-
theless, neighborhoods are thought to possess physical characteristics, social and
economic resources (or lack of), and an element of social interaction (positive,
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negative, or neutral) between residents. It is the measurement of these compo-
nents of neighborhood that we devote our attention to in this chapter.

Because of the convenience of using data readily available by census units—
census tract, census block groups—census designations are often used in the United
States and Canada as a proxy for geographically based neighborhoods. Although
it is clear that residents do not normally consider specific census boundaries to de-
scribe the borders of their neighborhoods, emerging research suggests that cen-
sus units—census block groups and census tracts—are reasonable proxies for
neighborhoods (Bond-Huie 2001; Krieger et al. 2003a, 2003b; O’Campo 2003;
Ross et al. 2004). Although there is much concern about the issue of the appro-
priate unit of analysis or best geographic designation in the literature on “neigh-
borhoods,” it is unlikely that a single answer will, or needs, to emerge. The
tradeoffs of using smaller versus larger geographic units of analysis, however, are
noted extensively in the literature (for example, Duncan et al. 1998; Raudenbush
and Sampson 1999) and should be considered when designing a neighborhood
study.

Measurement Strategies for Residential
Neighborhoods

To effectively examine effects of neighborhoods on individual outcomes, careful
attention is required as to how characteristics of neighborhoods are operational-
ized. A variety of approaches have been used in the neighborhood literature, each
with its own strengths and weaknesses. We will loosely organize existing sources of
neighborhood measures as either subjective measures (based upon individuals’ reported
perceptions) or so-called objective measures. The most common source of objective
data used to operationalize neighborhood characteristics is the census. Census

data have been used to provide indicators of socioeconomic position of the neigh-
borhood (poverty rate, unemployment rate, average household income, and so
forth), population stability (for example, proportion of residents who have moved
in the last five years), as well as race or ethnic composition. Some researchers have
employed census data as single indicators (Brooks-Gunn et al. 1993; Diez-Roux
et al. 1997; O’Campo et al. 1997; Ross 2000), whereas others have used indices
that combine information from multiple census variables (Beyers et al. 2003;
Caughy et al. 2003; Malmstrom et al. 1999). Regardless of the specific census vari-
ables used or whether they are combined into indices or not, the researcher
interested in neighborhood effects should be guided by theory in identifying the
best use of census data. Rajaratnam et al. (2005) conducted a comprehensive
review of the maternal and child health literature between January 1999 and
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March 2004 and identified 32 research articles that included measurement of
neighborhood characteristics. Census data, particularly data regarding economic
characteristics, were by far the most frequent data used to characterize neighbor-
hoods; however, few of the articles reviewed by Burke et al. (2005) used health-
specific theories to explicate why certain census indicators were used.

There are aspects of census data that have not been capitalized upon in the
extant neighborhood research literature. Few researchers have used historical cen-
sus data to capture the manner in which neighborhoods may have changed over
time. For example, data from the 1970, 1980, 1990, and 2000 census regarding
poverty rates could be used to identify neighborhoods that have experienced sig-
nificant declines, improvements, or change in recent decades. Relying on cross-
sectional data of neighborhoods masks the fact that neighborhoods are dynamic,
and the change experienced in a neighborhood over time may be as important as
or more important than its status at a single point in time. Another aspect of cen-
sus data that has not been exploited is the variability within neighborhoods. Most
operational measures of neighborhoods using census data have relied on measures
of central tendency, such as average household income. Income inequality theo-
rists suggest that disparities in economic resources between individuals may be an
important explanatory factor for understanding social inequalities in health out-
comes. Likewise, inequalities within neighborhoods may be important because
they may undermine social cohesion and collective efficacy, neighborhood social
processes that have been suggested as important mediators of neighborhood effects
(Sampson 1991, 1992).

Although census data are the most frequently exploited of the objective
sources of neighborhood data, they are not the only sources. Administrative
data sources such as crime data, liquor license data, tax parcel data, and city data
on housing violations are all examples of sources of objective data that may be
useful in operationalizing neighborhood context. Just as with census data, how-
ever, the investigator’s theory regarding how neighborhoods affect individuals
should guide the selection of measures to use and how they should be formulated
(Rajaratnam et al. 2005). For example, crime data can be used in a variety of dif-
ferent formats. Should one include all crimes or only “serious” crimes such as mur-
der or rape? Should crimes against property (burglary, auto theft, and so forth) be
considered separately from crimes against people? Should the crime variable
be calculated to represent number of crimes per capita or number of crimes per
square mile? The driving force behind these decisions should be the investigator’s
theory regarding how crime is related to individual health and well-being. For
example, one may hypothesize that the negative effects of crime are mediated
by the stress created by living in crime-ridden areas; however, there is empirical
evidence that individual perceptions of crime may be inconsistent with actual
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crime rates. Taylor (2001) reports that Baltimore residents perceived that crime
was increasing during a period of time when rates were actually falling. His
conclusion was that these perceptions were driven more by discrepancies between
the city of Baltimore and the surrounding metropolitan area than by the actual
crime rates themselves. If a researcher is interested in stress-related reactions to
neighborhood crime, focusing on discrepancies between area crime rates and
surrounding areas may be a more fruitful approach.

Observational Measures of Neighborhoods

Another objective measure of neighborhoods that has been used less frequently
is systematic observation of the neighborhood context. Observational methods used have
ranged from making videotapes while driving through the neighborhood and
coding them at a later time (Raudenbush and Sampson 1999) to shorter “wind-
shield” assessments (so called because the neighborhood is observed and coded
while driving through; Laraia et al., unpublished manuscript under review) or
checklists that are coded while walking through the neighborhood on foot
(Caughy et al. 2001). Observations allow one to characterize neighborhoods in
terms of factors that are not captured in routine data sources such as the census.
Most frequently, neighborhood observations have been used to collect data re-
garding physical incivilities, such as trash, graffiti, or boarded-up homes. In ad-
dition, some researchers have used observations to collect data on social incivilities
such as drug dealing or other illegal activity, levels of social interaction, or re-
sources in the neighborhood, such as facilities for child play. Although collecting
observational data provides an opportunity for characterizing neighborhoods
in a much richer way as compared to that provided by routine data sets, the
collection and analysis of these data provide their own unique set of challenges.
The timing of data collection should be considered, especially with regard to ob-
serving social interaction and other human behavior. Qualitative data have ex-
tensively documented that patterns of activity in neighborhoods often vary
significantly across the day, both in terms of volume of activity as well as the char-
acteristics of the individuals out and about in the neighborhood (Burton and
Price-Spratlen 1999). Neighborhood activity level is also affected by time of year,
with outdoor activity more likely when weather permits. The relevance of these
neighborhood characteristics to the particular research question should be para-
mount in determining the timing of data collection. For example, if the objec-
tive is to observe social interactions of children in the neighborhood, scheduling
observations during weekday school hours would be problematic. Likewise, if ob-
serving illegal drug activity is a high priority for the researcher, scheduling
observations during morning hours would likely give a skewed view of such
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activity in the neighborhood. One option is to standardize observation times
across the neighborhoods being observed to avoid confounding the neighborhood
measures with time of assessment. Other researchers have used time of day as
a covariate in analyses using observational data to address this issue (Raudenbush
and Sampson 1999).

Data reduction of neighborhood observational data provides another set of
challenges. Different approaches have been used by different researchers, which
have complicated the comparison of findings across studies. Some researchers
have used complex analytic models to estimate the probability of different latent
constructs at a larger geographic unit, such as a census block group (Caughy et al.
2001; Raudenbush and Sampson 1999). Other researchers have created simple
summary measures for the block on which the respondent lives. For example,
Kohen et al. (2002) rated the traffic; garbage and litter; people loitering, argu-
ing, or intoxicated; and the general condition of buildings for an area 500 feet in
either direction from the respondents’ homes. Differing levels of aggregation of
observational data may have differing implications, depending upon the health or
well-being outcome under examination. For example, the physical characteristics
of the immediate block may be most relevant when studying the activities of daily
living of elderly individuals who have limited mobility in the neighborhood,
whereas, the physical and social characteristics of a broader geographic area might
be important for studying the delinquent behavior of adolescents.

Additional research is needed to explore how observational measures of neigh-
borhoods perform in a variety of settings, both urban and rural. To date, the use
of such measures has been almost wholly limited to urban areas, primarily in cities
in the northeast. Virtually no application of these observational measures in rural
areas has been conducted. In addition, few studies have used the same measures,
limiting our ability to compare findings across investigations. Laraia et al. com-
pared application of the same tool in an urban area in the south with the tool
reported by Caughy et al. (2001) and found very different neighborhood envi-
ronments than those in Baltimore (Laraia et al., unpublished manuscript under
review).

Measures on Perceptions of Neighborhoods

Subjective measures of the neighborhood environment have been extensively used
in research on neighborhood effects. In most cases, neighborhood residents are
asked to report their perceptions of their neighborhood or their neighbors with
regard to a variety of dimensions, such as physical and social disorder in the com-
munity, degree of connectedness between community residents, and perceptions
regarding the degree to which community members are willing to act collectively
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on behalf of the community as a whole. Robert Sampson, a sociologist at the Uni-
versity of Chicago, has written extensively regarding neighborhood social
processes, focusing most explicitly on what Sampson et al. (1997) have coined col-
lective efficacy (see also Sampson 1991). Sampson (1991, p. 10) has defined collec-
tive efficacy as the “linkages of mutual trust and the shared willingness to intervene
for the common good” of the community and as comprising two components: so-

cial cohesion, or the sense of connectedness, and informal social control, the willingness
to intervene in community problems. Sampson et al. have developed a neigh-
borhood perceptions measure in their work with the Project for Human Devel-
opment in Chicago Neighborhoods (Earls 1999). In addition, neighborhood
perceptions measures have been reported by Buckner (1988), Coulton et al. (1996),
and McGuire (1997). Although specific items and constructs differ across the
individual measures, most of them attempt to tap into some aspect of social
cohesion and informal social control, and some go further by tapping into physical
and social disorder, patterns of social interaction and mutual exchange, community
involvement, and use of and satisfaction with community resources.

Perceptions of neighborhood climate and social processes represent data that
cannot be obtained in any way other than by interviewing individuals who live in
the neighborhood. Certain analytic issues, however, must be kept in mind when
relying upon perceptions data as a way of measuring neighborhood context. First,
each respondent can be viewed as an imperfect “informant” about the neigh-
borhood in which he lives. Raudenbush et al. (1991) has described the analytic is-
sues of dealing with such data collected to assess characteristics of schools as well
as neighborhoods (Raudenbush and Sampson 1999). The accuracy of a neigh-
borhood informant is affected by his length of residence in the neighborhood as
well as such personal characteristics as psychological well-being, among other
things. Individuals who moved to a neighborhood recently would have a different
length of experience in the neighborhood and therefore present different per-
ceptions of neighborhood social processes. Depending on length of residence, they
may not have had a chance to develop social networks in the community. Indi-
viduals who are psychologically depressed may have perceptions that are skewed
as a function of their own mental health status.

Care must be taken when using neighborhood perceptions data to create
neighborhood-level variables. One approach that is frequently used is to aggre-
gate the individual responses of neighborhood residents to create a neighborhood-
level average for each variable or construct. The problem with this approach is
that it does not account for the measurement error inherent in each individual’s
response as a function of length of residence in the neighborhood, psychological
status, or other individual factors. One approach to address this issue includes
incorporating individual-level variables into the analysis that the investigator

198 Methods in Social Epidemiology

c08.qxd  3/31/06  3:14 PM  Page 198



believes influence perceptions of the neighborhood, such as a measure of the in-
dividual’s psychological status. Another method is to use random effects analytic
approaches (Bryk and Raudenbush 1992; Goldstein 1995; Muthen and Muthen
1998) that separate the variance in neighborhood perceptions between neigh-
borhoods from the variance in neighborhood perceptions between individuals in
the same neighborhood.

The researcher should also consider carefully how the perceptions variables
are operationalized when they are included in the analysis. The form of the
variable should be dictated by the theory that the researcher has regarding the na-
ture of the relationship between the neighborhood variable and the outcome of
interest. For example, using a variable in continuous form assumes that the rela-
tionship with the outcome is linear as well as similar along the entire continuum
of the neighborhood variable. In contrast, perhaps the true form of the rela-
tionship is a “threshold” effect. That is, any relationship between the conditions
in the neighborhood and health outcomes is only observed at certain extreme
levels, either low or high. For example, social cohesion is a characteristic of neigh-
borhoods that is often considered to be protective of good health and positive out-
comes (Cattell 2001; Franzini et al. 2005; Ross 2000). It may be, however, that the
protective effects of neighborhood cohesion for a particular health problem are
only seen once a certain threshold is achieved, with levels above that being
inconsequential. If, in this situation, the neighborhood variable is incorporated in
the analysis as a continuum rather than a binary variable to capture the thresh-
old effect, any association between the neighborhood social processes and that
health problem will be missed. In our own work, we have found that very low levels
of psychological sense of community (a construct similar to social cohesion) was
predictive of child mental health outcomes, whereas the continuous form of the
measure was unrelated (Caughy et al. 2003).

Another issue regarding neighborhood perceptions data is the agreement, or
lack thereof, with objective measures that tap the same neighborhood character-
istics. For example, one can ask residents about the degree of physical disorder in
the neighborhood such as graffiti or trash or about the degree of social disorder
such as disorderly groups of adults or teens. In contrast, one can make direct
observations of these conditions by walking through the neighborhood, as previ-
ously described. Agreement between individual perception of neighborhood con-
ditions and objective observations of neighborhood conditions may be quite
low. To illustrate this, we use data from two studies conducted in Baltimore,
Maryland: a study of 307 preschoolers and their families living in fifty-seven dif-
ferent census block groups, and a study of 405 elementary school-age children
and their families living in ninety-one different census block groups. Data collec-
tion methods and measures were similar between the two studies. During a visit
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to the home, the primary caregiver of the participating child answered a number
of questions about the physical and social conditions of the neighborhood, using
the Neighborhood Environment for Children Rating Scales (NECRS) (Coulton
et al. 1996). The “physical/social disorder” scale of the NECRS included fifteen
items reflecting frequency of such neighborhood problems as trash, graffiti, aban-
doned cars, drug dealers, gangs, and loitering. Objective assessments of neigh-
borhoods by trained observers were conducted in a similar manner with a checklist
adapted from the work of Ralph Taylor (Perkins et al. 1992; Taylor et al. 1984)
and the Project for Human Development in Chicago Neighborhoods (National
Opinion Research Center 1996) The data collection tool and methodology is
described in detail in Caughy et al. (2001); in brief, two observers rated each
face block on a forty-five- to fifty-item checklist that included ratings of the amount
of graffiti and trash, the condition of buildings, the condition of grounds and un-
developed spaces, indications of block uniformity and territoriality, type of street,
neighborhood resources, and presence and activities of people. In the preschool-
ers study, ratings were conducted for every face block in each of the fifty-seven
block groups in the study, for a total of 1,135 streets observed. For the elementary
school study, ratings were conducted for the face block on which the participating
child lived plus a cluster of up to six streets surrounding this street, for a total of
1,290 streets observed.

For each study, a summary indicator of physical disorder was created from
the observational data that included the amount of graffiti and trash and the con-
dition of buildings and grounds. For the preschoolers study, this indicator was cre-
ated as a summary measure from every face block in the entire census block group.
For the elementary school study, two indicators were created: one that was a sum-
mary measure for the street on which the target child lived, and one that was a
summary measure for the cluster of streets surrounding the child (including the
street on which the child lived). Higher scores on these summary measures indi-
cated higher rates of graffiti and trash and a greater density of abandoned or
boarded up buildings and poorly kept spaces. To compare physical disorder as
objectively assessed by our observers with the perceptions of physical disorder of
our participants, we used data of participants’ reports of their neighborhood phys-
ical disorder. We then ranked and categorized both participants’ reports of their
neighborhood perceptions as well as the measure of physical disorder based on
our observations into quartiles. We used a weighted Kappa statistic to quantify the
degree of agreement between perceptions and observed measures of physical dis-
order. For the preschoolers study, with observed physical disorder summarized at
the block group level, Kappa was .49. This indicates that there was very little
agreement between the quartile of physical disorder as perceived by the partici-
pant with that observed by trained data collectors. Among those individuals whose
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physical disorder was observed to be in the lowest quartile of all block groups
observed, approximately 22 percent of the reported perceptions of physical dis-
order in their neighborhood fell into the highest quartile. Of those observed to be
in the highest quartile of all block groups observed, approximately 10 percent of
the perceptions of their neighborhoods fell into the lowest quartile of physical
disorder.

One possible reason for this low level of agreement could be the degree of
heterogeneity within a block group. If physical disorder varies widely from one
part of a block group to another, then a summary measure estimated for the block
group may not agree with how an individual perceives the neighborhood imme-
diately surrounding his or her home. As described previously, the observed mea-
sures of physical disorder in the second sample from Baltimore were summarized
at a smaller geographic area—one summary measure for a cluster of six or seven
streets surrounding the participant’s house and another summary measure for the
face block on which the participant lived. The level of agreement between per-
ceived disorder and observed disorder did not improve when the geographic area
was smaller. For the cluster of six or seven streets, the level of agreement between
perceived and observed disorder was .34. For the individual block on which the
participant lived, the level of agreement between perceived and observed physi-
cal disorder was .25.

The obvious lack of agreement between objective measures of neighborhood
context and residents’ perceptions of those same neighborhood characteristics
forces the researcher to critically consider the mechanisms underlying neighbor-
hood effects on individual well-being. If neighborhoods affect health, there must
be a mechanism whereby conditions of the neighborhood—conditions that by
definition are external to the individual—are translated into differences in phys-
iological or psychological processes (or both) that are internal to individual resi-
dents. Whether neighborhood effects are derived from physical exposure to risk
factors (such as environmental pollutants or conditions that increase risk of injury)
or effects of neighborhood stress in compromising individual psychological well-
being or both, different mechanisms have different implications for understand-
ing and dealing with the discrepancy between observed and perceived
neighborhood characteristics. In cases in which psychological effects are be-
lieved to mediate neighborhood effects on individual health and well-being, how
individuals perceive the conditions of their neighborhood may be more impor-
tant than an objective assessment of those conditions by an outsider. The char-
acteristics that predict differences in perceptions of neighborhood context among
individuals living in the same neighborhood need to be systematically investigated.
Furthermore, researchers need to expand their conceptualization regarding how
neighborhoods affect individual health outcomes. Roosa et al. (2003) have
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proposed a “transactional” model of neighborhood influences. According to
this model, individuals are not passive recipients of neighborhood influences, nor
is the direction of influence solely from neighborhoods to individuals. Rather, res-
idents are “active cognizers and constructors of their environments” and their re-
sponses to the neighborhood environment are a function of that transactional
process. The lack of congruity between objective neighborhood assessments and
perceptions of the neighborhood environment by its residents is a concrete ex-
ample of how individuals actively evaluate and cope with the neighborhood en-
vironment in which they live.

Bringing in the Community Perspective

The literature concerning neighborhood effects on individual health has almost
exclusively been conducted without input from those who reside in these com-
munity settings. As noted earlier, these multilevel neighborhood studies have often
lacked a strong conceptual foundation linking neighborhood characteristics to
individual-level risks and outcomes. Although social epidemiologists have con-
sulted the social sciences—criminology, social geography, community psychology,
sociology—as a source of theory and conceptual information about neighborhood
processes, the processes identified are often most relevant to non-health outcomes,
such as delinquency, school drop-out, and teen pregnancy (see for example, Crane
1991; Sampson et al. 1999; Taylor 2001; Taylor et al. 1984). Social epidemiolo-
gists should begin, however, to develop frameworks and testable hypotheses re-
garding the pathways of neighborhood environments to individual well-being that
are specific to processes that affect health. There has been recent recognition of the
importance of “lay knowledge” in facilitating a greater understanding about
the importance and meaning of “place” (Burke et al. 2005; O’Campo et al. 2005).
Popay et al. (2003) note that lay knowledge about the “meanings people attach to
their experience of places and how this shapes social action . . .” may provide the
“missing link in our understanding of the causes of inequalities in health.”

The community perspective can provide complimentary knowledge to that
generated by researchers, as neighborhood residents possess “lived experience” of
their environments. The case of research on neighborhood effects on intimate
partner violence (IPV) provides a good example. Published studies on neighbor-
hood effects and the risk of IPV consistently report that low neighborhood so-
cioeconomic position is associated with higher risk of partner violence (Cunradi
et al. 2000; Grisso et al. 1999), and recent studies have examined additional neigh-
borhood characteristics such as high levels of collective efficacy serving as pro-
tective factors against partner violence (Browning 2002) and high levels of
neighborhood mobility increasing the risk of partner violence (Grisso et al. 1999).
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Yet, taken together, the breadth of neighborhood characteristics that have been
examined in relation to IPV is narrow and cannot begin to contribute to a
comprehensive understanding of how neighborhoods affect the risk of partner
violence, a characteristic that is shared with the more general literature on neigh-
borhoods and health (O’Campo 2003).

To gain the perspective of residents on neighborhood factors and IPV, a study
was undertaken with participant-driven methods of concept mapping to obtain
data on how characteristics of neighborhoods are related to IPV (O’Campo et al.
2005). Briefly, the concept mapping research involved over seven hours of dis-
cussion with participants about neighborhoods and IPV (Burke et al. 2005).

Whereas the published literature has examined four neighborhood charac-
teristics, participants listed over fifty neighborhood characteristics that were im-
portant for IPV. Many of the characteristics were related to each other and, upon
statistical analyses with multidimensional scaling and hierarchical cluster analy-
ses, yielded seven clusters of the neighborhood items that were related to perpe-
tration, severity, and cessation of violence (see Figure 8.1). The dots on the figure
are the fifty or so items within each of the seven clusters. Those items and clusters
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FIGURE 8.1. CLUSTER MAP FROM CONCEPT MAPPING OF URBAN
NEIGHBORHOOD FACTORS AND INTIMATE PARTNER VIOLENCE.
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closer together in Figure 8.1 are more closely related to each other. For example,
the two clusters “communication networks” and “community enrichment re-
sources” are more closely related to one another than the two clusters of “com-
munication networks” and “deterioration contributors,” as indicated by the
distance between the clusters.

Participants identified items as being “promoters” of as well as “protectors”
from IPV. Participants also rated the importance of these items and clusters of
items for IPV perpetration, severity, and cessation. Results show that those factors
important for perpetration of IPV are similar to those important for severity but
were not the same factors that were critical for cessation of IPV (O’Campo et al.
2005).

Finally, in small discussion groups, the participants created figures that
represented the pathways by which these clusters of items were related to
IPV (see Figures 8.2 and 8.3). Some diagrams represented straightforward
“chain” relationships between items, such as for “Stabilization Factor” items
and their relationship to IPV cessation (Figure 8.2), whereas some groups
perceived more complex relationships between items (Figure 8.3). As shown in
Figure 8.3, neighborhoods with many “families with young children” positively
influenced neighborhood “cultural norms” that, in turn, created more people
in the neighborhood who “intervened” and, ultimately, results in less IPV. The
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participants who drew the diagram intentionally used curved arrows to suggest
that the relationships between the factors were not direct but dynamic, com-
plex, and potentially influenced by other factors (not identified in the diagram).
In this diagram, “income and wealth” also influence neighborhood norms.

This type of research with community residents may yield a missing per-
spective on neighborhood influences from those with lived experiences. This re-
search can identify gaps in current research on community. In this case, numerous
neighborhood characteristics were identified by community residents that re-
searchers have, to date, not yet examined. Moreover, the information about the
perceived pathways from neighborhoods to IPV contributes to the design of
testable hypotheses about neighborhoods and individuals.

Future Directions on Measuring 
Neighborhood Environments

Given the recency of adoption within public health of multilevel modeling of
residential neighborhoods on health outcomes, major methodological gains
have been made in a short period of time. Hopefully, the methodological
advancements will continue to improve our understanding of whether and how
residential neighborhoods affect health. Social epidemiologists should move
beyond their overreliance on census data as the primary and sole source for
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FIGURE 8.3. NEIGHBORHOOD MONITORING CLUSTER AND IPV.
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characterizing neighborhoods. Moreover, more research should focus upon
developing relevant health-specific theories. Use of such theories should be the
primary driving force in determining neighborhood characteristics and how to
operationalize them in studies of multilevel models. To ensure that such stud-
ies ultimately contribute to intervention and policy design, this body of research
must begin to tease apart the mechanisms of neighborhood effects. Finally, the
community perspective has been virtually excluded from neighborhood research
up to this point. Incorporating the community perspective in social epidemi-
ology’s theories and hypotheses regarding neighborhoods is essential for
developing effective and viable community-level interventions.
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Despite the development of innovative neighborhood data collection meth-
ods, such as systematic social observation (Caughy et al. 2001; Sampson

and Raudenbush 1999), and the use of novel administrative data sources, in-
cluding delinquent tax records, homelessness shelter use, reports of housing vi-
olations (O’Campo et al. 2000), and crime reports (Messer et al. 2006; Morenoff
2003; O’Campo et al. 1997), the U.S. Census remains a rich and convenient
data source for characterizing neighborhood environments and exposures in the
United States. For researchers who wish to learn how societal structures influ-
ence health and disease outcomes, sociodemographic census data are useful be-
cause they can offer insight into aspects of community stratification, opportunity
structures, and social conditions (Berkman and Macintyre 1997; Krieger et al.
1997; Link and Phelan 1996; Singh 2003). Given the data’s ready availability
for researchers and extensive geographic coverage, understanding how to em-
ploy census data in research on neighborhood or area effects on health is an
important tool for social epidemiology.

Drawing on literature from geography, social epidemiology, and sociology,
this chapter will offer an introduction to census geography and describe the var-
ious ways that the U.S. Census divides physical space. This is followed by an
overview of the various types of available census data with special emphasis on
information collected in the decennial census that can be used to characterize
neighborhoods. Next, the chapter provides a brief description of the ways in
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which census data have been used previously in association with health outcomes
and will offer a worked example of using census data to estimate neighborhood
influences on adverse birth outcomes. Significant racial disparity exists for all birth
outcomes, despite considerable research and various interventions. Birth outcomes
were chosen to illustrate the use of census data to approximate neighborhood
effects because neighborhood-level factors may contribute to these persistent racial
disparities and this topic is an active area of research in perinatal epidemiology.
The chapter concludes with a discussion of the strengths and limitations of using
census data to approximate neighborhood effects.

Neighborhood Defined

Neighborhood is a term used to refer to a person’s immediate residential environment,
which has been hypothesized to have both material and social characteristics re-
lated to health (Diez-Roux 2001) and has been operationalized in various ways. The
word “neighborhood” most often connotes a physical or geographic space but
has also been used to represent a community of shared identity or conceptual en-
tity or the place where one spends the bulk of one’s day (for instance, the work or
school environment). Each operationalization of neighborhood is accompanied by
a different measurement approach (see, for example, an extensive review of this
topic by Sampson et al. 2002). Because using census data to estimate neighborhood
effects requires defining neighborhoods with administrative boundaries, the
remainder of this chapter will assume neighborhoods represent geographic units.

Census Geography

At the national level, census data branch into two systems of aggregation: 1) the
region and state system, and 2) the metropolitan and urban system (Figure 9.1,
adapted from a U.S. Census Bureau figure). The United States is divided into four
census regions, Northeast, Midwest, South, and West, each containing two or three
divisions. For instance, the South region is composed of three divisions, the South
Atlantic, East South Central, and West South Central. Divisions are divided into
states. The South Atlantic division includes the states of Delaware, Florida,
Georgia, Maryland, North Carolina, South Carolina, Virginia, West Virginia, and
the District of Columbia (United States Census Bureau 1994). States are further
divided into counties, the primary legal subdivision in most states, which are fur-
ther divided into census tracts. Census tracts are small, relatively permanent sta-
tistical subdivisions of counties containing 4,000 residents on average (generally
ranging from 1,500 to 8,000) (United States Census Bureau 2000a). Tract
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boundaries are delineated by a local committee of census data users for the pur-
pose of representing data and are designed to be relatively homogeneous units with
respect to sociodemographic characteristics and living conditions (United States
Census Bureau 2000a). Areas experiencing rapid population growth or decline
may become heterogeneous during the decennial census period. Tract boundaries
usually follow visible features (for example, roads or rivers) but may follow gov-
ernmental unit boundaries and other non-visible features. Census tracts reduce to
block groups, which are the smallest geographic units for which the Census Bureau
tabulates sample data. Census block groups are nested within census tracts and
generally contain between 600 and 3,000 people, with an optimal size of 1,500
(United States Census Bureau 2000a). Block groups are further subdivided into
census blocks, which are the smallest geographic units for which the Census Bureau
tabulates 100-percent data. Many blocks correspond to individual city blocks
bounded by streets, but blocks—especially in rural areas—may include many
square miles and may have some boundaries that are not streets (United States
Census Bureau 2000a).

Another dimension along which epidemiologists and the U.S. Census Bureau
classify neighborhoods is the degree to which they are urban or rural. Population
density is one common basis for making rural–urban distinctions and one that is
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FIGURE 9.1. HIERARCHY OF CENSUS GEOGRAPHIC ENTITIES.
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available at every level of aggregation for which a population size and area can
be defined. One drawback of this simple metric is that population may be un-
evenly clumped within the area; for example, densely populated urban areas within
large and mostly rural counties commonly occur in the western states. Alterna-
tively, the U.S. Census includes a binary urban–rural indicator that is based on an
algorithm that is respecified for each decennial census. The year 2000 definition
used population density of interrelated geographic units, along with a new desig-
nation of “urban clusters,” which have a smaller total population than urbanized
areas (Hall et al., forthcoming, Hart et al. 2005).

An alternate scale at the county level is Bluestone’s Classification system, which
categorizes counties into six levels of urbanization. This definition does not consider
adjacency but considers population density and percent of population that is ur-
banized according to the census definition. Another designation made at the county
level or at the level of groups of counties is that of “Metropolitan Areas” (MAs), which
defines urban areas by considering economic integration and population size by
county. In 2000, these MA designations were changed to “Core-Based Statistical
Areas” (CBSAs), which include both “Metropolitan Statistical Areas” (MeSAs) (for
urban clusters of at least 50,000), and “Micropolitan Statistical Areas” (MiSAs)
(for urban clusters of 10,000–49,999). Economic and social interdependence is
recognized by annexing counties adjacent to MeSAs or MiSAs, if a specified pro-
portion of the population works in the county considered central to the CBSA.
And MeSAs and MiSAs may also be combined, if geographically contiguous, into
“Combined Statistical Areas” (Hall et al., forthcoming; Hart et al. 2005).

When rural areas are specifically of interest, “Urban Influence Codes” (UICs)
make finer distinctions of rurality than the previously described measures. UICs
are county-level classifications developed by the U.S. Department of Agriculture
that consider adjacency to other areas, including both geographic contiguity and
also the percent of population commuting. Similarly, “Rural-Urban Continuum
Codes” (RUCCs) are comparable ordinal-categorical measures at the county level
but take into account adjacency to a larger economy while ignoring the size of the
adjacent MA. Even finer distinctions can be made with “Rural-Urban Commut-
ing Area Codes” (RUCACs), which are similar to UICs and RUCCs but which
make additional distinctions based on the type of community to which commut-
ing primarily flows (Hall et al., forthcoming; Hart et al. 2005).

Types of Census Data

The U.S. government orchestrates or participates in multiple censuses, includ-
ing the Census for countries around the world, the Census of Governments, the
Census of Agriculture (sponsored by the U.S. Department of Agriculture), and
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the Economic Census, which is produced by the U.S. Census Bureau every five
years. When census data is used in epidemiologic research, however, it is usually
the decennial data obtained from the Census of Population and Housing that is
considered.

Since 1790, the census has been taken every ten years, as required by the U.S.
Constitution (Rosenthal 2000). The year 2000 census resulted in a 67-percent na-
tional response rate from U.S. households, which mailed back either the short form
or long form of the Census instrument (United States Census Bureau 2000a).
The short form queries the type of household and the number of people included
as well as the name and phone number of household head and the sex and race
of up to twelve people in the household. The long form also asks about age,
education, language, citizenship, residential stability, disabilities, military status,
employment, sources of income and employer, household type and condition,
and expenses. These questions are asked for up to six people living in a household.
In 2003, the American Community Survey is scheduled to become a national
survey; its ongoing design is intended to replace the long form and reduce the
decennial census to a handful of questions (Rosenthal 2000).

Individual and household responses to the census may be aggregated to mul-
tiple geographic units (blocks, block groups, tracts, and so forth) to produce pro-
portions of various characteristics, including percent of total population over age
sixty-five, percent black non-Hispanic (NH) race, percent unemployed, median
household income, percent receiving public assistance, percent living in the same
house since 1995, and so forth. The population characteristics are generally avail-
able as percents of individuals, families, or households within the given unit of ag-
gregation, and these data are released to the public through four U.S. Census
Bureau Summary files. Summary files 1 and 2 comprise 100 percent data collected
from all people and housing units. Summary file 1 provides population character-
istics, including age, sex, race, ethnic origin, household relationship, and home
rental status; Summary file 2 provides similar characteristic information iterated
for multiple detailed racial and ethnic groups. Summary files 3 and 4 contain the
sample data that were collected with the long form from one of six families and
weighted to represent the total population. Summary file 3 provides detailed pop-
ulation and housing data (place of birth, education, employment status, income,
housing value, age of structure, and so forth), whereas Summary file 4 provides this
information for 336 racial, ethnic, and ancestry categories. Summary file infor-
mation related to special populations (for example, American Indian and Alaskan
Natives or Congressional Districts) is also available. Not all census data is aggre-
gated to areal units (Ruggles et al. 2004), but these data contain poor geographic
measures to protect respondent confidentiality. The directory of population and
housing census variables available at the various levels of aggregation is readily ac-
cessible from American Fact Finder [http://factfinder.census.gov/home/].
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Overview of Research Assessing Census-Defined 
Neighborhood Deprivation and Health

The body of research in epidemiology, sociology, and community psychology as-
sessing census-defined neighborhood sociodemographic environments and health
is substantial, and an exhaustive review of these literatures is beyond the scope of
this chapter. Rather, this chapter will provide an overview of various epidemiologic
studies conducted over the last five years that have used census data to estimate
neighborhood effects on health behaviors, intermediates, and outcomes. Living
in a disadvantaged neighborhood, defined as such with census indicators of de-
privation, has been associated with such health behaviors as gambling (Welte et al.
2004) and perinatal substance use (Finch et al. 1999). It has also been associated
with health intermediates, including late stage cancer diagnoses (Barry and Breen
2005; Klassen et al. 2004), pediatric injury (Shenassa et al. 2004), partner violence
(Cunradi et al. 2000), and poor self-rated health among Mexican Americans (Patel
et al. 2003). Furthermore, living in deprived neighborhood environments has been
associated with excess mortality (Robbins and Webb 2004), AIDS incidence (Zierler
et al. 2000), violent injuries to women (Grisso et al. 1999), cardiovascular disease
mortality (Borrell et al. 2004), homicide risk (Gjelsvik et al. 2004), and breast can-
cer incidence (Yost et al. 2001). Neighborhood disadvantage has also been associ-
ated with perinatal outcomes (Buka et al. 2003; Kogan 1995; Kramer 1987; Krieger
et al. 2003; O’Campo et al 1997; Parker et al. 1994; Pearl et al. 2001; Rauh et al.
2001; Roberts 1997; Wilcox et al. 1995). Income distribution, constructed with cen-
sus variables, has been associated with fatal drug overdose (Galea et al. 2003), lower
self-rated health (Blakely et al. 2002), and cardiovascular disease (Cooper 2001) but
has also been observed to be unassociated with population or individual health after
covariate adjustment (Mellor and Milyo 2003).

Neighborhood deprivation effects differ by urban and rural status (Barnett
et al. 2002) and respondent age or life stage (Robert and Li 2001). The effect of
deprived neighborhoods on health is mediated by individual deprivation status,
and living in a deprived neighborhood appears to have the most negative health
effects on poor individuals (Stafford and Marmot 2003), but adjustment for indi-
vidual status often does not eliminate the effect of area disadvantage on health be-
haviors, intermediates, or outcomes.

Approaches to Analysis with Census Data

Area deprivation is multidimensional, composed of poverty, housing, employment,
education, racial composition, and occupational domains. Despite its multidi-
mensionality, single variable constructs are commonly used to approximate the
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deprivation environment. For instance, poverty is the socioeconomic construct em-
ployed most frequently in epidemiologic research, and its various forms include
proportion of individuals or households below the federal poverty level, percent
on public assistance, and percent of female-headed households with dependent
children. If one is interested in testing a specific hypothesis about the association
of poverty or education with a specific health outcome, the use of a single cen-
sus item is clearly appropriate. If, however, one is interested in the broader issues
of neighborhood deprivation, an index including multiple domains of disadvan-
tage, which more accurately reflects the multidimensional character of commu-
nity socioeconomic position (Singh 2003; Singh and Siahpush 2002; Singh et al.
2002), may be more appropriate.

Research in the United Kingdom represents an important model for ap-
proaching area-level assessment with local census data. There, established area-
level indices such as the Townsend Material Deprivation Score and the Carstairs
Deprivation Index are widely used, which allows for the comparison of depriva-
tion effects across a variety of geographic regions. The Townsend Material
Deprivation Score (Townsend et al. 1988), an area-level index composed of un-
employment, overcrowding, and ownership of a car or a home, is the most widely
used deprivation index and tends to be favored by health authorities. It has been
applied in many studies, for example, to assess the effect of area deprivation on
height, weight, and body mass index in two birth cohorts (Wright and Parker
2004). The Carstairs Deprivation Index, developed to study health outcomes in
Scotland, is similar to the Townsend Index but replaces non-home ownership with
a low social class variable (Carstairs and Morris 1989, 1991). It has been used to
assess area-level deprivation and birth weight (Dolk et al. 2001) as well as a vari-
ety of other health outcomes. Other frequently employed indices include the
Jarman Underprivileged Area Score 8 ( Jarman 1983, 1984), the Department of
the Environment’s All Area Social Index, Scottish Development Department
Index, Forrest and Gorden’s Matdep (material deprivation) and Socdep (social de-
privation) (Forrest and Gordon 1993), and the Department of the Environment’s
Index of Local Conditions (Department of Environment 1994). Because these in-
dices are used regularly in the United Kingdom, their application and interpre-
tation have become widely understood.

Research in the United States has thus far taken a less uniform approach when
using census data to asses “neighborhood effects.” As mentioned previously, the
most common approach involves using single census variables, such as percent
poverty, to represent the spectrum of deprivation for an area. Other research has
combined multiple census variables, representing either one or multiple depriva-
tion domains, using factor analysis (FA) or principal components analysis (PCA)
methods. Principal components analysis and FA are data reduction techniques that
assess underlying data structure by condensing a large number of variables into a

Using Census Data to Approximate Neighborhood Effects 215

c09.qxd  3/31/06  3:18 PM  Page 215



smaller number of components or factors. The goal of PCA is to extract maximum
variance from a data set by analyzing the total available variance. In contrast, FA
seeks to uncover underlying factor structure by analyzing only the shared variance
(or “communalities”). Researchers interested in a unique theoretical solution un-
contaminated by error variability generally use FA, whereas those seeking an em-
pirical data summary employ PCA (Statistica 2003; Tabachnick and Fidell 1996),
but both methods take a similar data reduction approach. Both FA (Bell et al. 1998;
James and Mustard 2004; Singh 2003; Wang and Luo 2005) and PCA (Buka et al.
2003; Ewing et al. 2003; Mares et al. 2005; Martens et al. 2002; Salmond et al.
1998; Singh et al. 2002; Stafford et al. 2005; Yost et al. 2001) have been widely used
in health research to reduce census data.

Regardless of the data reduction approach employed, it is clearly advanta-
geous for those who use census data, either with or without other sources of neigh-
borhood data, to select a broad array of neighborhood characteristics rather than
to focus on one or two variables. By broadly characterizing neighborhoods, re-
searchers run less risk of misestimating neighborhood effects (Sampson et al. 2002).

Worked Example: Low Birth Weight 
and Neighborhood Deprivation

With census data from four sociodemographically diverse areas, this section will
1) outline a neighborhood deprivation index development process undertaken for
use in perinatal and reproductive epidemiologic research and 2) demonstrate its
utility in differentiating areas with adverse outcomes from those with normal birth
outcomes across different geographies.

Methods

The Multilevel Modeling of Disparities Explaining Preterm Delivery (MODE-
PTD) project is a collaborative partnership of four universities and their govern-
ment health department partners, with the purpose of identifying policy-relevant
contextual factors associated with infant and child health disparities to better in-
form state Maternal and Child Health officials of modifiable environmental fac-
tors for policy development and program planning.

Project Areas. Four university-health department partnerships representing eight
study areas, including three urban centers (Philadelphia, Pennsylvania; Baltimore
City, Maryland; and sixteen combined cities in Michigan), three racially hetero-
geneous Maryland counties near Washington, D.C., and two urban counties in
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North Carolina participated in the deprivation index development process. Here-
after, each of these eight study areas will be referred to as a study “site.”

Data Sources. Birth outcome and maternal characteristics were obtained from
birth certificates for selected years between 1995 and 2001 (Table 9.1). Year 2000
Census of Population and Housing Data from the U.S. Census Bureau (2000)(70)
representing the eight study sites were used to develop the deprivation index.

Unit of Analysis. Neighborhood is used here to refer to a person’s immediate resi-
dential environment, which is hypothesized to have both material and social char-
acteristics related to health (Diez-Roux 2001). Census tract data were chosen to
maximize the precision and stability of area adverse birth outcome rates and still
ensure a rough approximation of each woman’s immediate physical neighborhood.
Previous research has indicated that the largest statistical effect of economic dis-
advantage on low birth weight, among other outcomes, is observed at the block
group and census tract levels. But effects of lesser magnitude at larger levels of ag-
gregation, such as zip codes or counties (Krieger et al. 2003) are also evident.

Data Reduction Method. The MODE-PTD team postulated a domain or fac-
tor structure underlying many of the census variables used to estimate area-level
disadvantage. Rather than reproduce this structure with FA, the team sought to
produce a single summary index containing variables from multiple domains that
could be used to empirically estimate “neighborhood deprivation.” For this rea-
son, PCA was chosen for index construction.

Variable Selection. Socioeconomic variables at the neighborhood level represent
aspects of community stratification, opportunity structures, and social conditions
(Berkman and Macintyre 1997; Krieger et al. 1997; Link and Phelan 1996; Singh
2003). The investigators first created a comprehensive, broadly conceptualized list
of census variables to represent social class and stratification from seven broad de-
privation domains: poverty, housing, employment, occupation, worker class, edu-
cation, and racial heterogeneity. Variables were eliminated from inclusion in the
PCA analysis if they showed limited variability across strata of adverse birth out-
comes, were too redundant, or were gender-specific. Fifteen variables, including
three housing, six income and poverty, two employment, one occupation, one
worker class, one education, and one racial distribution, were retained for possi-
ble inclusion in the deprivation index.

Component Extraction and Interpretation. Although it is possible to form as
many independent linear combinations as there are variables, the first principal
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component is the unique linear combination that accounts for the largest possible
proportion of the total variability in the component measures (Tabachnick and
Fidell 1996). Of the fifteen variables considered for index inclusion, ten vari-
ables from four domains (poverty, housing, employment, and education) were in-
cluded in the index because their loadings clustered between 0.2 and 0.4 and they
made conceptual sense as constituting “deprivation,” whereas the remaining
five loaded at substantially lower levels (Table 9.2).

Index Construction. Item loadings from the first component were used to weight
the contribution of each item to the summary score for neighborhood depriva-
tion for each census tract. Each variable in the deprivation index is standardized
with a mean of 0 and variance of 1, resulting in a weighted summed index with
a median of �0.50, a mean of 0.00, and a standard deviation of 2.61. A depri-
vation index was created for the combined eight-site study sample, which
accounted for 68 percent of the total all-site variance. The second component
added only 7–10 percent to the explained variance and so was not used.

Variable and Study Population Definitions. Vital record birth outcome data were
obtained from each site’s state or city department of vital statistics for selected years
between 1995 and 2001. Low birth weight, a crude birth outcome indicator of im-
paired fetal growth, shortened gestation, or both impaired growth and short gestation,
was defined as birth at less than 2,500 grams. Less than 1 percent of records were miss-
ing birth weight data. Data analyses were restricted to singleton births, because mul-
tiple gestations often result in low birth weight even in otherwise normally progressing
pregnancies. Analyses were further restricted to NH white and NH black births, owing
to the limited number of births from other ethnic groups. Births for women under age
twenty were excluded, because data were not available for all sites.

Statistical Analysis. Data reduction and PCA were performed with the Stata soft-
ware package. Proportions of low birth weight deliveries were estimated for each
quartile of the deprivation score with tabular analyses. The authors employed de-
privation quartiles (with three indicator variables) to allow the dose response re-
lations to take any arbitrary functional form and thus avoid linearity assumptions.
Risk differences, 95 percent Confidence Intervals, and P-for-trend statistics were
estimated. All analyses were race-stratified.

Results

Tracts were of varying population, ranging from a mean of 3,009 for Michigan
16-cities to 5,979 in Wake County, North Carolina (Table 9.3). The largest
variation among sites was evident in the census socioeconomic descriptors. On
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average, Montgomery County, Maryland, had the wealthiest tracts according to
the census characteristics: 14.6 percent of the population had income less than
$30,000 compared with 51.3 percent of Baltimore city residents. The three most
urban sites—Baltimore City, Philadelphia, and Michigan 16 cities—were char-
acterized as the “most deprived,” based on these sociodemographic indicators.
The Michigan 16-city site appeared to be the poorest according to poverty-related
indicators including, among others, percent poverty (24.9 percent) and percent of
female-headed households with dependent children (25.2 percent). Philadelphia
had the largest percentage of households with no vehicle (34.8 percent). Prince
George’s County, Maryland, had the lowest percentage of white NH population
(24.4 percent) compared with Baltimore City, Maryland, with the highest pro-
portion (75.6 percent) in these data. Thus, these eight urban and suburban regions
demonstrated considerable socio-demographic variability.

Figure 9.2 graphically demonstrates the significant socioeconomic hetero-
geneity in the distribution of the all-site deprivation scores across the eight sites.
Philadelphia had the largest range in deprivation scores, from �5.8 to 10.4, fol-
lowed by Michigan-16 cities. Particularly noteworthy is Montgomery County, with
deprivation index values ranging from �5.4 to �0.5. The majority of tracts in
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FIGURE 9.2. BOX PLOT OF ALL-SITE DEPRIVATION INDEX 
BY MODE-PTD SITE.
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Durham, Prince George’s, Wake, and Baltimore counties were at the affluent end
of the all-site deprivation continuum, compared with the three most densely urban
sites (Michigan 16-cities, Baltimore City, and Philadelphia), which had a greater
representation of tracts at the more deprived end of the range.

Three important patterns emerged from the site-specific and all-site first prin-
cipal component score loadings (Table 9.2). The first was the consistency within

each site of variable loadings that comprised the first principal component, with
values ranging from 0.2 to 0.4. These results suggest that each component con-
tributed similarly to the empirical “neighborhood deprivation” summary score.
Second, the component loadings were quite consistent across the sites; for instance,
poverty loadings ranged from 0.3 to 0.4, despite significant geographic and so-
ciodemographic variability. The consistency of the loadings across sites suggested
these variables function similarly across geography, despite meaningful hetero-
geneity in demographics and economic status. Unemployment, for instance, made
as important a contribution to deprivation in Philadelphia as it did in Durham
County. The third important pattern emerging from these analyses was the con-
sistency of the principal component loadings on the all-site deprivation score. The
all-site weights were of similar magnitude to the site-specific weights. The all-
site deprivation index represented a weighted average of the component variables
from diverse geographic and socioeconomic sites, the loadings for which could be
therefore reasonably applied to census variables from a variety of dissimilar areas
to produce a comparable deprivation index.

A substantial number of births occurred during the study years at the eight
sites (Table 9.1). The proportions of these births that were classified as having a
low birth weight ranged from 5.1 percent to 12.3 percent. Baltimore City had the
highest, whereas Montgomery County had the lowest proportions of adverse birth
outcomes. The proportion of NH black women delivering singleton births varied
across the sites, from 75 percent in Prince George’s County to 25 percent in
Baltimore County. Michigan had the fewest births to women �35 years of age
(10.2 percent), whereas Montgomery County had the most (29.3 percent). Ma-
ternal education varied by site. Uniformly, the fewest singleton mothers obtained
�12 years and the most obtained �12 years, but the relative percentages differed
geographically. In Baltimore City, 22.4 percent of women received �12 years of
education compared with 2.8 percent in Montgomery County. In Wake County,
76.5 percent of women had �12 years of schooling compared with 40.6 per-
cent in Michigan.

Among white NH women, there was a gradient in the relationship between
deprivation and birth outcomes: larger percentages of low birth weights
(Table 9.4) occurred at higher levels of deprivation. For instance, Montgomery

Using Census Data to Approximate Neighborhood Effects 223
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County, the most affluent of the sites, had low birth weight percentages that
ranged from 3.7 percent to 5.0 percent in the first to third quartiles of depri-
vation (no Montgomery County tracts fell into the fourth quartile of all-site
deprivation). In more deprived areas, these rates were similar; for example, the
low birth weight percentages in the Michigan-16 cities site increased from
3.9 percent to 5.8 percent. Risk differences were estimated for the contrasts of
low birth weight proportions for women living in quartiles four or three com-
pared with those living in the lowest quartile of deprivation. Across the so-
ciodemographically diverse sites, the relationship between adverse birth
outcomes and neighborhood deprivation appeared consistent among white NH
women.

The relationship between deprivation and low birth weight for black NH
women was less clear (Table 9.5). Whereas the low birth weight percentages in the
highest quartile of deprivation were consistently large, high risk of low birth weight
throughout the continuum was apparent. For instance, Philadelphia ranged from
8.1 percent to 13.5 percent low birth weight in the first compared with fourth quar-
tile. The relationship between deprivation and adverse birth outcomes among
black NH women in these data was not as consistent with the hypothesized pat-
tern of monotonically increasing risk.

Summary of Findings

Literature posits that the Weberian dimensions of class, status, and party (or power),
contemporarily operationalized as occupation, education, and income, are differ-
entially distributed and may influence opportunities for health and well-being
(Liberatos et al. 1988). In the absence of direct measures of “status” and related
concepts, research in epidemiology has struggled with how best to approximate
these constructs at individual and area levels. By finding consistent loadings on the
first principal component both within site and across each of the eight sites, this
work provides insight into the relative importance of each of the components to
the concept of “deprivation,” despite significant sociodemographic and economic
heterogeneity across the geographic units. The index was further able to differen-
tiate between areas of higher and lower low birth weight risks for white and, to a
lesser extent, for black NH women, confirming previous findings on the associa-
tion of deprivation and adverse birth outcomes (Buka et al. 2003; Kogan 1995;
Kramer 1987; O’Campo et al 1997; Parker et al. 1994; Pearl et al. 2001; Rauh
et al. 2001; Roberts 1997; Wilcox et al. 1995). Ongoing work considers the relative
utility of the deprivation index compared with single-variable associations with
adverse birth outcomes.
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Limitations of Using Census Data 
to Estimate Deprivation

Using census data to approximate neighborhood-level exposures can be prob-
lematic in several ways. Using geographically defined data in the absence of solid
theory or proposed mechanisms can result in the modifiable areal unit problem
(MAUP). The MAUP arises from the imposition of artificial units of spatial re-
porting on continuous geographical phenomenon, resulting in the generation of
artificial spatial patterns (Heywood 1998). Area-level data must be contained
within recognized boundaries to be useful. For instance, knowing that a specific
household is below the poverty line is less useful for population research than know-
ing the proportion of households within a given geographic space that are under
the poverty line. Socioeconomic and epidemiologic analyses select and use artifi-
cial boundaries regularly, but it is precisely this practice that generates the MAUP
(Oliver 2001).

The MAUP describes two effects that influence statistical and epidemiologi-
cal results: scale and aggregation effects. The scale effect produces different sta-
tistical results by altering the denominator within the same dataset (Armhein 1995).
For instance, imagine the nine boxes in Figure 9.3 as indicating the preterm birth
percentages for each block group and those in Figure 9.4 indicating the preterm

Using Census Data to Approximate Neighborhood Effects 227

FIGURE 9.3. BLOCK GROUP PRETERM BIRTH PROPORTIONS.
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Mean � 10.33; N � 9
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FIGURE 9.4. CENSUS TRACT PRETERM BIRTH PROPORTIONS.
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birth proportions for the census tracts. The block groups with high preterm birth
are clustered and separated from block groups characterized by lower rates of
preterm birth. In this example, although the overall mean remains the same, much
of the variability in the preterm birth proportions is obscured by the tract-level
grouping.

The aggregation or zoning effect arises from variability in the way units can
be grouped at a given scale (Armhein 1995). For instance, using the same preterm
birth proportions from Figure 9.3, differences in adverse birth outcome rates
can be observed by grouping outcomes by postal zip code (Figure 9.6) compared
with grouping them by metropolitan statistical areas (MSA) (Figure 9.5), despite
the same number of adverse birth events being used in the calculation of both
numerators.

Although generally viewed as a problem, the multiple levels for which census
data are available can also be seen as substantive opportunity for exploring the re-
lationships between scales using multilevel modeling methods (Subramanian et al.
2001). Because different exposure effects will be observed at various units of ag-
gregation, it is important to choose the unit of geographic aggregation that best
corresponds to the proposed exposure level. For instance, assessing the mortality
prevention effect of motorcycle helmet laws will be most appropriately done at
the state level, where the laws are made and implementation is enforced, whereas

228 Methods in Social Epidemiology

FIGURE 9.5. MSA PRETERM BIRTH PROPORTIONS.

FIGURE 9.6. ZIP CODE PRETERM BIRTH PROPORTIONS.
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school performance and lead paint exposure research can conceivably be con-
ducted at a smaller level of aggregation.

Other limitations to using decennial census data include their inability to
capture the rapidly changing nature of geographic areas in transition. Census
data are collected every ten years, but neighborhood environments can change
over a very short period of time. These changes will not be reflected in research
using census data, but use of the American Community Survey may reduce
this limitation. Because census data are produced by aggregating individual level
responses, they are not reflective of contextual features of neighborhoods.
Increasingly, research suggests that important neighborhood characteristics exist,
such as the presence of resources, the nature of social interactions, the quality of
shared space, and the investments in infrastructure and community life, that can
not be assessed with aggregated individual level data (Cummins et al. 2005;
Yen and Syme 1999). Furthermore, census variables and their definitions have
changed over time, and their specific meaning can vary by state or region. This
temporal and geographic variability reduces researcher’s ability to compare data
from multiple censuses.

Census variables are often highly correlated with each other. Making infer-
ences based on the inclusion of one census variable in a model, for example find-
ing an “employment effect,” while not simultaneously considering the remaining
constellation of factors that contribute to the neighborhood sociodemographic
environment risks producing incomplete or inappropriate conclusions. Moreover,
the highly correlated nature of census data may often result in findings that are
not easily translated into policy recommendations.

Research using census data to approximate neighborhood effects is inher-
ently limited in its ability to address causality or mechanistic hypotheses
(Macintyre et al. 2002). Several pathways through which deprived environments
may affect health have been suggested in the literature and include: increased
stress, allostatic load, and weathering (Fremont and Bird 2000; Geronimus 1992;
Geronimus et al. 1996; McEwen 2000; Taylor et al. 1997); decreased social re-
lations or collective efficacy (Berkman 1995; Fullilove et al. 1998; Sampson 2003;
Sampson and Raudenbush 1999; Sampson et al. 2002); decreased physical ac-
tivity (Cohen et al. 2003; Ross and Mirowsky 2001); and resource limitation.
Nonetheless, these mechanisms have been explored minimally to date. Innova-
tive research strategies including systematic social observation (Caughy et al. 2001;
Cohen et al. 2000; Laraia et al., “Direct observation of neighborhood attributes
in an urban area of the US south,” International Journal of Health Geographics [in
press]) and qualitative work (Burke et al. 2005) promise to shed new light on
the mechanisms through which neighborhood environments influence health in-
termediates and outcomes.
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Although there can be no consensus about the definition of neighborhoods
in any general sense, census information is often used as a convenient means to
delineate a geographically defined neighborhood. In some regions, block groups
are a good approximation of such neighborhoods—particularly in areas with rel-
atively low population density. In more densely populated areas, however, neigh-
borhood may be better estimated using larger geographies, like census tracts or
clusters of census tracts (as is done in the Project on Human Development in
Chicago Neighborhoods [PHDN]). Additionally, census boundaries are arbitrary
and may have little correspondence with the socially defined spaces that would be
recognized and understood as “neighborhoods” by the residents themselves.
Therefore, administratively defined neighborhoods are often unlikely to be the
most salient demarcations for individual health and well-being that we seek to un-
derstand when researching “neighborhood effects” on health (O’Campo 2003).

The decennial census attempts to be a total enumeration of the United States
population, a largely impossible task. Population subgroups that are likely to be un-
dercounted by the U.S. Census include children, renters (particularly in rural
areas), racial and ethnic minorities (Rosenthal 2000), homeless persons, non-
English-speaking people, individuals who distrust the government, and those who
are mobile or were in transition during the census period. The differential census
undercount of potentially vulnerable populations has important implications for
social epidemiological research and is an important limitation in using these data.

Benefits of Using Census Data 
to Estimate Deprivation

Despite its limitations, using census data to approximate neighborhood effects, in-
cluding those associated with neighborhood deprivation, will continue to be a com-
mon exposure assessment tool. Nationwide, census data are collected through a
regular and systematic process and recorded with considerable accuracy. Sub-
stantial efforts are made by the U.S. government to obtain a legitimate census and
assess population or geographic regions where inaccuracies are suspected (Rosen-
thal 2000). Census data are free and easily accessible to researchers, which makes
them a logical data source for exposure or covariate variables.

Because census data are collected every decade, they are an important source
of longitudinal data on the U.S. population. Until fairly recently, changing tract
or block group numbers made linking data from multiple censuses difficult. For
instance, a tract identified in the year 2000 census may not have existed previously,
or a block group identified in previous years may have been incorporated into an-
other tract and no longer exists in the year 2000 census, owing to population
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decline. Various companies have recently developed a variety of tools to address
these problems and enable linking census data over decades to facilitate longitu-
dinal analyses.

Summary

Using census data to approximate neighborhood effects continues to be an im-
portant method for social epidemiology. No other data source parallels the depth
of geographic and temporal coverage provided by the U.S. Census. Having data
available at multiple units of aggregation allows research to consider many lev-
els of influence on individual and population health. Multiple approaches to re-
ducing and analyzing census data have been used with considerable success.
Although not without limitations, census data are likely to remain an important
data source for sociodemographically characterizing places and estimating neigh-
borhood effects.

References

Armhein, C. (1995). Searching for the elusive aggregation effect: Evidence from statistical
simulations. Environment & Planning, 27, 105.

Barnett, S., Roderick, P., Martin, D., Diamond, I., & Wrigley, H. (2002). Interrelations be-
tween three proxies of health care need at the small area level: An urban/rural compari-
son. Journal of Epidemiology and Community Health, 56, 754–761.

Barry, J., & Breen, N. (2005). The importance of place of residence in predicting late-stage
diagnosis of breast or cervical cancer. Health and Place, 11, 15–29.

Bell, D., Carlson, J., & Richard, A. (1998). The social ecology of drug use: A factor analysis
of an urban environment. Substance Use and Misuse, 33, 2207–2217.

Berkman, L., & Macintyre, S. (1997). The measurement of social class in health studies: Old
measures and new formulations. In M. Kogevinas, N. Pearce, M. Susser, & P. Bofetta
(Eds.), Social inequalities in cancer (pp. 51–64). Lyon, FR: International Agency for Research
on Cancer.

Berkman, L. F. (1995). The role of social relations in health promotion. Psychosomatic Medicine,

57, 245–254.
Blakely, T., Lochner, K., & Kawachi I. (2002). Metropolitan area income inequality and self-

rated health—A multi-level study. Social Science & Medicine, 54, 65–77.
Borrell, L., Roux, A., Rose, K., Catellier, D., & Clark, B. (2004). Neighborhood characteris-

tics and mortality in the artherosclerosis risk in communities study. International Journal of

Epidemiology, 33, 398–407.
Buka, S. L., Brennan, R. T., Rich-Edwards, J. W., Raudenbush, S. W., & Earls, F. (2003).

Neighborhood support and the birth weight of urban infants. American Journal of

Epidemiology, 157, 1–8.

Using Census Data to Approximate Neighborhood Effects 231

c09.qxd  3/31/06  3:18 PM  Page 231



Burke, J., O’Campo, P., Peak, G., Gielen, A., McDonnell, K., & Trochim, W. (2005). An
introduction to concept mapping as a participatory public health research methodology.
Qualitative Health Research, 15(10), 1392–1410.

Carstairs, V., & Morris, R. (1989). Deprivation, mortality and resource allocation. Community

Medicine, 11, 364–372.
Carstairs, V., & Morris, R. (1991). Deprivation and health in Scotland. Aberdeen, UK: Aberdeen

University Press.
Caughy, M., O’Campo, P., & Patterson, J. (2001). A brief observational measure for urban

neighborhoods. Health and Place, 7, 225–236.
Cohen, D., Spear, S., Scribner, R., Kissinger, P., Mason, K., & Wildgen, J. (2000). “Broken

windows” and the risk of gonorrhea. American Journal of Public Health, 90, 230–236.
Cohen, D. A., Farley, T. A., & Mason, K. (2003). Why is poverty unhealthy? Social and physi-

cal mediators. Social Science and Medicine, 57, 1631–1641.
Cooper, R. (2001). Social inequality, ethnicity and cardiovascular disease. International Journal

of Epidemiology, 30, S48–S52.
Cummins, S., Macintyre, S., Davidson, S., & Ellaway, A. (2005). Measuring neighbourhood

social and material context: Generation and interpretation of ecological data from rou-
tine and non-routine sources. Health and Place, 11, 249–260.

Cunradi, C., Caetano, R., Clark, C., & Schafer, J. (2000). Neighborhood poverty as a predic-
tor of intimate partner violence among white, black and Hispanic couples in the United
States: A multilevel analysis. Annals of Epidemiology, 10, 297–308.

Department of Environment (1994). Index of Local Conditions: An analysis based on 1991 Census

Data. London: Author.
Diez-Roux, A. V. (2001). Investigating neighborhood and area effects on health. American

Journal of Public Health, 91, 1783–1789.
Dolk, H., Pattendon, S., & Johnson, A. (2001). Cerebral palsy, low birthweight and socio-

economic deprivation: Inequalities in a major cause of childhood disability. Paediatric and

Perinatal Epidemiology, 15, 359–363.
Ewing, R., Schmid, T., Killingsworth, R., Zlot, A., & Raudenbush, S. (2003). Relationship

between urban sprawl and physical activity, obesity, and morbidity. American Journal of

Health Promotion, 18, 47–57.
Finch, B., Kolody, B., & Vega, W. (1999). Contextual effects of perinatal substance exposure

among black and white women in California. Sociological Perspectives, 42, 141–156.
Forrest, R., & Gordon, D. (1993). People and places: A 1991 census atlas of England. Bristol, UK:

SAUS.
Fremont, A. M., & Bird, C. E. (2000). Social and psychological factors, physiological

processes and physical health. In C. E. Bird, P. Conrad, & A. M. Fremont (Eds.), The

Handbook of Medical Sociology (pp. 334–352). Upper Saddle River, NJ: Prentice Hall.
Fullilove, M., Heon, V., Jimenez, W., Parsons, C., Green, I., & Fullilove, R. (1998). Injury and

anomie: Effects of violence on an inner-city community. American Journal of Public Health,

88, 924–927.
Galea, S., Ahern, J., Vlahov, D., et al. (2003). Income distribution and risk of fatal drug

overdose in New York City neighborhoods. Drug and Alcohol Dependence, 70, 139–148.
Geronimus, A. (1992). The weathering hypothesis and the health of African-American

women and infants: Evidence and speculations. Ethnicity and Disease, 2, 207–221.
Geronimus A., Bound J., Waidmann T., Hillemeier M., Burns P. (1996). Excess mortality

among blacks and whites in the United States. New England Journal of Medicine, 335,

1552–1558.

232 Methods in Social Epidemiology

c09.qxd  3/31/06  3:18 PM  Page 232



Gjelsvik, A., Zierler, S., & Blume, J. (2004). Homicide risk across race and class: A small area
analysis in Massachusetts and Rhode Island. Journal of Urban Health, 81, 702–718.

Grisso, J., Schwarz, D., Hirschinger, N., Sammel, M., Brensinger, C., Santanna, J., et al.
(1999). Violent injuries among women in an urban area. New England Journal of Medicine,

341, 1899–1905.
Hall, S., Ricketts, T., & Kaufman, J. (forthcoming). Measuring urban and rural areas in epi-

demiologic studies. Journal of Urban Health.
Hart, G., Larson, E., & Lishner, D. (2005). Rural definitions for health policy and research.

American Journal of Public Health, 95, 1149–1155.
Heywood (1998). Introduction to geographical information systems. New York: Addison Wesley

Longman.
James, R., & Mustard, C. (2004). Geographic location of commercial plasma donation clinics

in the United States, 1980–1995. American Journal of Public Health, 94, 1224–1229.
Jarman, B. (1983). Identification of underprivileged areas. British Medical Journal, 283,

1705–1709.
Jarman, B. (1984). Underprivileged areas: Validation and distribution of scores. British Med-

ical Journal, 289, 1587–1592.
Klassen, A., Curriero, F., Hong, J., Williams, C., Kulldorff, M., Meissner, H. I., et al. (2004).

The role of area-level influences on prostate cancer grade and stage at diagnosis. Preventive

Medicine, 39, 441–448.
Kramer, M. (1987). Determinants of low birth weight: Methodological assessment and meta-

analysis. Bulletin of the World Health Organization, 65, 663–737.
Krieger, N., Chen, J., Waterman, P., Soobader, M-J., Subramanian, S., & Carson, R. (2003).

Choosing area based socioeconomic measures to monitor social inequalities in low birth
weight and childhood lead poisoning: The Public Health Disparities Geocoding Project
(U.S.). Journal of Epidemiology and Community Health, 57, 186–199.

Krieger, N., Williams, D., & Moss, N. (1997). Measuring social class in U.S. public health
research: Concepts, methodologies and guidelines. Annual Review of Public Health, 18,

341–378.
Kogan, M. (1995). Social causes of low birth weight. Journal of the Royal Society of Medicine, 88,

611–615.
Laraia, B. A., Messer, L., Kaufman, J. S., Caughy, M. O., O’Campo, P. O., Dole, N., &

Savitz, D. A. (forthcoming). Direct observation of neighborhood attributes in an urban
area of the U.S. south. International Journal of Health Geographics 2006.

Liberatos, P., Link, B. G., & Kelsey, J. L. (1988). The measurement of social class in epidemi-
ology. Epidemiologic Reviews, 10, 87–121.

Link, B., & Phelan, J. (1996). Understanding sociodemographic differences in health: The
role of fundamental social causes. American Journal of Public Health, 86, 471–473.

Macintyre S., Ellaway A., & Cummins S. (2002). Place effects on health: How can we con-
ceputalise, operationalise and measure them? Social Science & Medicine, 55, 125–139.

Mares, A., Desai, R., & Rosenheck, R. (2005). Association between community and client
characteristics and subjective measures of the quality of housing. Psychiatric Service, 56,

315–319.
Martens, P., Frohlich, N., Carriere, K., Derksen, S., & Brownell, M. (2002). Embedding child

health within a framework of regional health: Population health status and sociodemo-
graphic indicators. Canadian Journal of Public Health, 93, S15–S20.

McEwen, B. S. (2000). Allostasis and allostatic load: Implications for neuropsychopharmacol-
ogy. Neuropsychopharmacology, 22, 108–124.

Using Census Data to Approximate Neighborhood Effects 233

c09.qxd  3/31/06  3:18 PM  Page 233



Mellor, J., & Milyo, J. (2003). Is exposure to income inequality a public health concern?
Lagged effects of income inequality on individual and population health. Health Services

Research, 38, 137–151.
Messer, L. C., Kaufman, J. S., Dole, N., Savitz, D. A., & Laraia, B. A. (2006).

Neighborhood crime, deprivation, and preterm birth. Annals of Epidemiology, November 

10 e-publication.
Morenoff, J. D. (2003). Neighborhood mechanisms and the spatial dynamics of birthweight.

American Journal of Sociology, 108, 976–1017.
O’Campo, P. (2003). Invited commentary: Advancing theory and methods for multilevel

models of residential neighborhoods and health. American Journal of Epidemiology, 157,

9–13.
O’Campo, P., Rao, R., Gielen, A., Royalty, W., & Wilson, M. (2000). Injury-producing events

among children in low-income communities: The role of community characteristics. Jour-

nal of Urban Health, 77, 34–49.
O’Campo, P., Xue, S., Wang, M-C., & Caughy, M. (1997). Neighborhood risk factors for low

birth weight in Baltimore: A multilevel analysis. American Journal of Public Health, 87,

1113–1118.
Oliver L. (2001). Shifting boundaries, shifting results: The modifiable areal unit problem.
Parker, J., Schoendorf, K., & Kiely, J. (1994). Associations between measures of socioeco-

nomic status and low birth weight, small for gestational age, and premature delivery
in the United States. Annals of Epidemiology, 4, 271–278.

Patel, K., Eschbach, K., Rudkin, L., Peek, M., & Markides, K. (2003). Neighborhood
context and self-rated health in older Mexican Americans. Annals of Epidemiology,

13, 620–628.
Pearl, M., Braveman, P., & Abrams, B. (2001). The relationship of neighborhood socioeco-

nomic characteristics to birthweight among five ethnic groups in California. American

Journal of Public Health, 91, 1808–1814.
Rauh, V., Andrews, H., & Garfinkel, R. (2001). The contribution of maternal age to racial

disparities in birthweight: A multilevel perspective. American Journal of Public Health. 2001,

91, 1815–1824.
Robbins, J., & Webb, D. (2004). Neighborhood poverty mortality rates, and excess deaths

among African Americans: Philadelphia 1999–2001. Journal of Health Care for the Poor

and Underserved, 15, 530–537.
Robert, S., & Li, L. (2001). Age variation in the relationship between community socioeco-

nomic status and adult health. Research on Aging, 23, 233–258.
Roberts, E. M. (1997). Neighborhood social environments and the distribution of low birth-

weight in Chicago. American Journal of Public Health, 87, 597–603.
Rosenthal, M. D. (2000). Striving for perfection: A brief history of advances and under-

counts in the U.S. Census. Government Information Quarterly, 17, 193–208.
Ross, C. E., & Mirowsky, J. (2001). Neighborhood disadvantage, disorder and health. Journal

of Health and Social Behavior, 42, 258–276.
Ruggles, S., Sobek, M., Alexander, T., et al. (2004). Integrated public use microdata series

(Version 3.0). Minneapolis: Minnesota Population Center.
Salmond, C., Crampton, P., & Sutton, F. (1998). NZDep91: A New Zealand index of depri-

vation. Australia New Zealand Journal of Public Health, 22, 835–837.
Sampson R. (2003). The neighborhood context of well-being. Perspectives in Biology and Medi-

cine, 46, S53–S64.

234 Methods in Social Epidemiology

c09.qxd  3/31/06  3:18 PM  Page 234



Sampson, R. J., & Raudenbush, S. W. (1999). Systematic social observation of public spaces:
A new look at disorder in urban neighborhoods. American Journal of Sociology, 105,

603–651.
Sampson, R. J., Morenoff, J. D., & Gannon-Rowley, T. (2002). Assessing “neighborhood

effects”: social processes and new directions in research. Annual Review of Sociology, 28,

443–478.
Singh, G., & Siahpush, M. (2002). Increasing inequalities in all-cause and cardiovascular

mortality among U.S. adults aged 25–64 years by area socioeconomic status, 1969–1998.
International Journal of Epidemiology, 31, 600–613.

Singh, G., Miller, B., Hankey, B., Feuer, F., & Pickle, L. (2002). Changing area socioeconomic
patterns in U.S. cancer mortality, 1950–1998: Part 1—All cancers among men. Journal of

the National Cancer Institute, 94, 904–915.
Singh, G. K. (2003). Area deprivation and widening inequalities in U.S. mortality,

1969–1998. American Journal of Public Health, 93, 1137–1143.
Shenassa, E., Stubbendick, A., & Brown, M. (2004). Social disparities in housing and related

pediatric injury: A multilevel study. American Journal of Public Health, 94, 633–639.
Stafford, M., & Marmot, M. (2003). Neighbourhood deprivation and health: Does it affect us

all equally? International Journal of Epidemiology, 32, 357–366.
Stafford, M., Cummins, S., Macintyre, S., Ellaway, A., & Marmot, M. (2005). Gender differ-

ences in the associations between health and neighbourhood environment. Social Science

and Medicine, 60, 1681–1692.
Statistica (2003). Principal components and factor analysis. In StatSoft Electronic Textbook.

Retrieved March 16, 2005 from http://www.statsoft.com/textbook/stfacan.html.
Subramanian, S., Duncan, C., & Jones, K. (2001). Multilevel perspectives on modeling

census data. Environment and Planning, 33, 399–417.
Tabachnick, B. G., & Fidell, L. S. (1996). Using Multivariate Statistics (chap. 13, pp. 635–708).

Northridge: California State University, Harper Collins College.
Taylor, S., Repetti, R. L., & Seeman, T. (1997). Health psychology: What is an unhealthy

environment and how does it get under the skin? Annual Review of Psychology, 48, 411–447.
Townsend, P., Phillimore, P., & Beattie, A. (1988). Health and deprivation: Inequality and the North.

London: Croom Helm.
United States Census Bureau (1994). Geographical areas reference manual. Washington,

DC: Department of Commerce.
United States Census Bureau (2000a). Appendix A. Census 2000 geographic terms and con-

cepts. U.S. Census Bureau. Accessed on March 16, 2005, from http://www.census.gov/
geo/www/tiger/glossry2.pdf

United States Census Bureau (2000b). Census 2000 final response rates: Public Information
Office. Accessed June 3, 2005, from http://www.census.gov/dmd/www/response/
2000response.html

Wang, F., & Luo, W. (2005). Assessing spatial and nonspatial factors for healthcare access:
Towards an integrated approach to defining health professional shortage areas. Health

and Place, 11, 131–146.
Welte, J., Wierczorek, W., Barnes, G., Tidwell, M., & Hoffman, J. (2004). The relationship of

ecological and geographic factors to gambling. Journal of Gambling Studies, 20, 405–423.
Wilcox, M., Smith, S., Johnson, I., Maynard, P., & Chilvers, C. (1995). The effect of social

deprivation on birthweight, excluding physiological and pathological effects. British Journal

of Obstetrics and Gynaecology, 102, 918–924.

Using Census Data to Approximate Neighborhood Effects 235

c09.qxd  3/31/06  3:18 PM  Page 235



Wright, C., & Parker, L. (2004). Forty years on: The effect of deprivation on growth in two
Newcastle birth cohorts. International Journal of Epidemiology, 33, 147–152.

Yen, I., & Syme, S. (1999). The social environment and health: A discussion of the epidemio-
logic literature. Annual Review of Public Health, 20, 287–308.

Yost, K., Perkins, C., Cohen, R., Morris, C., & Wright, W. (2001). Socioeconomic status and
breast cancer incidence in California for different race/ethnic groups. Cancer Causes and

Control, 12, 703–711.
Zierler, S., Krieger, N., Tang, Y., Coady, W., Siegfried, E., DeMaria, A., et al. (2000). Eco-

nomic deprivation and AIDS incidence in Massachusetts. American Journal of Public Health,

90, 1064–1073.

236 Methods in Social Epidemiology

c09.qxd  3/31/06  3:18 PM  Page 236



PART THREE

DESIGN AND ANALYSIS

Y

c10.qxd  3/31/06  3:21 PM  Page 237



c10.qxd  3/31/06  3:21 PM  Page 237



239

Community-based participatory research (or CBPR) is an approach to research
that consciously blurs the line between researchers and the “researched”

(Gaventa 1981) or makes research “subjects” more than mere “objects” of research
(Green and Mercer 2001). Community-based participatory research is a collabo-
rative approach to research that engages partners from a community—geographic
or otherwise defined—in all phases of the research process, with a shared goal of
producing knowledge that will be translated into action or positive social change
for the community (Green et al. 1997; Israel et al. 1998). In the realm of public
health, CBPR efforts often focus on improving community health status or reducing
social disparities in health or both (Israel et al. 1998). As such, CBPR is critically
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important to social epidemiology and its goal of identifying, understanding, and
modifying the social determinants of health in populations.

Community-based participatory research has a long history as a research
approach that aims to improve the well-being of people and their communi-
ties; it is not a new concept or approach (Freire 1970, 1973; Wallerstein and
Duran 2003). Nonetheless, CBPR is receiving renewed attention in public
health research and practice (O’Fallon and Dearry 2002). For example, the In-
stitute of Medicine recently named CBPR as one of eight new competency
areas essential for breadth in public health training (Viswanathan et al. 2004).
Community-based participatory research is often discussed in the context of
intervention or evaluation research (involving both experimental and quasi-
experimental designs), where community members are fully engaged in the
identification of a problem and the design and evaluation of potential inter-
ventions. As in the following description, however, CBPR has also been used to
address basic research questions. As such, social epidemiologists engaged in
observational research regarding health disparities and the social determinants
of health can draw from the principles and processes of CBPR in their work
as well.

In this chapter, we provide an overview of CBPR and its relevance to social epi-
demiology as a critical subfield of public health. We begin by defining CBPR and
presenting an overview of what has been written about CBPR “principles” (or char-
acteristics, grounded in theory and practice, about the way in which this approach
to research ought to proceed). We then discuss the relevance of CBPR to social epi-
demiology, including what to consider when deciding whether or not to use a CBPR
approach in a particular research endeavor. Next, we present some general guid-
ance regarding the process of CBPR, including a discussion of some common chal-
lenges and facilitating factors that have been learned by those engaged in this type
of work. Finally, we conclude by offering our perspective on some key issues and
debates regarding CBPR in public health research.

Definition and Principles of CBPR

There are many partnership approaches to research in different disciplines variously
referred to as “action research” (Reason and Bradbury 2001; Stringer 1996),
“participatory research” (deKoning and Martin 1996; Green et al. 1995; Hall 1992;
Park 1993; Tandon 1996), “participatory action research” (Whyte 1991), and
“participatory community research” ( Jason et al. 2004). Although these approaches
have their differences, they all emphasize conducting research that actively involves
members of the group or community being studied in the research process. Within
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the field of public health, the term “community-based participatory research” has
been used increasingly to represent such collaborative approaches to research.
Whereas there is no one definition, in our work we have defined CBPR as a part-
nership approach to research that equitably involves diverse partners (for example,
academic researchers, health professionals, community members) in all steps of the
research process, with all partners contributing their expertise, and in which in-
fluence, decision making, and ownership is shared (Israel et al. 1998, 2003). The
overall goal of CBPR is to both increase knowledge and understanding of a given
phenomenon (that is, address basic research questions) and to apply the knowledge
gained to guide the development of interventions, policy, and social change aimed
at improving the health of community members (Israel et al. 1998, 2003, 2005a).
The term “participatory” is critical to this approach. It emphasizes the participa-
tory processes involved and differentiates CBPR from other forms of community
research, where the community is seen as a setting for conducting research but not
an active partner in the process.

There is no one set of principles that will be applicable for all CBPR
partnerships. Rather, the process of determining core values and principles that
will guide collaborative efforts is essential in the development of individual
partnerships. Recognizing this, we present the following synthesis of nine CBPR
principles that have been discussed in the literature as useful for partnerships
seeking to balance power and influence, research and practice. These principles
reflect considerable experience in conducting participatory forms of research
and are offered to help inform other partnerships as they develop sets of princi-
ples that are applicable to their unique contexts. The nine principles are sum-
marized in Table 10.1 and explicated here (see Israel et al. 1998, 2003, and 2005a
for more detailed examinations and discussions).

1. Community-based participatory research recognizes community as a unit of identity. The
concept of units of identity refers to membership in, for example, a family, group,
social network, or geographic neighborhood, and recognizes the importance of
sense of identity with these units, which is created and recreated through social in-
teractions (Hatch et al. 1993; Steuart 1993). A community, as a unit of identity, is
defined by a sense of identification with and emotional connection to other mem-
bers, through common values, norms, and symbol systems and shared interests and
needs and commitment to meeting them (Steuart 1993). Communities of iden-
tity may have a common geographic boundary (for example, neighborhood) or may
be dispersed geographically (for example, ethnic group). Any given city or town or
geographic area may not be a community of identity; rather they may be an ag-
gregate of individuals who do not share a common identity, or they may be made
up of several overlapping communities of identity. Within the context of CBPR,
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partnerships seek to identify and work within communities of identity, expanding
beyond them as needed, to examine and address community identified public health
issues.

2. CBPR builds on strengths and resources within the community. An integral part of
a CBPR effort is recognizing and building upon community strengths, assets, and
resources (for example, individual skills, social networks, community-based orga-
nizations) to investigate research questions and address identified concerns (Israel
et al. 1998, 2003; McKnight 1994; Steuart 1993).

3. CBPR facilitates a collaborative, equitable partnership in all phases of research, in-

volving an empowering and power-sharing process that attends to social inequalities. Drawing
upon the expertise, interests, and time availability of the partners involved, CBPR
efforts strive for all partners to participate in and share control and decision-making
over the different steps in the research process—for example, problem defini-
tion, data collection, analysis and interpretation, dissemination, and application
of findings to address community issues (deKoning and Martin 1996; Green et al.
1995; Israel et al. 1998, 2003; Park et al. 1993; Stringer 1996).
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TABLE 10.1. PRINCIPLES OF COMMUNITY-BASED
PARTICIPATORY RESEARCH.

Principle 1: CBPR recognizes community as a unit of identity.
Principle 2: CBPR builds on strengths and resources within the community.
Principle 3: CBPR facilitates a collaborative, equitable partnership in all

phases of research, involving an empowering and power-
sharing process that attends to social inequalities.

Principle 4: CBPR promotes co-learning and capacity building among all
partners. 

Principle 5: CBPR integrates and achieves a balance between knowledge
generation and intervention for the mutual benefit of all 
partners.

Principle 6: CBPR focuses on the local relevance of public health problems
and ecological perspectives that attend to the multiple determi-
nants of health.

Principle 7: CBPR involves systems development through a cyclical and
iterative process.

Principle 8: CBPR disseminates results to all partners and involves them in
the wider dissemination process.

Principle 9: CBPR involves a long-term process and commitment to 
sustainability.

Source: Adapted from Israel et al. 1998, 2003, 2005a.
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4. CBPR promotes co-learning and capacity-building among all partners. Acknowledg-
ing that all partners bring diverse skills, expertise, perspectives, and experiences
to the partnership, CBPR is a co-learning process that promotes the reciprocal
exchange of knowledge, skills, and competencies among the partners involved
(deKoning and Martin 1996; Freire 1973; Israel et al. 1998, 2003; Stringer 1996;
Suarez-Balcazar et al. 2004).

5. CBPR integrates and achieves a balance between knowledge generation and intervention

for the mutual benefit of all partners. The goal of CBPR is to both contribute to science
and integrate and balance the knowledge gained with the development of inter-
ventions and policies aimed at improving health in the communities involved
(Green et al. 1995; Israel et al. 1998, 2003; Park et al. 1993). Within CBPR efforts,
although they may not all include a direct intervention component, there is an
emphasis on and commitment to translating research findings into actions that
benefit the community (deKoning and Martin 1996: Green et al. 1995; Israel et al.
2003; Schulz et al. 1998).

6. CBPR focuses on the local relevance of public health problems and ecological perspectives

that attend to the multiple determinants of health. Community-based participatory research
emphasizes public health concerns of local relevance to the communities involved
and uses an ecological approach that attends to individuals, their immediate con-
text (for example, family, social network), and the broader contexts in which these
are embedded (for example, community, society) (Bronfenbrenner 1990; Israel et al.
1998, 2003). Therefore, integral to CBPR efforts is the consideration of multiple
determinants of health, such as biological, social, cultural, economic, and physi-
cal environmental factors (Israel et al. 1998, 2003; Suarez-Balcazar et al. 2004).

7. CBPR involves systems development through a cyclical and iterative process. Com-
munity-based participatory research involves all partners in a cyclical, iterative
process aimed at systems development (for example, a partnership) in all steps of
the research process (Altman 1995; Israel et al. 1998, 2003; Stringer 1996).

8. CBPR disseminates results to all partners and involves them in the wider dissemination

process. A critical component of CBPR is the dissemination and collective
interpretation of research findings to all partners and communities involved, in
ways that are respectful, meaningful and applicable (Israel et al. 1998, 2003; Schulz
et al. 1998). All partners also participate in the wider dissemination of results,
for example, as co-presenters at conferences and co-authors of publications (Israel
et al. 2003).

9. CBPR involves a long-term process and commitment to sustainability. To establish and
maintain the trust needed and to address the multiple determinants of health, CBPR
involves a long-term process and commitment to sustainability (Hatch et al. 1993;
Israel et al. 2003; Mittelmark et al. 1993) that frequently requires extending beyond
a single research project or funding period (Israel et al. 2003).
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CBPR and Social Epidemiology

As described in the previous section, CBPR is not a specific method or research
design. Rather, CBPR is an approach to or a process by which research using different
types of designs and methods can proceed. As an approach to identifying research
questions, attempting to answer them, and using the results for positive change,
CBPR is of great relevance to social epidemiology in several significant ways.
Community-based participatory research is applicable to a plethora of research
questions, study designs and data collection efforts (both quantitative and quali-
tative), not only community intervention research (see Viswanathan et al. 2004 for
a review of thirty health-related “noninterventional studies” that used a CBPR
approach). In addition, CBPR is an approach to research that is more acceptable
by communities of color and other marginalized groups who rarely see benefits
from the research conducted in their communities and—for good reasons—have
serious mistrust of researchers and the institutions they represent (Chavez et al.
2003). Thus, social epidemiologists engaged in a wide variety of research
endeavors can do so with CBPR approaches.

We see four key types of social epidemiological research in which a CBPR
approach could be implemented. First, CBPR can be useful in descriptive research that

attempts to identify or elucidate social determinants of health. A wide variety of researchers
engage in work that seeks to identify and explain social factors that promote and
inhibit health. We are not suggesting that all of them need to use a CBPR approach
in their research. For instance, is a CBPR approach called for if a social epidemi-
ologist is going to analyze data from the National Health Interview Survey, a
statewide tumor registry, or some other secondary data source? Having members
of the population from which the data were gathered participate in identifying
salient research questions, assessing data collection methods, and assisting in
interpreting and disseminating the results could, in fact, improve the research effort.
A CBPR approach is not often taken in secondary data analyses, however, especially
if the data come from a large, dispersed geographic area.

Nonetheless, if the research approach involves collecting new data or analyzing
existing data from community members with the purpose of better understanding
the relationship between various social and community factors and health status,
using a CBPR approach has the potential to significantly inform and improve the
project. If primary data collection is going to occur, members of the community
in question can offer valuable insight and expertise regarding the issues or prob-
lems that are of priority in the community and salient individual and community
factors that might be investigated to better understand the priority problems. Com-
munity expertise can also provide useful direction regarding data collection strategies,
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operationalization of variables, and measurement approaches. For example, Zenk
et al. (2005) describe specific contributions made by a CBPR partnership to the
development of a neighborhood observational checklist, including the operational-
ization and interpretation of observed features of the local context. This included
initial discussions about how best to observe vacant city lots in residential areas and
record the amount of “dumped materials” in these spaces. Community members
pointed out that residents often maintain such lots, keeping them free of dumped
materials, mowing the grass, and planting flowers. In some cases, chairs and recre-
ational equipment indicated residents’ use of the space for social and recreational
purposes. As a result of these discussions, more variables were added to the obser-
vational tool, reflecting a wider range of how vacant land is used than what has been
captured by instruments used in previous studies.

Second, CBPR can also be a useful and productive approach in research

attempting to understand or elucidate disparities in health status or health-related risk fac-

tors. Social epidemiologists often engage in research that seeks to understand and
explain disparities in health and disease states or factors related to health. In this
type of work, social epidemiologists often focus on populations that are disad-
vantaged or marginalized by socioeconomic position, race, ethnicity, or other
social factors. The use of a CBPR approach ostensibly gives voice and power to
these marginalized groups that are quite likely to have unique knowledge and
valuable insights to contribute to the understanding of the causes and conse-
quences of the disparities under investigation (Mullings et al. 2001; Stoeker and
Beckwith 1992). Even if the research is purely descriptive (for example, it is at-
tempting to identify patterns and differentials in some phenomenon by race, eth-
nicity, or social class), a participatory approach can help to reframe or refocus
the research questions in ways that improve the research. Researchers, whose
perspectives might be constrained by disciplinary lenses or other academic
biases, can be challenged by community partners to think “outside the box” in
new and creative ways. Also, in accordance with the principle of co-learning
and capacity building, a CBPR approach to disparities research can serve to
increase the knowledge or awareness of the existing causes or consequences of
health disparities (or both) in a way that allows marginalized populations a voice
in defining and creating knowledge about their own communities. This, in turn,
serves the bigger goal of empowerment, whereby communities are empow-
ered to define or elucidate their own problems and solutions (Freire 1970;
Wallerstein and Duran 2003). Numerous studies have been conducted regarding
social factors and processes related to health with a CBPR approach. See, for
example, research carried out as part of the Eastside Village Health Worker
Partnership in Detroit (Becker et al. 2002; Israel et al. 2002; Parker et al. 2001;
Schulz et al. 2001; van Olphen et al. 2003b).
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Third, social epidemiologists have also used a CBPR approach when con-
ducting research to identify or define needs, problems, and assets in specific communities. It does
not make intuitive sense to have people from outside of a community come into an
area and define its issues, needs, or even its assets, regardless of how skilled and
well-intentioned they may be. Those who live and work in the community are
likely to have key insights about the dynamics in a specific community that may
be difficult for outsiders to identify or understand, at least initially. The strength
of CBPR is that it fosters collaboration between those from within a community—
with their knowledge, history, and commitment—and researchers who have
strengths and assets themselves, including the time, resources, and expertise to
engage in a systematic assessment of a community’s issues and priorities.

Wing (2002) and Farquhar and Wing (2003) described a case study in which
a CBPR approach was used in community-driven environmental justice research
in rural eastern North Carolina. The research was conducted in response to com-
munity members’ concerns that corporate hog farming was producing air, water,
and noise pollution that disproportionately affected low-income African American
communities. An organized concerned-citizens group partnered with county health
department staff and academic researchers to conduct a quantitative analysis of
the distribution of industrialized hog operations in the state. The results showed
that “hog operations were far more common in low-income communities and com-
munities of color, that this concentration was more extreme for hog operations
owned or operated by large corporations than for independent operations, and
that the pattern was only partly explained by differences in population density”
(Farquhar and Wing 2003, p. 225). The study also found that hog operations were
more likely to be located in places where a significant portion of the population
got their drinking water from household wells (Wing 2002). A subsequent com-
munity survey (also using a CBPR approach) documented that residents living near
hog operations had a significantly higher rate of headaches, sore throats, burning
eyes, respiratory symptoms, and diarrhea; and they also reported differences in
quality of life because of noxious odors (Wing 2002).

Fourth, CBPR is an important approach in efforts to design, implement, and

evaluate interventions and policies aimed at reducing the negative impact of particu-
lar social determinants of health or at reducing social inequalities in health
(Springett 2003). Much of the published literature regarding CBPR involves
examples of intervention research in which a participatory approach was used
to identify a community need or problem, design an intervention—programmatic
or policy response—evaluate the intervention, and make positive community
change based on the research results. Just as community members are likely to be
in the best position to define their own assets and needs, they are also likely to
be the best judges of what types of interventions have the most potential in their
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communities. Community experts have the historical knowledge of programs or
services that were tried in the past and what likely led to past successes and chal-
lenges. Community involvement in intervention development and pilot testing pro-
vides essential information not only regarding the content of the intervention but
also its cultural appropriateness and the manner in which it will be implemented.
For example, community members might tell you that community nutrition classes
have the potential to be well-received but not if they are held at a specific mu-
nicipal office as suggested, because of its location, negative attitudes towards the
office based on widespread personal experiences, or other legitimate reasons.

A growing number of examples of how CBPR has been used to design and
evaluate an intervention can be found in the public health literature. This includes
social epidemiological studies employing experimental research designs (Oakes
2004). Examples of intervention research with a CBPR approach include the
following projects: HIV Testing and Counseling for Latina Women in Los Angeles
(Flaskerud and Nyamathi 2000; Flaskerud et al. 1997); Seattle Partners’ adult
vaccine intervention (Krieger et al. 2000); the Sierra Stanford Partnership in
Northern California (Angell et al. 2003); and the Center for Urban Epidemio-
logical Studies’ policy research to promote reintegration of drug users leaving jail
in New York City (van Olphen et al. 2003a). As another example, Lantz et al.
(2003) described an evaluation in which staff and other representatives from
Native American tribes and tribal consortia running federally-funded women’s
cancer-screening programs participated in all phases of a program evaluation,
including the identification of evaluation priorities, data collection, and the in-
terpretation and dissemination of results. Although tribal representatives were not
involved with the design of the national intervention, they were full partners in a
participatory evaluation of their local programs. Lantz et al. (2001, p. 693) wrote,
“Tribal representatives and program staff have stated that they would not have
participated in this [evaluation] had a participatory process not been used. . . .
The participatory research process led to ownership of the results within partici-
pating tribal programs, which in turn has enabled them to document successes,
educate new staff, learn from other programs, and reach out to mentor new
programs.”

Deciding Whether to Use a CBPR Approach

As described previously, there are many types of research in which social epidemi-
ologists are engaged that could follow principles of CBPR. In addition, it is important
to underscore that there are many different models regarding participation and how
the participatory process within CBPR studies is implemented in practice (Green
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et al., 1995) For example, Stoeker (2003) suggests that a researcher can play the
role of initiator, consultant, or collaborator in a project, depending on the situation and
preferences of the community. Thus, there is no simple set of criteria that one can
use to decide whether or not a specific type of CBPR approach is essential, merely
advisable, or not necessary for a particular research endeavor. Nonetheless, we can
offer a few points to consider in deciding whether to use a CBPR approach.

First, research that involves needs assessment or the identification of resources
in a specific community can greatly benefit from approaches that engage commu-
nity residents in the research process. Given that academically based researchers (in-
cluding social epidemiologists) are not often from the community in which they are
conducting research, they may not have an in-depth understanding of the local cul-
ture and community relations and dynamics—understandings that are central to so-
cial epidemiology, with its focus on how social processes and community conditions
can influence health. Anthropologists, sociologists, epidemiologists, health educa-
tors, and other public health researchers have long recognized the value of key in-
formants and insider knowledge in developing an understanding of community
dynamics, including those that impact health (James 1994; Singer 1993, 1994; Steuart
1993). Actively engaging community residents in efforts to understand key social phe-
nomenon related to health extends opportunities for dialogue and the exchange of
insights and information regarding community concerns, social relationships, cul-
ture, and other contextual factors that influence the health of residents.

Second (and similarly), research focused on the development of interventions
to address health concerns within local communities can also benefit from the ac-
tive engagement of community members, whose perspectives regarding the local
culture, community dynamics, and structural conditions that underlie health con-
cerns are extremely valuable in considering how to bring about change. These in-
sights are not limited to an understanding of within-community dynamics but can
equally inform an understanding of local areas within broader social contexts (for
example, understanding political relationships between urban communities and
surrounding suburban neighborhoods). In addition, research seeking to evaluate
the process or impact of intervention efforts can often benefit substantially by en-
gaging community observers or participants in the prioritization of evaluation
questions, the design of the evaluation, and in analysis and interpretation or im-
plications drawn from the results.

At times, social epidemiologists might find that they will not be permitted ac-
cess to or entrée into a community without giving community members a voice
in or shared power regarding the project. For example, many Native American
tribes are now requiring that a full participatory approach be used in any research
regarding their people, land, or other resources, such that tribal people have a
voice in and control over the research questions being investigated, the methods
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being used, the interpretation of results, and the dissemination of findings (Fisher
and Ball 2003). Green and Mercer (2001) describe the “push from communi-
ties” demanding that research “show greater sensitivity to communities’ percep-
tions, needs, and unique circumstances,” and how CBPR is a critical part of how
researchers are responding to this demand. In addition, a growing number of fun-
ders are developing funding mechanisms requiring that a CBPR approach be used
to foster true community involvement and a convergence between research and
community participation (Minkler et al. 2003). As such, it is becoming more com-
mon for researchers seeking funds for community-based public health projects
to provide evidence in their proposal of a committed partnership and of the adop-
tion of a participatory approach.

Finally, it is important to remember that social epidemiologists rarely conduct
research simply for the sake of research. Rather, research is a means to a bigger
end that often includes the production of knowledge from which action can be
taken to improve health and reduce health status disparities. Thus, social epi-
demiologists should be able to articulate the bigger goals for a research project
under consideration. If these goals include fostering positive changes in commu-
nity health and well-being or expanding community capacity to produce knowl-
edge and action, then it is essential to consider a CBPR approach (Gaventa 1993;
Stoeker 2003).

The Process of CBPR

Community-based participatory research and its analogs (participatory action
research, participatory evaluation research) have been described as part of a
cyclical process that includes problem framing, planning, action, observation, and
reflection, toward the goal more effective practice (Eng et al. 2005; Israel et al.
1998; King 1998; King and Lonnquist 1992; also, Nunneley Jr. et al., Validating

Standards for Action Research, a paper presented March 1997 at the American
Educational Research Association, Annual Meeting, Chicago.). The cyclical na-
ture of the process allows knowledge and understanding to emerge over time and
emphasizes that this process continually builds on, critiques, and extends prior
knowledge and action. There are several steps or stages that can be identified
within this ongoing process, regardless of the specific focus of the research and
intervention efforts. These include the process of forming a partnership and main-
taining it over time, assessing the community and its dynamics, identifying local
health concerns, taking action to address identified concerns, and documenting
or evaluating the effectiveness of the partnership itself and its actions to address
health issues (Becker et al. 2005; Israel et al. 2001, 2005a).
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The first step in the process—creating and maintaining a partnership—
involves a number of issues, including the identification of the “community”
(for example, geographic or a community of identity, and its boundaries) and the
determination of who will represent that community. Attention is warranted to
whether community representatives are formal or informal leaders and whether
they are self-identified or identified through other means (for example, interviews
with community residents). It is also important to determine the extent to which
subgroups within the community are represented, with particular attention to race,
class, gender, language, and other factors that may reflect dimensions of power
and influence within the community and between community representatives,
academic partners, and other members of the partnership. All of these factors
influence the partnership dynamics as well as the effectiveness of the partner-
ship in addressing research questions.

Creating and maintaining a partnership also involves attention to the process
through which members will interact with each other (Becker et al. 2005; Israel
et al. 2001). The process of creating a shared vision of the work that the part-
nership will undertake is essential to effective collaboration ( Johnson and Johnson
2003). Attention to mechanisms that enable all partners to be involved in this
process without overburdening them, and to the development and maintenance
of trust and open communication, are central to the functioning of effective part-
nerships (Israel et al. 2005b; Johnson and Johnson 2003; Lasker and Weiss 2003;
Lasker et al. 2001; Schulz et al. 2003b; Sofaer 2000). Researchers seeking to ef-
fectively engage community residents in analyzing, addressing, and evaluating
efforts to address health challenges within their communities must be self-reflective
about issues of race, gender, class, power, and privilege. Furthermore, they must
develop both the skills and the readiness to address tensions and differences of
perspective that may arise (Chavez et al. 2003; Minkler 2004; Nyden and
Wiewel 1992).

The ability of partnerships to effectively resolve conflicts and address issues
of power and equity are linked to trust and require the demonstration of trust-
worthiness on the part of partners—particularly, although not limited to, those
from outside the community. Methods for addressing these and other issues of
partnership formation and maintenance have been discussed in some detail else-
where (Becker et al. 2005; Johnson and Johnson 2003; Wallerstein et al. 2005).
The cyclical nature of the CBPR process described earlier in this section high-
lights the reality that these and other partnership issues are not limited to the
initial stages of partnership formation. Rather, researchers engaged in CBPR must
be prepared to attend to such issues throughout the life of CBPR efforts.

A second stage of CBPR is that of assessing the community itself, including
for example, its history; relationships between groups within the community and
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between the community and neighboring communities; and the values, language,
and communication and helping patterns of its residents (Eng et al. 2005;
Kretzman and McKnight 1993; Steuart 1993). Within CBPR that have action or
change as a priority, this stage of the process emphasizes attributes or dynamics
within the community that may facilitate change (for example, identification of
formal and informal leaders, community organizations, or other resources within
the community). During this phase of the process, partners may draw upon
multiple data collection methods, including for example participant observation,
in-depth interviews, and review of historical documents, newspapers, and other
media (Eng et al. 2005). Like the stage of forming and maintaining the partner-
ship, partners may initiate this process at the beginning of a CBPR effort but
continue to increase understanding of the life and dynamics of the community
over time (Israel et al. 2005a).

Partners engaged in participatory research must also work together to define
the research questions that will be addressed by the partnership. In this third stage,
partners identify priority topics of concern as well as the specific research questions
to be addressed. This process can be informed by existing data (for example, com-
munity morbidity or mortality records), priorities and concerns expressed by
community key informants, systematic surveys of community residents, and other
data collection methods alone or in combination (Christopher et al. 2005; Kieffer
et al., 2005; Krieger et al. 2005; McQuiston et al. 2005; Zenk et al. 2005). Key here
is the active involvement of partners from various perspectives and social locations.
This helps to ensure that the process reflects the collective vision of the partners; is
consistent with community norms, values, and interaction patterns; and benefits
from the insights of community residents.

A fourth stage in the participatory research process involves the mutual
commitment to take action to address the concerns that are identified through the
preceding stages. Such actions can take many forms, including the design of
specific individual or group interventions; efforts to promote community change;
dissemination of study results within appropriate local, state, regional, or national
venues; and efforts to change local, regional, or national policies that impact health.
For example, the Community Action Against Asthma project, a CBPR effort in
Detroit aimed at gaining an increased understanding of environmental triggers
of childhood asthma, designed and implemented a family and household inter-
vention that sought to reduce triggers in the home and alleviate asthma symptoms
in children. At the same time, the project undertook basic research designed to as-
sess the impact of air quality on asthma. On the basis of the finding that airborne
particulate matter had a significant effect on children’s asthma, the project engaged
in community organizing to influence land-use decisions in the neighborhoods
most negatively affected by air pollution. These efforts integrated the information
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gathered through community assessment as well as basic epidemiological research
and were undertaken collaboratively by all members of the partnership as they
worked together to develop and implement evidence-based interventions to
improve health (Keeler et al. 2002; Parker et al. 2003).

The fifth stage involves the ongoing evaluation of both the partnership process
(for example, the extent to which the partnership is following CBPR principles)
and the extent to which CBPR efforts are successful in attaining research, inter-
vention, and policy goals. Such evaluation is an important means by which mem-
bers of the partnership—and external parties as well—may assess their impact or
effectiveness. It is generally possible to determine whether and how well a part-
nership is achieving its process goals and intermediate outcomes long before it is
possible to determine the partnership’s impact on health outcomes, and such in-
formation can be used by the partnership to enhance its efforts and thereby the
accomplishment of its long term goals (Israel et al. 2005b; Rossi et al. 1999; Schulz
et al. 2003b; Weiss et al. 2002).

Common Pitfalls, Challenges, and Facilitating
Factors in CBPR

As an approach to research, CBPR has much to offer the field of social epidemi-
ology. It is also the case, however, that there are a number of challenges that
researchers and community members alike may encounter in undertaking a CBPR
approach. As more public health researchers and practitioners are engaging in
this type of work and sharing their experiences, there is a growing literature on
how to avoid common pitfalls and challenges. In this section, we summarize major
themes from this literature and suggest that researchers considering or newly em-
barking upon a CBPR project engage in dialogue with their partners regarding
how they might attempt to avoid or overcome them. Ideally these discussions
should occur at the proposal-writing stage.

A common pitfall that can lead to tensions or misunderstandings among
partners (and with potential funders and proposal reviewers) is conflating or
mistaking an advisory process for a participatory process. Although there is no gold
standard for what constitutes “participation” in CBPR, and most consider there
to be a continuum regarding levels of community participation (Cornwall
and Jewkes 1995), identifying community members to serve on a committee or
board that meets several times a year to react to research plans and provide
feedback and advice is not CBPR, as described here. Obtaining advice in this
manner is not collaboration and does not reflect working in partnership with a
community. The essential ingredient of participatory research involves the sharing
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of power and control over decisions and resources in all phases of the research
process (Cornwall and Jewkes 1995; Israel et al. 1998, 2003).

Furthermore, although gathering data from community members in a way
that gives them voice in defining problems and potential solutions is important,
it does not constitute CBPR in and of itself. Conducting town hall meetings, focus
groups, or individual interviews with community members to gather data on per-
ceptions of problems and priorities are important and viable components of a col-
laborative research process. Gathering information in such ways, however, does
not alone provide opportunities for active, ongoing engagement and influence in
decisions related to the research. In the same vein, offering what might be an ex-
citing new program or service to a community as part of an intervention research
project also is not CBPR. Again, simply because one is working in a community
and interacting with community members in various ways does not mean that one
is engaged in participatory or collaborative research.

For those who are committed to a participatory process in which community
members have equal power and voice in all phases of the research, there are
obviously a number of challenges to this work. Resource issues are an omnipresent
challenge in CBPR; and time is a very important resource. Making a commitment
to a CBPR approach is also making a commitment to a very time-consuming
process, for all involved (Israel et al. 1998). For researchers, engaging in a partici-
patory process often means that the project will have an extended timeline and that
a great deal of time will be devoted to meetings with community partners so that
key decisions can be made in a participatory rather than unilateral fashion. If the
researchers do not live or work in the community involved, the time required for
travel to and from the community also can become significant. For community part-
ners, research is yet another commitment and demand on time that is above and
beyond their other obligations. For those participants who are representing a
community-based organization or agency in a partnership, working on a CBPR
project often means that they have added research responsibilities to a job that is
already quite demanding. In addition, research institutions (including academia)
and funders expect the research—and the resulting reports and publications—to
proceed in a timely fashion. Community organizations expect their employees to be
involved with the CBPR project but also to accomplish all their other work as
well (Lantz et al. 2001). As such, institutional expectations related to time can
also be quite challenging.

Money is also an important resource, and the distribution of it among the
individuals and organizations involved in a CBPR endeavor is often a challenge.
It is all too often the case that the time and effort of the researchers involved with
a CBPR project are supported by the project budget, whereas the time and effort
of community partners (whose primary goal is rarely research) is being donated
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or supported in a purely symbolic way. There are understandable reasons why the
researchers and their institutions often receive more of the monetary resources
than community partners and representatives, including how academic research is
funded and valued. Furthermore, the traditional ways in which faculty, research
staff, and graduate students are evaluated actually provide disincentives to engage
in CBPR, which requires that researchers give up some control and add the need
for more time and resources to the process. Nonetheless, resources need to be
distributed in a way that supports the work and efforts of all partners and that
participants believe is equitable.

Another challenge in conducting CBPR is defining the community and deter-
mining who represents the community (Israel et al. 1998, 2003; Minkler 2004) In
working with a given community, there are a number of issues that need to be
considered: Who represents the community? Who decides who community
partners will be? To what extent are community partners involved as individuals
or as representatives of community-based organizations? How “grassroots” are
community members? And to what extent do community partners reflect and
represent the community more broadly (Israel et al. 1998, 2003)?

One of the major strengths and benefits of using a CBPR approach is also
one of the biggest challenges—working with the diversity of partners involved. This di-
versity includes cultural backgrounds with respect to ethnicity or race, social class,
gender, sexual orientation, community or academic role, and academic discipline
as well as differences in perspectives, priorities, values, beliefs, assumptions, and
language (Israel et al. 1998, 2003). Given these multiple backgrounds and per-
spectives, participants may have different agendas, goals, expectations, experiences
with and level of commitment to CBPR, conflicting loyalties, limited trust, lack of
a common language, lack of multicultural understanding and humility (Tervalon
and Murray-Garcia 1998), and little recognition of the need to create a culturally
safe environment for all participants (Crampton et al. 2003; Ramsden 1997). Al-
though these differences can lead to conflicts that need to be addressed, they pro-
vide a wide array of viewpoints, skills, and experiences that can be drawn upon
to foster the successful integration and synergy of ideas and actions within the
context of a CBPR project. Researchers must attend to the historical and ever-
present role that privilege and racism play in trying to establish and maintain richly
diverse CBPR partnerships (Chavez et al. 2003; Minkler 2004).

A final challenge is creating a balance between research and change goals that is mutu-
ally acceptable to all the partners involved (Israel et al. 1998; Minkler 2004). As
described earlier, CBPR efforts can address basic research questions, interven-
tion research questions, or both types of questions. Challenges arise when there
is a difference among partners in the emphasis and value placed on some types
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of research and data as compared with others. For example, some researchers
may prefer that more data be collected than some community partners, and
researchers and community partners may differ in their interest in examining
basic research questions versus the development and evaluation of interven-
tions. This is not a situation of deciding whether to conduct research versus
action; rather it is a matter of creating a balance and staying committed to the
overarching goal that the research will benefit the community involved. For
example, in the Healthy Environments Partnership, the partners agreed that
the focus would be on the investigation of a basic research question: the contri-
butions of social and physical environments to cardiovascular disease risk
among Detroit residents. Whereas the focus of this effort was on basic etiologi-
cal research, it was undertaken within the context of long-term relationships
and mutual commitment to ensuring that the research findings would be
disseminated and translated into subsequent interventions and policy change
(Schulz et al., unpublished manuscript. Social and physical environments and

disparities in risk for cardiovascular disease: The Healthy Environments Partnership

conceptual model.)

Although engaging in CBPR is hard work with some serious challenges, a
number of facilitating factors have been identified, as reported in the growing
journal and book literature on participatory and collaborative research (see Israel
et al. 1998, 2003; Minkler and Wallerstein 2003). There are also published eval-
uations of participatory coalitions and partnerships, where the focus is on the
process by which a partnership was convened and how it engaged in its work
(Eisinger and Senturia 2001; Freudenberg 2001; Lantz et al. 2001; Parker et al.
2003; Schulz et al 2003b). From this burgeoning literature, we discuss in this section
some of the identified facilitating factors for CBPR.

A critically important facilitating factor for CBPR is trust (Israel et al. 1998).
Community members often do not trust the motives or intentions of researchers.
There is a legacy of mistrust of research in many communities of color in the
United States, fueled by the historical reality of the Tuskegee Syphilis Study and
many other research projects that have raised serious ethical concerns (Freimuth
et al. 2001; Gamble 1997; Schulz et al. 2003a). This mistrust is also fueled by
the fact that social research regarding community issues and problems is rarely fed
back to the community or used as a springboard for community change. The result
is that many community members believe that research “uses” the community
to benefit researchers and their institutions but does nothing for the commu-
nity itself and can actually cause harm (Israel et al. 1998). Thus, an important
facilitating factor for CBPR is establishing and maintaining trust among commu-
nity partners and researchers by assuring that the research will be beneficial to the
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community and that this is not “research as usual.” Community partners have to
believe that the research is indeed going to address concerns that are salient to the
community and that it is going to benefit the community in some tangible and
important way. Building trust with communities takes time and is dependent on
both the words and the actions of the researchers (Lantz et al. 2001). Many of the
other facilitating factors described in this section are important to the CBPR
process precisely because they help to promote and facilitate relationships that are
based on trust, mutual respect, and a shared commitment to positive social change.

This includes a facilitating factor that is well-recognized in the literature:
the need to pay significant attention to the process by which the group or partner-
ship is engaging in CBPR (Becker et al. 2005; Israel et al. 2001; Lantz et al. 2001;
Schulz et al. 2003b). It is important that process not be taken for granted, because
it is fundamental to CBPR that all participants are comfortable and satisfied with
the process by which the group is making decisions and engaging in its work.
Processes for how decisions will be made and how work will be accomplished need
to be decided upon and implemented, with an infrastructure put in place to sup-
port them. It is recommended that partnerships develop and follow mutually
agreed-upon CBPR principles, operating norms, dissemination guidelines, and so
forth, all of which pay attention to process issues (see Israel et al. 1998, 2003;
Metzler et al. 2003). These processes and procedures do not have to be as for-
mal as by-laws or rules. What is important is that they are the result of open dis-
cussion and consensus-building among the partners, that they are documented,
and that there is a commitment to revisit them periodically to either ensure that
they are being followed or to discuss whether they need to be revised or both.

A third facilitating factor is commitment to equitable resource distribution. A true
participatory approach fairly compensates community partners and organizations
for their time, contributions, and expenses. Equitable distribution does not mean
equal distribution; it is up to a particular partnership to decide what constitutes
a fair or equitable distribution of resources. Many types of resources (especially
money) are distributed through a budgetary process. In a CBPR effort, commu-
nity partners should participate in budget planning and approval or both. In
addition, proposal reviewers and funders look carefully at the budgets, especially
when reviewing a project that purports to be CBPR. A budget in which every
minute of time, every mile driven, every telephone call made, and every office sup-
ply used by an academic or research partner is covered but only trivial and largely
symbolic amounts of money are going to academic partners raises serious red
flags. In addition to money, there are a number of other resources that can be dis-
tributed among the partners to ensure equity, such as training, technical assistance,
the ownership of data, and opportunities for participation in national conferences
and publications. Although any one CBPR project may not be able to achieve
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complete equity, over time and multiple projects, it is critical that all partners
perceive that resources are distributed equitably.

A number of additional facilitating factors have been identified in the CBPR
literature, including those reviewed in detail by Israel et al. (1998): (1) building
upon a prior history of work or collaboration with a community and positive
relationships that already exist; (2) identifying key community experts and
representatives with whom to partner; (3) identifying and articulating common
goals and objectives for the work of the collaboration; (4) having democratic lead-
ership and decision-making processes; and (5) creating infrastructure and having
the involvement of support staff, which frequently are the “glue” that holds a part-
nership together. In a recent review of the literature, Viswanathan et al. (2004)
discussed several strategies that have been used to “remove barriers to community
participation in research,” including the use of educational experiences such as
workshops or community forums in which both community members and
researchers participate to share understanding and expertise, the creation of a
written plan detailing the types of expertise required from all partners at each
phase of the project (including the publication, dissemination, and action phases),
and the hiring of local people for project coordination and other staff positions.
It is beyond the scope of this chapter to review all of the facilitating factors and
strategies in detail. Rather, we emphasize that there is a large published literature
to which social epidemiologists can turn for guidance and constructive advice
for all phases of the CBPR process.

Discussion

In this chapter, we have provided a general overview of CBPR and its relevance
for social epidemiology. We have discussed the principles of CBPR, major steps
in the process, common challenges, and facilitating factors. We view CBPR as a
viable and important approach to research for those social epidemiologists who
aim to foster positive health change and to reduce health disparities, especially
in communities or populations that are marginalized by social class, race, eth-
nicity, geography, or other social factors. A CBPR approach—which focuses on
the production of research that is of interest and use to a community and that
emphasizes community participation and ownership in all phases—can facilitate
and enhance the critical translation of research into interventions and other types
of policy action (Themba and Minkler 2003). In this section, we address two
critical issues that are sometimes raised regarding CBPR: (1) whether using
a CBPR approach compromises the integrity of the research process and
(2) whether CBPR “works.”
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CBPR and Science

A number of interrelated concerns regarding CBPR and scientific integrity have
been raised. The involvement of community members in CBPR as a key and dom-
inant stakeholder is viewed by some as a threat to the objectivity of the research en-
deavor (Cornwall and Jewkes 1995). A related concern is that CBPR approaches
may “water down” or compromise the research process in an effort to make research
more accessible, resulting in research that it is not as rigorous or sophisticated as it
could be. This includes concerns about the ability to detect intervention effective-
ness, especially if the research design does not include a control group (Krieger et al.
2005). Another concern is that a participatory research process—which blurs the
lines between the research process and research “subjects”—produces results that
are specific to the process used and thus are not generalizable beyond the com-
munity involved.

It is clearly the case that decisions made within the context of CBPR re-
quire respectful, honest, and careful discussion of the implications of various
research designs, framing of research questions, and the implementation of the re-
search for the integrity of the results. Such conversations require the development
of trust; the demonstration of trustworthiness; and the time, energy, and com-
mitment to engage different opinions and perspectives; and it is important that
partners do not shortchange this process. We also need to recognize that there are
multiple perspectives on “What is science?” and on what constitutes valid research
designs and methodologies in social science research (Green and Mercer 2001;
Sullivan et al. 2003). Questions raised about the scientific integrity of CBPR af-
ford an opportunity for dialogue, in which the successful conclusion of some of
these conversations may be an “agreement to disagree.” It is also important,
however, to probe the assumptions that may underlie some of the aforementioned
concerns. The assumption that research conducted by academically trained
researchers will be more “objective” or less problematic than research incorpo-
rating the insights and knowledge of community residents is one that bears
consideration. Indeed, there are many examples of academic research that were
erroneously motivated by stereotypes or other types of misinformation about
groups or communities. Thus, questions raised about the scientific integrity of
CBPR afford an opportunity for dialogue about research writ large and the cri-
teria and conditions under which valid and generalizable knowledge is produced.

As an approach to conducting research, CBPR has the potential to be as good
or as bad as the research design, data collection methods, analysis, and interpre-
tation of results allow. We do recognize that inviting and listening to community
voices regarding priorities and preferences and that sharing power and control in
the research process can significantly influence the choices made at every phase.
Such concerns should not be taken lightly. Nonetheless, as noted previously, the
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concerns raised about CBPR are relevant to all research, whether participatory
or not. For instance, program evaluators readily acknowledge that stakeholder
politics can influence the evaluation questions, the study design, and interpreta-
tion and dissemination of results regardless of whether or not a participatory
approach is being used (Quinn Patton 1997). It is also the case that CBPR in the
realm of public health has employed the full range of research designs (for
example, cross sectional, longitudinal, experimental) and data collections meth-
ods (qualitative and quantitative) available to researchers. In the area of CBPR
intervention research, the designs used have ranged from primarily qualitative
analysis without a control group to randomized controlled trials (Viswanathan
et al. 2004). It is true that researchers often have to make choices that compro-
mise the ideal research design or data collection approach. Again, this is a chal-
lenge that is not unique to CBPR, but a common part of dealing with resource
constraints, political situations, and stakeholder realities when conducting research
in human populations.

It is likely that a CBPR approach to research can actually enhance or improve
the research endeavor in multiple ways, including the selection of research
questions that are more salient for the community, improved variable opera-
tionalization and data collection strategies, improved interventions with greater
potential for success, and enhanced dissemination of results in ways that are
constructive and meaningful for community change. This is not to argue that some
research approaches are “better” than others. Rather, we are recognizing that
there are multiple perspectives on judging scientific quality (Israel et al. 1998;
Reason and Bradbury 2001) and that all research strategies have strengths and
limitations that need to be considered.

But Does it Work?

This, however, leads us to a second concern raised by some as an important
rhetorical question: Does CBPR work? In other words, what is the evidence that
a participatory approach to public health research is effective and worthwhile?
Because CBPR is an approach to research rather than an intervention in and of
itself, this is a challenging question. A better question might be: Does CBPR
produce research results that are more likely to meet the long-term goals of
creating interventions that address important community issues, identifying the
mechanisms by which health disparities are created and perpetuated, and
enhancing community capacity to identify and address salient issues on a long-
term basis? Although this is also a difficult question to answer, a growing empirical
literature suggests that this is indeed the case.

In a recent evidence-based review of the CBPR literature related to health spon-
sored by the Agency for Healthcare Research and Quality (Viswanathan et al. 2004),
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the review team found evidence of enhanced research quality in eleven of the twelve
completed intervention studies reviewed. This included documented evidence of
enhanced participant recruitment in eight studies, improved research methods in
four studies, improved variable measurement in three studies, and improved inter-
vention outcomes in two studies. This literature review also concluded that “very
little evidence of diminished research quality resulting from CBPR was reported”
(Viswanathan et al. 2004, p. 41). An additional conclusion was that forty-seven of
the sixty CBPR studies analyzed for the review reported evidence of enhanced com-
munity capacity as an outcome of the CBPR project, with nine studies also docu-
menting increased capacity among researchers. These findings suggest that there is
indeed “value added” from using a participatory approach in health-related re-
search. Thus, the accumulating evidence regarding CBPR underscores our fun-
damental point that it is an approach that is well worth implementing in a number
of social epidemiological research contexts.

Conclusion: “Push Beyond the Research”

Community-based participatory research—as a collaborative approach to research
that has as its ultimate goals the improvement of community health and the en-
hanced capacity of community members to define and address their own health
needs—is something with which all social epidemiologists should be familiar. To
be clear, we are not arguing that one either “believes” in CBPR and follows its
principles in all research endeavors or one does not. A social epidemiologist could
decide to use a CBPR approach in some research projects but that it is not
necessary, desired, or feasible in other work. As described earlier in this chapter,
there are inherent challenges in doing CBPR, many of which present significant
barriers to committing to this research approach. Nonetheless, there are myriad
benefits to and strengths in using a CBPR approach in research that has as its goals
the improvement of community health and an increased ability to use research as
a mechanism for positive social change. Thus, it is incumbent upon social
epidemiologists—working to further understand the social determinants of
community health, the causes of social inequalities in health over the life course,
and effective ways to reduce disparities and improve health in disadvantaged,
marginalized populations—to use research processes that involve and incorporate
the knowledge, experience, and strengths of the communities most affected. As
Zachary Rowe, a community activist and member of the Detroit Community-
Academic Urban Research Center, has stated (Schulz et al. 2003a, p. 293): “It’s
not enough to come into a community and do research. The community is not
about research—that’s a university or academic perspective. The community
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is about solving problems or challenges that it’s facing . . . The research can aid
in that process. So, as much as possible, we have to push beyond the research.”
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Networks of interpersonal relationships can be important mediators between
conditions in the social environment and health-related outcomes. Risks of

contracting a disease that spreads through personal contact are influenced not
only by individual behaviors but also by the behaviors of close contacts and by
social proximity to already-infected persons. Social relationships that structure
flows of information and social support may also affect the course and outcomes
of disease. Networks are central to several social processes affecting health-related
behaviors, including the shaping and enforcement of norms, the production or
amelioration of stress, and the regulation of access to information, resources, and
opportunities (Berkman and Kawachi 2000, p. 7).

This chapter introduces methods for measuring and analyzing social
networks, drawing on the social network approach per se as well as studies in
social epidemiology that have used network techniques. It first highlights some
exemplar studies that demonstrate the potential importance of networks in
epidemiological research. After reviewing some basic network concepts, it
describes common research designs that incorporate network data, data collection
methods, instruments, common indices based on network data, and methods used
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to obtain such structural measures. It then introduces methods for studying rare
populations and developing interventions that draw on network ideas. Finally, it
highlights important ethical issues that arise in network-based health research.

Background

The Alameda County study (Berkman and Syme 1979) was among the earliest to
call attention to the importance of networks for social epidemiology. Berkman and
Syme found a substantial association between all-cause mortality and a Social
Network Index including four types of social affiliations, reporting age-adjusted
relative risks of 2.8 and 2.3 among women and men, respectively. With a
prospective design, the Tecumseh Community Health Study (House et al. 1982)
corroborated many of Berkman and Syme’s findings; associations were consider-
ably stronger among men than among women. These studies pointed to networks
as structural sources of social support and helped to stimulate a vital, ongoing
body of research on social support and health (for example, Cohen and Syme
1985; Cohen et al. 2000).

Recent studies link social networks to a wide variety of health behaviors
and outcomes. For example, Cohen et al. (1997) report greater susceptibility to
common colds among persons with relatively few types of social relationships
compared with those having greater network diversity. Unger and Chen (1999)
link the presence of smokers in an adolescent’s social network to earlier initia-
tion of smoking, whereas Ennett and Baumann (1993) find smoking to be more
common among adolescents isolated from peer group structures. Ennett
et al. (1999) show that runaway and homeless youth citing no social relation-
ships are more apt to engage in risky behaviors than those claiming social ties.
Valente et al. (1997) report higher contraceptive use among women who perceive
that their network contacts use and approve of contraception.

The onset of the HIV epidemic highlighted sexual contact networks as settings
for disease transmission together with other social relationships that place people
at high risk, such as needle-sharing among injection drug users. Klovdahl (1985)
mapped a network of sexual contacts among homosexual men, called attention
to the potential of a network approach to add insight into a disease outbreak, and
suggested that understanding social network structures might aid in the design
of effective interventions. Extensive information on both risk networks (sexual and
needle exchange) and social networks has since been assembled in several large-
scale network studies. Notable among these are the National Health and Social
Life Survey (NSHLS; Laumann et al. 1994); the National Longitudinal Study of
Adolescent Health (Add Health; Bearman et al. 2004); a Colorado Springs study
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of prostitutes, injecting drug users, and their personal associates (Klovdahl et al.
1994); and a New York City study of interrelated drug injectors (Friedman
et al. 1997). Such studies examine both the behavioral networks directly involved
in disease transmission and the social networks that influence opportunities, norms,
and practices surrounding risky behavior.

Berkman and Glass (2000) posit five principal mediating pathways through
which social relationships may influence health. Prominent among these is social
support, which has emotional, instrumental, appraisal (assistance in decision-
making), and informational aspects (House and Kahn 1985). Different forms of
support flow through different ties (Wellman and Wortley 1990). Not all social ties
are necessarily supportive; indeed, some may be burdensome. Some models main-
tain that the availability of social support has a generally salutary influence on
health. Other “buffering” models assert that support has a conditional effect,
moderating the severity of response to a stressor. Beyond social support, networks
may also offer access to tangible resources such as financial assistance or
transportation. They can also convey social influence by defining norms about
such health-related behaviors as smoking or diet or via social controls promoting
(for example) adherence to medication regimens. The increased social engagement
associated with network ties can contribute to attachment and a better-defined
social identity (Thoits 1983). Finally, networks may be direct channels of exposure
to infectious disease agents.

Basic Network Concepts

Networks are often depicted as a set of points (representing persons)1 linked by a
set of lines (representing relationships), as in the illustrative 11-element network
shown in Figure 11.1. Data on individual characteristics of persons in the
network usually accompany the relational data; for example, the square points
in Figure 11.1 might be men and the circular ones women, whereas the shaded
points could represent persons having a support resource or disease condition.
The subnetwork consisting of a point, those points directly linked to it, and the
relationships among them is known as an egocentric network. The egocentric
network for point I, for example, includes I, G, J, and K.

Relationships may be reciprocal, as illustrated by two-headed arrows, or
unilateral. Often only the presence or absence of relationships is measured, but
ties can vary in strength; Figure 11.1 uses variations in line weights to depict such
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differences. In multi-relational networks, two or more types of relationships may
be present between each pair of points. Points in a network may be directly or
indirectly connected to one another. In Figure 11.1, point D is indirectly connected
to point H via points F and G as intermediaries. Points G and I lie along many
such indirect “paths” joining other points and are relatively central within this
network. Point A, in contrast, is an isolate.

The “density” of a network is the proportion of pairs of points connected by
lines; network density in Figure 11.1 is just over 0.2. Studies often seek to identify
network subgroups conceived as densely connected subnetworks. Points D, E, F,
and G in Figure 11.1 constitute a “clique,” having all possible direct relationships
with one another; because points H and I are either directly or indirectly
connected to D, E, F, and G, they are part of a six-element “component.” The
remaining points (A, B, C, J, and K) are not in this component because no
relationships lead from them to points in the component. The G–I relationship is
a “bridge” between the D–E–F–G clique and the J–K dyad.

Certain structural properties of networks play a central role in mathematical
models of disease spread that relax the assumption of random or “full” mixing (Morris
1993; Newman 2002). One of these is the degree distribution given by the number of
connections of each network element with others. Positively skewed degree
distributions—found in centralized networks—are common. Other important prop-
erties involve segregation of social ties. Among these are homophily, a tendency to
form relationships with socially similar others, and transitivity, a tendency toward closure
that results in clustering within a network. To the extent that there is selective mixing,
diffusion may be more rapid within subgroups but slower in a network as a whole.
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Network Data and Network Measures

The vast majority of network studies in social epidemiology rely on data from
surveys and questionnaires. The objective is to characterize the context in which
diseases propagate or in which health-related behaviors develop. Network measures
thought to influence health outcomes provide data for mathematical models of
disease spread or appear as explanatory variables in statistical models for the
incidence or prevalence of conditions or behaviors.

Some studies measure social affiliations or network properties with relatively
standard survey questions. Others use instruments specifically designed to elicit
detailed data about networks. Studies of “egocentric” or “personal” networks con-
centrate on the social relationships surrounding a given person. “Whole network”
studies instead attempt to measure relationships among all elements of a closed
population. Less common are intermediate “partial” network studies, such as the
“random walk” design (McGrady et al. 1995), which samples chains of connected
elements in large, open populations. Data on subjects and their relationships
collected via these designs are subsequently combined into indices that measure
features of networks.

Survey Measures of Social Affiliations

Social integration is sometimes measured directly by asking survey respon-
dents to report about specific social relationships or make summary “global”
characterizations of their sets of social ties. Three of the four components of
Berkman and Syme’s (1979) Social Network Index, for example, were standard
survey items measuring marital status and membership in churches and other
voluntary groups. House and Kahn (1985, p. 90) view measures of the presence
or absence, quantity, and frequency of major relationships as essential items for
studies of social support.

Also common are relatively simple dyadic measures. Lowenthal and Haven
(1968, p. 22) show that an item measuring presence of a confidante—“Is there any-
one in particular you confide in or talk to about yourself or your problems?”—is
associated with morale. Dean and Tausig (1986, p. 124) use a variant on this item:
“During the past six months, have you had anyone that you could trust and talk
to?” Multiple-item indices of social relationships combine responses to several such
questions; for example, Cohen et al. (1997) measure social network diversity with
reports of involvement in twelve types of relationships.

Global measures of networks ask respondents for summary judgments about
their sets of friends, relatives, neighbors, coworkers, or other role relations. For
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example, Berkman and Syme (1979, p. 188) measure contacts with friends and
relatives with overall reports of the number, intensity, and frequency of such ties:

How many close friends do you have?

How many relatives do you have that you feel close to?

How often do you see these people each month?

Global measures make considerable cognitive demands on survey respondents;
the item on “close friends,” for instance, requires that a respondent define both
“friend” and “close,” enumerate, and aggregate. Perhaps as a result, Sudman
(1985) shows that there is considerable response variance in global estimates of
network size compared with more time-consuming network measurements based
on recognition or free recall.

Summary measures of social affiliation are relatively efficient in that they
require little interview time and often display robust associations with phenomena
of interest. It can be difficult to distinguish different mechanisms or pathways
affecting health behaviors with such measures, however, because they usually assess
only overall levels of affiliation. Brissette et al. (2000) recommend supplementing
affiliation measures by assessing intervening variables such as self-concept or self
esteem that are thought to be influenced by different network processes. Other
approaches that elicit more detailed data about social networks are discussed in
the following sections.

Egocentric Network Data and Measures

An egocentric network instrument measures the network in the locality of a given
subject. Such instruments can be used within standard sample survey designs,
usually relying on the sampled respondent (ego) to report all requisite data. The
most widely-used protocol consists of two types of survey questions: “name
generators” that elicit specific persons (“alters”) within the respondent’s network,
and “name interpreters” that provide content about alters and their relationships
to the respondent. Dyadic or network-level indices constructed with such data are
then used to predict measures of (for example) health behaviors, knowledge, or
beliefs.

Egocentric instruments pose questions about individual alters and relation-
ships rather than asking respondents to make summary judgments about their
networks. This improves data quality but lengthens administration time; extensive
egocentric instruments can require twenty minutes or more of interview time, so
social networks must be a focal feature of studies that include them.
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Name Generator Items. Most egocentric instruments establish network bound-
aries by eliciting names of alters with whom a respondent has a criterion social
relationship, such as friendship, usually via free recall. Questions used for this
purpose are known as name generators.2 The criterion relationship may be
behavioral, affective, or role-related, varying with the substantive focus of a study.
Reference periods (for example, the past six months) are often specified; some
instruments use multiple name generators (Campbell and Lee 1991). Most
egocentric network studies include only alters with whom the ego has a direct
relationship.

The Ennett et al. (1999, p. 66) study of runaway and homeless youth used a
frequency-of-contact name generator, asking respondents to name alters “you see
a lot or spend most of your time with now.” The NHSLS elicited recent sexual
partnerships with the item “How many people, including men and women, have
you had sexual activity with, even if only one time?” and a one-year reference
period (Laumann et al. 2004, p. 28). A study of perceived risks for HIV/AIDS
and preventive strategies among rural Malawians (Smith and Watkins 2005)
elicited alters with whom respondents had “chatted” about AIDS. Bond et al.
(1999) measured egocentric networks for unmarried urban migrants in Thailand
with two name generators: one elicited persons with whom a respondent likes to
spend free time; the other, boyfriends or girlfriends, sex partners, and lovers.
The Social Support Questionnaire (Sarason et al. 1983) uses twenty-seven name
generators, asking for persons from whom the subject receives various forms of
social support, such as consolation or help in a crisis situation.

The number of alters elicited by a name generator depends on the criterion
relationship specified: more intimate relational contents tend to produce fewer
alters (Campbell and Lee 1991). Because answering repetitive follow-up name-
interpreter questions about alters can burden respondents, the number of alters
followed up is often limited (to, for example, three or five). Limiting the number
of alters truncates variation in network size, however, so it is desirable to record
the full number of alters elicited by the name generator even when such limitations
are imposed. Probes or aided recall devices are sometimes used with name
generator items; for example, the NHSLS used a life history calendar while
eliciting lifetime sexual partners (Laumann et al. 2004).

Name Interpreter Items. Data on the form and content of an egocentric network
are obtained with name interpreter questions that request descriptions of those

Network Methods in Social Epidemiology 273

2A related elicitation strategy (Kahn and Antonucci 1980) presents respondents with a
“target sociogram” with three concentric circles, asking that they place alters “who are
important in your life right now” in central or peripheral locations on the basis of closeness.

c11.qxd  3/31/06  3:24 PM  Page 273



alters and relationships elicited by a name generator. These include proxy re-
ports about characteristics or behaviors of alters, descriptions of relationships with
alters, and reports on ties between pairs of alters.

Name interpreters reflect a study’s substantive emphasis. Relatively generic
items include sociodemographic descriptions of alters in terms of age, education,
race, and sex. Such questions can also ask about the respondent-alter tie, often
including role relations (for example, kinship, friendship, coworker, or neighbor
status), intensity and closeness, duration, and frequency of contact. Additional
data on egocentric network structure can be obtained with questions about
relationships between pairs of alters, often relying on a matrix format. The
General Social Survey egocentric network instrument, for example, asked if each
pair of alters was “especially close” and if the alters were “total strangers”
(Marsden 1987).

Studies can also include name interpreters tailored to their objectives. The
NHSLS, for instance, asked about sexual practices with “primary” and
“secondary” sexual partners as well as the partner’s number of recent sexual
partners and the concurrency of other partnerships with the respondent-partner
sexual relationship (Laumann et al. 2004). Ennett et al. (1999) measured alters’
alcohol and drug use, alter pressures on respondents to engage in risky behaviors,
and provision of four types of social support.

Egocentric network studies usually obtain all data about alters from respon-
dents, so research into the quality of name interpreter data is important. Studies
that contact some alters to obtain independent reports on their characteristics
and their relationships to respondents are therefore valuable; Marsden (1990,
pp. 450–453; 2005, pp. 17–18) reviews findings from some such studies. Respon-
dent knowledge of certain data on alters may be limited. For example, although
the Kenyan village women studied by White and Watkins (2000) made high-quality
proxy reports on observable alter characteristics, responses about alters’
contraceptive behaviors (an often-secret datum in the village setting) were less
concordant with alter self-reports. Responses about alters were often anchored on
respondents’ own behavior. Shelley et al. (1995) found that HIV+ informants
deliberately restricted dissemination of information about their HIV status. Such
examples indicate that investigators should consider what respondents are likely
to know about alters when formulating name interpreters.

Measures Based on Egocentric Data. Name interpreter data support construction
of a wide variety of egocentric network indicators. Some are dyadic measures. For
example, Youm and Laumann (2002) use four name interpreters (free time spent
together, jealous conflict, and so forth) to measure potential social control within
sexual partnerships. Morris et al. (1995) focus on the regularity of sexual
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relationships between Thai men and commercial sex partners, showing that
condom use declines with regularity.

Other indices are based on the full set of alters elicited by a name generator.
Two very common network-level measures are network size (number of alters)
and local network density (the extent to which pairs of alters in an egocentric
network are interconnected). Dense, closed networks are thought to have high
control potential (Youm and Laumann 2002) and to contribute to secure identity
formation. Haines and Hurlbert (1992) suggest that dense egocentric networks
reduce stress exposure because they tend to include stronger ties. More open,
sparse egocentric networks, in contrast, widen network range and broaden access
to diverse sources of informational support.

Respondent-specific summary statistics on the distribution of alter or dyadic
characteristics measure network composition and heterogeneity: the extent to
which an egocentric network is composed of kin; its heterogeneity in terms of age,
race and ethnicity, or sex; or the average intensity of respondent-alter relation-
ships (Marsden 1987). Smith and Watkins (2005) use the average level of worry
about contracting AIDS among discussion partners to predict a focal respondent’s
concern. Ennett et al. (1999) measure norms and sanctions surrounding risky
behavior with data on the presence of risky behaviors and the perceived pressures
to engage in them among alters. Caraël et al. (2004) use name interpreter data on
the timing of recent sexual partnerships to calculate a respondent-level index of
concurrency. Social support scales often aggregate descriptions or evaluations
across alters; Hirsch’s (1980) Social Network List, for example, measures overall
support as the mean satisfaction rating across alters with whom a respondent
interacts.

“Mixing matrices” giving relative frequencies of intergroup contact can be
constructed with egocentric data by cross-classifying respondent and alter
measurements. Laumann and Youm (1999), for example, classify heterosexual
partnerships in the NHSLS by race or ethnicity and level of sexual activity, finding
levels of contact between “core” and “peripheral” activity groups to be higher
among African-Americans than among whites and linking differences in mixing
patterns to racial differences in the prevalence of sexually transmitted diseases.

Other Egocentric Network Instruments. Social network specialists have developed
some egocentric network instruments that do not rely on name generators and
interpreters; these have not yet been widely used in social epidemiology. The
“position generator” (Lin et al. 2001) elicits relationships to specific social locations
such as occupations or ethnic groups rather than to specific alters, yielding measures
of network composition and range. The “resource generator” (Van Der Gaag and
Snijders 2005) measures individual social capital by ascertaining whether a
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respondent’s personal relationships provide access to specified resources (for
example, knowledge about financial matters, medical or legal advice, aid with shop-
ping or household jobs). These instruments yield more limited data about egocen-
tric networks than do more extensive name generator-interpreter instruments but
can be administered more efficiently.

Whole Network Studies

In a “whole network” study, data are collected on relationships linking all elements
in a closed population such as a school or community. Whole network studies de-
part from standard survey designs, deliberately clustering participants in geographic
or social space. They measure egocentric networks for each population element but
also allow modeling of group-level social structure. They can ascertain the relative
centrality or prominence of population elements, map patterns of indirect con-
nectedness, and identify subgroups of interrelated elements.

Boundary Specification. The crucial first step in a whole network study is to
specify criteria for inclusion in the network to be studied. Boundaries are often
based on some criterion of membership in a formally or informally defined group.
The Add Health study included all students in each of a sample of high schools
(Bearman et al. 2004). Ennett and Baumann (1993) studied ninth-grade students
in five schools. Valente et al. (1997) studied discussion networks within nine
voluntary groups (known as tontines) in Cameroon.

Other studies rely on referrals or relational criteria, either exclusively or in
combination with other information, to determine membership in a network.
Bond et al. (1999) used snowball sampling methods to delineate networks in
department store and entertainment settings. The Colorado Springs study of
persons at high risk for heterosexual transmission of AIDS (Klovdahl et al. 1994)
began with subjects identified at a health department clinic and a drug treatment
program. It continued using staff outreach efforts and later recruited partners of
women engaged in prostitution and injecting drug users. A study of injecting drug
users in a Brooklyn neighborhood (Neaigus et al. 1995) used chain referrals from
initial participants to supplement a sample initially identified by observation and
informant interviews. Neaigus et al. do not claim to have identified a closed
network of drug users; they note some limitations of referral methods, including
both subject reluctance to reveal names of contacts and genuine lack of knowledge
about names.

Data Collection Methods. Whole network studies often collect data with survey
and questionnaire methods, though other means are occasionally used. An
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important difference from egocentric studies is that subjects need not be asked
to provide name interpreter data on alters or relationships among alters, because
alters are sought out as subjects as part of the design. This lowers respondent
burden substantially.

When inclusion in the network under study can be determined in advance
with a membership list or other enumeration, whole network data on respondent-
alter relationships can be assembled with recognition rather than recall methods. A
roster listing persons in the network is compiled and presented to respondents, who
then specify those on the list with whom they have a given relationship. This improves
data quality substantially; studies reviewed by Brewer (2000) suggest that respondents
overlook substantial fractions of their contacts when performing recall tasks.

Bond et al. (1999) use roster methods when gathering data in dormitory
settings, whereas Bearman et al. (2004, p. 205) encouraged Add Health respon-
dents to refer to a student directory when designating friends in their schools.
Other studies of school networks, however, rely on recall (Ennett and Baumann
1993; Urberg et al. 1997). Brewer (2000) recommends that studies using recall
include nonspecific probes and multiple name generators to prompt memory for
relationships.

Whole network studies often limit the number of alters that respondents may
cite. For example, Ennett and Baumann (1993) asked for three best friends, and
Valente et al. (1997) limited nominations to five discussion partners. Such
limitations are sometimes necessary as a practical matter to control respondent
burden. They are best avoided, however, because truncation introduces error into
both egocentric and group-level network measures (Holland and Leinhardt 1973).

Measures Based on Whole Network Data. Data from a whole network study can
be used to measure dyadic, egocentric, and network-level properties. Urberg et al.
(1997) focus on tobacco and alcohol use by the first-elicited friend as an indicator
of best-friend influence. Egocentric network measures can be constructed by
combining network data and self-reports of respondent characteristics. Indeed,
whole-network data allow construction of more refined egocentric measurements;
for example, Bearman and Moody (2004), using Add Health data, measure
egocentric network openness as the fraction of persons reached by two-step
indirect ties that are not also direct contacts.

Whole network data are distinctive, however, because they support
construction of measures that describe group-level structure that depend on
indirect as well as direct links between network elements. Some methods used in
social epidemiology focus on identifying clusters of persons who are relatively
densely related to one another. Others are concerned with measuring the relative
centrality of persons within a network.
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Network subgroups may be defined with many criteria; see Scott (2000, chap. 6)
or Wasserman and Faust (1994, chap. 7). The most stringent definition of a “clique”
requires that each member of such a subgroup be linked to each other member. A
somewhat weaker standard is that each member of a subgroup be related to at least
two other members and that at least one-half of the individual’s relationships be with
other subgroup members. Ennett and Baumann (1993) and Urberg et al. (1997) use
such a subgroup definition in their studies of schools. Even less restrictive standards
define membership in a “2-core” or a “connected component.” Klovdahl et al. (1994)
show that a large fraction of participants in the Colorado Springs study were in such
a component, linked to one another by either direct or indirect channels.

A crucial question for social epidemiology is how clique, core, or compo-
nent membership is associated with other data. In the Colorado Springs study, few
HIV+ persons were found in the large connected component; hence the social
context did not promote transmission (Rothenberg et al. 1998). By contrast, in the
New York City study of injecting drug users, persons in the large interconnected
subgroup were more apt to be infected with HIV and to engage in risky behavior;
there the authors conclude that this may be a “core group” that can maintain and
broaden transmission (Friedman et al. 1997).

The relative centrality of nodes within a network can be measured in numerous
ways with whole network data (Scott 2000, chap. 5; Wasserman and Faust 1994,
chap. 5). Two widely used definitions are egocentric network size (“degree” central-
ity) and the extent to which a given network element lies along indirect chains or paths
linking other elements (“betweenness” centrality). Central network elements are often
found to be more prominent or influential than are peripheral ones. Klovdahl (1985)
argued that central individuals could play especially crucial roles in disease epidemics.
Potterat et al. (2004) used whole network methods to map networks in the Colorado
Springs study, finding that the few HIV-infected persons in the large interconnected
component were in peripheral locations and arguing that this contact pattern helped
to account for the low incidence of disease in that study.

Additional Applications of Network Methods

Network-related ideas have many applications beyond providing contextual
measures for use in statistical and mathematical models. Two are highlighted here:
studying rare populations and network interventions.

Rare and Hard-to-Count Populations

It is difficult to estimate the size and composition of many populations of interest
to social epidemiologists, such as AIDS victims or intravenous drug users. Many
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such groups are numerically small and composed of persons with stigmatizing
conditions or behaviors that they may wish to conceal. Social network data on
patterns of contact between randomly sampled persons and those in the rare
population offer some insight into such questions. Laumann et al. (1993) used
reports about whether survey respondents know people with AIDS to estimate the
sex, race or ethnic, age, and regional distributions of U.S. AIDS cases in the early
1990s, concluding that surveillance systems may have understated prevalence
among whites and Midwestern residents. Killworth et al. (1998) use sample survey
data on contacts with many subpopulations of known size (for example, diabetics,
adoptive parents) as well as one of unknown size (HIV+ persons) to develop
“scale up” estimates of the size of an unknown population. Their method pro-
duced a higher seroprevalence estimate than did then-current Centers for Disease
Control figures; Killworth et al. note the dependence of their approach on accu-
rate respondent knowledge of alter characteristics.

Related methods can be used to locate subjects in special or unlisted
populations. Multiplicity sampling (Sudman and Kalton 1986) asks randomly
sampled survey respondents whether they have a particular relationship (for
example, relative, coworker) to anyone having the characteristic defining the
population of interest. Persons elicited are subsequently approached as study
subjects. If the relationships that link initial respondents and potential subjects are
well-defined, the relative chances of contacting any particular subject can be
specified, resulting in a probability sample from the special population. In contrast,
“respondent-driven sampling” (RDS; Heckathorn 1997) does not require random
sampling at the first stage. Respondent-driven sampling is a chain-referral sampling
method that provides incentives to early respondents for both referring and
recruiting later ones. Heckathorn demonstrates that when continued over several
stages, RDS leads to a sample that is independent of the initial “seed” informants.
The approach is suitable for sampling from an interconnected population; it would
not be effective for drawing a national sample.

Interventions

Many suggest that a network approach holds the potential to increase the
effectiveness of interventions. Rothenberg and Narramore (1996) observe that a
network approach is implicit in control efforts involving mandatory reporting and
contact tracing. They suggest that such programs could be improved by overt use
of network concepts and data. Klovdahl (1985) argues that knowledge of network
channels could direct intervention efforts toward those individuals and relation-
ships best situated to reduce disease spread. Recommendations based on a study of
“core” and “bridge” populations in the Thai AIDS epidemic (Morris et al. 1996)
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exemplify such a strategy. It suggests three groups toward which safe-sex cam-
paigns might be profitably oriented: young men, who have high contact with both
commercial sex workers (CSWs, a core group) and uninfected non-commercial
partners; truckers who often have concurrent sexual relationships with CSWs,
wives, and other non-commercial partners; and young women not engaged in
commercial sex, who may be at high risk because of the practices of their sexual
partners.

Others argue that social networks may be an effective vehicle for delivering
interventions. Neaigus et al. (1994) contend that intervening on networks may have
multiplier effects in the form of social pressure and support for behavior change.
They suggest intervening on intact networks of at-risk individuals and encour-
aging those at risk to form ties with others not at risk. Latkin (1995) describes a
network-level intervention that sought to reduce drug-injection risk behaviors;
among other things, he suggests that network interventions may aid in both gaining
access to and recruiting participants and also promote retention. Latkin et al.
(1996) show that subjects receiving an intervention accompanied by self-designated
network members exhibited greater reductions in needle-sharing at eighteen-
month follow-up than did those treated individually.

Valente et al. (2003) demonstrated the potential utility of using network
approaches to intervention in an experimental study of a school-based, peer-led
tobacco prevention program. The intervention made a greater difference when
group leaders were selected based on network centrality rather than designated
by teachers and also when students were assigned to groups based on network data
rather than at random or by teachers.

Ethical and Human Subjects Issues in Network Studies

Network studies in social epidemiology often seek highly sensitive medical or
behavioral information about subjects and their associates. This highlights
important questions about obtaining informed consent, the criteria defining
participation in a study, and steps needed to guard the confidentiality of data.
Woodhouse et al. (1995) discuss such issues with reference to the Colorado Springs
study (Klovdahl et al. 1994).

Special vigilance about protecting confidentiality is warranted, because both
behavioral and network data could be of interest to parties not involved in the
research, such as employers, insurance companies, or law enforcement agencies.
Some studies can obtain Federal Certificates of Confidentiality to protect subjects
against subpoenas or prosecution as a result of participation in research (Klovdahl
2005). For all studies, extensive steps to guard the possibility of disclosure are
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necessary. Klovdahl (2005, pp. 125–126) recommends segmentation of data
instruments, minimizing the number of project personnel having access to
identifying or linking information, and using highly secure computers not
connected to any network, among other precautions. The NHSLS implemented
many of these measures (Laumann et al. 1994, pp. 71–73), destroying all
identifying information about its respondents upon verifying interviews and
limiting the geographic detail in public release files to guard against deductive
disclosure. Destroying identifiers, however, precludes longitudinal studies.

Network studies almost always assemble information about “third parties”—
associates or alters linked to subjects. Currently there is debate about whether third
parties are to be regarded as research subjects from whom informed consent must be
obtained (Klovdahl 2005; Morris 2004, p. 3). Under some conditions (Klovdahl 2005,
pp. 128–132), institutional review boards can grant waivers of consent for third par-
ties. In any event, investigators are obligated to protect such “secondary subjects”
against harm through disclosure of research data and to make the case that risks to
such subjects are minimal and outweighed by potential benefits. Some (Woodhouse
et al. 1995) have suggested that researchers may have more affirmative obligations to
secondary subjects in the event that it is found that the behavior of primary subjects
places them at risk.

Conclusion

This overview of network methods has stressed approaches that have attracted
interest from social epidemiologists. Sources such as Scott (2000) and Wasserman
and Faust (1994) present general and more extensive guides to contemporary social
network analysis; recent developments are covered in Carrington et al. (2005).
Marsden (1990, 2005) reviews issues of study design and measurement at greater
length. Valente (1995) focuses on network models for diffusion. Cohen et al. (2000)
reviews recent developments in social support research, with special attention to
measurement and intervention. Morris (2004) contains reports on several of the
major network epidemiological studies, which offer detail on their implementation
as well as their design and measurement strategies.

There are many challenges for future network studies in this field. Many
associations between network measures and health phenomena have been
documented, but some of these may reflect endogeneity of the network
phenomena—if, for instance, healthier persons are able to maintain more extensive
network connections—rather than social influence. Longitudinal network studies
can help to address such issues, but they are complex to conduct because both
principal respondents and network alters must be tracked over time. Many
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questions about the pathways or mechanisms that underlie observed associa-
tions remain open even when the directionality of influence is clear. Inquiry into
how designation of network boundaries, nonresponse, and missing or erroneous
data affect network analyses is much needed.

Such challenges are well worth pursuing. Research to date offers a persuasive
case that social network environments play an important role in producing health-
related outcomes. Indeed, some contend that their importance could be much
greater than recognized to date, once the “collateral health consequences” or
network-mediated “externalities” associated with health events or health policy
interventions are better understood (Christakis 2004).
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CHAPTER TWELVE

IDENTIFYING SOCIAL INTERACTIONS: 
A REVIEW

Lawrence E. Blume and Steven N. Durlauf1

. . . political economy . . . does credit to thought because it finds the laws underlying a
mass of contingent occurrences. It is an interesting spectacle to observe here how all the
interconnections have repercussions on others, how the particular spheres fall into
groups, influence others and are helped or hindered by these. This interaction, which
seems at first sight incredible since everything seems to depend on the arbitrary will of
the individual . . . bears a resemblance to the planetary system, which presents only 
irregular movements to the eye, yet whose laws can nevertheless be recognized.

G.W.F. HEGEL, ELEMENTS OF THE PHILOSOPHY OF RIGHT2

Y

Whereas economics has long focused on how individual decisions are inter-
connected via markets, growing interest has developed for the last decade

or so in understanding how social factors beyond the marketplace affect indi-
vidual decisions and outcomes. Economic analysis now incorporates a range of

1Corresponding author. Blume: Department of Economics, Cornell University, Uris Hall,
Ithaca, NY; Durlauf: Department of Economics, 1180 Observatory Drive, Madison WI,
53706-1393. The John D. and Catherine T. MacArthur Foundation, National Science Foun-
dation and University of Wisconsin Graduate School have provided financial support. We
thank J. Michael Oakes for immensely helpful comments on a previous draft and Buz Brock
for many comments on this work. Ethan Cohen-Cole, Giacomo Rondina, and Histaoshi
Tanaka have provided splendid research assistance.
2Allen Wood translation, Cambridge University Press, 1991, pg. 228.
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dimensions in which individuals interact directly with one another rather than in-
directly via the effects of individuals on market prices. As noted by Manski (2000),
the emergence of the social interactions literature parallels the rise of game the-
ory, in which the key primitive assumptions are based on modeling how the be-
haviors of others affect an individual relative to general equilibrium theory, which
focuses on the analysis of conditions under which markets can coordinate many
individual decisions via a price system. Such direct interdependences in behaviors
and outcomes are known in the economics literature as social interactions.

Economic research on social interactions has proceeded along theoretical as
well as empirical lines.3 In terms of abstract theory, the social interactions research
has followed two main directions. A first direction is the description of how in-
terdependent decisions produce different aggregate configurations. Early exam-
ples of this work include Blume (1993, 1995), Brock (1993), and Durlauf (1993);
more recent research includes Brock and Durlauf (2001a, 2001b, 2005 [forth-
coming], 2006 [forthcoming]), Bisin et al. (2004), and Horst and Scheinkman
(2004). This sort of research investigates the appropriate specification of indi-
vidual decision-making in the presence of social influences and the consequent
implications of these influences for the behavior of population aggregates. One im-
portant message from this work is that the incorporation of social interactions into
economic models is fully compatible with standard economic reasoning, in which
individuals make purposeful decisions subject to constraints. A second direction
evaluates the role of social interactions in determining how groups form. Research
of this type includes Bénabou (1996), Durlauf (1996), and Hoff and Sen (2005).
Perhaps unsurprisingly, the canonical example of endogenous group formation is
residential neighborhoods; in fact, in economics, social interaction effects and
neighborhood effects are used interchangeably.4 These general structures have
been used to develop theoretical descriptions of phenomena ranging from spatial
unemployment patterns (Oomes 2003) to welfare dependence (Lindbeck et al.
1999) to economic development and the transition from underdeveloped to mod-
ern economies (Kelly 1997). These “applied theory” studies have typically been
motivated by various empirical claims that seem hard to understand using other
types of economic models. The sources of social interactions in various types of
theoretical models are themselves varied. Some models assume that there are
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3Surveys of different aspects of the economic approach to social interactions include Becker
and Murphy (2000), Brock and Durlauf (2001b), Durlauf (2004), and Manski (2000). See
also Sampson et al. (2004) for a sociological perspective.
4Following Akerlof (1997), individuals may be conceptualized as located in a general social
space in which groups of commonly interacting individuals constitute a neighborhood.
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primitive psychological reasons why individuals wish to conform to the behavior
of others, whereas others focus on the information transmission that occurs when
one person observes what others choose to do.

In parallel to this theoretical work, many empirical studies of social interac-
tions now exist. Among the conventional economic phenomena that have been
studied are public assistance use (Aizer and Currie 2004; Bertrand et al. 2000),
labor market behavior (Conley and Topa 2002; Topa 2001; Weinberg et al. 2004),
agricultural contract specification (Young and Burke 2001), and urban econom-
ics (Ioannides and Zabel 2003a, 2003b; Irwin and Brockstaed 2002). In addition,
interest in social interactions has led economists to study phenomena that are tra-
ditionally in the domain of other social sciences, such as crime (Glaeser et al. 1996;
Sirakaya 2004), choice of medical techniques by physicians (Burke et al. 2004),
and smoking (Krauth 2003, 2004; Soetevent and Kooreman 2004).

A third component of the new social interactions research program has been
the systematic investigation of econometric issues. This econometric work
primarily focuses on the determination of conditions under which various types
of social interactions may be econometrically identified.5 Identification arguments
in this context amount to asking under what conditions on data and model can
the role of social interactions effects be distinguished from other influences on
behavior. Thus, identification analysis represents a key link between theory and
empirics.

The econometric research program on the identifiability of social interactions
was initiated in Manski (1993), a seminal paper that still warrants careful study;
recent contributions include Brock and Durlauf 2001a, 2001b, 2005 [forthcom-
ing], 2006 [forthcoming]; Glaeser et al. 1996; Graham 2005; Graham and Hahn
2004; Moffitt 2001; and Soetevent and Kooreman 2004. Although the general
econometrics of social interactions has not developed to the same extent as the
theoretical and empirical literatures, there now exists a fairly wide range of results
on identification.

In this chapter, we review some of the identification results that have been de-
veloped in the econometrics literature on social interactions. We will focus on two
statistical frameworks in which social interactions have been embedded: linear
models and binary choice models. The discussion avoids formal proofs in order
to highlight major conceptual issues. The results we describe are not specific to
economic contexts and so presumably may be useful for social epidemiologists
as well.

Section Two describes the two statistical social interactions models that we
will analyze. Section Three describes the identification problems that arise when
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model errors are independent and identically distributed. This is a useful baseline
for understanding how identification problems arise that are intrinsic to the struc-
ture of the behavioral process. Section Four discusses how self-selection of indi-
viduals into groups affects identification. Section Five analyzes identification in
the presence of unobserved group effects. Section Six relates the econometrics lit-
erature on social interactions to some aspects of the social epidemiology litera-
ture. Hierarchical models and models that incorporate social capital are studied.
Section Seven provides summary and conclusions.

Basic Models

To understand the main identification problems that arise in empirical studies of
social interactions, we start with some notation and baseline models. These mod-
els, although not exhaustive, cover much of the economic social interactions lit-
erature and illustrate the main identification problems faced by a researcher
attempting to adduce evidence that social interactions matter.

Individuals are denoted by i and groups are denoted by g. Each individual is
a member of a single group; the composition of these groups is known to the re-
searcher. In other words, prior to the statistical exercise, a researcher has deter-
mined the relevant environment in which social interactions are present. This is
a standard assumption in social interactions analyses. For example, a researcher
investigating the role of residential neighborhoods typically makes an ex ante de-
cision on how neighborhoods are measured (for example, via census tracts). The
analysis of social interactions when there is uncertainty about the correct speci-
fication of the relevant social groups has not been pursued, to our knowledge,
although work such as Conley and Topa (2002) has attempted to compare the pre-
dictive power of different conceptions of neighborhoods defined in a general so-
cial space. In principle, one can incorporate model uncertainty about the correct
social group for individuals into the econometric analysis of social interactions
(see Brock et al. 2003, for one way to proceed), but the implications for identifi-
cation have not been explored; this seems an important area for future research.

Each individual makes a choice . These choices are assumed to depend
on a combination of individual-specific and group-specific factors. The individual-
specific factors come in two types: Xi, deterministic (to the modeler) character-
istics associated with individual i, and ei, random and unobservable (to the
modeler) characteristics associated with i. In the econometric analog to the theo-
retical model of choice under social interactions, ei corresponds to the random
error in a regression. We assume in both the theoretical and econometric discus-
sion that these random terms are independent and identically distributed across

vi
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individuals. This means that the within-group distribution of ei does not depend
on the individual’s characteristics or the identity of the group of which he is a
member

(1)

The assumption of independent and identically distributed (i.i.d.) errors will be
relaxed in some directions when we discuss econometrics.

Group-specific factors are partitioned into Yg , predetermined with respect to
decisions by individuals concerning v) group-level characteristics, and , the ex-
pected average choice in the group. In the economics social interactions literature,
the role of Yg in affecting individuals is known as a contextual effect, whereas the
role of is known as an endogenous effect and plays a central role in the dis-
cussion to follow. Contextual effects thus describe how the characteristics of oth-
ers affect an individual’s decisions, whereas endogenous effects describe how the
behaviors of others affect an individual’s decision or choice. The importance of
this distinction is that endogenous effects are usually understood to be reciprocal
and thus create feedbacks between individual decisions. Although behavioral
endogeneity is rarely considered in other social sciences, from the economics per-
spective, social interactions have not been modeled at a deeper level than the
endogenous or contextual effect distinction. An important open research question
is whether attention to particular generative mechanisms, such as social interac-
tions as a mechanism for information transmission, could facilitate identification.

The use of expected average choice rather than the realized average choice
is made for analytical convenience. The assumption makes most sense for larger
groups where the behaviors of the rest of group are not directly observable. The
assumption that individuals react to expected rather than actual behaviors is not
critical for the bulk of the identification analysis we describe; we will indicate where
the assumption matters. See Graham (2005) and Soetevent and Kooreman (2004)
for analysis of social interactions in small groups where all behaviors are observed.

To make this abstract description concrete, we follow discussion in Durlauf
(2006 [forthcoming]) and consider the example of modeling the determinants of
schooling outcomes among children. One class of explanations may focus on how
parental characteristics affect these outcomes, as more successful parents are able
to provide more educational resources to their children, provide role models that
enhance their children’s aspirations, and so forth. These sorts of determinants are
captured by the vector Xi. In contrast, other theories might focus on the role of
contextual influences, such as how the sorts of occupations observed across adults
within a residential neighborhood affect student aspirations or how the distribu-
tion of incomes across families within the community affects decisions on the level
of expenditures on education. These sorts of factors are captured by the vectorYg.

me
i,g

me
i,g

Fei �Xi,Yg
� Fe.
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A final set of explanations may derive from direct interdependence between the
educational outcomes of children; for example, high outcomes by one student may
be induced by the desire of the student to perform as well as his peers. This type
of explanation is captured by .

How do these different factors combine to determine individual choices? We
consider two formal frameworks. The first is a basic linear model with social in-
teractions, originally studied in Manski (1993), in which outcomes are described
by a linear model:

(2)

Note that k and J are scalars whereas c and d are vectors6. This model is typi-
cally not derived from a fully articulated decision problem for individual agents,
but this can be done in principle. The model has the important virtue that it is eas-
ily interpreted as a regression and so may be directly taken to data, where the goal
of the analysis is to estimate the parameters k, c, d, and J. Claims about social
interactions are, from the econometric perspective, equivalent to statements about
the values of d and J. The statement that social interactions matter is equivalent
to the statement that at least some element of the union of the parameters in d
and J is nonzero. The statement that contextual social interactions are present
means that at least one element of d is nonzero. The statement that endogenous
social interactions matter requires that J be nonzero.

A second useful model is the binary choice model with social interactions stud-
ied in detail by Brock and Durlauf (2001a, 2001b). Following Brock and Durlauf
(2001a, 2001b), choices are coded so that they lie in the set {�1, 1}. For example,
�1 can denote had a child while a teenager, whereas 1 denotes did not have a child while

a teenager, if one is studying teenage fertility. This model is directly derived from
an individual decision problem. Each choice is associated with a payoff
level . The difference between the payoffs for the two choices is assumed to
be additive in the different factors that have been defined, that is,

(3)

Individual i chooses 1 if and only if Vi(1) � Vi(�1) � 0, which is to say that an in-
dividual acts rationally in the sense that she makes the choice that makes her best
off. Because

(4) � Fe(k � cXi � dYg � Jmi,g
e ),

Pr(Vi(1) � Vi(�1) � 0) � Pr(ei � k � cXi � dYg � Jmi,g
e )

Vi(1) � Vi(�1) � k � cXi � dYg � Jmi,g
e � ei.

Vi(vi )

vi � k � cXi � dYg � Jmi,g
e � ei.

me
i,g
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the probability that i chooses 1, is defined by

(5)

Neither the linear model nor the binary choice model has any empirical con-
tent without restricting how individuals form expectations about the average be-
havior of others. Otherwise, any set of observed behaviors could be reconciled
with any set of model parameters by appropriate choices of . In economics,
the standard approach to closing the social interactions model is the require-
ment that expectations be consistent with the structure of the choices in the model.
This property, known as self-consistency, means that the subjective expectation of
the average choice in one’s group corresponds to the mathematical conditional
expectation of the average choice, mg, given the information set of each agent.
We assume these information sets include the values of Xi for other agents within
i ’s group, the value of Yg , as well as the equilibrium expected choice level that
occurs for the individual’s group. Agents are assumed to be unable to observe the
choices of others or their random payoff terms ei. Alternative information
assumptions will not affect the qualitative properties of the model. For the linear
in means model, self-consistency means that

(6)

where Xg is the average of Xi within g. In simple terms, the mathematical expec-
tation of average behavior in a group depends linearly on the average of the
individual determinants of behavior, Xg, and the contextual effects that each mem-
ber experiences in common, Yg.

For the binary choice model, self-consistency means that

(7)

where recall that is the empirical within-group distribution of X. The de-
scription of a process for individual choices combined with its associated self-
consistency condition fully specifies a model.

From the perspective of economic theory, there is an important difference
between the linear and binary choice models of social interactions: multiple equi-
libria can exist for the latter but not the former. A model exhibits multiple
equilibria if its microeconomic structure is compatible with more than one
aggregate outcome. For the models we have described, the only aggregate out-
come of interest is the expected average choice level mg. It is evident for the linear
model that once one knows the individual and group characteristics within a

FX �g

me
i,g � mg � 2�Fe(k � cX � dYg � Jmg ) dFX �g � 1

me
i,g � mg �

k � cXg � dYg

1 � J
�

k � dYg

1 � J
�

cXg

1 � J

mi,g
e

Pr(vi � 1 0  Xi, Yg, g ) � Fe(k � cXi � dYg � J me
i,g ).

Pr(vi � 1 0  Xi, Yg, g ),
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group, there is only one expected average choice level that is consistent; equa-
tion (6) maps these characteristics into a single mg. In contrast, equation (7) can
produce more than one solution for mg. In general, as shown in Brock and Durlauf
(2006 [forthcoming]), for each value of Yg and FX,g for a given group, there will
exist a threshold H (which depends on these values) such that if J � H, then there
are at least three solutions to equation (7) whereas if J � H then the solution to
equation (7) is unique.7

More precise results may be obtained if one specifies the functional forms for
FX,g and Fe; these different cases are analyzed in Brock and Durlauf (2001a, 2001b,
2005 [forthcoming], 2006 [forthcoming]). For example, suppose that

(8)

so that the model errors are negative exponentially distributed, and that
so that this component of the payoff differential between

the two choices is constant across group members. For this special case,

(9)

Under self-consistency, the expected average choice level mg within a group must
obey

(10)

In equation (10), tanh(x) � For this case, one can show formally that
if J � H, then the equilibria is unique whereas if J � H there are three equilib-
ria, of which only the two extremal equilibria (in terms of the magnitude of mg )
are stable under dynamic analogs of the model. This special case is of interest
since the assumption (8) corresponds to the logit regression model for binary
choice.

Blume and Durlauf (2003) extend this work by considering a dynamic ana-
log of the binary choice model with social interactions. This paper studies the sta-
bility of the self-consistent equilibria in the static model and finds that over time,
a dynamic analog of this model will have the property that the population spends
most of its time in the vicinity of the equilibrium that maximizes average utility
(that is, the equilibrium whose mean choice has the same sign as h). One ques-
tion that has not been examined is whether the far-from-steady state behavior
of the model can provide additional information on social interactions that is not

exp(x ) � exp(�x )
exp(x ) � exp(�x ) .

mg � tanh(h � Jm
g
).

Pr(vi � 1 0  Xi, Yg, g ) �
exp(h � Jmi,g

e )

exp(h � Jmi,g
e ) � exp(�h�Jmi,g

e )
.

k � cXi � dYg � h,

Fe(z ) �
1

1 � exp(�z )
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present in a steady state. This is intuitively plausible because far-from-steady state
behavior will obey a different probability process from steady state behavior, even
though it derives from the same microeconomic foundations.

The assumption that each agent reacts to the mean behavior of the popula-
tion is restrictive. Within the economic theory literature, there has been consid-
erable attention to models in which interactions are local. In such models, agents
are located in some sort of social space and interact only with those agents that,
according to some metric, are near the agent. This type of work was pioneered in
Föllmer (1974). Blume (1993, 1995) provides a rigorous analysis of models of this
type, employing formal game theoretic arguments; Kirman (1997) is a valuable
survey. As far as we know, empirical analogs of such models have not been formally
investigated with respect to identification.

Identification and the Reflection Problem

In this section, we consider how the various determinants of individual behavior
may be revealed empirically. We focus on a cross-section of data where individ-
uals are sampled across a set of groups. The objective of a statistical exercise is to
estimate the parameters k, c, d, and J; identification arguments will focus on
whether more than one set of values for these parameters generate identical prob-
ability statements about vi. When discussing binary choice models, it is under-
stood that identification means identification up to scale (that is to say that the
parameters k, c, d, and J are identified means that any alternative set of parame-
ters that produces the same probability statements about wi must be a multiple
of the initial parameter set). The reason for this is that if one were to multiply
all the parameters in equation (3) by a nonzero constant, individual behavior would
be unchanged, because the choice is based on the comparison of the utility lev-
els for each of the choices, not their absolute values.

The available data to a researcher are assumed to be vi, Xi and Yg, the indi-
vidual choices and associated individual-specific contextual effects, as well as

and , the empirical distribution functions for the individual characteris-
tics and individual outcomes within each group of which the individuals are mem-
bers. We do not consider whether other data can facilitate identification. One
obvious candidate is price data on group memberships (for example, housing or
rental prices for different neighborhoods.) Work by Ekeland et al. (2002, 2004) and
Nesheim (2002) suggest that such data may be very valuable from the perspective
of hedonic pricing models.

The first problem that arises in the study of social interactions is the classic
identification problem: under what conditions on the data, if any, can the different

Fv 0 gFX 0 g
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parameters in the linear model (2) or the binary choice model (5) (or both) be
distinguished from an alternative set of parameters? Intuitively, the reason why
identification may not hold is that the distinct roles of the endogenous effects and
the contextual effects may be difficult to disentangle, because the two types of
effects move together. This comovement occurs because, when beliefs are self-
consistent, the contextual variables Yg help to determine the endogenous vari-
able mg as indicated by the self-consistency conditions (6) and (7). Thus
the identification problem for social interactions bears much resemblance to the
elementary identification problem that occurs in linear regressions when the re-
gressors are not linearly independent.

Does the fact that endogenous and contextual social interaction effects are,
by the logic of social interaction models, correlated lead to a failure of identifi-
cation? In the case of the linear regression model, the answer is yes. Specifically,
without prior information about the relationship between the individual-specific
characteristics Xi and the group-level characteristics Yg, the linear model of social
interactions is not identified. The possibility for non-identification was first rec-
ognized by Manski (1993). To see why identification may fail for this model, as-
sume, following Manski’s original argument, that Yg � Xg. This means that every
contextual effect is the average of a corresponding individual characteristic. In
this case, equation (6) reduces to

(11)

which means the regressor mg in model (2) is linearly dependent on the other re-
gressors (that is, the constant and Yg ). This linear dependence means that identi-
fication fails: the comovements of mg and Yg are such that one cannot disentangle
their respective influences on individuals. Manski (1993) named this failure the
reflection problem; metaphorically, if one observes that vi is correlated with the ex-
pected average behavior in a neighborhood, (11) indicates it may be possible
that this correlation is due to the fact that mg may simply reflect the role of Yg in
influencing individuals.

Are there versions of the linear model where the reflection problem does not
hold? The answer is yes. To see why it is possible for some linear models with so-
cial interactions to be identified, suppose that we relax the assumption that Xg �

Yg. In this case, as indicated by equation (6), it is possible that mg is not linearly de-
pendent on the constant and Yg. The reason for this is the presence of the term

in equation (6). This term can break the reflection problem. This will hap-
pen if the term is such that it is not linearly dependent on a constant and Yg;
when this is so, mg cannot be linearly dependent on the other regressors in
equation (6). A necessary condition for this to happen is that there exists at least

cXg

1 � J

cXg

1 � J

mg �
k � (c � d )Yg

1 � J
,
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one regressor in Xi whose group-level average does not appear in Yg. For example,
identification can be achieved if an individual’s age affects educational outcomes,
but we are willing to rule out in advance that the average age of his peers influ-
ences him, once we have controlled for other characteristics of the peers. For-
mal conditions for identification in the linear model with social interactions are
given in Brock and Durlauf (2001a, 2001b).

Although the reflection problem arises naturally in the linear model, it does
not necessarily generalize to alternative data structures, such as the binary choice
model we have described. For the binary choice model, formal statements of con-
ditions for identification appear in Brock and Durlauf (2001a, 2001b) for the case
when the random terms ei are logistically distributed and in Brock and Durlauf
(2006 [forthcoming]) for general distribution functions. The logic of the reflection
problem as it emerges in the linear model indicates why identification will not fail
for the binary choice model. Equation (7) indicates that for the binary choice
model, mg cannot be a linear function of the other regressors in equation (5). This
is intrinsic to the model when there is sufficient variation in Xi and Yg; because
probabilities are bounded between zero and one; mg (which is a weighted aver-
age of the individual-specific choice probabilities) cannot be linearly dependent on
Xi and Yg when these vectors have sufficiently wide supports. This finding does not
depend on the fact that the error distribution is known; see Brock and Durlauf
(2005 [forthcoming]) for a proof. Furthermore, identification will generally hold
for other nonlinear models, such as nonlinear regressions and duration data mod-
els; Brock and Durlauf (2001b) discuss these cases.

Of course, identification will even fail for nonlinear models if the elements
that comprise Xi and Yg are themselves linearly dependent; however, this source of
non-identification does not seem natural in most contexts. One example where
this would happen is a world where (1) Yg � Xg, and (2) individuals are perfectly
segregated by Xi (so that each person in a group has the same value of Xi ). Perfect
segregation means that Xg � Xi, which in turn implies that Yg � Xi.

Therefore, the two key messages for identification of social interactions
with i.i.d. errors are: (1) for linear models, identification requires that there exist
individual specific characteristics; and (2) identification will hold under standard
conditions for nonlinear models.

Social Interactions and Self-Selection

For contexts such as residential neighborhoods, it is natural to believe that as-
sumption (1), which states that individuals are randomly assigned to groups, is not
tenable. The natural reason for this is that in many contexts, group membership
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is itself a choice variable. One does not think of families as being randomly allo-
cated across neighborhoods; rather, families choose neighborhoods subject to con-
straints such as rent levels and personal income. For environments in which
self-selection is present, the consistency of various statistical methods for esti-
mating social interactions may be affected. Specifically, the presence of self-
selection can mean that the expected value of the random term ei, conditional on
the individual’s characteristics and group memberships, may no longer be zero. If
one observes a poor family living in a rich neighborhood, one would reasonably
infer that the level of parental investment in children is higher than other fami-
lies. If this investment contains an unobservable component, then it will be part
of the ei term. Following this logic, for a model of educational attainment, the
conditional value of ei for a child who is part of a poor family in a rich neigh-
borhood is positive.

If one ignores self-selection in estimation, then one may produce spurious ev-
idence of social interactions. For example, if poorer neighborhoods tend to con-
tain relatively less ambitious parents than affluent neighborhoods and if lack of
ambition on the part of parents leads to lower educational performance by chil-
dren, then the failure to account for this self-selection could lead to the false con-
clusion that poor neighborhoods causally affect education. Generally, if
neighborhoods are (partially) stratified according to unobservable individual-level
characteristics that affect outcomes, then the danger of finding spurious evidence
of social interactions will be present.

There is a vast literature in economics on accounting for self-selection in
statistical exercises and it is covered in virtually any graduate microeconometrics
textbook; see Cameron and Trivedi (2005) for a recent example. One solution to
self-selection is the use of instrumental variables. In this approach, the problem
of self-selection is interpreted as the presence of correlation between the regres-
sion errors in a model and the model regressors; the previous example of parental
ambition produces such a correlation. The study by Evans et al. (1992) is a well
known example of the use of instrumental variables to account for self-selection;
this study concluded that controlling for self-selection eliminated the statistical
significance of neighborhood effects for the data that were analyzed. Of course,
there is no reason why this must be the case; in a similar exercise, Rivkin (2001)
finds that estimates of social interactions increase in magnitude when instrumen-
tal variables are used. One important point to note here is that the identification
of valid instruments is often quite hard (see Heckman [1997] for discussion in the
context of treatment effects analysis and Brock and Durlauf [2001c] for discus-
sion using aggregate data to study economic growth). Intuitively, one often finds
that asserted instruments, although predetermined with respect to a behavioral
equation, nevertheless are likely to violate the requirement of uncorrelatedness
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with the equation error, once one considers a complete description of the be-
havioral decisions of the agents under study.

Within econometrics, the deepest analyses of self-selection are based on ex-
plicitly modeling the self-selection and including it as part of the statistical analy-
sis. Unlike the instrumental variables approach, this has interesting implications
for identification, at least for the linear model; Brock and Durlauf (2001b) first
recognized this possibility. To understand their argument, rewrite the regression
error in the linear model as

(12)

This expression exploits Heckman’s (1979) idea that in the presence of self-
selection, the regression residual ei no longer has a conditional mean of zero. Fol-
lowing the logic behind Heckman’s classic selection correction, equation (12)
can be consistently estimated if one adds a term proportional to 
to equation (12) before estimation; denote this estimate as 
Heckman’s great insight was that one can construct such a term. Hence, from this
perspective, controlling for self-selection amounts to estimating

(13)

Thus, accounting for self-selection necessitates considering identification for this
regression, as opposed to equation (2).

The property of interest for the identification of social interactions is that the
term can help facilitate identification. To see this, consider two
possibilities for the underlying conditional expectation One pos-
sibility is that

(14)

In this case, the presence of the regressor in equation (13) means
that the model is no longer linear in mg. Assuming is invertible, then the
self-consistent solution for mg is

(15)

where is the inverse of Equation (15) illustrates that for this case, self-
selection converts a linear model that is not identified into a nonlinear (in mg) model
in which mg cannot be linearly dependent on a constant term and Yg. The key point
is that self-selection induces an intrinsic nonlinearity into the determinants of
individual behavior and so converts the linear model into a nonlinear one.

1 � f( # ).c( # )

mg � c(k � (c � d )Yg )

f( # )
kE(ei 0  Xi, Yg, FX 0  g )

E(ei 0  Xi, Yg, FX � g ) � f(mg )

E(ei 0  Xi, Yg, FX � g ).
kE(ei 0  Xi, Yg, FX � g )

vi � cXi � dYg � Jmg � rkE(ei 0   Xi, Yg, FX � g ) � ji .

kE(ei 0  Xi, Yg, FX � g ).
E(ei 0   Xi, Yg, FX � g )

vi � cXi � dYg � Jmg � E(ei 0 Xi, Yg, FX � g ) � ji .
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Alternatively, suppose that

(16)

In this case, functions as an additional individual-specific regressor whose
group level average does not appear in equation (13). Hence, following the argu-
ment about identification in linear models that was developed in the previous sec-
tion, the presence of the regressor with a nonzero coefficient can allow for
identification to occur. This approach to identification has been successfully used
in Ioannides and Zabel (2003b) to identify social interaction effects in housing.8

The incorporation of self-selection into social epidemiology analyses seems,
from the vantage point of econometrics, of first-order significance. Self-selection is-
sues have proven to be of enormous importance in understanding a range of issues
involving questions of policy evaluation. A major component of James Heckman’s
profound contributions to economics revolves around developing ways to draw in-
ferences when self-selection is present. See Heckman (2001) for an extraordinary
survey.

In accounting for self-selection, it is important to recognize that it can occur
with respect to unobservable variables. In the context of job training programs, for
example, program participation and completion are likely to be associated with
the abilities and ambitions of an individual. This contrasts with the sort of analy-
sis that is associated with causal inference in which selection is assumed to occur
with respect to observables. The latter does not necessarily affect inferences; for
example in the linear model, selection on observables does not affect analysis of
the linear model (2) so long as Much of the statistical lit-
erature on causal effects focuses on self-selection on observables; as Heckman
(1996) makes clear, such an approach is often inadequate as it is typical that “per-
sons making decisions have more information about the outcomes than the sta-
tisticians studying them” (p. 461). This is clearly the case for group memberships.

It seems that there has been some confusion in the social epidemiology liter-
ature on the implications for self-selection in empirical analysis when selection oc-
curs on unobservables. Subramanian (2004), in criticizing arguments of Oakes
(2004), who argues that self-selection invalidates many claims in the social epi-
demiology literature, suggests that self-selection issues “are partially tractable and

E(ei 0  Xi, Yg, FX � g ) � 0.

f(Xi, Yg )

E(ei 0  Xi, Yg, FX � g ) � f(Xi, Yg )
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one potential strategy is through applying creative multilevel structures” (p. 1963).
His example seems to suggest that movements across neighborhoods can pro-
vide information on the presence of social interactions. Such a claim is untenable
unless one models the decision to change neighborhoods. The value of the self-
selection correction will depend on the characteristics of a neigh-
borhood and thus will differ for a given individual when that individual is
observed in different neighborhoods. Perhaps this is reading too much into the dis-
cussion in Subramanian (2004). What is known from the econometrics litera-
ture, however, is that one cannot make arguments about what is or is not identified
without formal analysis; terms such as “partially tractable” are only meaningful
in the context of a fully articulated model.

We also disagree with Oakes (2004) to the extent that he advocates random-
ized experiments as clearly superior to other data sets in uncovering social inter-
actions. His argument that such data sets can overcome self-selection problems
is of course correct; however, as illustrated in the discussion of equations (12)
through (16), self-selection can, when correctly modeled, facilitate identification.
This should not be surprising. Self-selection describes another behavior by indi-
viduals beyond the behavioral choice vi —the choice of group membership. This
second choice has implicit information about the social interactions the group pro-
duces. Whereas exploration of how this additional information may be exploited
has only just begun, it seems potentially important.

Unobserved Group Effects

The second major deviation from the baseline social interactions model con-
cerns the possibility that unobserved group effects exist. This case has received at-
tention in the linear case in Brock and Durlauf (2001b), Graham and Hahn (2004),
and Graham (2005) and in the binary choice case in Brock and Durlauf (2005
[forthcoming]). To be concrete, if one is interested in whether residential neigh-
borhoods produce social interactions that affect offspring educational performance,
a natural candidate for an unobservable is the average quality of schools, at least
some component of which is unobservable to the econometrician.

Similar to the case of self-selection, the presence of the unobservable group
effects can, if not accounted for, lead to spurious conclusions concerning the pres-
ence of social interactions. Why? Suppose that more affluent parents choose neigh-
borhoods with higher school quality. If one then calculates the correlation between
student outcomes and average neighborhood income, this correlation will be pos-
itive not because of any influence of the incomes of others on a given student, but
because average parental income is itself correlated with school quality. Notice

E(ei 0  Xi, Yg, FX 0 g )

Identifying Social Interactions: A Review 301

c12.qxd  3/27/06  12:24 PM  Page 301



one would not necessarily regard these effects as unobserved types of social in-
teractions. For example, variations in school quality may derive from variation
in the quality of teachers, which is driven by community attributes such as the
opportunities for spousal employment that have nothing to do with social influ-
ences on children.

Algebraically, the introduction of unobserved group effects is simple. Denoting
the fixed effect as ag, the original linear model is modified to

(17)

In parallel, the payoff comparison in the original binary choice model is modified to

(18)

so that the conditional probability that 1 is chosen is modified from equation (3) to

(19)

with the new self-consistency condition

(20)

Unobserved group effects are usually best regarded as fixed effects, because
there is typically no plausible reason to believe the effects are orthogonal to ob-
servable group characteristics. In contrast, suppose that group memberships are
generated endogenously and individuals observe ag when groups are formed. If
so, then there will presumably be some relation between ag and those charac-
teristics of individuals and the associated groups that are observed by the econo-
metrician. Returning to our neighborhoods and education example, because
families will presumably care about teacher quality when selecting neighborhoods,
this will induce correlations between unobserved (to the econometrician) school
quality and variables such as average income of parents. In our view, the prob-
lem of unobserved group characteristics is the most serious impediment to
developing persuasive evidence of social interactions.

For linear models, identification in cross-sections is impossible when fixed
effects are present. Any pattern of outcomes in the linear model without unob-
served fixed effects can be replicated one for one by an identical model with no
social interactions and unobserved group effects. One simply sets ag � dYg � Jmg.
Identification of social interactions in linear models with unobserved group effects
can occur for alternative data structures and models.

One way to achieve identification with unobserved fixed effects involves using
panel data. In this approach, the assumption is that the unobservable group effects

mg � 2�Fe(k � cX � dYg � Jmg � ag ) dFX 0  g � 1.

Pr(vi � 1 0  Xi, Yg, ag ) � Fe(k � cXi � dYg � Jmi,
e

g � ag )

Vi (1) � Vi (�1) � k � cXi � dYg � Jmi,
e

g � ag � ei

vi � k � cXi � dYg � Jmg � ag � ji.
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are time invariant, whereas other determinants of behavior are not. The basic idea
in the panel approach is to consider a time indexed analog to equation (17), that is,

(21)

and construct differences of the form

(22)

As equation (22) illustrates, taking first differences of vi,t can eliminate the unob-
served fixed effect ag. This approach is employed, for example, in Hoxby (2000a,
2000b). The validity of this approach, of course, depends on the validity of the
assumption that ag does not vary over time. For this reason, differencing generally
cannot be used to account for self-selection in panels; the time-indexed version of
the self-selection correction analyzed in Section Four will normally vary across
time, as it is a function of Xi,t and Yg,t.

Alternatively, one can follow Graham (2005) and assume that ag is a ran-
dom effect rather than a fixed effect. Of course, to do this, one needs to be able
to defend the random effect assumption; for Graham, the assumption is tenable
because the data he studies involves random assignments of students to classrooms.
This approach also necessitates restricting the analysis to the effort to identify some
social interactions (that is, conducting the analysis without distinguishing between
endogenous and contextual effects). The following is a variant of Graham’s ap-
proach, which corresponds to the framework we have been using.9 Considering
the regression

(23)

we assume that Yg is a scalar for convenience. If there are no social interactions
present (that is, d � 0) then

(24)

Note that the random effect assumption means that cov In contrast,
if social interactions are present, then

(25)var(vi ) � var(ei ) � var(dYg ) � var(ag ).

(Yg, ag ) � 0.

var(vi ) � var(ei ) � var(ag ).

vi � k � dYg � ag � ei,

� J(mg,t � mg,t�1) � ji,t � ji,t�1 

 vi,t � vi,t�1 � c(Xi,t � Xi,t�1) � d(Yg,t � Yg,t�1) 

vi,t � k � cXi,t � dYg,t � Jmg,t � ag � ji,t
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d that we illustrate, but the idea is the same.
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Now suppose that groups come in two types: those such that Yg is drawn from a
distribution with variance , and those such that Yg is drawn from a distribution
with variance h. By assumption , one can construct an estimate of the social
interactions parameter d.

(26)

The idea of using variance differences to identify social interactions is also em-
ployed in Glaeser et al. (1996); this analysis focuses on what may be learned about
social interactions from aggregated data.

In using tests of this type, it is important that a researcher be able to justify the
assumption that the distribution of ag does not vary across groups. It is not clear that
this is so, even if group memberships are randomly assigned. For example, in
Graham’s analysis, in which students are observed in classrooms with different num-
bers of classmates, the assumption implicitly means that the variance of teacher
quality does not depend on the number of students who are being taught.

In moving from linear models to binary choice models, some new results
emerge. For binary choice models, one can develop evidence of social interactions
for cross-section data even in the presence of group-level fixed effects. Panel meth-
ods can help with identification as well; these are discussed in Brock and Durlauf
(2005 [forthcoming]). Brock and Durlauf (2005 [forthcoming]) show that, un-
like the linear model case, it is also possible to learn something about social in-
teractions from cross-section data.

The reason why cross-section data on binary choices may produce evidence
in support of or against social interactions is that the binary choice model can pro-
duce multiple equilibria only if endogenous social interaction effects are pre-
sent. If the available data require the existence of multiple equilibria, this in
turn implies the existence of endogenous social interactions. To develop this ar-
gument, we assume that there is random assignment of individuals across groups

(27)

Brock and Durlauf (2005 [forthcoming]) consider various relaxations of this as-
sumption, but the bulk of the analysis in that paper is conducted under equation (27),
as may be seen when one examines the formal proofs underlying the subsequent
discussion.

The translation of multiple equilibria into data restrictions is somewhat com-
plicated. A major intuition as to why multiple equilibria are associated with en-
dogenous social interactions is that the multiple equilibria can produce what Brock

FX ƒ g � FX.

� d2(h � h ) 1 d � Bvar (vi � varYg � h ) � var (vi ƒ varYg � h )

h � h

var (vi ƒ varYg � h ) � var (vi ƒ varYg � h )

h � h

h
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and Durlauf refer to as pattern reversals. Assume that d � 0 so that increasing any
element in Yg increases, other things equal, the probability that an individual in g
chooses 1. One can always measure the elements of Yg this way, so long as one
knows the direction of the effects of its elements. A pattern reversal occurs for
groups g and g' if

(28)

Recall that mg can be computed, because it is the conditional expectation of the
same average of within-group choices , so pattern reversals represent restrictions
on data. For the identification of social interactions, pattern reversals are impor-
tant because they may derive from the presence of endogenous social interactions
producing multiple equilibria. Why? Intuitively, multiple equilibria can produce
a pattern reversal because group g can coordinate on a high mg equilibrium
whereas group ǵ does not, so that the effect of the higher value of Y on the aver-
age outcome in the group is negated.

The difficulty with using this heuristic argument is that without any restric-
tions on ag, pattern reversals can occur without multiple equilibria being present.
Brock and Durlauf (2005 [forthcoming]) thus attempt to identify weak restrictions
associated with ag such that pattern reversals imply the existence of multiple equi-
libria and hence endogenous social interactions. This type of argument does not
identify the value of the endogenous social interactions parameter J; rather it
shows that the value is nonzero and large enough to produce multiple equilibria.
As such, it is a form of partial identification (see Manski 2003).

What sorts of assumptions allow for partial identification of J via pattern
reversals? One potentially appealing assumption is a stochastic monotonicity re-
striction on the group level unobservables. Suppose that if Yg � then the con-
ditional distribution of unobservables in ǵ , is first-order stochastically
dominated by In this case, subject to various technical conditions described
in Brock and Durlauf (2005 [forthcoming]), the pattern reversal defined by equa-
tion (28) will imply that endogenous social interactions exist.

Another route toward partial identification of social interactions is via uni-
modality versus multimodality comparisons. Suppose that Yg is constant across
groups, Xi is constant across all individuals within and across groups, and
ag � 0. In this case, it is easy to see that mg will take on a single value when there
are no endogenous social interactions and will take on one of a finite set of val-
ues when there are multiple equilibria due to social interactions. Suppose that

is unimodal for all Yg. In this case, mg will be multimodal, with each equi-
librium representing a possible value. This leads to the intuition that multiple
equilibria may occur when one relaxes the assumption that Yg and Xi are
constant.

dFag �Yg

Fag �Yg
.

Fag� �Yg�

Yg�

vg

Yg � Yg� and mg � mg�.
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The translation of this intuition into data restrictions turns out to be fairly
hard. One reason for this is straightforward: if ag exhibits multimodality, then there
is no link between multiple equilibria and unimodality of the other variables.
Hence it is necessary to assume that is unimodal for all Yg; however, even in
this case, it turns out that multimodality of mg conditional on Yg is neither a nec-
essary nor a sufficient condition for the existence of multiple equilibria. The
reason for this is that the relationship between mg and Yg is nonlinear as indi-
cated by equation (20), and this nonlinearity can induce multimodality. Brock and
Durlauf (2005 [forthcoming]) overcome this problem by considering rather
than . Specifically, they show that unimodality of implies that there
must exist a vector p such that is unimodal if there are no endogenous so-
cial interactions. This is the correct way to think about pattern reversals and
multimodality. When social interactions are present, a given mg may be associated
with more than one value of Yg.

In our judgment, the identification of social interactions effects in the pres-
ence of unobserved group effects represents the major existing impediment to de-
veloping evidence of the role of social influences. The reason for this is that in the
contexts in which social interactions are usually studied, there are typically many
unobserved group characteristics that can be argued to plausibly affect individual
outcomes. One example was given for the relationship between educational out-
comes and neighborhoods. For another example, the ability to infer a relationship
between social factors and crime rates requires careful attention to the possibil-
ity of differential police resources across neighborhoods. Further work on identi-
fication for the case of unobserved group effects is thus of great importance.

Some Implications for Social Epidemiology

In this section, we relate some of our analysis to the treatment of social interac-
tions in the social epidemiology literature.

The Reflection Problem and Endogenous Social Interactions

As far as we know, with the exception of Oakes (2004) there has been no at-
tention to the reflection problem in the social epidemiology literature. The rea-
son for this seems to derive from differences between the economic and
epidemiological concepts of individual outcomes. In the economics contexts,
choices are purposeful and so it is natural to attempt to identify direct inter-
dependences in decisions, whether they are due to a primitive psychological
preference for conformity or information transmission that occurs via the be-
haviors of others. In contexts such as health outcomes (for example, coronary

dFpYg �mg

dFag �Yg
dFmg �Yg

dFYg �mg

dFag �Yg

306 Methods in Social Epidemiology

c12.qxd  3/27/06  12:24 PM  Page 306



heart disease), such factors do not directly occur. That being said, it does seem
that consideration of endogenous social interactions would augment epidemi-
ological studies. In the context of health outcomes, endogenous social interac-
tions can affect behaviors that in turn affect health. So, to the extent that
exercise levels are influenced by social interactions, if exercise affects health,
one has an endogenous influence.

Does the explicit evaluation of endogenous versus contextual effects mat-
ter? If one is interested in understanding causal mechanisms, the answer is clearly
yes. There are, however, certain dimensions along which the answer is no. Sup-
pose that one is interested in changing the value of an element in Xi for each of
the members of a group. The effect of this in the linear model is fully character-
ized by the reduced form for individual behavior (that is, the combination of equa-
tion [2] with equation [6])

(29)

The regression is known in the econometrics literature as a reduced form as it re-
lates vi to a set of predetermined variables. The coefficients in this regression are,
as analyzed in Manski (1993), all identified under standard linear independence
conditions on the regressors Xi and Yg, even if one cannot identify the distinct roles
of contextual and endogenous effects. So, if all one wants to do is generate pre-
dictions of the effect of a change in some predetermined variable (that is, an el-
ement of Xi or Yg ) on an individual10, this regression is sufficient. For example, if
one is interested in the effects on student outcomes from redistricting schools
and if school district define the groups through which social interactions occur,
then the effects of the policy change on students may be determined without
distinguishing between the respective roles of contextual effects and endogenous
effects; the effects can be determined via equation (29); the reduced form is thus
sufficient for prediction of policy effects.

In contrast, the distinction between contextual effects and endogenous effects
must be accounted for to understand the implications of changing elements of Xi

orYg. In the binary choice model, if one omits the endogenous effect in estimat-
ing equation (5), then the estimates of the remaining parameters will not be con-
sistent and cannot be interpreted as a reduced form. If one considers the effects
of redistricting on binary choices such as graduation, one potentially important
effect may derive through the effect of the redistricting on the number of
equilibria.

vi �
k

1 � J
� cXi �

d

1 � J
Yg �

Jc

1 � J
Xg � ei
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Hierarchical Models

Unlike economics, social interactions are generally modeled in the social epi-
demiology literature with hierarchical models (that is, models in which contextual
effects alter the coefficients that link individual characteristics to outcomes). The
reason for this again seems to be a different conceptualization of the meaning of
social interactions in economics in comparison with other social sciences.
Hierarchical models seem, in our reading, to be motivated by a view of social
groups as defining ecologies in which decisions are made and matter because
different ecologies induce different mappings from the individual determinants of
these behaviors and choices (see Raudenbush and Sampson 1999). Economics, in
contrast, regards the elements that comprise endogenous and contextual social in-
teractions as directly affecting the preferences, constraints, and beliefs of agents
and so treats them as additional determinants to individual specific characteris-
tics, Xi. The specific modeling choices in terms of either allowing for coefficients
to linearly depend on group characteristics—as occurs in hierarchical models—
or the direct embedding of group characteristics in decision rules as suggested by
the role they are hypothesized to play—as occurs in economics—follow from these
different conceptions of why group memberships matter.

For hierarchical models, there has been little attention to identification prob-
lems of the sort that have been analyzed in the social interactions literature,
although these arguments are clearly germane. This subsection explores identifi-
cation of hierarchical models. One formulation that seems consistent with the
logic of hierarchical models is

(30)

where self-consistency of beliefs has been imposed, and

(31)

In equation (31), is a matrix. We omit any random terms in equation (31) for
simplicity. This formulation assumes that the endogenous effect directly affects
outcomes whereas the contextual effect works via the individual behavioral coef-
ficients. This model can easily be translated into the original linear framework we
have analyzed. The hierarchical model described by equations (30) and (31) is thus
equivalent to the linear model

(32)

Hence, the difference between the linear model used in economics and the hier-
archical structure is the addition of the terms and Yg mi,g

e .Y�gw c Xi

vi � k � cXi � dYg � Jmi,g
e � Y�gw cXi � pJYgmi,g

e � ei.

w c

ki � k � dYg, ci � c � Y�gw c, Ji � J � pJYg.

vi � ki � ci Xi � Jimg � ei
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Can this model exhibit the reflection problem? The self-consistent solution to
equation (32) is

(33)

where, as before, Xg is the within group average of Xi. The reflection problem orig-
inally emerged when the Yg vector equaled the within-group averages of Xi. If we
impose this, then equation (33) becomes

. (34)

Equation (34) makes clear that the relationship between mg and the other regres-
sors is nonlinear; furthermore, the presence of in the numerator and

in the denominator ensures that linear dependence will not hold, except
for hairline cases, so long as there is sufficient variation in Xi and Yg. In other words,
the hierarchical model will be identified under standard conditions on Xi and Yg.

This hierarchical model with contextual and endogenous social interactions
will not exhibit multiple equilibria even though the model contains nonlinearities.
The nonlinear structure of the model, however, distinguishes it from the linear
model in that the reflection problem can be overcome without prior information
about the relationship between Xg and Yg. And equally important, because hier-
archical models are nonlinear, this means that the failure to account for the pos-
sibility of endogenous effects will lead to inconsistent estimates, so that the
misspecified model cannot be used to evaluate the effects of changes in different
variables or the effects on individual outcomes of altering group memberships (for
example, by changing school district boundaries).

This is apparent from equation (34). The equilibrium effect of a change in Yg

on mg is nonlinear when endogenous effects are present (that is, when the vector
pJ is nonzero). This means that the effect of a change in contextual effects on the
expected average behavior of the system will differ according to the initial value
of Yg. If the system defined by equations (30) and (31) is estimated under the as-
sumption that pJ� 0, then the resultant estimates will not provide a model in
which counterfactuals may be accurately evaluated. Predictions based on the er-
roneous assumption of no endogenous effects can be highly misleading, although
the extent to which this is true will depend on context.

Social Capital

A large number of social epidemiology papers study the role of social capital in
determining various health-related outcomes. These studies often use aggregated

�pJYg

Y�gw cYg

mg �
k � cXg � dYg � Yg�w cYg

1 � J � pJYg

mg �
k � cXg � dYg � Yg�w cXg

1 � J � pJYg
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data at levels ranging from residential neighborhoods to larger units; see Lochner
et al. (2003) and Kawachi et al. (1997) for examples in which social capital is used
to understand mortality. In this approach, average group outcomes are regressed
against various group level controls and a measure of social capital. The general
social capital literature has been subjected to criticism owing to the lack of con-
ceptual precision in defining, let alone measuring, social capital (see Durlauf 2002a,
2002b; Portes 1998, 2000), but our purpose here is to evaluate identification.

To do this, we consider the case where social capital is endogenous. What this
means is that each individual chooses a level of social capital SCi in addition to the
outcome of interest vi. Notice that even for outcomes such as mortality that are
not themselves choice variables, behaviors that contribute to the outcome—such
as exercise, diet, and willingness to take risks—are endogenous, so the identifica-
tion analysis we have employed seems relevant. Furthermore, the notion that so-
cial capital is endogenous does not necessarily imply that the individual choices
that produce social capital are conscious ones. One may adopt a level of personal
honesty in dealing with others based on norms of honesty in a community with-
out being consciously aware that one has done so.

Our discussion will focus only on the linear model, in order to use results in
Durlauf (2002a). The introduction of social capital thus leads to a two equation
linear model that generalizes equation (2)

(35)

and

(36)

These two equations describe the joint determination of the outcome of interest
and social capital. In these equations, SCi denotes the level of social capital asso-
ciated with individual i, and sg denotes the expected average level of social capi-
tal in the group. The terms are all coefficients in the social capital
equation; regressors in the two equations are assumed to be the same. As before,
we employ expected rather than realized levels for aggregate outcome variables
for simplicity.

Durlauf (2002a) provides conditions for identification of this model. The main
findings are that this joint social interactions/social capital model suffers from
an analogous reflection problem to the original social interactions model. Identi-
fication requires prior information to restrict the presence of particular terms in
the equations. In particular, to identify the parameters of equation (35), it is nec-
essary that there exist two elements of Xi whose group level analogs are not ele-
ments of Yg.

k, c, d, J1, and J2

SCi � k � cXi � dYg � J1mg � J2sg � hi.

vi � k � cXi � dYg � J1mg � J2sg � ei
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In many contexts in which social capital is analyzed, individual level data are
not available. If one only has group level data available, then the equations that
may be studied are parallel to the individual model; that is,

(37)

where vg is the sample average within group g of vi and

(38)

To identify the social capital effect (that is, the coefficient J2), with aggregate data,
it is necessary to distinguish it from the contextual effects Yg as well as the en-
dogenous effect mg. Formal conditions for identification are given in Durlauf
(2002a). One requirement for identification is that one must be able to identify
two elements of Yg that appear in the social interaction equation (38) but do not
appear in the outcome equation (37) (that is, the coefficients in equation (37) are
a priori known to equal zero). Unless these two elements exist, SC cannot be lin-
early independent of both Yg and mg.

Durlauf (2002a) argues that such prior information is generally implausible.
One reason for this relates to the definitional ambiguities for social capital. With-
out a clear definition, it is hard to see how one can argue that an aggregate vari-
able affects its aggregate level without directly affecting the aggregate outcome vg.
If one is willing to assume that J1 � 0, then one still needs at least one element
of Yg to affect social capital without affecting the aggregate outcome, which again
requires justification. We are not aware of any empirical application where this
defense is actually made.

This discussion illustrates some reasons why empirical claims on the role of so-
cial capital in influencing individuals and especially for groups are, in our judgment,
often very weak. Empirical studies of social capital rely on implicit assumptions about
which variables influence individuals and groups that, in our view, can be highly un-
appealing. This negative conclusion should not be interpreted as a dismissal of the
social capital concept; weaknesses in current empirical practice in no way imply so-
cial capital is uninteresting or unimportant. Durlauf and Fafchamps (2004) discuss
routes by which social capital inferences may be strengthened.

Conclusions

Although the econometrics literature on social interactions is still quite new,
progress has been made in understanding important aspects of identification.
Much remains to be done, in particular with respect to comprehensive studies of

SCg � k �  dYg � J1mg � J2sg � hg.

vg � k � dYg � J1mg � J2sg � eg
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dynamic versus cross-section environments. Still, considerable progress has been
made in understanding when social interactions can or cannot be identified in var-
ious data sets.

In conclusion, we note that terms such as “propensity score” and “causality”
did not earlier appear anywhere in this essay. This omission is not inadvertent. From
the perspective of the social interactions, the causality research program pioneered
in the statistics literature has had little impact. The reason for this is that social in-
teractions models in economics have been conceptualized as fully articulated de-
scriptions on individual behavior, as opposed to efforts to identify the effects of
changing certain factors, as occurs in the analysis of treatment effects. As such, so-
cial interactions econometrics reflects standard economic reasoning. From the social
interactions perspective, one does not naturally think of a group as a treatment,
but rather as a constrained choice by the individual. When one worries about se-
lection on unobservables, one moves away from the sorts of assumptions, such as
strong ignorability, that are important in the causality literature. Perhaps the most
important message of this chapter is that there are perspectives on the inference of
social interactions that are not well captured from the perspective of purely statis-
tical literatures and may be addressed only by careful consideration of the behav-
ioral foundations that underlie a statistical model specification.
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Describing area-based differences in health outcomes has a long history
(Macintyre and Ellaway 2003). We know that the average health of places

differ, but do places make a difference to health? This question has received a sys-
tematic attention in the last decade or so (Diez-Roux, 2001; Duncan et al. 1993;
Kawachi and Berkman 2003; Lynch et al. 2004; Macintyre et al. 1993; Pickett
and Pearl 2001; Subramanian and Kawachi 2004). Besides its resonance with the
move to look at “upstream” determinants of health and the recognition that
health behaviors and outcomes need to be understood within their socioeconomic
context (Beaglehole and Bonita 1997; Berkman and Kawachi 2000; Pearce 1996;
Susser and Susser 1996), a major impetus for examining the role of contexts in
explaining health variations comes from the advances in quantitative methods,
in particular those related to multilevel statistical methods (Bryk and Radenbush
1992; Goldstein 1995). The term multilevel typically refers to the different, and
distinct, levels or units of analysis.

Multilevel methods consist of statistical procedures that are pertinent in one
or more of the following circumstances: (1) the observations that are being ana-
lyzed are correlated or clustered along spatial, non-spatial, or temporal dimen-
sions; (2) the causal processes are thought to operate simultaneously at more than
one level; or (3) there is an intrinsic interest in describing the variability and het-
erogeneity in the population, over and above the focus on average relationships
(Diez-Roux 2002; Subramanian 2004a, 2004b; Subramanian et al. 2003). It is

CHAPTER THIRTEEN
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clear that individuals are organized within a nearly infinite number of levels of
organization, from the individual up (for example, families, neighborhoods, coun-
ties, states), from the individual down (body organs, cellular matrices, DNA),
and for overlapping units (area of residence and work environment). Therefore
it is necessary that links should be made between these possible levels of analysis
(McKinlay and Marceau 2000; Susser 1998).

The advent and advances in multilevel statistical methods offer substantive
advantages, but traditional epidemiologic concerns relating to sources of error
may become more pronounced. For example, such issues as the inclusion of a co-
variate as a putative confounder (either at the individual or neighborhood level)
when it may also be on the causal pathway between a neighborhood property and
health outcomes become critical (Blakely and Woodward 2000). Thus, it is im-
portant to note that “multilevel models are not a panacea” and like all statistical
methods need to be used “with care and understanding” (Goldstein 2003). The
application of multilevel statistical methods is now being considered more criti-
cally and carefully (Bingenheimer and Raudenbush 2004; Diez-Roux 2004; Oakes
2004; Subramanian 2004a). In addition to emphasizing the substantive and sta-
tistical properties of multilevel models, this chapter will also bring epidemiologi-
cal issues to the fore.

Levels of Analysis and Inference

Until recently, much research has conflated levels of analysis and inference ( Jones
and Moon 1993). For example, the question of whether the aggregate or ecological
association of average income with average health status across groups points to eco-
logical and individual-level associations of income with health is often blurred. The
ecological fallacy is well documented in epidemiology (Greenland 1992; Greenland
and Morgenstern 1989; Morgenstern 1995), being a false inference of the associa-
tion of individual-level variables on the basis of the observed association of the
parallel ecological variables. For example, national gross domestic product (GDP)
may be positively associated with motor vehicle fatality rates by country, but within
countries the highest death rate from motor vehicle crashes may be for the low-
income groups. But more crucially for social epidemiologists interested in possible
contextual health effects, such aggregate analysis cannot distinguish the “contex-
tual” (the difference a place makes) from the “compositional” (what or who is in a
place) ( Jones and Moon 1993). This conundrum has elsewhere been termed the “so-
ciologistic fallacy” (Diez-Roux 1998). For example, national GDP may still have
some association with death rates from motor vehicle crashes even after allowing for
the individual-level association of income with crashes. Conversely, it is also
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important to avoid the “atomistic fallacy” (Alker 1969) that can occur by focusing
exclusively at the individual level and thus missing the context in which individual
action occurs. The need, therefore, is to simultaneously examine the circumstances
of individuals at one level as well as the contexts or ecologies in which they are lo-
cated at another level (Subramanian 2004a, 2004b; Subramanian et al. 2003).

Classifying and Measuring Ecological Variables

Broadly speaking, there are two ways of measuring ecological variables. First,
we can use individual-level data and aggregate up (or otherwise summarize) to
give average characteristics of groups. Second, we can directly measure proper-
ties of groups. Various authors have categorized this high-level bifurcation in
different ways. For example, Macintyre (1997) refers to collective and contextual
variables and Diez-Roux (1998) to derived and integral variables. And these two
categories can be further subdivided—a summary classification of ecological vari-
ables is provided in Table 13.1, including the different terms for the same (or sim-
ilar) variable used by different authors.

Does the type of ecological variable matter? Macintyre has long argued that
understanding what it is about neighborhoods that determines health will require
the greater use of integral variables, not just derived variables (including depriva-
tion indices) (Macintyre and Ellaway 2003; Macintyre et al. 1993). For example, five
aspects of neighborhoods might be either health-promoting or health-damaging:

1. Physical features of the environment shared by all residents (for example, air and
water quality; similar to Morgensterns’s environmental variable in Table 13.1)

2. Availability of healthy environments at home, work, and play (for example,
housing quality)

3. Services provided to support people in their daily lives (for example, educa-
tion, transportation)

4. The sociocultural features of a locality (for example, political and economic
history of areas)

5. The reputation of an area (for example, stigmatization of neighborhoods)

Such an approach to characterizing neighborhoods requires more than just deriving
measures from census or survey data on individuals. It requires directly observing
and measuring the neighborhood or groups themselves (Raudenbush 2003;
Raudenbush and Sampson 1999). Unfortunately, such characterization is costly,
time consuming, and difficult—but is nevertheless probably necessary to advance
our understanding of why places or other contexts impact upon health.
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A Typology of Ecological Effects

A two-level model includes three types of variables: the ecological exposure(s), X;
the individual-level exposure(s), x; and the individual-level outcome, y. It is possi-
ble to conceptualize three ways that X can have an ecological effect on y: by di-
rectly affecting y (direct ecological effect); by modifying the relationship between

Derived (DR) • Mean income
Aggregate (Morg) • Median social class
Contextual (Susser) • Proportion smoking
Analytical (LM) • Area-based composite 

indices of need/ 
deprivation

• Income inequality

Contagion (Susser) • Prevalence of 
Endogenous (Manski) infectious disease
Peer (Dietz) • Suicide rate

Environmental (Morg) • Hours of sunlight
• Environmental 

pollutant
• Latitude and longitude
• Weather

Structural (LM) • Social networks

Integral (Susser, DR) • Social (dis)organization
Global (Morg, LM) • Social capital

• Legislation or 
regulation

Aggregate of attributes measured
at the individual-level. It is often
expressed as a measure of central
tendency (e.g., mean, median)
but may be extended to include
measures of variation of individual-
level variables (e.g., SD).

Aggregate of the individual-level
outcome, rather than
exposure(s), that in turn affects
the probability of the same
outcome in individuals in the
same population who are not yet
affected.

Physical characteristics of a place,
with an individual-level analogue
that usually varies between
individuals (though it may 
remain unmeasured at the
individual-level).

Measure the pattern of
relationships and interactions
between individuals belonging to
the group.

Measure attributes of groups,
organizations, or places and are
not reducible to the individual-
level. They are fixed for all, or
nearly all, individual group
members.

TABLE 13.1. A CLASSIFICATION OF ECOLOGICAL VARIABLES.

Ecological Variable Description Examples 

Susser � (Susser 1994); LM � (Lazarfeld and Menzel 1961); Morg � (Morgenstern 1998); Manski �
(Manski 1993); DR � (Diez-Roux 2002); Dietz � (Dietz 2002).

Source: Adapted from Table 1 of Blakely and Woodward (2000).
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x and y (cross-level effect modification or interaction); and by affecting x which in
turn affects y (indirect ecological effect). These ecological effects are presented
in Table 13.2. Effect modification may also occur between ecological variables,
but is not shown in Table 13.2 as it is a step removed from the impact of one eco-
logical exposure on a health outcome—nevertheless it is important when two or
more ecological exposures are considered simultaneously.

In a reductionist sense, ecological variables cannot impact “directly” on in-
dividuals; instead, their effect must be mediated by intermediate variables at the
individual level. For example, possible mechanisms linking income distribution to
health include: variations in individual’s access to life opportunities and material
resources (for example, health care, education); social cohesion, whereby mutual
support and co-operation secure better health outcomes; and possible direct
psychosocial processes related to relative perceptions of position on the socio-
economic hierarchy (Kawachi and Kennedy 1999). Therefore, it may be argued
that neither direct ecological effects nor cross-level effect modification are com-
plete causal chains but require reduction to the myriad possible indirect ecologi-
cal effects as shown in Table 13.2. To do so, however, would require perfect
information on all possible variables. Such reductionism is helpful to understand
etiologically how ecological exposures affect health but is often unnecessary and
may even be counterproductive for the identification of intervention points for
public health policy and action (Duncan et al. 1996; Mackenbach 1995; Pearce
1996; Rose 1992).

Sources of Error Estimating Ecological Effects on Individual
Health—An Epidemiological Perspective

In this section we systematically consider the range of errors or biases that may
arise in the estimation of ecological effects on health.

Insufficient Variation of the Ecological Variable of Interest

It is a sine qua non of any field of study that to detect an effect there must be variation
in the independent variable (and dependent variable) under study. This essential
prerequisite may be problematic for ecological exposures. Often macro-level
socioeconomic exposures (for example, income inequality) do not vary within the eligi-
ble study population (for example, state or country or, more pragmatically, the avail-
able data set) at one point in time. The identification of small differences in the
individual-level outcome variable by the observed levels of the ecological variable
may, therefore, not fully reflect the potential magnitude of an ecological effect. When
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1. Cross-
level effect 
modification

2. Direct
ecological
effect

3. Indirect
ecological
effect

a)

b)

Example: Income
inequality (XE)
modifies the effect of
personal income (x)
on individual 
health (y).

Example: Income
inequality (XE) directly
affects individual 
health (y).

Example a: Community
tobacco control
policies (XE) may affect
individual smoking (x),
which in turn affects
individual health (y).

Example b: Workplace
organizational struc-
ture (XE) may affect
individual worker’s
decision latitude (x1),
which modifies the
association of individ-
ual work demand (x2)
on coronary heart
disease (y).

Regression lines for individual-level outcome (y) on
individual-level exposure (x) will not vary by
population with varying ecological exposures (X),
as any apparent effect of the ecological
exposure(s) is explained away by including the
relevant individual-level exposures (x).

XE

x y

XE

yx

XE

yx

XE

y

x1

x2

0
0

x [individual-level]

y

Population with
ecological
exposure X

Population
without
ecological
exposure X

0
0

x [individual-level]

y

Population with
ecological
exposure X

Population
without
ecological
exposure X

TABLE 13.2. THREE TYPES OF ECOLOGICAL EFFECT.

Ecological 
Effect Example Possible Graphical Representation 

Source: Table 2 of Blakely and Woodward (2000).
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there is insufficient observed variation in the ecological exposure, extension of the
study design across time or populations may provide the necessary variation. First,
additional populations with different levels of the ecological exposure may be added
to the analysis (for example, cross-national studies). A likely drawback, however, is a
lack of comparability of unmeasured covariates between populations or data sets,
or both. For example, “culture” may vary between countries and be independently
associated with health. Second, a times-series study of one population may capture
variation in the ecological exposure, but controlling for secular trends is difficult.
Third, data for both multiple populations—or data sets—and different time peri-
ods may be combined in a mixed study design (Morgenstern 1995), thus combining
the two former study designs. This mixed study design allows a simultaneous analy-
sis of within-group changes over time in ecological exposure and outcome and be-
tween-group variation in ecological exposure and outcome. Unfortunately, data sets
of this richness are likely to be rare.

Selection Bias

Selection bias in multilevel studies may arise at either the individual-level (level-1)
or the group level (level-2). Considering ecological effects on individual health, se-
lection bias at the group-level is the greatest concern. This may arise, for exam-
ple, if in the taking of a random sample of neighborhoods one fails to achieve
representativeness of all neighborhoods in the total population and the association
of an ecological variable with individual health in these selected neighborhoods
varies from that in the total population of neighborhoods. Selection bias may also
arise at the individual-level if the effect of the ecological variable on individual
health among those included in the study differs from that among the total pop-
ulation of individuals. As with traditional epidemiology, any selection bias may be
accounted for by adjusting for covariates that are associated with selection prob-
ability and with both the ecological exposure and the health outcome. That is, ad-
justing for confounders may also adjust for selection bias. (It should be noted that
selection bias is not the same as selection effects, whereby, for example, people with
poor health may be more likely to live in exposed areas.)

Confounding

Confounding is a mixing of effects, whereby the association of an exposure with
an outcome is distorted owing to an extraneous factor. In general, there are two
types of confounding of ecological exposures: within ecological-level confound-
ing by ecological covariates and cross-level confounding by individual-level
covariates (Table 13.3). Within ecological-level confounding is conceptually the
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same as confounding in single-level epidemiology—both the exposure and con-
founders are at the same level of analysis. A major problem in multilevel studies,
though, is that ecological variables are often strongly correlated, making it statis-
tically difficult to include many ecological variables in any one model.

Cross-level confounding may be more conceptually challenging. A com-
monly cited example is individual-level income as a confounder of the associa-
tion of income inequality with health (Gravelle 1998). As the association of
individual income with health is non-linear (Backlund et al. 1996; Blakely et al.
2004), it is possible that the average income by ecological unit is not associated

TABLE 13.3. CONFOUNDING AS A SOURCE OF ERROR 
FOR ESTIMATED ECOLOGICAL EFFECTS.

Sources of 
Error Description, Examples, and Comments

Cross-level 
confounding

a)

b)

Within 
ecological-level 
confounding

XE

yx

XE

yx

An apparent direct ecological effect is due to cross-level confounding
by an individual-level exposure (diagram a).

Example: The association of neighborhood social capital (XE) with
individual health (y) is due to confounding by individual income (x).

Comment: Diagram b) illustrates confounding by an ecological
exposure of the association of an individual-level exposure and
outcome. Using the framework of Diez-Roux (1998), diagram b) is an
example of a “psychologistic fallacy,” whereas diagram a) is an
example of an “sociologistic fallacy.”

An apparent direct ecological effect is due to confounding by an
ecological covariate.

Example: The apparent association of neighborhood social capital
(XE1) with individual health (y) may be due to uncontrolled
confounding by neighborhood resources 
(e.g., recreational facilities; XE2).

Solid thin arrows represent causal effects of individual-level covariates.
Solid thick arrows represent causal effects of ecological exposures.
Dashed arrows represent apparent, but false, observed associations.
Double lines represent correlation generating confounding. 

XE1

y

XE2
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with income inequality by ecological unit, yet individual income could still be
confounding the association of income inequality with health. To control for
this cross-level confounding, individual income must be included in the model
as well as specified as a categorical variable or some appropriate transformation
of absolute income (for example, the natural logarithm) (Subramanian and
Kawachi 2004).

It should be noted that if cross-level confounding by an individual-level vari-
able of an association of an ecologic variable with individual health occurs, one
might still be substantively interested in why individuals cluster by neighborhoods.
That is, we should not always just dismiss the importance of context when an
individual-level exposure is systematically distributed across neighborhoods (that is,
some clustering of individuals’ by personal exposures); rather, it may tell us some-
thing about the extent to which people are spatially sorted in the first place, dis-
closing spatiality or ecological patterning of individuals. For example, people in
poor health may be more likely to migrate to areas with health services or other
resources—what is sometimes termed a selection effect that can be “explained”
by individual-level variables.

As shown in the “Multilevel Models” section on page 321, one can argue
for a special case of cross-level confounding if variability at the levels of analysis
is not specifically accounted for with multilevel statistics.

An important issue in multilevel research is that it may be difficult to dif-
ferentiate between individual-level covariates as confounders and intermediary
variables. If the latter, then “controlling” for the individual-level covariate will
lead to overlooking indirect ecological effects. For example, the association of
state-level income inequality with self-rated health in the United States is
reduced when education is included at the individual-level (Blakely and
Kawachi 2002; Subramanian and Kawachi 2004). Should education here be
considered a confounder or an intervening variable between income inequal-
ity and health? It is suggested that less egalitarian states (that is, states with high
income inequality) tend to underinvest in education, (Kaplan et al. 1996) thus
placing individual education, at least in part, as an intermediary variable.
Analyses with and without the individual-level covariate should be presented
to give an upper and lower bound within which the reader may judge the “true”
ecological effect.

Misclassification and Mismeasurement

We broadly differentiate information bias here into incorrect assignment of in-
dividuals to groups or ecological units and misclassification or mismeasurement
of the ecological exposure and covariates.
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Incorrect Assignment of Individuals to Ecological Units

An important issue is the grouping of individuals into ecological units, yet the
implications of grouping strategies are often overlooked (Boyle and Willms 1999;
Iversen 1991). As an example, consider an individual assigned to the wrong
neighborhood in a study of the association between neighborhood cohesiveness
and individual health. A first bias is that the level of cohesiveness for the
assigned neighborhood may not be the same as the individual’s true neigh-
borhood, resulting in misclassification of the ecological exposure for that
individual.

A second bias may arise if the measurement of cohesiveness was based on ag-
gregated individual-level responses including incorrectly assigned individuals, thus
biasing the observed level of cohesiveness for the given neighborhood.

These types of bias are likely to be magnified when grouping is not conducted
specifically for the given study, but instead existent administrative groups (for ex-
ample, census tracts) are used with likely incorrect assignment of both individu-
als and group “boundaries” (Boyle and Willms 1999; Duncan et al. 1993). The
likely effect of using convenient rather than theoretically pre-determined ecological
units is a reduced ability to detect any ecological effect, although one Canadian
study that attempted to create natural neighborhoods found similar fixed effects
for various ecological effects compared with an analysis using administrative census
tracts as neighborhoods (Ross et al. 2004).

The lag time between an ecological exposure and individual-level health out-
come is a form of misclassification bias that deserves specific mention. Many mul-
tilevel studies that consider ecological socioeconomic exposures have used
cross-sectional survey data (Boyle and Willms 1999; Duncan et al. 1993, 1996).
Not only does this introduce the possibility of reverse causation (health status af-
fecting the ecological exposure) but it also implies a zero lag time between expo-
sure and outcome. It is usually implausible for the effect of an exposure to be
instantaneous, particularly in social epidemiology. If the ecological exposure is sta-
ble over time, then specification of a lag time may not be necessary—otherwise
incorrect specification of lag time is another source of misclassification bias. In-
vestigation of lag times between socioeconomic ecological exposures and indi-
vidual outcomes is required (Blakely et al. 2000a).

Misclassification or Measurement Error of the Ecological Exposure. Nondif-
ferential misclassification bias of exposure usually causes a bias to the null in single-
level epidemiology (Rothman and Greenland 1998) but may cause bias in either
direction in multilevel research dependent on the nature of the exposure (binary
or continuous) and the level of measurement (ecological or individual-level)
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(Brenner et al. 1992b). First, consider a binary individual-level exposure (home
ownership as a proxy for wealth) nondifferentially misclassified during measure-
ment at the individual-level and then represented as a derived ecological variable.
Assume that the “unexposed” regions have 85 percent home ownership, the “ex-
posed” regions 15 percent home ownership, and that there is a direct ecological ef-
fect of home ownership on health. If home ownership was nondifferentially
misclassified at the individual-level, then those regions with 85 percent home own-
ership would have a lower observed home ownership: if 10 percent of all home own-
ership was recorded incorrectly by individuals, then ([85% � 0.90] � [15% �
0.10]) � 78% [rather than 85%]) 78 percent will be observed as homeowners in
the “unexposed” regions. The reverse will happen for the exposed region:
22 percent of individuals will be observed as homeowners. If one then extrapo-
lates any direct ecological effect for home ownership to the hypothetical instance
of regions with full home ownership versus those with none, the ecological effect
will be overestimated by (1�[0.78�0.22]) � (1�[0.85�0.15] � 1.25) 1.25, a bias
away from the null. Note that such bias applies to derived variables where the in-
terpretative meaning is accorded to the actual value (that is, neighborhoods with nil
compared with full home ownership). If the derived variable is just used to rank
neighborhoods into, say, quintiles, the observed difference between quintiles will
not be biased.

Second, consider a continuous individual-level variable randomly mismea-
sured (that is, independent of true value) at the individual-level and then repre-
sented as a mean derived ecological exposure. Here, there may be no bias in the
estimated ecological effect: the random mismeasurements for all individual within
groups should sum to zero, meaning that there is no bias in the summary mean
for the group.

Third, consider nondifferential misclassification and mismeasurement of eco-
logical exposures measured directly at the ecological-level (for example, integral
and environmental ecological exposures). Here measurement is at the same level as
representation of the exposure, and effect measures will be biased to the null as for
single-level epidemiology generally.

Misclassification or Measurement Error of Covariates. Regarding nondifferen-
tial misclassification of confounders, misclassification of individual-level
confounders and ecological-level confounders (measured directly at the ecological-
level) will generally reduce the ability to control for confounding. For ecological
confounders that are first measured at the individual-level and then aggregated up,
however, nondifferential misclassification during measurement at the individual-
level may not reduce the ability to control for confounding (Brenner et al. 1992a).
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Multilevel Models

Multilevel statistical models are also known as hierarchical, mixed, random-effects,
covariance components, or random-coefficient regression models (Dempster et al.
1981; Goldstein 2003; Laird and Ware 1982; Longford 1993; Raudenbush and Bryk
2002). Fundamental to multilevel modeling is the recognition of data structures,
which typically consist of individuals at the lower level and spatial (for example,
areas) or non-spatial (for example, schools, hospitals) groupings at the higher level.

The importance of identifying and specifying the “higher” levels has been
overlooked in social epidemiologic research. Researchers must a priori specify why
they think that there will be variation in the outcome at these levels over and above
variation at the individual level. Such thinking naturally leads to considerations of
which levels to include in the model. For example, do we expect variation at the
level of small neighborhoods (for example, census blocks) or larger neighborhoods
(for example, census tracts)? The most common multilevel model is a two-level
hierarchic nested modeling with many level-1 units within a smaller number of
level-2 units. Such structures arise commonly in social epidemiology (for in-
stance, individuals in neighborhoods, workers in organizations, patients in
hospitals, and children within schools). Importantly, this multilevel structure can
be recast, with remarkable advantage, to capture a wide range of data structures
(Subramanian et al. 2003), and a brief overview is provided here.

Besides extending the two-level structure to a three-level structure of, for ex-
ample, individuals (level-1) within neighborhoods (level-2) within counties (level-3),
a number of other data structures can be thought to be a special case of multi-
level. For instance, the well-known repeated cross-sectional design within a multilevel
perspective could be individuals at level-1 being nested within time at level-2
and neighborhoods at level-3. The classic panel design, with its longitudinal struc-
ture, can also be considered a special case of multilevel design, with neighbor-
hoods at level-3, individuals at level-2, and repeated measurement occasions at
level-1. Another extension of a multilevel structure is the multivariate design, with
multiple response outcomes (at level-1) nested within individuals (at level-2) who
are in turn nested within neighborhoods (at level-3).

All of the previous examples are strictly hierarchical in that all level-1 units
can belong to one and only one level-2 unit; however, data structures could be
“non-hierarchical.” An example of non-hierarchic nesting would be individuals
at level-1 nested within both residential neighborhoods and workplaces at level-2
creating a cross-classified structure, because workplaces and neighborhoods do not
nest within each other. Another instance of a non-hierarchical nesting occurs
where level-1 units (for example, individuals) are simultaneously nested within
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more than one level-2 grouping (for example, neighborhoods), leading to a multi-

ple membership structure. The substantive rationale to consider such complex struc-
tures have been discussed elsewhere (Goldstein 2003; Subramanian et al. 2003).

Indeed, a structure can be a combination of more than one of the designs
discussed earlier, as shown in Figure 13.1. Time measurements (level-1) are nested
within individuals (level-2) who are in turn nested in neighborhoods (level-3).
Importantly, individuals are assigned different weights for the time spent in each
neighborhood. Thus, individual No. 25 moved from neighborhood No. 1 to
neighborhood No. 25 during the study time-period, t1 � t2, spending 20 per-
cent of her time in neighborhood No. 1 and 80 percent in her new neighbor-
hood. This multiple-membership panel design could allow control of changing
context as well as changing composition, besides enabling a consideration of
weighted effects of proximate contexts (Langford et al. 1998). So, for example,
the geographical distribution of disease can be seen not only as a matter of com-
position and the immediate context in which an outcome occurs, but also a
consequence of the impact of nearby contexts with nearer areas being more
influential than more distant ones. Goldstein (2003) presents an elegant and
comprehensive classification schema.

The Distinction Between Levels and Variables

Each of the levels that were discussed in the previous section (for example, neigh-
borhoods) can be considered as variables in a regression equation with an indi-
cator variable specified for each neighborhood. Conversely, why are such variables
as gender, ethnicity or race, and social class not a level? Treating neighborhoods,
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FIGURE 13.1. MULTILEVEL STRUCTURE OF REPEATED MEASUREMENTS
OF INDIVIDUALS OVER TIME ACROSS NEIGHBORHOODS WITH INDIVIDU-
ALS HAVING MULTIPLE MEMBERSHIP TO DIFFERENT NEIGHBORHOODS

ACROSS THE TIME SPAN.

Source: Subramanian (2004b).
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for example, as a level is critical because neighborhoods are treated as a population

of units from which we have observed a random sample. This enables us to draw
generalizations for a particular level (for example, neighborhoods) based on an
observed sample of neighborhoods. In contrast, gender, for instance, is not a level
because it is not a sample out of all possible gender categories. Rather, it is an
attribute of individuals. Thus, male or female in our gender example are “fixed”
discrete categories of a variable with the specific categories only contributing to
their respective means. They are not a random sample of gender categories from
a population of gender groupings.

The situation becomes less clear when the study includes all individuals in the
population, and hence all neighborhoods, ethnic or race, gender, and social class
groups are included. Such a study design arises when census data are linked to
mortality data, for example (Blakely et al. 2000b). Why might we still consider
neighborhoods here as levels, but not ethnicity or race? First, it is more efficient
to model neighborhoods as a random variable given the (likely) large number of
neighborhoods. Second, we would usually wish to ascribe a fixed effect to each
ethnic group, but not each neighborhood. Rather, we wish to model an ecologic
variable such as social capital at the neighborhood-level.

It is possible to consider “levels” as “variables.” Thus, when neighborhoods are
considered as a variable, they are typically reflective of a fixed classification. Although
this may be useful in certain circumstances, doing so robs the researcher of the abil-
ity to generalize to all neighborhoods (or “population” of schools), and inferences
are only possible for the specific neighborhoods observed in the sample.

Multilevel Models: A Basic Statistical Outline

Suppose we are interested in studying the variation in a health score, as a function
of certain individual and neighborhood predictors. Let us assume that the re-
searcher collected data on a sample of fifty neighborhoods and, for each of these
neighborhoods, a random sample of individuals. We then have a two-level struc-
ture where the outcome is a health score (with higher score indicating better
health), y, for individual i in neighborhood j. We will restrict this example to one
individual-level predictor, poverty, x1ij, coded as zero if not poor and one if poor,
for every individual i in neighborhood j; and one neighborhood predictor, w1j , a
socioeconomic deprivation index in neighborhood j.

Multilevel models operate by developing regression equations at each level of
analysis. In the illustration considered here, models would have to be specified at
two levels, level-1 and level-2. The model at level-1 can be formally expressed as:

(1)yij � b0j � b1x1ij � e0ij
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In this level-1 model, b0j (associated with a constant, x0ij, which is a set of 1s,
and therefore, not written) is the mean health score for the j th neighborhood for
the non-poor group; b1 is the average differential in health score associated with
individual poverty status (x1ij) across all neighborhoods. Meanwhile, e0ij is the in-
dividual or the level-1 residual term. To make this a genuine two-level model,
we let b0j become a random variable, with an assumption that:

(2)

where u0j is the random neighborhood-specific displacement associated with the
overall mean health score (b0) for the non-poor group. Because we do not allow,
at this stage, the average differential for the poor and non-poor group (b1) to vary
across neighborhoods, u0j is assumed to be same for both groups. The equation (2)
is then the level-2 between-neighborhood model.

It is worth emphasizing that the “neighborhood effect”, u0j, can be treated
in one of the two ways. One can estimate each one separately as a fixed effect (that
is, treat them as a variable, with fifty neighborhoods there will be forty-nine ad-
ditional parameters to be estimated). Such a strategy may be appropriate if the
interest is in making inferences about just those neighborhoods. In contrast, neigh-
borhoods are treated as a (random) sample from a population of neighborhoods
(which might include neighborhoods in future studies) if one has complete pop-
ulation data and the interest is in making inferences about the variation between
neighborhoods in general. Adopting this multilevel statistical approach makes
u0j a random variable at level-2 in a two-level statistical model.

Substituting the level-2 model (equation 2) for the level-1 model (equation 1)
and grouping them into fixed- and random-part components (the latter shown
in parentheses) yields the following combined (also referred to as random-intercepts

or variance components) model:

(3)

We have now expressed the response yij as the sum of a fixed part and a random
part. Assuming a normal distribution with a zero mean, we can estimate a vari-
ance at level-1 ( : the between-individual within-neighborhood variation) and
level-2 ( : the between-neighborhood variation), both conditional on fixed
poverty differences in health score. It is the presence of more than one residual
term (or the structure of the random part more generally) that distinguishes the
multilevel model from the standard linear regression models or analysis-of-
variance–type analysis. The underlying random structure (variance-covariance)
of the model specified in equation (3) is: ; ;
and . It is this aspect of the regression model that requires special
estimation procedures to obtain satisfactory parameter estimates (Goldstein 2003).

Cov[u0j,e0ij ] � 0
Var[e0ij ]   � N(0,s2

e0)Var[u0j ]   � N(0,s2
u0)

s2
u0

s2
e0

yij � b0 � b1x1ij � (u0j � e0ij )

b0j � b0 � u0j
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The model specified in equation (3) with the aforementioned random struc-
ture is typically used to partition variation according to the different levels, with
the variance in yij being the sum of and . This leads to a statistic known as
intra-class correlation, or intra-unit correlation, or more generally variance partitioning

coefficient, (Goldstein 2003) representing the degree of similarity between two ran-
domly chosen individuals within a neighborhood. This can be expressed as:

.

We can expand the random structure in equation (3) by allowing the fixed effect
of individual poverty (b1) to randomly vary across neighborhoods in the follow-
ing manner:

(4)

At level-2, there will now be two models:

(5)
(6)

Substituting the level-2 models in equations (5) and (6) into the level-1 model in
equation (4) gives:

(7)

Across neighborhoods, the mean health score for non-poor is b0, and b0 � b1 is
the mean health score for the poor, and the mean “poverty-differential” is b1. The
poverty differential is no longer constant across neighborhoods, but varies by
the amount u1j around the mean, b1. Such models are also referred to as random-

slopes or random coefficient models. These models have a much more complex variance-
covariance structure than before:

With this formulation, it is no longer straightforward to think in terms of a summary
intraclass correlation statistic r, as the level-2 variation is now a function of an in-
dividual predictor variable, x1ij . In our example, when x1ij is a dummy variable, we
will have two variances estimated at level-2: one for non-poor, which is ; and one
for poor, which is . That is, level-2 variation will be a qua-
dratic function of the individual predictor variable when xij is a continuous predic-
tor. Thus the notion of “random intercepts and slopes,” while intuitive, is not entirely
appropriate. Rather, what these models are really doing is modeling variance as some
function (constant, quadratic, or linear) of a predictor variable (Goldstein 2003).

s2
u0 � 2su0u1x1ij � s2

u1x
2
1ij

s2
u0

Var c u0j

u1j

d    � N °0, £s2
u0

su0u1s
2
u1
§ ¢ ;  and�Var[e0ij]    � N(0, s2

e0). 

yij � b0 � b1x1ij � (u0j � u1j x1ij � e0ij )

b1j � b1 � u1j

b0j � b0 � u0j

yij � b0j � b1j x1ij � e0ij

r �
s2

u0

s2
u0 � s2

e0

s2
e0s2

u0

c13.qxd  3/31/06  3:38 PM  Page 331



Building on this perspective of modeling the variance-covariance function (as
opposed to “random intercepts and slopes”), we can extend the concept to mod-
eling variance function at level-1. It is extremely common to assume that the vari-
ance is “homoskedastic” in the random part at level-1 ( ; equation [7]), and
indeed researchers seldom report whether this assumption was tested or not. One
strategy would be to model the different variances for poor and non-poor of the
following form:

(8)

where, x1ij � 0 for non-poor, 1 for poor, and the new variable x2ij � 1 for non-poor,
0 for poor, with giving the variance for poor, and giv-
ing the variance for non-poor, and Cov[e1ij , e2ij] � 0. There are other parsimonious
ways to model level-1 variation in the presence of a number of predictor variables
(Goldstein 2003; Subramanian et al. 2003). With this specification, we do not have
an interpretation of the random level-1 coefficients as “random slopes” as we did
at level-2. The level-1 parameters and describe the complexity of level-1
variation, which is no longer homoskedastic (Goldstein 2003). Anticipating and
modeling heteroskedasticity or heterogeneity at the individual level may be im-
portant in multilevel analysis, as there may be cross-level confounding—what may
seem to be neighborhood heterogeneity (level-2) to be explained by some eco-
logical variable could be due to a failure to take account of the between-individual
(within-neighborhood) heterogeneity (level-1). An attractive feature of multilevel
models—one that is perhaps most commonly used in social epidemiologic re-
search—is their utility in modeling neighborhood and individual characteristics,
and any interaction between them, simultaneously. We will consider the underlying
level-2 model related to equation (8), which is exactly the same as specified in equa-
tions (5) and (6) but now including a level-2 predictor: w1j, the deprivation index
for neighborhood j :

(9)

(10)

Note that the separate specification of micro and macro models correctly recog-
nizes that the contextual variables (w1j) are predictors of between-neighborhood
differences. The extension of micro model (8) will now be:

(11)

The combined formulation in equation (11) highlights an important feature, the
presence of an interaction between a level-2 and level-1 predictor (w1j.x1ij), rep-
resented by the fixed parameter, a2. Now, a1 estimates the marginal change in

yij � b0 � b1x1ij � a1w1j � a2w1j x1ij � (u0j � u1j x1ij � e1ij x1ij � e2ij x2ij )

b1j � b1 � a2w1j � u1j

b0j � b0 � a1w1j � u0j

s2
e2s2

e1

Var[e2ij] � se2
2Var[e1ij] � se1

2

yij � b0 � b1x1ij � (u0j � u1j x1ij � e1ij x1ij � e2ij x2ij )

s2
e0

332 Methods in Social Epidemiology

c13.qxd  3/31/06  3:38 PM  Page 332



Multilevel Studies 333

health score for a unit change in the neighborhood deprivation index for the non-
poor, and a2 estimates the extent to which the marginal change in health score for
unit change in the neighborhood deprivation index is different for the poor.

More generally, this formulation has a direct translation to the assessment of
social inequalities in health (Subramanian et al. 2003). For instance, evidence for
an interaction between an ecologic predictor and individual predictor suggest that
the effect of the ecologic predictor on the individual outcome is different at dif-
ferent levels of the individual predictor variable. Vice versa, it would also mean
that the individual-based inequalities in health would be different at different lev-
els of ecologic disparities. This multilevel statistical formulation allows cross-level
effect modification or interaction between individual and neighborhood characteristics
to be robustly specified and estimated.

Multilevel models are concerned with modeling both the average and the vari-
ation around the average, at different levels. To accomplish this they consist of two
sets of parameters: those summarizing the average relationships(s), and those sum-
marizing the variation around the average at both the level of individuals and
neighborhoods. Models presented in equations (1–11) can be easily adapted to
other structures with nesting of level-1 units within level-2 units. Additionally, these
models can be extended to three or more levels. Whereas the preceding discus-
sion considered a single, normally distributed response variable for illustration,
multilevel models are capable of handling a wide range of responses. These in-
clude: binary outcomes, proportions (as logit, log-log, and probit models); multiple cat-

egories (as ordered and unordered multinomial models); and counts (as poisson
and negative binomial distribution models). In essence, these models work by
assuming a specific, “non-Gaussian” distribution for the random part at level-1
while maintaining the Normality assumptions for random parts at higher levels.
Consequently, the discussion presented in this entry focusing at the neighborhood
level would continue to hold regardless of the nature of the response variable, with
some exceptions. For instance, determining intraclass correlation or partitioning
variances across individual and neighborhood levels in complex non-linear multilevel

logistic models is not straightforward (see for example, Browne et al., 2005; Goldstein
et al., 2002.).

Context Versus Composition: Study Design, 
Analytical, and Inferential Issues

A common practice in social epidemiology has been to demonstrate differences
in health by neighborhood socioeconomic position, adjust for (some) individual-
level socioeconomic factors, find a remaining statistically significant association of
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neighborhood socioeconomic position with individual health, and then to declare
that there truly is an independent association of neighborhood socioeconomic po-
sition with personal health over and above personal socioeconomic position; how-
ever, just as “declaring independence” in traditional epidemiology is prone to error
(Davey Smith and Phillips 1990, 1992; Phillips and Davey Smith 1991, 1992), so
too it is in multilevel studies.

Consider the example of a hypothetical study that finds an association of
neighborhood deprivation with mortality after: (1) adjusting for personal income
and then (2) adjusting for all individual-level variables used in the deprivation
index. The measure of neighborhood deprivation is constructed from individual-
level variables for all or a sample of members of the group to calculate a com-
posite index such as the Carstairs index (Carstairs 1995), using statistical methods
such as principal components analysis. The individual-level variables that are used
to build the index typically include variables such as the proportion of unemployed
and solo parents in the neighborhood, average income, and so on.

A multilevel model approach to this scenario would typically first use a model
of the type specified in equation (3), with an explicit interest in the level-2 vari-
ance. The question of interest is: Are there statistically significant health varia-
tions between neighborhoods ( ) after accounting for the observed characteristics
of the individuals residing in these neighborhoods? The next step (having modeled
individual-level variables and confounders at level-1) would be to introduce a fixed
effect for neighborhood deprivation (equivalent to w1j in equation [9]) at level 2
and interpret the size and statistical significance of its coefficient (equivalent to a1
in equation [9]).

Although the variance parameter at the neighborhood level , the variance
partitioning coefficient r, and the fixed effect of neighborhood deprivation a1 are
all useful to establish assessment of the potential importance of neighborhoods,
drawing substantive inferences are not straightforward. The following is a check-
list to consider.

Were the Neighborhoods Specified Correctly?

Researchers have to make sure that the level-2 units are clearly defined and mo-
tivated in addition to constituting a random sample (with exchangeable proper-
ties) of all level-2 units (to avoid selection bias). In educational research, with
schools or classes serving as level-2 units, the definition of level-2 units is usually
straightforward. Similarly, institutional settings such as hospitals and clinics are
more clearly defined than neighborhoods. It is also clear that all of the observed
variation (net of individual characteristics) need not be systematically related to
the (unobserved) neighborhood predictor. Rather, a part of it could be simply due

su0
2

su0
2
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to sampling variation due to the sample of neighborhoods. Epidemiologically, in-
correct specification of neighborhood boundaries would probably cause an un-
derestimation of neighborhood effects due to the introduction of nondifferential
misclassification bias. So, whilst a potential (and inevitable) source of error, it is
unlikely to give rise to a spurious positive finding.

Was Personal Socioeconomic Position Adequately Controlled For?

Any substantive interpretation of or a1 is entirely dependent on the “appro-
priate” specification of the other parts of the model, specifically, the fixed part
of the model (that is, individual-level and ecological-level confounders) as well as
the random part specification of level-1. Returning to our preceding hypothetical
example and a substantive interpretation of the fixed effect of neighborhood
deprivation, the model that controlled just for personal income was probably
inadequate. Personal socioeconomic position is a complex and multidimensional
construct that is often viewed as including income, educational attainment, social
class, and (more recently) some measure of personal deprivation of hardship.
Therefore, controlling for just one socioeconomic factor is unlikely to fully ad-
just for personal socioeconomic position. That is, residual confounding would re-
main. Nevertheless, the practice of adjusting for just one socioeconomic factor
before declaring neighborhood effects is not uncommon.

Even the model that fully adjusts for all the parallel individual-level vari-
ables that went into the construction of the neighborhood deprivation index may
still be prone to residual confounding. First, for a fluctuating variable such as in-
come, the average neighborhood income may be a better measure of your likely
average income than personally declared (including reporting errors) income for
the last year. Second, a measure or a personal socioeconomic factor at one point
in time does not capture dynamics over the life course. Although just one study, it
is interesting to note that there was no association of neighborhood deprivation
with mortality among a cohort of Scottish men after adjustment for social class at
multiple points in the life course (Davey Smith et al. 1997). Third, even if a sat-
isfactorily full set of socioeconomic factors across the life course can be included
in the analysis, the issue of (inevitable) measurement error of these covariates and
resulting “resonant confounding” of the neighborhood deprivation-mortality
association remains (Marshall and Hastrup 1996).

What About the Interpretation of Between-Neighborhood Variation, ?

It is a common finding that such variation is small in social epidemiology stud-
ies and often not statistically significant—be it before or after the adjustment for
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individual-level covariates; however, direct interpretation of these variations for
neighborhood-health research must be done cautiously, especially when the
outcome is not linear (for example, binary). Rather, the major utility of lies
statistically in allowing robust and reliable fixed-effect estimates of level-2
exposures on health (that is, estimating the size and precision of direct ecological
effects and cross-level effect modification). Within the framework of the
“context versus composition” question, undue focus on the random variation,
especially in non-linear models, may be problematic. Importantly, moder-
ately strong and statistically significant ecological effects are often found in the
absence of statistically significant between-neighborhood variation (Merlo
2003).

Were Other Individual-Level Confounders Adequately Controlled For?

This is a difficult, if not unanswerable, question for any observational study. By
including further covariates, we gain from adjusting for further potential con-
founding. But, we risk including variables that are also on the causal pathway from
neighborhood deprivation to health. For example, smoking may be patterned by
one’s context, meaning that adjusting for smoking is actually an attempt at quan-
tifying the indirect ecological effect of neighborhood deprivation mediated by
smoking. This problem of variables that are both likely to be confounders and
mediating variables in the association of an exposure with outcome is a perplex-
ing problem in all observational studies. Short of conducting intervention studies
on neighborhood deprivation, a longitudinal study with repeated measures of in-
dividual histories of changing neighborhood deprivation is one study design
that may assist; however, data-sets with both repeated measures and ecological-
level variables are uncommon.

Do I Need To Use Multilevel Statistical Methods?

This chapter has attempted to illustrate that multilevel statistical modeling meshes
well with multilevel thinking. But there are other approaches to modeling clus-
tered data (for example, Generalized Estimating Equation [GEE]); however, it is
beyond the scope of this chapter to canvas these options in detail. Briefly however,
the GEE approach will often deliver the same result. The key difference between the
GEE and multilevel approach is that the latter models the random variation as
being of intrinsic interest rather than a nuisance to overcome. As such, the choice
of strategy is really dependent upon the conceptual motivation of the researcher
(Heagerty and Zeger 2000).
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Conclusion

In addition to careful study design, thorough analysis, and careful interpreta-
tion, there are some other pointers that we would suggest to social epidemiologists
trying to identify true casual associations of ecologic exposures with health. First,
rely less on interpreting residual associations, and model directly the ecological
exposure. The preceding example of a composite index of socioeconomic de-
privation is a classic illustration. It is difficult to interpret a residual association
of such an index with individual health, for the reasons listed above and because
it is not actually clear what properties of neighborhoods the index is actually
capturing. Following the longstanding exhortations of Macintyre and others
(Cummins et al. 2005; Macintyre and Ellaway 2003; Macintyre et al. 1993, 2002),
conceptualizing and directly measuring those characteristics of neighborhoods
that are hypothesized to effect health are likely to be more rewarding in the long-
run, albeit more difficult.

Second, although often impossible to conduct, intervention studies that ac-
tually change ecological or neighborhood characteristics should be seized upon
by social epidemiologists whenever possible (Oakes 2004). Third, longitudinal stud-
ies with repeated measurements of neighborhood characteristics over peoples’ life
courses should also be sought out.

Finally, we need to be cognizant of the limits of quantitative multilevel analy-
sis and empiricism more generally. There is a deep, complex, and dynamic inter-
relationship between people and context. Where you live influences who you are
(for example, employment opportunities), and who you are influences your neigh-
borhood. It will not always be possible, nor correct, to decompose health varia-
tions to personal and contextual characteristics. Rather, we will also need
qualitative and other social science approaches.
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CHAPTER FOURTEEN

EXPERIMENTAL SOCIAL 
EPIDEMIOLOGY—CONTROLLED 
COMMUNITY TRIALS

Peter J. Hannan

“Randomization by cluster accompanied by an analysis appropriate to randomization
by individual is an exercise in self-deception, however, and should be discouraged”

CORNFIELD (1978) PP. 101

Origins and History

Disease is individual but also social, in the sense that a common environment may
contribute to illness, as probably best exemplified by the waves (epidemics) of colds
passing through close-knit communities each winter. Social epidemiology has as
its object the investigation of the connection between the social environment and
the health of individuals. Consequently, social epidemiology deals with at least
two levels of data, those relating to the environment and those relating to the
individual. If all exposed individuals succumbed to disease, individual charac-
teristics would be irrelevant, and individual level data could not explain differences
in disease between different environments. But not all exposed individuals exhibit
disease, so the data of social epidemiology is necessarily multilevel.

One way to deal with hierarchical data is to collapse over the lower level, resulting
in simple correlational analysis at the community level relating prevalence of disease
to exposure. By observing the patterns of cholera, Dr. John Snow published in 1849
his hypothesis that, in contrast to the commonly held “miasma” theory, water from
one of two suppliers in London was contaminated and was the source of exposure
to some causal agent (Snow 1849; see www.csiss.org/classics/content/8). In perhaps
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the earliest social epidemiological experiment, when a second cholera outbreak oc-
curred in 1854, he was able to test his argument through an experiment in which
the handle of the Broad Street pump was removed as a way to prevent exposure
if the hypothesis were true; the cholera epidemic was contained. But one might
argue that the epidemic was going to decline for other reasons and the interven-
tion just happened to coincide. It was not a randomized, controlled trial. For
another example, see a study of the control of tuberculosis (Frost 1937).

Hierarchical statistical models have been in use in statistics (under the name
of mixed models) from Fisher’s pioneering work on nested models for split-plot
designs (Fisher 1935). The essential ingredient in hierarchical models is that more
than a single error variance exists. The simplest example is that of repeated mea-
sures, in which a within-component of variance is realized on each measurement
occasion and a between-component of variance is realized for each individual
(here, individual � unit). Now move up a level to having communities as the units
and the “inhabitants” as the repeated measures within the unit; an error-
component of variance is realized for each individual measurement, and a
between-component of variance takes on a realized value for each community.
In a cohort community study design, each of the individual- and the unit-
components of variance can themselves be modeled as having two components,
one for level of the measurement (whether individual or unit) and one for the time-
varying component of variance (whether individual or unit). Thus we can have
repeated measures on the individual as well as repeated measures on the
community, each showing a correlation over time.

Experimental hierarchical designs occurred commonly in educational research,
where interventions were applied to all the students in the classroom; these exper-
iments were analyzed ignoring the clustering in classrooms (Goldstein 1987). In the
late 1970s (for example, Corbeil and Searle 1976; Wedderburn 1974, 1976) and
early 1980s (for example, Laird and Ware 1982), statistical progress in the analy-
sis of mixed models allowed these concepts to enter the educational field as a debate
of the statistical issue of the unit of analysis (Hopkins 1982). Educationists have
continued to contribute to the topic as witnessed by the work, for example, of Bryk
and Raudenbush (1992).

Epidemiology began using observational clustered studies, such as physiolo-
gist Keys’s ground-breaking Seven Countries Study (Keys et al. 1967), which fol-
lowed cohorts of male participants in sixteen centers in seven different countries.
The concentration on males was because males were primarily affected by the
epidemic of heart disease in western society. Because this was an observational
study and data were collapsed to the level of country for comparisons, the term
“ecological fallacy” reared its head; that is, other characteristics, like the specific
gene pools, may explain the differences. As a result of the finding, Finland labeled
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with the dishonor of having the highest heart attack rates of the sixteen cohorts,
Finnish researchers under Puska (Puska et al. 1983) instituted a controlled trial
(that is, an experiment) in which the province of North Karelia was chosen to
receive an intervention aimed at reducing the risk factors for heart disease, whereas
the companion province of Kuopio was monitored as a control. Absent ran-
domization, this is called a “quasi-experiment” (Cook and Campbell 1979). De-
spite the control, might an alternative explanation exist for the outcome of the
experiment? Might structural or environmental differences (or both) exist between
North Karelia and Kuopio that could equally explain the observed result? With
only one province in each condition, the alternative explanation is at least tenable.
Blackburn’s visit in 1971 to the organizing meeting under the aegis of the World
Health Organization (WHO) for the North Karelia Project helped crystallize his
ideas on the prevention of heart disease in whole populations. The ideas that were
circulating were published in a report from the WHO Expert Committee on the
prevention of coronary heart disease, held in Geneva in late 1981, which presented
the population approach to reducing the burden of heart disease (see WHO
Expert Committee 1982). The whole U.S. population had elevated risk factors for
heart disease, with the distribution of cholesterol levels in the United States hav-
ing almost no overlap with cholesterol levels in the Japanese cohorts of the Seven
Countries Study. Blackburn inferred from this that intervention efforts should not
focus on only high-risk individuals. In the United States in the early 1970s,
Farquhar had set up the quasi-experimental Stanford Three-Community Study,
with one intervention and two control communities with the same aims as the
North Karelia Project but with increased attention to the use of the media
(Farquhar 1978; Farquhar et al. 1977; Williams et al. 1981). In the late 1970s and
early 1980s came three controlled community quasi-experiments—an expanded
Stanford Five-City Study (Farquhar et al. 1985), the Minnesota Heart Health
Program (MHHP) under Blackburn ( Jacobs et al. 1986), and the Pawtucket
Heart Health Program under Carleton (Carleton et al. 1995). For an interesting
reflection on the history of these community-based studies for prevention of
cardiovascular disease, see Blackburn (2004, pp. 24–38).

The first three to four years of data in MHHP were troubling the researchers
at the University of Minnesota’s Division of Epidemiology because city-wide
means were showing more variability than was expected. Leslie Kish, who was on
the MHHP Scientific Advisory Board, introduced the group to the design effect
(DEFF) already well known in survey sampling when sampling is by clusters (Kish
1965). When asked his suggested remedy, the reply was “recruit fifty cities”! The
Stanford Five-Cities Study had five communities, MHHP six communities, and
the Pawtucket Heart Health Program two communities. Cornfield’s (1978)
discouragement quoted at the start of this chapter began to make sense. In
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Canada, Donner et al. heeded the message early, and Donner as a consultant to
MHHP helped us in Minnesota understand the problem (see Donner 1982, 1985;
Donner and Koval 1982; Donner et al. 1981). The publication of Generalized Lin-

ear Models (McCullagh and Nelder 1983, 1989) crystallized the statistical research
conveniently. The statistical implications of the group randomized trials, or GRTs
as they are now affectionately known, had direct impact on the design of a number
of studies, including the Healthy Worker Project ( Jeffery et al. 1993), the Com-
munity Intervention Trial for Smoking Cessation (COMMIT) Trial (Gail et al. 1992),
Communities Mobilizing for Change on Alcohol (CMCA) (Wagenaar et al. 1994),
and Child and Adolescent Trial for Cardiovascular Disease (CATCH) (Zucker
et al. 1995). Since then, a plethora of GRTs have been implemented and, over
time, an increasing fraction has been analyzed correctly (see Donner et al. 1990;
Simpson et al. 1995; Varnell et al. 2004). The article by Zucker (1990) laid out
clearly the proper analysis for GRTs. Summaries of the status of GRTs in the mid
1990s are given in Koepsell et al. (1995); more recent summaries are provided
by Murray et al. (1994); Donner and Klar (1996, 2000) and Murray et al. (2004).
Sorenson et al. (1998) provides a view of where group randomized trials were
situated by the mid 1990s.

The characteristic of clustered data is the presence of more than one
component of error variance, inducing correlation between measurements
repeated within the cluster, hence the term multilevel data. Just as collapsing data
may introduce the “ecological fallacy” in which associations between groups
are assumed to reflect individual associations (Alker 1969; Krieger 1992; Robinson
1950), so too may ignoring clusters introduce the “individualistic fallacy”
(Alker 1969; Krieger 1992, 1994). In relating the occurrence of disease to
environmental context, both individual and contextual data are needed. Strong
inference requires randomized experiments, and epidemiologic investigation in
a social context requires multilevel data. Thus the importance to social
epidemiology of the proper design and analysis of randomized trials.

Randomization and Dependence

Randomization promises that, at least in the long run (statistical expectation),
there is no selection bias and unmeasured (and indeed, even unthought-of) con-
founders are balanced. Unfortunately, statistical expectation is an asymptotic
property (a large number of repetitions would be required) whereas the actual
randomization is carried out once to give the realized randomization. The single
realization is more likely to be balanced if a sufficiently large number of enti-
ties are randomized.
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The randomized controlled clinical trial (RCT) is largely regarded as the ideal
experimental design, involving as it does two elements—experimental intervention
and randomization to either experimental or control condition (but see Senn
2004). As detailed in Chapter One in this volume, the strongest inference for an
effect of an intervention would be to evaluate the state of a unit in the absence of,
and in the presence of, the intervention being tested with the evaluations being
under identical conditions. This may be possible in physics, but hardly possible in
social contexts. In lieu of the ideal, multiple “comparable” units are selected
and randomized to represent either the intervention experience or the control
experience. Intervention (read “experimentation”) and randomization are crucial
to the strength of the inference.

Experimentation and Inference

In science using the experimental method, the acceptance of new theories is based
largely on prediction, temporal sequence, and replicability of the experiment by
others. A prediction is made and an experiment is carried out to see if the prediction
holds. To strengthen the connection between theory and reality, and to help exclude
alternative explanations, the experimental method looks for the appearance of the
predicted phenomenon when the posited “cause” is introduced and the disappear-
ance of the phenomenon when the posited “cause” is removed and the original situ-
ation is restored. Finally, to help exclude the possibility that it was not some other
contemporaneous influence, the experiment must be replicated, preferably by others.

Experimentation is important. The deliberate introduction of change, which
is followed by the predicted effect and the deliberate removal of the change
followed by the disappearance of the effect, is cogent. Replication strengthens the
inference by excluding the likelihood of other chance possibilities being respon-
sible. What is possible in physics is infeasible in social epidemiology. The pre/post
randomized controlled trial captures the aspect of the introduction of change via
the pre/post design and approximates the “off-on-off ” aspect via the controls.
Internal replication is approximated by the multiple units, coupled with the
statistical methods that generate estimates of what the range of outcomes might
be if the sample were retaken under the same conditions: thus the importance in
the study of human and societal behavior of the trial.

Importance of Randomization

By the Law of Large Numbers (see, for example, Mood 1950), randomization
guarantees in the probabilistic sense that the two groups will be comparable;
measured, unmeasured, and indeed even unthought-of confounders are
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guaranteed asymptotically to be balanced between the two groups. Thus the group
of units randomized to the control experience can be considered as if they were the
group of units randomized to the experimental experience, the only difference
being the experimental manipulation. The guarantee, however, requires an infinity
of units or, equally but conceptually, an infinity of randomizations, making for an
infinity of replicated experiments. That is what asymptotically means. In practice,
we have a finite number of units to be randomized, and we can do only one ran-
domization—called a single realization. We need to craft the selection process for
these units to be already as comparable as possible—in other words, we need to
assist chance to achieve approximate balance in the single realization effected.
This can be done in the design phase by the use of matching or of stratification
of units to be randomized and, in the analysis phase, by appropriate covariate ad-
justment. Nevertheless, randomization of a sufficiently large number of carefully
selected units is essential for a strong inference.

Effect of Dependence

The units we have been talking about could be individuals, as in an RCT, or social
groups, as in a group randomized trial (GRT). In the latter, intact social groups
are randomized so that the members within a social group are assigned to the same
experimental condition, be it intervention or control. Individuals are not ran-
domized, and all individuals in the unit are in the same experimental condition.
How, if possible, can the uniqueness of the unit be separated from the experi-
mental condition, since the unit is nested in the condition? In fact, if we have only
one unit per condition, the uniqueness of the unit and the effect of condition
are completely confounded. If we have multiple units per condition, we can impose
a statistical model to account for the uniqueness of each unit by assuming that the
units come with “bumps” or “shifts” realized from a common probabilistic distri-
bution. The usual statistical model assumes that the outcome measure for each
member of a unit has a common bump, establishing a correlation between
measures of members within a unit. Members within a unit tend to be more like
other members in the unit than to be like members from other units. If your friend
smokes, your friend’s spouse is more likely also to smoke.

The implication of the statistical model is that pooling information over
members within a unit carries redundancy. The second member of a group may
add only 0.95 units of information about the measure instead of a full unit of
information. Let Yk represent the measure for member k, k � 1, 2, 3 . . . m. Y is
made up of a member specific contribution, vk, and common “bump” u, so
that Yk � vk � u. Assume that the vk is drawn from a distribution with mean m
and variance s2 and that u is a realization from a distribution with mean zero and
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variance t2. The expectation of each Yk is m and the variance of each Yk is
(s2 � t2). The mean of Y in the group is Yavg � ©Yk�m.

The statistical expectation of Yavg is:

E(Yavg) � E(©Yk�m) � ©E(Yk)�m � ©E(vk � u)�m � ©(m� 0)�m � m.

The variance of Yavg is more intriguing:

V(Yavg) � V (©Yk�m) � V(Y1 � Y2 � . . . � Ym)�m2

� m Var(Y )�m2 � ©k ©j Cov(Yk, Yj )

� (s2 � t2)�m � m(m � 1) t2�m2

� (s2�m) � [1 � m VCR]) OR �([s2 � t2]�m) � (1 � [m � 1]ICC)

where VCR � t2�s2 is the variance components ratio, and ICC � t2�(s2 � t2)
is the intraclass correlation coefficient.
Note:

1. If t2 � 0, we have the familiar result for the variance of the mean of m inde-
pendent observations from a common distribution.

2. s2 is the variance within member, but (s2 � t2) is the total variance of Y.
3. The covariance between Yk and Yj arises through the common “bump,” u.
4. ICC � VCR�(1 � VCR) and if VCR is small, .
5. Clustering implies that the variance of a mean is inflated by factor (1 �

[m � 1]ICC), called the Design Effect, DEFF, by Kish (1965), and the
Variance Inflation Factor, VIF, by Donner et al. (1981).

6. The factor (1 � mVCR) inflates the residual variance component, as would be
estimated in an analysis of variance (ANOVA), and defines the residual
variance inflation factor, RVIF � (1 � mVCR).

7. If the size of the cluster is m � 1, no inflation of the variance of the mean exists.
8. For large unit size, m, the inflation may be serious even for seemingly small ICC.
9. Estimates of s2 and of t2 will differ according to different analytic models,

even for the same outcome (Y ), especially as covariates are used in the analy-
sis with varying success in “explaining” between- or within-variance (or both)—
hence there is no single value for the ICC, but a value for an ICC depending
on the analytic model used.

10. The estimated ICC also is liable to sampling (replication) error—the esti-
mate comes with an implicit uncertainty, capturing the variation likely to be
encountered if the experiment were to be done again (replicated).

For example, in the Minnesota Heart Health Program, for community clusters of
average size m � 410, we found an ICC estimate for the prevalence of smoking

ICC L  VCR

( j Z k )
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equal to 0.00272 based on 31 degrees of freedom (Hannan et al. 1994, Table 4).
The individual (binomial) variance for current smoking can be estimated by
p(1 � p) where p is the average prevalence of smoking (0.22, or 22 percent preva-
lence); estimated s2 � 0.1716. The estimate of t2 is VCRxs

2� 0.00047, so
(s2 � t2) � 0.1716 � 0.0005 � 0.1721. If there were no clustering, the sampling
variance of a mean over 410 persons would be s2�m giving a standard error
�0.02 . The Design Effect from the seemingly small ICC
is DEFF � (1 � 409 � 0.00272) � 2.1125, effectively doubling the variance of the
estimated community prevalence of smoking based on a large survey of 410 per-
sons randomly selected from within a socially intact cluster. The inflated variance
of an estimated smoking prevalence is 0.1721�410 � 2.1125 � 0.000887, for
an estimated standard error 0.03. Hence, instead of reporting the prevalence (as
percents) as 22 � 2 percent, clustering leads to a prevalence estimate reported
as 22 � 3 percent.

Implications of Clustering: Proper Inference 
in Community Trials

Community trials are characterized by having correlated observations, which
implies more than a single source of variability. The statistical terminology for
data having more than a single source of error is varied: mixed models (Laird and
Ware 1982), hierarchical linear models (Bryk and Raudenbush 1992; Raudenbush
and Bryk 2002), or random coefficients (RC) models (Longford 1993). The
ANOVA is a useful method for laying out the relationships between the variabil-
ity at different levels—the individual and the community levels (Murray 1998).
The simplest case of ANOVA is for measurements in a single cross-section of
individuals in communities.

Suppose there are r � 1 . . . m members in each of j � 1 . . . g communities
or social units per condition, randomized into i � 1 . . . c experimental conditions,
commonly just two, intervention (i � 1) or control (i � 2). The ANOVA table pre-
sents the sources of variability, the degrees of freedom available for estimating a
level of variance (df ), the partitioned sums of squared deviations (SSQ), the mean
sum of squares (MS) being the SSQ divided by the corresponding df, and the
expected mean sum of squares, E(MS), on the basis of the model (see Table 14.1).
We use a colon (:) to represent nesting of one effect within another; for example,
unit:Cond represents the fact that each social unit occurs in one and only one con-
dition, not crossed with Cond. The statistical model for a continuous outcome
measure, yr:j:i, taken on person r within unit j within condition i, may be written

Yr:j:i � m� Ci � uj:i � er:j:i

(�20.1716�410 )
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TABLE 14.1. ANOVA PARTITION OF THE SUMS OF SQUARES IN A
SINGLE CROSS-SECTION GROUP RANDOMIZED TRIAL HAVING

UNIT AS A RANDOM EFFECT.

Source df Sum Sq Mean Sq E(MS)

Intercept 1 — — —
Condition c � 1 SSQcond MScond s2 � mt2

� mg �(Ci � m)2/(c � 1)
unit:Cond c(g � 1) SSQunits MSunit s2 + mt2
member:unit:Cond cg(m � 1) SSQres MSerror s2

Total df � cgm

Cond � condition

where m and Ci are fixed effects representing the overall mean and the shift in the
mean attributable to the ith intervention; uj:i represents a “bump” common to all
members in the jth unit, and the multiple-valued uj:i are assumed to be Gaussian
distributed across units, u � N(0, t2), and er:j:i represents residual error at the mem-
ber level, assumed to be a realization from a Gaussian distribution, e � N (0, s2).
Statistical theory of mixed models generates the ANOVA table, which indicates
that, under the null hypothesis that the Ci are equal, MScond and MSunit have
the same expectation and consequently the ratio MScond�MSunit is distributed
as an F-statistic based on numerator df � (c � 1) and denominator df � c(g � 1).
Under the alternative hypothesis that the Ci are not equal, the F-statistic has a non-
centrality parameter ©(Ci – m)2�(c � 1). Although the non-centrality parameter
is not a random variable, it is commonly represented as if it were a variance com-
ponent, f. Of course, under the null hypothesis, f � 0.

The important point of the ANOVA is that the test of the hypothesis that
the intervention had an effect must compare the variation at the condition level
against the variation at the unit level—not against the variation at the member
level. Zucker (1990) makes this point most cogently; however, the message is
frequently ignored in the analyses of published papers as shown by the review
articles of Donner et al. (1990), Simpson et al. (1995), and Varnell et al. (2004).
Testing the MScond against the residual error will produce erroneously larger F-
statistics and erroneously smaller p-values. Ineffective interventions will be more
likely to be declared worthwhile, and even effective interventions will be over-in-
terpreted. Thus the integrity of the inferential process would be jeopardized if
the nesting of units within interventions were ignored. The MSunit in the
ANOVA table is easily related to the variance of the mean merely by dividing by
m and later by g. Recall in the “Effect of Dependence” section that V(Yavg) � s

2�m

(1 � mVCR), that is, V(Yavg) � s
2�m � t2; the variance of a condition-mean made
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up of g independent unit-means is [s2�m � t2]�g, and the variance of the dif-
ference between two condition-means will be 2[s2�m � t2]�g. With just two con-
ditions, the non-centrality parameter measuring the separation between the
conditions is ©(Ci – m)2�(2 – 1) � © (Ci�(C1 � C2)�2)2 � (C1 � C2)2�2. At a hy-
pothesized separation between the two condition means, � � (C1�C2), the “of-
ficial” F-test (F � MScond�MSunit) based on 1 and 2(g � 1) df is equivalent to
testing the difference between the condition means against the standard error of
that difference with a t test based on 2(g � 1) df. Hence the fundamental test
statistic is

(1)

Efficient Allocation of Resources Subject to Constraints

Improving statistical efficiency refers to achieving smaller variance for the target
statistic. For the moment we focus on only the balance of the number of mem-
bers within unit and the number of units in reducing variance, while remaining
within a budget cap. Later, in the section on Statistical Implications of Clustering,
we will see that the number of units chosen has a further impact on the statisti-
cal power through the number of degrees of freedom for estimating variance com-
ponents internally to the study. From equation (1) we have the variance of
a condition mean, [s2�m � t2]�g. Increasing m will control the member contri-
bution to variation of the mean. But increasing m brings diminishing returns in
reducing the variance, because increased m does not control the between-unit con-
tribution to the variance of the mean. Increasing the number of units controls
both the member and the unit contributions to the variance of a condition mean.
The limited value of increasing m can be seen by plotting the variance of a unit-
mean against m, that is, plotting s2�m � t2 � s2(1�m � VCR) as a function of
m. In fact, it suffices to plot (1�m � VCR) against m, because the s2 is inherent
member variability (see Figure 14.1).

It looks as if there is little gain in efficiency by increasing sample size, m,
within-unit beyond about fifty when the VCR in the range encountered in many
community trials is (0.01, 0.05). When the VCR (or, equivalently, ICC) is non-zero,
measurements on each additional member within the same unit carry some in-
formation redundant to that already collected. The returns diminish with larger
within-unit sample size; what is needed is more information about the variation
between units; however, given budgetary or other feasibility constraints, the number
of units selected for study cannot be increased indefinitely.

t � ¢�252[s2�m � t2]�g6 ~ t2(g�1)
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We can balance allocation of resources within and between units by consid-
ering the minimization of the variance subject to the budgetary constraints of
overhead cost of recruiting units, of the intervention, and of collecting member
data. A simple example: you intend to apply for a grant of $200,000 and estimate
the cost of recruiting units will be $800, whereas for those units randomized to
intervention, the overhead costs of the intervention will be about $1,000 more.
The cost of recruiting a member and collecting data is estimated to be $100. An
extremely simple model for a post-test only design with g units per condition and
m members per unit would have the constraint

g $800 � g $1800 � 2gm$100 � $200,000

g (2,600 � 200 m) � 200,000

g (13 � m ) � 1,000.

Suppose we expect the VCR to be 0.05, which might suggest on the basis of
Figure 14.1, taking m somewhere between forty and eighty. Let’s choose m � 50, so
g � 15.87. We will have to use integral numbers, so fix g � 16, and m � 50. The

Experimental Social Epidemiology—Controlled Community Trials 351

FIGURE 14.1. VARIANCE OF A UNIT-MEAN AS 
A FRACTION OF WITHIN-UNIT VARIANCE, s2, PLOTTED 

AGAINST THE NUMBER OF MEMBERS PER UNIT, AT DIFFERENT 
LEVELS OF THE CLUSTER EFFECT, VCR.
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variance of the difference in condition means as a multiple of s2 is 2(1�m �

VCR)�g � 0.00875. But suppose we instead decided to increase the number of
units per condition (g) to 25, for which we could afford only m � 27. The variance
of the difference in condition means becomes 0.00696. The second design has a
relative efficiency of 126 percent (� 0.00875�0.00696). Of course, it may be
impossible to recruit fifty units, but at least we have some guidance as to where to
put our resources.

The g and m parameters that minimize variance for a given design and budget
depend on the VCR and the various costs. Typically the principal investigator has
in mind a range of possibilities to fit within the proposed budget and the statisti-
cian makes explicit the implications for power or detectable difference for various
choices of numbers of members and units. Some have developed formulae and�or
programs which bring costs and overall budget constraints into the statistical de-
sign. See, for example, McKinlay (1994), using estimated VCR parameters from
Feldman and McKinlay (1994) and Raudenbush (1997).

The major message is that the more units the better in a GRT. We remind
the reader that maximization of statistical power goes further than minimizing
variance. Maximization of power requires consideration be given to the avail-
able degrees of freedom that govern the spread of the reference distributions
under both the null and alternative hypotheses. The point is taken up in the
Statistical Implications of Clustering section.

Example of Designing a GRT and Some Further Issues

How does one design a group randomized trial, plan analyses, calculate expected
power, and implement the trial? Consider the study “Communities Mobilizing for
Change on Alcohol” or CMCA as it is commonly named. This study was con-
ducted out of the Alcohol Epidemiology Program in the Division of Epidemiol-
ogy, School of Public Health at the University of Minnesota, under the Principal
Investigator Dr. Alex Wagenaar in the period 1992 to 1998. Conceptualization,
design, grant writing, and funding all preceded the beginning of implementa-
tion in 1992. The study aims were to test:

(1) whether local political and social changes can be achieved using developing
theories of citizen politics and public action, and (2) whether community
changes brought about by such organized action lead to reduced sales of alcohol
to underage persons by commercial outlets, reduced provision of alcohol to un-
derage persons by community residents, reduced youth drinking, and reduced
alcohol-related problems among youth.

(Wagenaar et al. 1994, p. 99)
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The statistical design involved a number of interesting elements. By very
reason of the hypotheses to be tested, the social intact units of communities are
the objects of intervention—behavior in persons and sales practice in alcohol
outlets being sampled representatives of the community in which they exist. From
a frame of twenty-four eligible communities surviving explicit exclusion criteria,
fifteen communities agreed to randomization to control or intervention status.
The CMCA design carefully matched these communities into “similar” pairs (one
triplet) based on criteria thought to have a possible influence on the communi-
ties’ present norms and practice and on readiness to work for change. Although
randomization will balance confounders in expectation, that is, under many
replications, the randomization of a limited number of communities will not
assure balance in the single realized randomization. Stratification, or the stronger
matching, of communities prior to randomization will improve baseline compa-
rability. Randomization is a prime requisite for inference, whereas stratification
or matching (or both) prior to randomization is a useful technique to help ran-
domization achieve balance in a limited number of units; statistical adjustment
can be used to address residual confounding associated with measured covariates
as well as for reducing residual variance. Although communities are matched in
the design, a matched analysis will have about one-half the degrees of freedom
for estimating the community variance component compared with an unmatched
analysis. In most community trials the number of units is not large and the
unmatched analysis of the matched design will have more degrees of freedom
for the error term and will be preferred (Diehr et al. 1995a; Martin 1993;
Proschan 1996).

The design used both “nested cross-sectional” and “nested cohort” designs
(Murray and Hannan 1990). In a “nested cross-sectional” design, different mem-
bers are sampled at different times from within the intact social units as the units
are followed over time. In a “nested cohort” design the same members are
followed at different times as the units are followed. In CMCA, the surveys of 18-to
20-year-olds in 1992 and 1995 were of different young adults (cross-sectional data)
at the two times, whereas the surveys of ninth-graders in 1992 followed the co-
hort and re-surveyed the same students as twelfth-graders in 1995 (cohort). The
article points out some of the advantages and disadvantages of each of these
designs; see also Diehr et al. (1995b) and Murray (1998). In contrast to clinical
trials in which a cohort offers the advantage of reduced variance because of
correlated outcomes, in group randomized trials this advantage is less important
because of the unit component of variance and the fact that one deals with a
“cohort” of units, that is, repeated measures on the units. Other issues to be
considered in selecting a cohort or a cross-sectional design are the length of the
study and possible attrition, the mobility and consequent tracking of members,
and any perceived threat to anonymity in a cohort data collection that may
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introduce bias in response to sensitive items. A fundamental issue is whether the
study-aim for the intervention is to change individuals or to change infrastructures
(which will have an impact on individuals). If the former, only the cohort design
is cogent; if the latter, a cross-section is more appropriate. The design paper for
CMCA detailed analysis procedures and expected detectable differences using
methods appropriate to a group randomized trial. Further, Murray and Short
(1995) publish ICCs for many alcohol-related outcomes in nine areas; they pre-
sent crude ICCs and then changes in ICCs and residual error as adjustment is
made for (1) age and gender, (2) one to three personal characteristics, and (3) for
zero to two community-level covariates, depending on the outcome. Such estimates
are valuable in power estimation in the planning of studies. The paper also gives
two examples of the use of these ICCs. Power estimation uses design effects (DEFF)
(Kish 1965) or, equivalently, variance inflation factors (Donner et al. 1981, 1992)
on the basis of ANOVA tables of expected means squares. We turn to these
methods in the next section.

Statistical Implications of Clustering: Power, Sample Sizes,
and Detectable Differences

In group randomized trials, estimates of power, sample sizes, and detectable
differences are complicated by having to allow for more than the usual single resid-
ual component of variance. The two major statistical models applied to group
randomized trials are (1) analysis of covariance (ANCOVA) and 2) random
coefficients (RC), leading to some differences in power calculations. A third non-
parametric method relies on permutation distributions.

The ANCOVA Model

The post-test only design, while weak inferentially, has the simplest model
specification on which we can build. Refer to “Implications of Clustering”
section for the notation and the ANOVA table (Table 14.1) for the post-test
only design. A person may have covariates xr:j:i in which case the regression model
with mean m is:

where b is the regression coefficient for the covariate (which could be a vector of
covariates). For simplicity we will omit covariates from the model so we have

(2)yr :j:i � m � Ci � Gj:i � er :j:i

yr :j:i � m � Ci � Gj:i � b # xr :j:i � er :j:i
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Note that because of the nesting within unit and condition, both the Gj:i and the
error term are necessarily modeled as random effects (Zucker 1990). Table 14.1
for the post-test only design also applies to the baseline-adjusted analysis of a
nested cohort design. Consequently, referring back to equation (1), the ratio of the
baseline-adjusted difference between the conditions at follow-up to its standard
error follows the t-distribution based on 2(g � 1) df, but the components of vari-
ance are adjusted-components of variance:

The effect of the regression adjustment for the baseline value of the outcome (and
any other covariates) is to reduce the variance by a factor (1 � R2). Here we have
two adjustments coming out of the regression, so we have two factors,
on the member-variability and on the unit-variability. The variance of
� can then also be written Var . In a
cohort of members , the square of the member repeat correlation; ap-
proximate values of are usually readily available. Knowledge of likely values
of Ru is not common. In our experience with outcomes mainly in schools, Ru has
often been about 0.2, but in a recent (unpublished) study of physical activity in
the elderly living in communities, the unit repeat correlation was estimated in a
pilot wave of data collection to be about 0.6.

Under the null hypothesis (Ho: ) the t-distribution is centered on 0,
while under the alternative hypothesis that the actual effect is , it is centered
on the value . Figure 14.2 shows two Gaussian distributions, the Rejection
Region for the null hypothesis for two-sided 5 percent Type I error (outside the
vertical lines at �1.96 on the horizontal scale), and the Power when the separa-
tion between the Null and the Alternative Hypotheses is . Power is the amount
of the alternative distribution that lies in the Rejection Region. It is apparent that
if the separation were just 1.96 standard errors of , the power would be only
50 percent. To generate power of 85 percent, the separation between the
hypotheses must exceed the boundary of the Rejection Region by enough to
pull 85 percent of the distribution under the alternative into the Rejection Region.
Suppose we have a GRT with six units per condition. Let td,p represent the value of
the p-percentile point on the t-distribution based on d df. In a GRT with six units
per condition for example, t10,0.025 � 2.23 defines the Rejection Region for a two-
sided test with Type I error of 5 percent. For 85 percent power we have
t10,0.85 � 1.09 indicating that the separation that is detectable with 85 percent
power is 3.32 (2.23 � 1.09) standard errors of . In general, 	 (td,1 � a�2 �

td,power) SE( ) and in particular for the nested cohort baseline-adjusted analysis

(3)¢ 	 (t2(g�1),1�a�2 � t2(g�1), power ) 252[s2(1 � Rm
2

 )�m � t2(1 � R2
u )]�g6

¢
¢¢

¢

¢

¢
¢ 
 0

¢ � 0

rm
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2
 � rm
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(¢ ) � 2[s2(1 � Rm
2 )�m � t2(1 � Ru

2)]�g
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¢�252[s2 adj�m � t2 adj]�g6 �    t2(g�1)
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Using repeated measures instead of baseline adjustment would involve comparing
four means instead of two, but the full effect of member-correlation would be
felt, so

(4)

Formulation (3) uses the actual components of variance, and s2 is the within-per-
son variance, not the total variance of a single observation, which is (s2 � t2).
Many authors use the ICC as a standardized and portable measure of clustering
effect; in formulae, I prefer the VCR (� t2�s2), but the two are readily inter-
convertible. We can re-write (3) parsing out the factor to give

(5)

Note that VCR is different depending on the adjustments. Without adjustments
VCRunadj � t2�s2, whereas with adjustments VCRadj � 

. When there is more than one occasion of measurement, an impor-
tant adjustment is adjustment for change (as in 4) or adjustment for baseline values
(as in 3, implying that VCR (and ICC) for change will most likely differ from VCR

(1 � Rm
2 )

(1 � Ru
2)�(t2�s2)

� [1 � m(t2�s2) (1 � Ru
2)� (1 � Rm

2
 )]]�mg6

¢ 	 (t2(g�1),1�a�2 � t2(g�1),power ) 252s2(1 � Rm
2 )

s2(1 � Rm
2 )

¢ 	 (t2(g�1),1�a�2 � t2(g�1),power ) 254[s2(1 � rm )�m � t2(1 � ru )]�g6
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(and ICC) for level. Another consequence of differing Ru and Rm is that adjust-
ment for personal characteristics may increase the VCRadj over VCRunadj,
depending on the relative impact of explaining personal level variance and the
reduction in unit level variance. The lesson is that, in choosing from published
estimated values of ICCs, the onus is on the user to ensure that the circumstances
of the estimation fit the usage being made of them and, in particular, the analy-
sis planned for the data.

Often we have a good idea of the residual error, s2, and knowledge is accu-
mulating for the likely values of the ICC, which would give an estimate of t2 as
s2 ICC�(1 � ICC). Even better is to conduct a pilot study to generate good esti-
mates of the components of variance for use in revising previously made power
or detectable difference estimates. A useful variant on (5) is to express the mini-
mal detectable difference, �, as a fraction of the total standard deviation,

. This standardized difference, the difference as
a fraction of the standard deviation in the population, is called by Cohen (1988,
1992) the Effect Size . An extremely powerful
experiment may be able to detect minute effects, but are the experimentally in-
duced shifts worthwhile on the practical scale? The experiment could be a waste
of resources. In contrast, an underpowered experiment is able to detect only mas-
sive and unrealistic differences, for example, a whole standard deviation; again,
the experiment is a waste of resources as it is unlikely to achieve any improvement
in knowledge. A good experiment is designed to be fairly sure (power 80 percent
or more) to detect feasible (not too large) yet worthwhile (that is, of practical im-
port) differences. For primary outcomes, Effect Sizes between 0.2 and 0.3 (at ad-
equate power) are usually both feasible and worthwhile, making for an excellent
experiment; Effect Sizes between 0.3 and 0.4 may be adequate in some con-
texts; those between 0.4 and 0.5 are weak for primary outcomes but may be use-
ful for pilot studies or for the exploration of the impact of the intervention on
secondary outcomes in order to generate hypotheses.

We now extend the post-test only—or equally the baseline adjusted nested
cohort—design by crossing the design with a factor T (for time). The model (2) in
shorthand can be written

By adding in the effect of crossing (“expanding”) the right-hand side by T we
get

(6)

in which we have used the facts that (1) the interaction of T with a constant, Tm,
is just the main effect of T; (2) the interaction of two fixed effects is a fixed effect,

y � m � C � G : C � e � T � TC � TG : C � Te

y � m � C � G : C � e

(ES � ¢�S � ¢�s21 � VCR )

S � 2s2 � t2 � s21 � VCR
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TABLE 14.2. ANOVA TABLE FOR THE REPEATED MEASURES
ANALYSIS IN A NESTED COHORT DESIGN, OR THE PRE/POST-TEST

ANALYSIS IN A NESTED CROSS-SECTION DESIGN.

Line Source df Mean Square Expected (MS)†

8 Intercept 1
7 Cond c � 1 MScond s2 � th2 � mtv2 � mtg fc
6 u : C c(g � 1) MSunits s2 � th2 � mtv2

5 m:u:C cg(m � 1) MSmember s2 � th2

4 Time t � 1 MStime s2 � mt2 � mgc ft
3 TC (t � 1)(c � 1) MStime*cond s2 � mt2 � mg ftc
2 TG : C c(t � 1)(g � 1) MStime*unit s2 � mt2
1 Tm : u : C cg(t � 1)(m � 1) MSerror s2

Total df � cgtm

Note : Line 5 must be dropped down to line 1 for the nested cross-sectional design.
†The fc, ft, and ftc are non-centrality parameters for the main effects of condition, time, and
their interaction respectively. Under null hypotheses they are 0.

but the interaction of a fixed effect with a random effect is random; and (3) a main
effect for member (e) is estimable in a cohort, that is, member is crossed with T
in a cohort, as each member of a cohort is observed at each time. On this last
point, in a nested cross-section with multiple times of observation, the main effect
for member (e) would be dropped from the model and its df go to error. The sep-
aration of the member variability into e and Te is exactly the usual separation of
variability in repeated measures into between-person variability (e) and within-
person variability (Te ). In the corresponding ANOVA Table 14.2, each entry on
the right-hand side of (6) must have a line in the ANOVA. The expected mean
squares can be determined with the method proposed in Hopkins (1976), which
is much simpler than that of the Cornfield-Tukey algorithm described in Winer
(1971).

The question of interest is whether the experiment changed the differences
of the intervention means away from the control means. The null hypothesis is
Ho : ftc � 0 and is tested by the ratio of MStime*cond/MStime*unit, where,
under the null hypothesis, numerator and denominator would have the same
expected values, though based on different df. The ratio under Ho is distributed
as an F-statistic based on (t � 1)(c � 1) and c(t � 1)(g � 1) df. This overall test for
any differences is very non-specific and, if significant, would always be followed
by an investigation of a specific difference, for example, between intervention and
control (c � 2) conditions comparing baseline to a specific time point (t � 2).
Then the F-statistic has 1 and 2(g � 1) df. The square root of an F-statistic with
1, 2(g � 1) df is distributed as a t-statistic based on 2(g � 1) df.
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For the nested cross-section line 5 is dropped and its cg(m � 1) df fall down to
line 1 to make the error df � cg(t � 1)(m � 1) � cg(m � 1) � cgt(m � 1). The form
of this df term is (m � 1) df in every cell and is another indicator that in the nested
cross-section, member is nested in the time � unit cell, that is, the member ob-
servation occurs only in a specific time in a specific unit. The repeat correlation for
the units is ru � v2�(t2 � v2). In the nested cohort, the within member repeat cor-
relation is rm � h2�(s2 � h2). In the nested cross-section, we would be comparing
four means instead of the two, just as in equation (4) but with rm � 0; however,
member-level covariates may be introduced to form adjusted means, reducing
the member-level residual variance by a factor . The still includes a
unit repeat correlation as long as the repeat design returns to the same units.

Let us duplicate with the VCR the calculation with the ICC of the detectable
difference given in Wagenaar et al. (1994, pp. 97–98). Note that s2 in their notation
is the total variance, which we symbolize � t2, although previously we have
omitted the subscript w (for within). The design calls for 200 persons per commu-
nity. For thirty-day alcohol use, the within-person variance estimate is  � 0.2331,
which must be divided by (1 � ICC) to produce the total variance; the CMCA
paper did not quite get this right. The ICC � 0.02 implies VCR � 0.02�0.98;
VIF � (1 � 199 � 0.02) � 4.98, whereas the RVIF � (1 � 200 * 0.02�0.98) �
5.0816. Calculations will differ in having 4.98 � ( �0.98) versus 5.0816 �
under the square-root sign; however these quantities are numerically equivalent,
so the detectable difference calculated using VCR or ICC will be the same. Also
note that the assumption is being made that the between-unit component of vari-
ance will have the same 50-percent variance reduction from the use of baseline
drinking, age, and gender as covariates. The VCR formulation keeps the com-
ponents separated and allows separate fractions for variance reduction of the
within-unit and the between-unit components of variance.

The ANOVA model based on Table 14.2 makes a strong assumption. It
assumes that each unit is expected to respond equally to the intervention or lack of
it. With only two time points, one cannot separate variability of unit-response from
inherent variability of units—the difference and the response “slope” are measured
by the same subtraction. If the number of occasions is three or more, then a more
realistic model relaxing this assumption is that each unit has its own response-slope,
but the average response slopes differ between the intervention and control
conditions (Murray et al. 1998). This is the random coefficients (RC) model.

The Random Coefficients Model

When the design calls for more than two time points and interest lies in response
to time on a parametric rather than categorical scale, a more robust model making

sw
2sw

2

sw
2

sw
2

Ru
2(1 � Rm

2 )
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weaker assumptions than the ANOVA model is possible and preferred. The RC
model assumes that the units in a condition have trajectories that exhibit random
variation around the mean trajectory in that condition, whereas in the ANOVA
model it is assumed that each unit in a condition has a common trajectory. For a
comparison of the models by simulation, see Murray et al. (1998); for practical ap-
plications, see Brown and Prescott (1999) and Twisk (2003); for theory, see Longford
(1993). Many other references would be possible, especially in the educational sphere,
for example, Bryk and Raudenbush (1992), Raudenbush and Bryk (2002). Estimates
of components of variance for slopes are not as yet available in the literature; for
two outcomes in a single context, see Murray et al. (2000).

The Impact on Power From a Limited Number of Units

Whether in the ANOVA or the RC model for analyzing a GRT with t time-points,
the degrees of freedom of the test statistic are governed by the number of units per
condition (g), in the ANOVA model (t � 1)2(g � 1) or in the RC model 2(g � 1),
indexing the precision with which the variability between the units is assessed. As a
consequence, a design with few units has double penalties—the means per condi-
tion are less precise because of being divided by a smaller g, and the Rejection
Region is wider because the precision for estimating the standard error of the
intervention effect is less. This is a good reason to reread Cornfield’s statement
quoted at the head of this chapter. We have already examined how power and
detectable difference depend on the choices of the number of units (g) per condi-
tion and on the number of members (m). What is the impact of the degrees of
freedom on the term (td, 1�a�2 � td, Power) and consequently on the increased value
of detectable �? Assuming typical values for Type I error at 5 percent (two-sided)
and power at 85 percent, Table 14.3 shows the value required for �/SE(�) in power
formulae and the percent increase (penalty) in the separation between the null and
alternative hypotheses. Having six units per condition (df � 10) may be sustainable,
but the penalty increases rapidly if fewer units per condition are in the design. The
comparison is against the Gaussian distribution (equivalent to df � infinity)

Permutation Distributions and Significance Tests

How reliable are the distributional assumptions underlying the model-based
analyses typified by the ANOVA and RC models? Fisher (1935) introduced the
randomization approach to testing, which he considered the gold-standard; indeed,
Fisher has said that ANOVA is good only so far as its results approximate those of
the randomization test. Application of the permutation test to randomized
community trials especially belongs to Gail et al. (1992, 1996). Under the null
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hypothesis, the designation of a unit as intervention or control is irrelevant, so
arbitrary re-assignment of one-half the units into “intervention” and the other
half into “control” status generates an equally possible (under Ho) experimental
result. All possible re-assignment permutations are enumerated and the corre-
sponding experimental results generated. These theoretically equi-possible results
(under Ho) constitute the distribution against which the actual observed result is
assessed. If the observed result lies far in the tail, it has a low probability of being
observed under Ho, raising suspicion against Ho—a true significance test. Given
that community trials typically have small numbers of units, the permutation or
randomization test procedure may have appeal. It is possible to adjust the unit
statistic, commonly the mean, for covariates before permuting (Murray et al.,
2006). An entry to the extensive literature may be gained from Braun and
Feng (2001), Berger (2000), Ludbrook (1994), Ludbrook and Dudley (1998), Good
(1994), Edgington (1995), and Manly (1997). Power calculations for the permu-
tation test are difficult and may best be done with simulation methods (Brookmeyer
and Chen 1998).

Power Calculations Require Compromises

Power and sample size calculations have quite a few parameters to be set or to
be estimated. Usually straight-forward are the Type I error rate (5 percent two-
sided) and the power (80 percent or 85 percent). Less standard are the detectable
difference and, in GRTs, the combination of members (whether cross-sectional or
cohort) and the number of units. Add in estimated ICCs, estimated reductions in
variance achievable by covariate adjustment, and how any multiple comparisons
are handled (in the case of more than one primary outcome), and the mix is, to say
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TABLE 14.3. IMPACT ON THE FACTOR (t1�a/2 � tPower) IN POWER
CALCULATIONS AS A FUNCTION OF df AVAILABLE.

t-dist df t1�a/2 tPower t1�a/2 + tPower Penalty

Gaussian 1.96 1.04 3.00 �
100 1.98 1.04 3.03 1%
50 2.01 1.05 3.06 2%
20 2.09 1.06 3.15 5%
16 2.12 1.07 3.19 6%
10 2.23 1.09 3.32 11%
6 2.45 1.13 3.58 20%
4 2.78 1.19 3.97 32%
2 4.30 1.39 5.69 90%

Type I error�a�5% (two-sided) and Power�85%.
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the least, “interesting.” How all these parameters are juggled to make a cogent
package is the art of grant writing; the scenarios presented need to be meaning-
ful, realistic, and almost invariably a reasonable compromise showing that
according to good estimates the study is neither too powerful nor too weak—both
a waste of resources.

Some studies try to boost power by resorting to a one-sided test, which indeed
does require less separation between the null and alternative hypotheses for a
given power. Unless a solid argument can be made that the intervention can in
no way have a deleterious (if unexpected) outcome, such a strategy is suspect.
Furthermore, in a well-designed study with adequate power, little is gained by
using a one-sided test. A study with an adequate sixteen units (df � 14) and
85 percent power using a two-tailed 5 percent test to detect a realistic outcome—
in other words, a good study—would push the power up to 91 percent at the cost
of the assumption underlying the use of the one-sided test. In contrast, a weak
study having eight units (df � 6) with power 70 percent under the two-sided
5 percent test would increase the power to about 83 percent if the switch was
made to a one-sided test. Good study designs gain little from using a one-sided
test; invoking a one-sided test is indicative of a weak study struggling to increase
power at the expense of a strong assumption, which ignores the possibility of
unintended consequences.

Thus the statistician and the principal investigator need to work together in
an iterative pattern to arrive at a reasonable place “in the ball park.” Specifica-
tion of the expected intervention effect, that is, the detectable difference, is the
province of the principal investigator. In the Trial of Activity in Adolescent Girls
(TAAG) with its six centers, the principal investigators at each site were polled for
what they would expect as a likely intervention effect—indeed, for those exposed
to two years of intervention, and a different amount for those girls exposed to only
the second year of intervention. Finally a consensus compromise was achieved
and those values in the TAAG power calculations (Stevens and others 2005). Other
areas of discussion between the researchers and the statistician involve the
variability and correlation of the outcome measures, including which survey
instrument(s) will be used, which measure(s) is (are) primary, and general ideas
about the budget constraint making certain scenarios unrealistic. Finally, the study
design comes together into a cogent whole that is in the ball park from all
perspectives. That is why it is a game, involving compromise and diplomacy.

Power is calculated on a statistical model, and we need always to keep in mind
the dictum of G.E.P. Box (1979): “All models are wrong, but some are useful.”
Albert Einstein said, “Models should be simple, but not too simple.” The
hypotheses to be tested in a group randomized trial in social epidemiology are
relatively simple, so the methods used for power can be relatively simple.
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Finally, power is calculated based on the assumption that the intervention achieves
such an effect. An exaggerated estimate by an overly optimistic researcher of the likely
magnitude of the effect achievable by the intervention will lead to optimistic power
estimates. Power needs to be calculated for realistic detectable differences, neither too
small to be worthwhile substantively, nor too big to be “pie in the sky.” Cohen’s effect
size helps keep magnitudes of detectable differences in perspective. Ultimately, the
experiment relies on a strong, well-applied intervention.

Implementation of Randomized Community Trials

We have seen that design of GRTs is complicated. Implementation of design is
complicated also. An experiment starts as a germ in the head of the principal
investigator, based on some theoretical model of how things work, and ends with
inferences based on the observed results. In between, attention must be given to
many details and solutions found to many difficulties that arise. Experts in sub-
ject matter, in statistics, in public relations, in management, in planning and co-
ordination, in intervention, and in evaluation each have parts to play. Attention
must be given to areas such as:

• Deciding on a “frame” of units
• Deciding primary and secondary outcome measures
• Dealing with institutional review boards, both local and in the communities
• Securing agreement to randomization—from units, from members
• Getting the units interested and motivated
• Agreement from units to participate, even if randomized to control status
• Data for matching or stratification in the design
• Baseline before randomization, and extended baseline for maturational history
• Actual randomization
• Implementation of the intervention
• Measuring fidelity to intervention program
• Process measures

Some idea can be gained of the nitty-gritty difficulties of actually setting up a com-
munity randomized trial from the report by Watson et al. (2004). Not often does
the readership of the scientific journals become acquainted with the picky details
of implementing a cluster randomized trial. More on the statistical aspects but,
again, laying out some of the items that call for attention are to be found in the
reports from, for example, Tobacco Policy Options for Prevention (TPOP) (Forster
and Wolfson 1998) or Allina Medical Systems (Roski 2003).
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Summary

Why do GRTs? The arguments against GRTs are strong—they are expensive, difficult
to implement, fraught with problems along the way, tend to be weak in power, and some
of the audience question what the GRT means for individual behavior or health.

So, why do GRTs? The T (trial) and the R (randomization) of GRT are crucial
for inference whether group randomized or not, so the question simplifies to: Why
use groups? From the theoretic perspective, when interest focuses on contextual
effects, the GRT is the most feasible way to manipulate contexts by having the
control groups act as surrogates for the (unobservable) counterfactual experience.
Second, from the practical perspective, the only way to implement a truly contex-
tual intervention is by acting on whole groups. Sometimes an individually directed
intervention may be implemented as a GRT to avoid contamination between control
and intervention participants, but in this case it is well worth asking the question,
“Can the intervention be crossed with the units in which the experiment will be car-
ried out?” For example, a doctor in a clinic may be blinded to the status of a patient
and unknowingly prescribe an active drug or placebo to the patient. This would
be unlikely to pass institutional review board review, but at least it is a conceivable
design! The Teachable Moment Study TEAM (Hennrikus et al. 2005) did indeed
have four hospitals, but both intervention and control participants occurred in each
hospital, so that intervention was crossed with hospital. In that case, because inter-
vention is not nested in the hospital, the analyst has the option of considering hos-
pital as a fixed or as a random effect. The contrast of intervention effect with control
effect effectively removes the “bump” associated with any realized hospital com-
ponent of variance; however, a true contextual intervention must apply to the whole
unit and, hence, must be a group randomized trial. And be warned that not all
collaborators, nor all reviewers, will understand that a contextual study is not just
an individual level intervention applied in a group.

Social epidemiology is concerned with contextual effects. In lieu of observa-
tional studies that are inherently weak inferentially (Oakes 2004a, 2004b), the GRT
offers the inferential benefits of the RCT (randomized controlled clinical trial)
to researchers concerned with the impact of social contexts on health of people
in communities.
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Every epidemiologist knows that observational studies are troublesome because
of the potential for confounding, a condition that implies improper comparisons
and potentially biased effect estimates. Although standardization is still used, co-
variance adjustment via regression has long been the principal tool through which
investigators try to recover “proper” comparisons and unbiased estimates. Re-
gression techniques are now remarkably easy to implement, owing to the avail-
ability of powerful yet inexpensive computers and user-friendly statistical software.
But with such ease comes the potential for misuse or misunderstanding, be it
intentional or accidental (Berk 2004). Too many contemporary analysts, it seems
to us, fail to appreciate the assumptions inherent in regression methods, to say
nothing of the hypothetical experiment their observational study surely aims to
mimic. A key concern is that investigators alter their (often implicit) causal re-
gression models based not on theory but on indicators of sampling variability (for
example, p-values) or other aspects of the relationship between dependent and
independent variables. Models end up capitalizing on chance and being overfit
and otherwise misleading with respect to causal inference. The problem is not
with regression technology itself, but with its application.

Though clearly no panacea, we believe that propensity score methods may
allow social epidemiologists to (1) better appreciate and more closely mimic ex-
perimental study designs, (2) minimize approaches to model specification that rely
on testing, and (3) increase the transparency of inference. Accordingly, we believe
propensity score methods are important and worthy of both study and use.

CHAPTER FIFTEEN

PROPENSITY SCORE MATCHING 
FOR SOCIAL EPIDEMIOLOGY

J. Michael Oakes and Pamela Jo Johnson
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Our goal here is to motivate, explain, and offer an example of how social
epidemiologists might use the propensity score approach. Methodologically, we
offer nothing especially new or ground-breaking. Instead we aim to synthesize
and make accessible existing research and show that the combined use of a coun-
terfactual framework for causal inference, an explicit causal contrast study de-
sign, and propensity score matching methods is a useful alternative approach to
regression models. “Accessibility” is essential, because the relevant literature is
both vast and often quite technical if not impenetrable for non-statisticians. Even
some of the published tutorials (for example, D’Agostino 1998; Joffe and
Rosenbaum 1999; Little and Rubin 2000) can present challenges, and none are
tailored for social epidemiologists. Because social epidemiology is clearly inter-
ested in estimating the effect of neighborhood contexts on health outcomes (that
is, neighborhood effects), we use such an investigation as an example and
departure point for discussion. Accordingly, we divide this chapter into four
sections: (1) the counterfactual framework, (2) propensity score-matching methods,
(3) example, and (4) conclusion.

The Counterfactual Framework

We motivate our discussion of propensity score methods by considering the coun-
terfactual framework, which is merely a tool for conducting thought experiments
that often illuminate problems and prospects that analysts face in the “real” world.
The genesis of the approach is often attributed to Hume, but many contemporary
philosophers and scientists have extended, clarified, and refined it (Hausman 1998).

Within the framework, a causal effect is ascertained through a comparison of
“potential outcomes” that would have been observed under different exposures
for the same unit (Little and Rubin 2000). For example, to calculate the causal
effect of neighborhood poverty on the health of Jane’s new baby, we must simul-
taneously observe the baby’s health under two conditions: one in which Jane
resided in, say, a middle-class neighborhood, and another when Jane resided in
an impoverished neighborhood. If it were possible to observe both of these situ-
ations (that is, all potential outcomes), then it would be easy to calculate the de-
sired causal effect. As in the following discussion, the effect would be the difference
(or any contrast) of the two outcomes under the two scenarios. Of course it is not
possible to simultaneously observe Jane’s birth outcome under both conditions:
Jane either lived in poverty during her pregnancy or she didn’t. This fact—that
we are missing observable data for one of the potential outcomes—is so impor-
tant that it has been called the “fundamental problem of causal inference”
(Holland 1986). To be clear, the unobservable data in the above scenario is called the
“counterfactual,” because it is counter to fact (Winship and Morgan 1999).
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Maldonado and Greenland (2002a; 2002b) show that to estimate a valid
causal effect in epidemiologic research, one must first specify an explicit causal
contrast. Extending the counterfactual framework to groups (which entails several
assumptions), they define a causal contrast as a comparison of the outcome fre-
quency in one target population under two “exposure distributions.” To see this,
imagine that we now have a group of infants as our target population and we
are interested in the effect of neighborhood poverty on infant death. Let two ex-
posure distributions represent exposure to “poor” neighborhoods and exposure
to “rich” neighborhoods for the very same group of infants. The following dia-
gram (Figure 15.1) and discussion of a causal contrast is adapted from Maldonado
and Greenland (2002a).

Rpoor � Apoor�Bpoor such that Rpoor represents the incidence proportion of
deaths (for example, infant mortality rate) in the target population had they been
exposed to “poor” neighborhoods. Similarly, Rrich � Arich�Brich, such that Rrich
represents the ratio for that same group of infants had they instead been exposed
to “rich” neighborhoods. A causal contrast ratio may then be represented by:

(1)

which is the familiar incidence proportion ratio or rate ratio. Similarly, a causal
contrast difference (for example, rate difference) is represented by:

(2)RDcausal � Rpoor � Rrich

RRcausal �
Rpoor

Rrich
�

Apoor�Bpoor

Arich�Brich
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It is now easy to see the problem of the missing “potential outcomes” data.
Specifically, our “target” group can only be observed under one exposure condi-
tion at a given point in time. Thus, at least one of the previously shown exposure
conditions and subsequent outcome frequencies is unobservable or counterfac-
tual. This means that in order to estimate a causal contrast we must obtain valid
and observable substitute quantities for the desired counterfactual quantities
(Maldonado and Greenland 2002a). This substitution step is the crux of the causal
contrast, the counterfactual framework, and causal inference more generally. If
substitutes are exchangeable with targets, we are in good shape; if not, we suffer con-
founded effects, which may be useless.

Exchangeability is a key concept that is related to confounding and elemental
aspects of probability theory (De Fineti 1974; Greenland and Robins 1986). Tech-
nically, exchangeability is a property of a joint distribution of a sequence of random
variables that are unchanged by an arbitrary permutation of the sequence (Dodge
2003). In simple terms, exchangeability is a term that connotes equality or substitution
without penalty or change. As used here, groups are exchangeable if their substi-
tution yields no impact on effect estimates. If substituting an observed control or
comparison group for an unobservable counterfactual group (hypothetically!) yields
the same effect estimate, then the observed and counterfactual groups are ex-
changeable. If the substitution yields a different effect estimate, then the groups are
not exchangeable and estimated effects are confounded.

We believe it is critical for social epidemiologists to appreciate that exchange-
ability implies that an observed counterfactual substitute could have been treated or
exposed (or both) just as the unobservable counterfactual could (theoretically) have
been. Indeed, estimates of causal effects in observational studies presume that the
exposure of interest could have happened to anyone in the data (Rosenbaum 2002). If
this is not possible, the substitution is improper and no causal inference may fol-
low. Because there is no way to empirically confirm whether or not the observed
substitution is exchangeable with the unobservable counterfactual, careful think-
ing is a must.

Randomized controlled trials are typically viewed as the “gold standard” for
inferring cause because, by dint of successful randomization, the treated and
untreated groups are identical in expectation save for the treatment. The two
groups are exchangeable because the group that received the treatment (for
example, a pill) is identical to the control group. In other words, the treatments
could have been reversed and the long-run effect estimate would be unchanged.

Returning to our motivating example, this means that the scientifically best
way to answer the question about poverty and infant mortality is to randomize a
large number of women to rich and poor neighborhoods and observe birth out-
come distributions. Or better yet, as described by Oakes (2004), randomize aspects
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of poverty (for example, poor sidewalks or perhaps nutritional opportunities) to
women through a cluster trial design. Anything short of intervention and ran-
domization (with large numbers) and we must worry about exchangeability and
confounded effects. It follows that one must try to overcome these issues in any ob-
servational design, which may now be understood as studies in which the inves-
tigator does not control the treatment assignment mechanism (for example,
randomization) and thus cannot achieve exchangeability by design.

How do epidemiologists typically make observable substitutes exchangeable
with unobservable counterfactuals in observational designs? They do it through
the analytic techniques of regression and stratification, both of which are lim-
ited. For purposes here, the most pressing concerns with regression models are
(1) omitted variable bias and (2) off-support inference. The former point is pre-
sumably obvious: if investigators fail to measure and adjust for all confounders, ob-
served substitutes may not be exchangeable for unobserved counterfactuals and
estimates may remain confounded. Because in practice confounding is often de-
tected by examining the impact (for example, 10-percent reduction in magnitude)
of including this or that potential confounder in a model, analysts have incentive
to “play with” their data and model specifications for an indeterminate amount of
time. This specification rule is inferentially suspect and may very often lead to model
“over-fitting” and other problems related to chance and sampling variability
(Berk 2004; Clogg and Haritou 1997; Leamer 1978). Again, this is not a criticism
of regression technology per se but rather its application in practice—as least as
we see it.

The problem of off-support inference—a term we attribute to Manski (1993),
though Heckman (1997), Rubin (1977), and Lord (1967) make the point clear—
is related but perhaps more subtle. At risk of being glib, the problem may best
be internalized and appreciated by considering an old joke:

A statistician was asked to determine the temperature of the water in two
buckets: one bucket’s water was very cold, the other’s was very hot. To do this, the
statistician took off his socks and shoes and put one foot in each bucket. Although
his left foot turned blue from the cold and his right blistering red from the heat,
the statistician exclaimed that the water temperature was, on average, just right.

The point is that averages and other statistical procedures that summarize in-
formation may end up obscuring fundamental differences between considered ob-
jects. With respect to the joke, the statistic—average water temperature—is purely
synthetic and without any empirical link, for there is no “just right” water in the
statistician’s world, at least until the two buckets are (experimentally) mixed. So
although mathematically correct, the statistician’s report is not only useless but
misleading, if not dangerous: a caregiver should not rely on the statistic and bathe
an infant child in one of the two buckets. Among other things, a concern about
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off-support inference is a concern about the ease with which statistical procedures
may end up masking fundamental differences between treatment and control
groups and thus the identification of effects through actual observations.
Rosenbaum makes this point by considering efforts to assess the impact of the
Head Start program by comparing low-income students treated by the program
to wealthy students not treated by the program. He correctly insists that effects
calculated from such comparisons rest on pure extrapolation and speculation
(Rosenbaum 2004). Of course the issue of synthetic statistics masking facts is not
at all new; we see similarities in the foundational debates between Quetelet and
others contemplating the “law of binomial errors” and the “average man,” circa
1840 (Desrosieres 1998).

Note well that the issue of off-support inference is not related to effect-
modification or collapsibility as understood in epidemiology. These phenomena
are concerned with different effects, if not causal forces, in different strata or per-
haps populations (Greenland and Robins 1986; Greenland et al. 1999). By con-
trast, off-support inference is a concern about the ability to identify any effect, be
it homogeneous or heterogeneous across strata. Effect modification presupposes
the identification of (differential) effects and thus data to support such inference.
Off-support inference is more fundamental; it is a nuts-and-bolts issue with one’s
actual data, not a formula or theory.

We believe the issue of off-support inference has especially important impli-
cations for social epidemiology, and such implications are germane to our exam-
ple about the effect of being born into a poor neighborhood on infant death.
Because we know that subjects in poor neighborhoods are sociodemographically
(for example, financially and educationally) different than subjects in rich neigh-
borhoods, we might be tempted to estimate a regression model that “adjusts” or
“controls” for potential confounders such as age, income, education, marital sta-
tus, and so forth. Yet common sense is stretched when systematic differences be-
tween those residing in low and high socioeconomic status neighborhoods are
“controlled” in this fashion. It is not difficult to show that parameter estimates may
be based not on comparisons between actual persons but rather on extrapolation,
interpolation, regression smoothing, and imputation more generally. Again, the
extent to which inferences are based on “imputed” data is the extent to which
inferences are on- or off-support.

To assess “support” in this example, one should examine how many people
across rich and poor neighborhoods share the same sociodemographic charac-
teristics. Because of social stratification (at least in America), we doubt there will
be many, because the wealthy will never live in poor neighborhoods and the poor
cannot afford to live in rich ones. Indeed, such social sorting has long been rec-
ognized and even formalized in 1956 by economist Tiebout (1956).
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We go so far as to use the term “structural confounding” to convey this prob-
lem. The confounding is structural because it cannot be overcome by better sam-
pling methods or larger sample sizes. It can only be overcome by imagining a
massive social revolution—what Lewis (1973) calls a “miracle” intervention. But
employing such counterfactuals violates a hidden principle: counterfactuals should
be reasonable. Hawthorn says we should consider only “plausible worlds,”
and Lewis states that we should focus on the “closest possible world” (Hawthorn
1991; Lewis 1973). Miracle revolutions also violate what Rossi calls “policy
space”—alternative policies or remedies that appear within reach or politically
possible (Rossi 1980). Whatever one calls it, the regression model does not care
about it: the model will induce exchangeability through imputation, the veracity
of which cannot be easily tested.

The upshot is that, in practice, regression adjustment is too easy to abuse. The
technology does not force one to consider exchangeability or examine the “support”
on which inferences may be based. The assumptions needed for one to reason-
ably leap from description to causal inference with regression are typically un-
recognized and untestable, if not unwarranted (Berk 2004; Clogg and Haritou
1997). The problems appear not solved but amplified in “multilevel” regression
models (Oakes 2004).

Besides regression, the other standard practice to account for observed dif-
ferences between groups is subclassification or matching. Subclassification has been
used for decades to “adjust” for differences between exposure groups on a single
factor. The distinct advantage of subclassification over multiple regression is
that in large data sets it is relatively easy to assess the degree of covariate overlap
or balance (that is, support) between exposure groups. The disadvantage of sub-
classification is that it quickly becomes unwieldy when there are more than one
or two classification factors under consideration. If we had five dichotomous co-
variates on which we needed to simultaneously subclassify, we would need 25 or
32 strata. If we had many continuous covariates or categorical covariates with
many levels, subclassification would be impossible. This is called the dimension-
ality problem, a term dating back at least to Bellman (1961).

Matching is a special case of subclassification where each (un)exposed sub-
ject and its match creates a strata—in experimental design, this is called “block-
ing.” There are many matching techniques, even some incorporating qualitative
“thick description” (see Rosenbaum and Silber 2001). Because each matched pair
represents an (un)exposed subject and its counterfactual substitute, causal
contrasts are easily calculated. But matching suffers the dimensionality prob-
lem too. How can we mimic randomization by simultaneously matching persons
on many observed covariates? Propensity score matching methods address this
very problem.
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Propensity Score-Matching Methods

Propensity score methods were introduced by Rosenbaum and Rubin in 1983.
A propensity score is defined as the conditional probability of being exposed or
treated (or both) (Rosenbaum and Rubin 1983, 1984). This might seem strange:
because analysts know the exposure status of each subject, why do they need to
estimate the probability of being exposed? The reason is because the propensity
score is useful for reducing the dimensionality of a large set of potential con-
founders to unity, and this is conducive to simple matching or subclassification. In
other words, once we have estimated the propensity score, we can match sub-
jects in both exposed and unexposed conditions by their propensity scores. This
matches subjects with the same probability of having been exposed when, in fact,
one of them was exposed and the other was not. This is what randomization does,
except it (typically) forces all subjects to have a true propensity of exposure equal
to 0.50 and works on unmeasured confounders too. Subject to concern over un-
observed variables and measurement error, which may be great, matching per-
mits us to be more comfortable with the assumption that these two subjects are
exchangeable (except for the exposure). And any observed difference in outcome
between the two may be inferred to be due to the exposure alone, as in random-
ized experiments. It is in this way that propensity score matching methods force
one to consider and mimic experimental designs.

Propensity Score Estimation

Just as in experiments, observational studies should be designed such that the out-
come of interest plays no role in the probability of exposures or treatments. Ac-
cordingly, it is best to limit consideration of covariate information to that which
predicts not the outcome but the exposure or treatment of interest. Unlike multiple
regression procedures that, despite warnings from methodologists, tend to direct
attention to the outcome variable and p-values of regressors, propensity score
matching methods direct the analyst’s attention to covariate imbalance across ex-
posure groups.

Propensity scores can be estimated with a traditional logistic regression
model—which is why the method is often considered semi-parametric instead of
nonparametric. There is nothing magical about the procedure: presuming a social
epidemiological analysis, the predicted value from a logistic regression model of
the observed exposure (yes � 1; no � 0) on a set of covariates (or predictors) of the
exposure is a person’s propensity score. This means that each person in the ana-
lytic dataset gets a propensity score, unless of course they have missing values on
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covariates (discussed later in this chapter). Extreme instances notwithstanding,
note that the method encourages the use of a rich set of covariates, including in-
teraction and higher-order terms. The more the better, so long as the covariates
are “proper”—that is, not themselves the effects or outcomes of the exposure of
interest—which is often especially challenging to discern in social epidemiology.
Further step-wise regression procedures or related techniques should never be
used. Finally, it should be obvious that use of a set of covariates unrelated to ex-
posure yields unacceptably imprecise propensity score values.

Often overlooked, the key to causal inference from observational studies using
propensity score methods is to examine the overlap in propensity scores between
the two exposure groups (exposed and unexposed). If there is no overlap, there
is nothing more that can be done; the two groups are not comparable and sub-
jects are not exchangeable (Lord 1967; Rubin 1977). This point stands in stark
contrast to most conventional regression methods where overlap is hidden by
model assumptions, linearities, and the like. Unless one is relying on an extremely
inappropriate comparison group there will often be some overlap in propensity
scores between exposure groups, which means that these are the subjects for whom
there is “common support” in the data and for whom inferences can be made. To
the dismay of those who think any data is good data, subjects that do not over-
lap cannot be used, at least in this simplified approach and discussion. Again, to
see the importance of this, recall that in a simple randomized experiment all sub-
jects have a propensity of 0.50, which means inference is perfectly supported by
data, not model assumptions.

Figure 15.2 attempts to illustrate the importance of assessing overlap. This
fictitious graph depicts the overlap (or lack of it) in propensity scores when all in
the exposed group have a high estimated probability of being exposed and those
in the unexposed group all have a low probability of being exposed. This might
be the case in an observational study when some subjects come from exceed-
ingly rich neighborhoods and others from poor ones. The point of the overly dra-
matic graph is that there are no subjects with similar propensity scores, and so if
the propensity score model is correctly specified, then no subjects between groups
are exchangeable. The upshot of this is that there is no common support and no
possibility for causal inference. All inference with this data would be off-support
of the data and uncomfortably model-dependent.

Propensity Score Matching

Estimated propensity scores can be used in three general ways: (1) matching,
(2) subclassification, or (3) as a regression covariate or “sampling” weight; each has
tradeoffs. If we use the propensity score for direct matching we can achieve more
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FIGURE 15.2. FICTITIOUS GRAPH OF OVERLAP IN PROPENSITY SCORES.
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exactness in covariate balance, but it is possible that not all subjects will be matched
and so we throw away some information or data. Using the propensity score for
subclassification (for example, propensity score quintiles) permits retention of all
data, but we may find that we have minor covariate imbalances as well as some
support problems. Using a propensity score as a regression covariate or weight
in social epidemiology can yield troubling off-support inference, and so we dis-
courage the novice practitioner from such use.

We prefer to use the propensity scores for direct matching. Yes, this may re-
sult in the loss of subjects for whom adequate matches cannot be found, but match-
ing will produce the most comparable comparison groups and thus it seems the
“cleanest” inference, at least for the matched. There are several direct matching
algorithms and each has benefits and pitfalls. Because it is most transparent, we
prefer the “nearest neighbor within calipers” procedure in which each exposed
subject is matched to an unexposed subject within a predetermined range of the
exposed subject’s estimated propensity score (Rosenbaum and Rubin 1985b). This
predetermined range is set by the analyst and is called a “caliper.” Because propen-
sity scores are probabilities, they range in value from 0.0 to 1.0. Specified calipers

c15.qxd  3/31/06  3:55 PM  Page 379



represent a range of acceptability around each estimated propensity score. There
is a trade-off between specifying tight calipers and loose calipers that is directly
related to the trade-off between incomplete and inexact matching (Rosenbaum
and Rubin 1985a). Caliper width should coincide with our (statistical) confidence
in the predicted propensity score. Whereas guidance for selecting caliper width
around propensity scores when using Mahalanobis matching has been established
(Rosenbaum and Rubin 1985b), we are not aware of any “rules of thumb” for
caliper width when matching directly on the propensity score; however, in prac-
tice many seem to use values between 0.01 and 0.05. Clearly, more applied re-
search on this topic is needed. As in the following discussion, we recommend an
analysis of the sensitivity of caliper-width on outcome estimates.

To understand the implications of caliper choice, consider an exposed sub-
ject with a propensity score of 0.794 that needs to be matched to a non-exposed
subject. If we set the caliper at �0.05, the range of acceptable propensity score
values is 0.744 to 0.844. This means that we assume an unexposed subject with
a propensity score inside the range is a suitable match for the exposed subject; that
is, we assume the two subjects are exchangeable and any difference in their out-
come is due to exposure or treatment.

After matching subjects on propensity scores within specified calipers, it is im-
portant to assess covariate balance across the two exposure groups. One way to
do this is by using standardized differences (D’Agostino 1998; Rosenbaum and
Rubin 1985a), which can be calculated with equation (3):

(3)

where and are the means of a given covariate for the exposed and
unexposed groups, respectively. Likewise, and are the standard de-
viations of a given covariate for the exposed and the unexposed groups, respec-
tively. It has been suggested that differences of greater than 10 percent are
unacceptable (D’Agostino 1998). The objective, of course, is to achieve small
differences or balance in observed covariates, just as we would expect if we had
randomized subjects to conditions. We can further assess the adequacy of our
matching by calculating the percent bias reduction, as shown in equation (4):

(4)

where the absolute value of the standardized difference in means for the matched
sample is divided by the absolute value of the standardized difference in means

% Bias Reduction � 1 � a �Standardized Differencematched�
�Standardized Differenceunmatched�

b

sunexposed
2sexposed

2
xunexposedxexposed

standardized difference �
100(xexposed � xunexposed)B s2

exposed � s2
unexposed

2
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for the unmatched sample, which is then subtracted from one to represent the per-
cent reduction.

Average Effect of the Treatment on the Treated and Standard Errors

Once satisfied that we have assembled appropriate exposed and unexposed (coun-
terfactual) matched pairs, it is straightforward to estimate a causal effect of the ex-
posure. Our interest is the average effect of the treatment on the treated (ATT).
Again, there is nothing mysterious about the ATT; it is merely the average effect
of the neighborhood exposure on those who are in fact exposed. Conceptually,
and with respect to our example, the ATT is a comparison of the proportion of
deaths among infants born into high-poverty neighborhoods (that is, exposed) with
what the proportion would have been had these same infants been born into low-
poverty neighborhoods (that is, unexposed). Unlike intention to treat (ITT) analy-
ses, only the exposed (or compliant) are of interest here (Dehejia and Wahba 1999;
Smith and Todd 2005).

Within an applied propensity score-matching framework, we literally substi-
tute matched but unexposed outcomes for each target’s unobservable counter-
factual. Accordingly, a computational estimate of the ATT difference may be
written,

(5)

where is the outcome of an exposed (e) subject (i ); is the outcome of the
matched unexposed (counterfactual substitute) subject; ne is the sample size of
the pair-matches; and is the pair-matched difference in outcomes. To the ex-
tent that observed matched controls are exchangeable with the unobservable coun-
terfactuals our estimate approaches the true value; more technically,

It is worth pointing out that ATT is often used interchangeably with the term
“average treatment effect” (ATE) or “average causal effect” (ACE). But the two
estimators are conceptually and mathematically different (Angrist et al. 1996;
Kaufman et al. 2003). The ACE estimator does not condition or limit employed
data to the treated (or compliant) and corresponding counterfactuals. Because the
impact of this may be great in the presence of confounding or attrition, it is im-
portant to keep the difference in mind. Furthermore, there is an important (highly
technical) literature on related kinds of “treatment effects” that motivated re-
searchers should study; see especially Rosenbaum (2002, chap. 5).

Once we have calculated our ATT, we seek a satisfactory standard error (SE).
Within a frequentist perspective, the SE represents the standard deviation of a
sampling distribution of means (Barnett 1999). Because there are no closed form

ATT S ATT.

¢e

yui *
ye

i
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gyei

� yui*
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�
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methods for calculation of the SE of propensity score-matched effect estimates,
we use bootstrap resampling methods (Efron and Tibshirani 1986, 1993). Briefly,
bootstrapping is a technique where a computer algorithm draws a specified num-
ber of random samples (with replacement) of the original data. An ATT is cal-
culated for each drawn sample. After, say, 1,000 repetitions, we will have a
sampling distribution of means (that is, ATTs) from which to calculate the SE of
our observed ATT. It is relatively easy to bootstrap with modern statistical soft-
ware programs (for example, SAS, Stata).

Worked Example

To fix ideas, we now apply the propensity score matching approach to a neigh-
borhood effects question, simplified here for method demonstration purposes. See
Johnson (2005) for a more comprehensive analysis. The research question is: What
is the effect of being born into a high-poverty neighborhood compared with being
born into a low-poverty neighborhood on American Indian infant death? In other
words, what would be the number of deaths among American Indian infants born
into high-poverty neighborhoods if instead they had been born into low-poverty
neighborhoods?

Our analytic end point is infant death, which is traditionally defined as an in-
fant that dies prior to its first birthday. We operationalize neighborhood poverty
as the proportion of American Indians living below poverty level within a cen-
sus tract. A dichotomous variable representing “high-poverty” neighborhood (� 50
percent poverty) compared with “low-poverty” neighborhood (�25 percent
poverty) is used to classify our subjects as exposed or not. We have sample sizes of
1,994 and 762 subjects (that is, newborns) in high- and low-poverty neighborhoods,
respectively.

As with any model, covariates should be chosen by the analyst based on sci-
entific or theoretical criteria. Additionally for propensity score estimation, “proper”
covariates are those that are predictive of the exposure of interest but not a result
of it. In other words, we are interested in variables that are expected to differ across
exposure categories. Because social stratification surely plays a role in where
American Indians live, we selected all available parental sociodemographic vari-
ables available in our dataset as predictors of neighborhood exposure. These in-
clude maternal age, marital status, maternal education, paternal race, and paternal
education. Other covariates expected to differ across exposure categories and that
occurred prior to the infant being exposed to the neighborhood include maternal
smoking status, prenatal care utilization, number of previous living children, and
number of previous child deaths. It should be noted that maternal smoking,

382 Methods in Social Epidemiology
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Propensity Score Matching for Social Epidemiology 383

inadequate prenatal care utilization, and previous child deaths may be the effects
of living in poverty rather than predictors of it; however, our intention here is to
predict infant exposure to poverty, not maternal exposure (although clearly the
two are inextricably linked).

Table 15.1 defines each covariate and shows the level of imbalance of each
in the unmatched sample and the consequent need for matching. Specifically,
we can see from Table 15.1 that most of the covariates are significantly different
across exposure groups.

A propensity score for each infant–mother can be estimated with a logistic re-
gression model such that the “high-poverty neighborhood” indicator variable
(high poverty � 1; otherwise � 0) is the dependent variable, and the covariates
listed in Table 15.1 and their interaction terms are the independent or predictor
variables. Again, this is strictly a prediction model and no effort is made to assess
statistical significance of regressors. A propensity score from this model is then cal-
culated for each infant in the dataset representing that infant’s conditional prob-
ability of being exposed to a high-poverty neighborhood given the observed
covariates.

The next step is to match our infants using estimated propensity scores. Fig-
ure 15.3 provides a graphical display of the actual overlap in propensity scores by
exposure group. This figure clearly shows sufficient overlap in the distribution of
propensity scores, which means we are likely to find adequate matches for most
of the exposed infants. This is not surprising because, to demonstrate good prac-
tice, we intentionally limited our investigation to infants born to American Indian
women living in one geographic area instead of places known to be quite differ-
ent, such as Appalachia and Beverly Hills. Actual exchangeability is enhanced
because it seems plausible that relocation within our chosen urban area is actually
possible for all subjects.

There is a problem in our data that affects our matching criteria. In Fig-
ure 15.3 there are many more exposed infants than unexposed infants—notice the
longer bars to the left. If we attempt simple pair matching we will lose nearly two-
thirds of our exposed infants, because there are not enough unexposed (that is,
less impoverished) infants to go around. This would have the undesirable effect
of inducing substantial selection bias. An alternative is to match with replacement,

an idea akin to sampling with replacement. In other words, after an exposed infant
is matched to an unexposed infant, the unexposed infant is returned to the pool
for potential future matching. Although some of our exposed infants will be
matched to the same unexposed infant, such procedures are consistent with coun-
terfactual inference (Smith and Todd 2001).

The matching process can be aided by using statistical software such as Stata
or SAS. We use Stata’s PSMATCH2 module. We chose to match with a “nearest
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available neighbor” algorithm and a caliper of �0.01 on the probability scale.
All but eleven exposed infants were matched to an unexposed infant with the
largest propensity score difference between matched pairs being 0.009875; how-
ever, if we had chosen a different caliper, say, �0.001, 211 exposed infants would
not be matched; a caliper of �0.0001 left us with 1,488 exposed infants not
matched.

The next step is to reassess the covariate balance in the matched sample.
Table 15.2 shows the effectiveness of the propensity score-matching procedures
in reducing covariate imbalance between the two groups. Only one covariate
became less balanced (inadequate education of the father), but the standardized
difference was still less than the 10-percent threshold.

Once satisfied with the balance in covariate patterns, we can estimate the ATT.
This may be done through hand-calculation (using equation [5]) or with a com-
puter algorithm such as PSMATCH2 (Leuven and Sianesi 2004) available for use
with Stata software (StataCorp 2003). The program also let us bootstrap SEs for
this ATT estimate and calculate a 95-percent confidence interval (CI) using a bias-
corrected CI (as recommended by Efron and Tibshirani 1993, p. 188).

Propensity Score Matching for Social Epidemiology 385

FIGURE 15.3. OVERLAP IN PROPENSITY SCORES BY 
NEIGHBORHOOD EXPOSURE GROUP.
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These procedures yield an effect estimate (ATT difference) of 16.6 infant
deaths per 1,000 births (95 percent CI � 9.9, 28.9). This is the estimated differ-
ence in the rate of deaths for infants born into high-poverty neighborhoods (24.1
deaths per 1,000) compared with what the rate of deaths would have been had
these same infants instead been born into low-poverty neighborhoods (7.5 deaths
per 1,000). Expressed as a rate ratio, we can infer that infants born into high-
poverty neighborhoods are 3.2 times more likely to die than they would have been
if instead they had been born into low-poverty neighborhoods (95 percent CI �
2.1, 23.5).

An important question is the degree to which caliper width affects estimates.
Figure 15.4 presents results of this sensitivity analysis. It can be seen that increasing
the caliper width for matching does impact our ATT results. Recalling that we
(a priori) chose the value of 0.01, the figure shows that decreasing the caliper width
impacts the ATT estimates inside of 0.005. The reason for this is the decreasing
proportion of matches at these smaller caliper values (that is, selection bias). In-
creasing the width beyond 0.01 has little impact until very large values are used,
and at this point one would have better success with subclassification procedures
instead of matching procedures.

FIGURE 15.4. EFFECT ESTIMATES AS A 
FUNCTION OF CALIPER WIDTH.
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Because they are closer to ACE estimates, comparing our ATT estimates to
regression model estimates and effects are technically inappropriate, but it seems
natural to be interested anyway. It turns out that the crude odds ratio obtained
from bivariate logistic regression of infant death on poverty status was 1.23
(95 percent CI � 0.68, 2.21). After adjustment for the same set of variables used
in propensity score estimation, the model showed that the odds of high poverty
compared with low poverty diminished to 1.13 (95 percent CI � 0.58, 2.22).
Clearly, traditional logistic regression yields a much smaller neighborhood effect
compared with our propensity score matched estimate in this case.

Why are these regression estimates different from those of the propensity
score-matched approach? Because propensity score-matching methods weight the
data differently, the key issue being propensity score’s 1:1 matching where unex-
posed observations were matched with replacement. Applying such weights to the
adjusted logistic regression yields an adjusted odds ratio of 3.76 (95 percent CI �
1.96, 7.20). What is more, adding the propensity score to the weighted model (in
lieu of the many covariates) yields an odds ratio of 3.26 (95 percent CI � 1.82,
5.84), which was quite similar to the propensity score matched ATT estimate. Not
surprisingly, the multilevel model analog of this approach is very similar too, be-
cause there is little within-neighborhood clustering.

But again we emphasize that comparison between the propensity score
matched ATT estimates and logistic regression estimates are technically incorrect
and akin to comparing apples with oranges. Because it tends to force one to con-
sider off-support issues, we prefer the ATT estimate in these contexts and be-
lieve that neighborhood effect researchers do too, despite many failing to
appreciate that regression models do not directly yield them. Finally, we empha-
size that other data sets will likely yield different relationships from the ones pre-
sented here. Generalizations cannot be made because results will vary with data.
Our methodological choice must therefore rely on logic and theory, preferably
built up from first principles.

Conclusions

Propensity score-matching methods are an alternative approach to estimating
causal effects with observational data, but they are no panacea. Several limitations
merit careful attention. The first four are well known and surely apply to all ap-
plications; the last two limitations are discussed less frequently but may be espe-
cially relevant for social epidemiology.

First and perhaps most important, propensity score matching does not ac-
count for unobserved or unobservable characteristics (that is, “hidden bias”).
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Additional steps to quantify the amount of error in our effect estimates should be
undertaken with some method of sensitivity or uncertainty analysis (Greenland
1996; Lash and Fink 2003; Phillips 2003).

Second, the method tends to limit investigations to binary treatment effects,
such as exposed and unexposed. Propensity score methods have been extended to
continuous treatments (Hirano and Imbens 2003); thus it is possible to incorpo-
rate more “treatment arms,” but such a discussion is beyond the scope here. In
any case, it is not clear that such an extension would be useful given the current
state of social epidemiology.

Third, there is admittedly something fishy about a method that aims to over-
come many of the limitations of regression model specification by using multi-
ple logistic regression. Propensity score model misspecification (for example,
improper or endogenous covariates) may impact effect estimates (Smith and Todd
2001). Fortunately, the impact appears no greater than misspecification in ordi-
nary least squares (OLS) regression (Drake 1993); however, this remains an active
area of research, and we urge caution.

Fourth and relatedly, if there are missing data on propensity-score predictors,
the propensity score itself will be missing. Thus decisions regarding how to ac-
count for these missing data must be addressed. This, too, is an active area of re-
search (D’Agostino and Rubin 2000).

Fifth and perhaps more relevant to social epidemiology, the method does not
incorporate “clustering.” This may be important because the central motivation
for using multilevel regression models over conventional OLS models is that that
multilevel models “deal” with the clustering and yield (more) proper SEs. Current
propensity score models do not address clustering, though it is unclear if they
should. Again, this is an active area of research.

Sixth, propensity score methods do not address the violations of Rubin’s
Stable-Unit-Treatment-Value-Assumption (SUTVA) (Rubin 1978, 1980) or other
synergistic effects that complicate causal inference (Durlauf 2001). As with most
other methods and models, propensity score methods ignore dynamics that are
ubiquitous in social epidemiology.

Limitations notwithstanding, regression tends to obscure fundamental aspects
of causal inference. Along with Berk (2004), we worry that such models often end
up capitalizing on chance, being overfit, and otherwise misleading with respect to
causal inference. Though clearly no panacea, we believe propensity score meth-
ods allow social epidemiologists to (1) better appreciate and more closely mimic
experimental study designs, (2) minimize p-value and other arbitrary approaches
to model specification, and (3) increase the transparency of inference. Not sur-
prisingly, we believe propensity score methods are important and worthy of both
study and use, if not advancement within social epidemiology.
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Epidemiologists typically seek to answer causal questions using statistical data:
We observe a statistical association between poverty and early mortality

and seek to determine whether poverty causes early death. An essential compo-
nent of epidemiologic training is therefore learning what statistical relations imply,
or do not imply, about causal relations. This is why the cliché “correlation does
not imply causation” is the mantra of introductory epidemiology classes. But cor-
relations, and other forms of statistical association, do give us information
about causal relations, and this is why—despite the oft-repeated warnings—
quantitative statistical analyses are the mainstay of epidemiology.

Diagrams are routinely used informally to express beliefs and hypotheses about
relations among variables. These informal uses can be greatly expanded by adopt-
ing formal rules for drawing the diagrams so that they meet the criteria for causal
Directed Acyclic Graphs (DAGs). Causal DAGs are a simple, flexible device for
demonstrating the statistical associations implied by a given set of assumptions
about the causal structure relating variables. Knowing this, we can also move in
the other direction: Given a set of statistical associations observed in the data, we
can identify all of the causal structures that could have given rise to these asso-
ciations. Learning the rules for reading off statistical associations from the causal
assumptions represented in a DAG can take a little time and practice. Once mas-
tered, though, these rules turn out to be extremely practical for a number of tasks
(for example, choosing regression covariates, understanding selection bias,
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interpreting tests of “direct” effects, or assessing natural experiments). Using DAGs
makes it easier to recognize and avoid mistakes in these and a number of other
analytic decisions. The rules linking causal relations to statistical associations are
grounded in mathematics, and one way to think of the usefulness of causal dia-
grams is that they allow non-mathematicians to draw rigorous, mathematically
based conclusions about certain types of statistical relations.

In this chapter, some language and background assumptions are first intro-
duced; then the rules for drawing causal DAGs and the associated rules linking
the causal assumptions encoded in a DAG to the statistical relations implied by
these structural assumptions are described; and finally, a few applications of DAGs
within social epidemiology are discussed. Some readers may prefer to begin with
the examples and refer back to the definitions and rules for DAGs as needed; how-
ever, the material described in the section on the d-separation rules is essential for
following the examples. A number of excellent and more comprehensive intro-
ductions to DAGs, many written by the researchers who developed the ideas, are
available elsewhere (Greenland et al. 1999; Pearl 2000; Robins 2001; Spirtes et al.
2000). The goal of this chapter is to provide a basic introduction to demonstrate
the utility of DAGs for applied social epidemiology researchers.

Some Background Definitions

Causal inference is an important problem in many applied disciplines, and much
of the work written on the topic has been addressed to readers in fields other than
epidemiology. The writing on causal inference can sometimes be dense or tech-
nical. The chapter begins by explaining how key terms are used. Note that some
of these uses (for example, the definition of cause) are controversial, and the reader
is encouraged to see others who disagree. Debating the definitions is beyond the
scope of this chapter, and little of the discussion of DAGs would be affected by
adopting such alternative definitions.

Define X and Y as random variables. We say X causes Y if, had X taken a dif-
ferent value than it actually did—and nothing else temporally prior to or simulta-
neous with X differed—then Y would have taken a different value. To accommodate
the possibility that causation is not deterministic, we can say that had X taken a dif-
ferent value, this would have resulted in a different probability distribution for Y.

It is invaluable to frame our research question in terms of a hypothetical in-
tervention on X. For example, instead of asking, “Does income affect diabetes risk
among Cherokee tribal members?” we ask, “Would sending each tribal member an
annual check for $4,000 from the Cherokee Nation government change their dia-
betes risk?” The effect of such a check might differ from other ways of changing in-
come—for example, increasing wages or providing in-kind donations or changing
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tax rates—even if these approaches had identical net monetary value. Most im-
portant, referring to a hypothetical intervention distinguishes the causal question
from related statistical questions, such as “Do high-income individuals have lower
diabetes risk compared with low-income individuals?” The hypothetical interven-
tion must directly affect only the exposure X, although other things might also change
if they are consequences of exposure (Pearl 2000; Spirtes et al. 2000). For example,
an intervention such as sending a check may affect diet as well as income, but only
because recipients use the extra income to buy different foods. It need not be pos-
sible for the researcher to conduct the intervention; there must merely be some con-
ceivable way that X could take a different value, even if by random assortment. The
definition of “cause” is the topic of heated and extensive debate; see for example
(Dawid 2000; Glymour 1986; Hernán 2004; Holland 1986a, 1986b; Kaufman and
Cooper 1999, 2001; Parascandola and Weed 2001; Pearl 2000; Woodward 2003).

We say X and Y are statistically independent if knowing the value of X

does not provide any information about the value of Y (if X is independent of Y, Y

is also independent of X ). Conversely, we say X and Y are statistically depen-
dent if knowing the value of X gives us some information about the likely value of
Y, even if this information is very limited and amounts to a modest change in the
probability distribution of Y. If there is some value X of X that is informative about
the probability distribution of Y, we say that X and Y are statistically dependent.
Note that statistical dependency may be assessed with various statistical parame-
ters, some of which depend on additional assumptions (for example, regression
coefficients, odds ratios, t tests, chi-square tests, or correlation coefficients).

It is very helpful to distinguish between words that denote causal relations and
words that denote statistical relations (Pearl 2001). “Cause,” “influence,” “change,”
“increase,” “decrease,” and “promote” are all examples of causal language.
Association, prediction, and any specific measures of statistical association such
as regression coefficients and so forth are examples of statistical language.
When a statistical association is reported in an epidemiology article, it is generally
with the hope (sometimes unstated) of using this to give insight into a causal
relation. Surveillance reports and predictive (as opposed to etiologic) models are
exceptions; in these cases, causal inference is not of primary interest.

If we examine the distribution of one variable, Y, within levels of a second vari-
able X, we say that we are examining the distribution of Y conditional on X.

Conditional relations are often denoted in equations with the symbol “ ”. For
example, if p(Y ) denotes the probability distribution of Y, a formal definition of
statistical independence is:

(1)

which would be read “the probability distribution of Y conditional on X equals the
marginal (or unconditional) probability distribution of Y.” In other words, knowing

p(Y ƒ X ) � p(Y )

�
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the value of X does not give us information about the distribution of Y (for any
value x of X ).

Similarly, if we examine the relations between two variables within levels of
a third variable—for example, the relation between income and mortality within
levels of education—we say we are examining the conditional relation. Stratifi-
cation, restriction, matching, and covariate adjustment in regression models are
all statistical techniques that are special types of conditioning. If two variables X

and Y are statistically independent without conditioning on any other variables,
we say X and Y are marginally independent. If X and Y are independent, con-
ditional on Z , then:

(2)

Although causal dependence and statistical dependence are not the same, they
are related phenomena. To understand how causal and statistical relations are
linked, note that statistical dependency between two variables X and Y could reflect
any of five situations (or combinations of these):

1. Random fluctuation.
2. X caused Y.

3. Y caused X.

4. X and Y share a common cause1

5. The statistical association was induced by conditioning on a common effect of
X and Y (as in selection bias).

The task epidemiologists typically face is to decide which of these explana-
tions is consistent with our data and background knowledge and rule out all oth-
ers. Often we are especially interested in demonstrating that X likely caused
Y (perhaps because this may offer the best prospects for publication). Confidence
intervals and p-values are used to assess the plausibility of the first explanation for
a statistical association. Temporal order can rule out explanation three, and this
is why longitudinal studies are advantageous for demonstrating causation. Ruling
out common prior causes, explanation four, is the goal of most covariate

p(Y ƒ X,Z ) � p(Y ƒ Z )
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1Note that a variation on this situation is the possibility that the sample is composed of two
subsamples, each of which has a different marginal probability distribution of X and of Y. In
the combined population, X and Y may be statistically dependent even if they were indepen-
dent in each of the subsamples. This is sometimes considered a sixth possibility to explain a
statistical dependency between X and Y. In this chapter, we treat this as a special case of situ-
ation four, however. To frame it this way, consider subsample membership to be a variable
that is a common cause of X and Y.
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adjustment in regression models. Covariate stratification is also frequently, though
not universally, motivated by the desire to eliminate the possibility of common
prior causes. Explanation five—the association was induced by conditioning on a
common effect—is confusing for many people, and it is perhaps for this reason
that this possibility is often ignored. This phenomenon is crucial in many settings,
though, so we will try to give an intuitive explanation here (it will come up again
in the examples section of the chapter).

Why does conditioning on a common effect of two variables induce a sta-
tistical association between those variables? The easiest way to hold onto this idea
is to find a simple anecdote that describes the phenomenon. For example, sup-
pose you believe that two factors determine basketball prowess: height and speed.
Exceptional players must be either extremely tall or extremely fast. If you ex-
amined everyone in the world, height and speed might be statistically indepen-
dent. Short people are not necessarily fast, nor are tall people; however, if you
look only at professional basketball players, you would confidently guess that the
short ones are very fast. People without the advantage of height must compensate
with lightening speed in order to become great ball players. By restricting to
pro basketball players, you have conditioned on a common effect of height and
speed, and within this stratum of pro ball players, height and speed are (inversely)
associated. This is not a perfect association, because some of the tall players may
also be fast. And it is also possible that speed and height are correlated in the gen-
eral population. The point is merely that, whatever the association between speed
and height in the general population, it is quite different among professional bas-
ketball players.

This phenomenon—the change in association between two variables when
conditioning on their common effect—is sometimes called collider bias because
the two causes “collide” at the common effect. It can be induced by sample
selection, stratification, or covariate adjustment if some of the covariates are effects
of the other independent variables (Hernán et al. 2004).

We say the association between X and Y is confounded if the statistical
association between X and Y does not equal the causal relation between the two
variables. For example, if X and Y are both influenced by Z, the crude (marginal)
relation between X and Y is likely confounded, although the relation between X

and Y conditional on Z may be unconfounded. If conditioning upon a set of
covariates Z will render the association between X and Y unconfounded, then
we say Z is a sufficient set of covariates for estimating the relation between X

and Y. A sufficient set may be empty (if the crude relation between X and Y is un-
confounded), or it may contain one or many variables. Furthermore, there may
be several alternative sufficient sets for any pair of variables X and Y (Greenland
and Robins 1986; Greenland et al. 1999).

Using Causal Diagrams to Understand Common Problems in Social Epidemiology 397

c16.qxd  3/31/06  4:03 PM  Page 397



Graphical Models

With this background and common language, we now turn to causal DAGs.
First, the rules for expressing causal assumptions in a DAG are outlined. Next, the
d-separation rules, which describe how to read from the DAG the set of statisti-
cal associations implied by the causal assumptions encoded in that DAG, are ex-
plained. Formal introductions to graphical models, explanations of how DAGs
relate to conventional structural equation models, and proof of the mathematical
equivalence between the rules we apply to DAGs and Robins’ g-computation
formula can be found elsewhere (Greenland et al. 1999; Pearl 2000; Robins 1987,
1995; Spirtes et al. 2000).

Drawing a Causal DAG2

Causal DAGs visually encode an investigator’s a priori assumptions about causal
relations among the exposure, outcomes, and covariates. In a causal DAG, we
say that a variable X causes a variable Y directly (relative to the other variables in
the DAG) if there is an arrow from X to Y or indirectly if there is a sequence of di-
rected arrows that can be followed from X to Y via one or more intermediate vari-
ables. In Figure 16.1, X causes Y directly and Z indirectly. The descendants of
a variable are the other variables in the DAG affected either directly or indirectly
by that variable. If two variables shown in a DAG share a common cause, that
common cause must also be included in the DAG or else the DAG is not consid-
ered “causal.” It is not necessary to include all causes of individual variables in the
DAG; only causes of two or more variables in the DAG must be included. If un-
known or unmeasured common causes are assumed to exist, these should be rep-
resented in the diagram as unknown common causes with arrows to the variables
that they are thought to affect. The absence of a sequence of directed arrows link-
ing two variables in a DAG represents the assumption that there is no causal
relation between the two variables. If a prior value of Y affects X, which affects a
subsequent value of Y, these must each be shown as separate variables (for exam-
ple, . Directed acyclic graphs must not have any cycles between vari-
ables, consistent with the general intuition that if X causes Y, Y cannot also cause
X at the same moment.

Y0 S X1 S Y2)
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2This section, the following section on d-separation rules, and Figure 16.1 are taken substan-
tially from Appendix Two in Glymour et al. (2005). “When is baseline adjustment useful in
analyses of change? An example with education and cognitive change.” American Journal of

Epidemiology, 162(3) 267–278, by permission of Oxford University Press.
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The d-Separation Rules Linking Causal Assumptions 
to Statistical Independencies

After drawing a DAG to represent our causal assumptions, we can apply the 
d-separation rules to find the statistical relations implied by these assumptions.
Before introducing the d-separation rules, three assumptions adopted throughout
the rest of the chapter are mentioned. These assumptions are discussed in more
detail at the conclusion of this section.
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FIGURE 16.1. AN EXAMPLE CAUSAL DAG.

Y

X

U

Z

Causal assumptions represented in
DAG 1:

• X and U are each direct causes of Y (direct
with respect to other variables in the
DAG).

• Y is a direct cause of Z.
• X is not a direct cause of Z, but X is an in-

direct cause of Z via Y.
• X is not a cause of U and U is not a cause

of X.
• U is not a direct cause of Z, but U is an in-

direct cause of Z via Y. 
• No two variables in the DAG (X, U, Y, or Z)

share a prior cause not shown in the DAG,
e.g., no variable causes both X and Y, or
both X and U .

Statistical relations implied by the as-
sumptions in the example causal DAG
(note that this is not a comprehensive list of
all the conditional relations and that the sta-
tistical dependencies listed here assume
faithfulness):

• X and Y are statistically dependent.
• U and Y are statistically dependent.
• Y and Z are statistically dependent.
• X and Z are statistically dependent.
• U and Z are statistically dependent.
• X and U are statistically independent

(the only path between them is blocked
by the collider Y).

• X and U are statistically dependent, con-
ditional on Y (conditioning on a collider
unblocks the path).

• X and U are statistically dependent, con-
ditional on Z (Z is a descendant of the
collider Y).

• X and Z are statistically independent,
conditional on Y (conditioning on Y
blocks the path between X and Z).

• U and Z are statistically independent,
conditional on Y.
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1. The Causal Markov Assumption (CMA): Any variable X is independent
of any other variable Y conditional on the direct causes of X, unless Y is an effect of
X. The CMA is consistent with most accounts of causation and, although rarely
stated in these words, is often implicitly invoked in applied research.

2. Faithfulness: Positive and negative causal effects never perfectly offset one
another; that is, if X affects Y through two pathways, one positive and one negative,
the net statistical relation between X and Y will be either positive or negative. If
the two paths perfectly offset one another, the net statistical association would be
zero, in which case we say the statistical associations are unfaithful to the causal
relations. Under faithfulness, we assume this situation never occurs.

3. Negligible randomness: Statistical associations or lack of associations are not
attributable to random variation or chance (that is, we assume a large sample size).

The DAG expresses a set of assumptions about the causal relations or ab-
sence of causal relations among the variables. If the assumptions of a causal
DAG are correct, then two variables in the DAG will be statistically independent
conditional on a set of covariates if every path between the two variables is
blocked. What is a path and what does it mean to block it? A path is any se-
quence of lines (also called edges) connecting two variables regardless of the direc-

tion of the arrowheads. The direction of arrowheads is important to identify
variables on a path that are colliders. If arrowheads from A and B both point
to a variable C (as in: ), then C is referred to as a collider on that path
between A and B: the causes collide at C. In other words, a collider is a common
effect of two variables on the path (the collider itself must also be on the path).
All other variables on a path are non-colliders. A path is blocked by condition-
ing on a proposed set of variables Z if either of two conditions holds:

1. One of the non-colliders on the path is in the set of variables Z, or;
2. There is a collider on the path, and neither the collider nor any of the collider’s

descendants is in Z.

These rules fit with the intuition that two variables will be correlated if one
causes the other or there is an uncontrolled common prior cause of the two
variables. The rules also reflect the fact that a statistical association between
two variables can be induced by conditioning on a common effect of the two
variables (Greenland et al. 1999; Hernán et al. 2002), as described in the pro
basketball example. Note that if a collider on a path is in the proposed covariate
set, this collider does not block the path. If a DAG contains no unblocked paths
between A and B, the two variables will be marginally independent; that is,
without conditioning on any other variables, A and B will be independent. If
we assume faithfulness, two variables in a DAG will be statistically dependent

A S C d B
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if there is an unblocked path between them. Rule (2) implies that conditioning
on a variable may unblock a path between A and B and induce a correlation
if that variable is a collider or a descendant of a collider on a path between
A and B.

To make these ideas more concrete, consider the example DAG in Figure 16.1.
This figure shows a causal DAG and lists the causal assumptions represented by
that DAG and the statistical associations implied, under the d-separation rules, by
those causal assumptions. For example, the assumptions encoded in the DAG
imply that X and U are marginally independent but become statistically associ-
ated after conditioning on either Y or Z. In contrast, X and Z are marginally de-
pendent but become statistically independent after conditioning on Y.

The Assumptions for Using Causal DAGs

Now we return to the assumptions we stated earlier: Causal Markov, faithfulness,
and negligible randomness. Why do we need these assumptions and should we accept
them? The Causal Markov Assumption (CMA) is consistent with intuition: if we
hold constant the factors that are direct causes of a variable X, then other factors will
be independent of fluctuations in X, unless these other variables are themselves in-
fluenced by X. Imagine a string of dominos with letters from A to Z lined up in order.
Flipping domino A will cause all of the downstream dominos to fall as well. You can
interrupt the sequence of falling dominos by removing one in the middle (or hold-
ing it up so it doesn’t fall). If you hold F up, then flipping E will not affect G or any
subsequent domino; however, holding F will not interrupt the effect of flipping G
on H or I (see Glymour 2001, pp. 21–27, for a more extensive but accessible dis-
cussion of the CMA). Standard epidemiologic reasoning often appeals to the CMA.
For example, the injunction against conditioning on mediators if you wish to esti-
mate the total effect of an exposure on the outcome implicitly relies on CMA.

The faithfulness assumption, that positive and negative effects never perfectly
offset one another, is valuable because, formally, the d-separation rules define the
statistical independencies implied by the assumptions in the DAG. Although the sta-
tistical independencies are interesting, we would often like to know about the
statistical dependencies. These do not automatically follow from the d-separation rules,
because two variables in a DAG might be statistically independent even though this
independence is not implied by the causal structure. If two pathways with equal
and opposite counterbalancing effects link two variables in a DAG, these two
variables will be statistically independent despite their causal connection. To ex-
tend the d-separation rules to define the statistical dependences implied by a DAG,
we must assume faithfulness. Some researchers contend that faithfulness is com-
monly violated in the real world. Nonetheless, the major implications from the
examples in the rest of the chapter would stand if we did not assume faithfulness.
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We assume negligible randomness, because DAGs give no information on
whether statistical relations are likely to have arisen by chance due to random vari-
ation. To focus on DAGs we will assume that effects due to random variation
can be ignored (for example, because you are looking at statistical associations in
a very large sample). Without this assumption, the examples in the rest of the chap-
ter would hold asymptotically.

These three assumptions should be clearly distinguished from the content-specific
causal assumptions encoded in DAGs, which relate specifically to the substantive
question at hand. By assuming CMA, faithfulness, and negligible randomness, we
can link the causal assumptions in the DAG to probability statements about the vari-
ables. The CMA is fundamental for the d-separation rules. Faithfulness allows us to
predict statistical associations instead of just statistical independencies. Negligible
randomness lets us ignore random variations that would appear in small samples.

Applying DAGs to Answer Questions in Social Epidemiology

Why are DAGs useful? In general, we wish to test a hypothesis about how the world
works within the context of our prior beliefs. This is linked, sometimes implicitly,
to a desire to know what would happen if we intervened to change the value of
some treatment or exposure. Directed acyclic graphs help us answer the question:
under my prior assumptions, would the statistical analysis proposed here provide a
valid test of this causal hypothesis? Consider Figure 16.2 and imagine you are in-
terested in testing whether X has a causal effect on Y (that is, you are unsure if there
should be an arrow from X to Y ). Other than this question, you believe the causal
structure is as drawn in Figure 16.2. It is immediately evident from the DAG that
the analysis must condition on U; U confounds the effect of X on Y. But suppose
that you are interested in estimating the effect of Z on Y. In this case, you need not
condition on U. The relation between Z and Y is unconfounded (as is the relation
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between Z and X). Directed acyclic graphs provide a way to state explicitly one’s
prior beliefs about causal relations or alternative sets of plausible prior assump-
tions. We base decisions such as selection of covariates on these priors, although
the way in which priors shape these decisions is not always explicit.

We now turn to a number of examples in which DAGs can be used to clarify
epidemiologic ideas. In some cases, the DAGs simply provide a convenient way to
express well-understood concepts. In other examples, the DAGs illuminate a point
of common confusion regarding the biases introduced by proposed analyses or
study designs. In all these cases, the findings can be demonstrated mathematically
or by using any number of informal arguments. The advantage of DAGs is that
they provide a simple, common tool for understanding an array of different
problems.

Why Conventional Rules for Confounding Are Not Reliable

Earlier, confounding in terms of contrasting statistical and causal associations were
defined. A statistical association between two variables is confounded if it differs
from the causal relation between the two variables. This definition implies
graphical criteria for choosing a sufficient set of covariates, which is a set
such that within strata of the covariates the statistical relation between exposure
and outcome is unconfounded. That is, after specifying background causal as-
sumptions using a DAG, we can identify from the DAG a sufficient set of covari-
ates Z for estimating or testing for an effect of X on Y; Z is such a sufficient set if
(1) no variable in Z is a descendant of X and (2) every path between X and Y

that contains an arrow into X is blocked by Z.
These rules are often called the “back-door” criteria, tapping the idea that

paths with arrows into X are “back-doors” through which a spurious (non-causal)
statistical association between X and Y might arise. When the back-door criteria
are fulfilled by a set of measured covariates, it is possible to estimate the total
average causal effect of X on Y. Under the graphical criteria, it is clear that there
may be several alternative sufficient sets to control confounding. Thus, it is pos-
sible that a given variable is included in one sufficient set but not in another. A re-
lated point is that these rules do not define a “confounder” but instead describe
when a conditional statistical association between two variables will be confounded
(see Maldonado 2002 for a helpful discussion of this distinction). Detailed
discussion of the graphical criteria can be found in Greenland et al. (1999) and
Pearl (2000, p. 79).

How do the graphical criteria relate to conventional criteria for identifying
confounders? In both intuition and application, the graphical and conventional
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criteria overlap substantially. For example, Hennekens and Buring explain that
confounding occurs when “an observed association . . . is in fact due to a mixing
of effects between the exposure, the disease, and a third factor . . .” (1987, p. 35).
Rothman and Greenland describe confounding as “a distortion in the estimated ex-
posure effect that results from differences in risk between the exposed and unex-
posed that are not due to exposure” (1998, p. 255). The intuitions are similar.

Variations on the following specific criteria for identifying confounders are
frequently suggested, although it is often noted that these criteria do not “define”
a confounder:

1. A confounder must be associated with the exposure under study in the source
population.3

2. A confounder must be a risk factor for the outcome, though it need not actu-
ally cause the outcome.

3. The confounding factor must not be affected by the exposure or the outcome.

These rules are based on statistical associations, and we will refer to them
as the conventional statistical criteria for confounding (a slight misnomer be-
cause criterion [3] refers to a causal relation). As it turns out, these statistical
criteria often agree perfectly with the back-door criteria—that is, you would
choose the same set of covariates using either criteria. For example, in Figure
16.2, both the graphical and statistical criteria indicate that one should condi-
tion on U to derive an unbiased estimate of the effect of X on Y. It fulfills the
graphical criteria because U is not an effect of X, and the only path between
X and Y that contains an arrow into X is blocked by U. It fulfills the statistical
criteria because U and X will be statistically associated, U will also predict Y,
and U is not affected by X or Y. There are cases when the statistical and graph-
ical criteria disagree, however, and when they diverge, it is the statistical crite-
ria that fail.

The DAG in Figure 16.3 gives one example. We are interested in whether hav-
ing low education increases risk of type II diabetes; the DAG in Figure 16.3 de-
picts the causal null that education has no effect on diabetes. We have measured
mother’s diabetes status, but we do not have measures of the family’s income when

404 Methods in Social Epidemiology

3Sometimes this criterion states, instead, that the confounder must affect the outcome under
study. Under this alternative statement of the statistical criteria, the basic argument still
follows, in that there are situations in which the statistical and graphical criteria differ, and
when this occurs the graphical criteria are correct. The DAGs under which such a discrep-
ancy emerges are slightly more complicated than that in Figure 16.3, but an example is
discussed in detail in Greenland et al. (1999).
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the individual was growing up or if the individual’s mother had any genes that
would increase risk of diabetes. Under the assumptions in the DAG in Figure 16.3,
should we adjust our analysis for mother’s diabetes status? First we consider how
we would answer this question with the statistical criteria for a confounder, and
then we address it with the graphical criteria. The DAG in Figure 16.3 reflects the
assumption that family income during childhood affects both educational attain-
ment and mother’s diabetes status. The reasoning is that if an individual was poor
as a child, his or her mother was poor as an adult, and this poverty increased the
mother’s risk of developing diabetes (Robbins et al. 2001, 2005). Mother’s dia-
betes status will be statistically related to the respondent’s education, because under
these assumptions they share a common prior cause. It will also be related to the
risk that the respondent has diabetes, because the mother’s genetic risk profile
affects both her own and her offspring’s diabetes risk. Mother’s diabetes is not
affected by the respondent’s own education level or the respondent’s own diabetes
status. Thus, mother’s diabetes meets all three statistical criteria for a confounder.
With the statistical criteria, you would choose to adjust the analysis for mother’s
diabetic status.

What about the graphical criteria? Would conditioning on mother’s diabetes
block the back-door path between low education and diabetes? First, note that
there is one path between low education and diabetes, and mother’s diabetes is a
collider on that path. If we do not adjust for mother’s diabetes, it blocks the path
between our exposure and outcome. Adjusting for mother’s diabetes unblocks this
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FIGURE 16.3. A DAG UNDER WHICH CONVENTIONAL 
CONFOUNDING RULES FAIL.

Z1: Family income
during childhood

Z2: Mother’s genetic
diabetes risk

W: Mother had
diabetes

X: Low
education

Y: Diabetes
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path and induces a spurious statistical association between low education and
diabetes. Under the graphical criteria, one should not include mother’s diabetic
status as a covariate.4

The intuition here is very similar to the reasoning that pro basketball play-
ers who are short will tend to be very fast. Assume that mothers developed dia-
betes owing either to a genetic predisposition or to experiencing poverty as adults
(while raising their children). There may be other reasons as well, but assume
these are two non-trivial determinants of a mother’s diabetic status. Consider
respondents whose mothers had diabetes but no genetic risk factors. These peo-
ple’s mothers likely developed diabetes owing to poverty, implying that the re-
spondents themselves grew up in poverty. Conversely, among respondents with
diabetic mothers who did not grow up in poverty, there is probably a genetic risk
factor. Conditional on mother’s diabetic status (for example, examining only those
whose mothers were diabetic), childhood poverty and genetic risk factors will
tend to be inversely related; individuals whose mothers did not carry a genetic
risk factor will tend to have grown up in poverty. Because of this association,
among people with diabetic mothers, low education will be inversely associated
with diabetes risk. If low education increases diabetes risk, adjusting for mother’s
diabetic status (under the assumptions in Figure 16.3) will underestimate this ef-
fect. Appendix 16.1 provides some example Stata code to generate data consis-
tent with the causal assumptions in DAG 3 in order to demonstrate this
phenomenon.
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4A variation on the statistical criteria can be used to determine whether, given a sufficient set
of covariates Z, it is possible to drop any variables from Z and still have a sufficient set for
identifying the effect of X on Y. Assume that the sufficient set Z consists of two subsets A and
B, and no variable in set A or set B is affected by either X or Y. It is unnecessary to adjust for
the variables in B, given the variables in A, if B can be broken into two disjoint subsets B1

and B2 (no variable in B1 can also be in B2 and all variables in B must be in either B1 or B2)
such that 1) B1 is independent of X within strata defined by A and 2) B2 is independent of Y

within strata defined by X, A, and B1. The implications of these criteria are consistent with
the graphical criteria (Greenland et al. 1999). To apply this to the situation in Figure 16.3,
imagine that we know conditioning on W, Z1, and Z2 is sufficient to identify the effect of X on
Y. We would like to know whether conditioning on the empty set (call this set A; note that a
set of variables can be broken down into two sets—one empty and the other the same as the
original set) is sufficient. Now break set B (W, Z1, and Z2) into B1 (Z2) and B2 (W and Z1). Z2 is
marginally independent of X, meeting the first criteria above. Z1 and W are both indepen-
dent of Y within strata defined by X and Z2, meeting the second criteria. Thus, if we know
that conditioning on all three variables is sufficient, we can use these statistical criteria to
establish that conditioning on none of the three variables would also be sufficient. The result
might be more easily established using the graphical criteria, however.
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Why Sample Selection Threatens Internal Validity 
as well as Generalizability

Samples for observational epidemiologic studies are drawn using a variety of cri-
teria. For example, the sample may be drawn from members of a certain
occupation (for example, nurses, doctors, or nuns) or residents of a certain com-
munity (for example, Framingham or Leisure World Laguna Woods). The possi-
bility that such selection criteria might compromise generalizability is widely
recognized. What is sometimes overlooked, however, are the circumstances under
which selection criteria can affect internal validity. The sample selection process
may sometimes result in spurious statistical associations (that is, associations that
do not reflect causal relations between variables measured on the sample popula-
tion). This potential for bias is of special interest to social epidemiologists, because
some of the sample population selection rules use socially relevant characteristics.

On a DAG, we represent selection into the sample as a variable and say that all
analyses of a sample are conditioned on selection into that sample. That is, we con-
ceptualize selection as a variable with two values, zero � not selected and one �
selected; analyses are restricted to observations where selection � one. The value of
this selection variable may be influenced by any number of other variables, includ-
ing the exposure, the outcome, or other factors that influence the exposure or the out-
come (or both). Selection bias may occur if the likelihood of being admitted to the
sample depends on both the exposure and the outcome or their respective causes.

To take an extreme example, imagine a study of education’s effect on
Alzheimer’s dementia (AD). Suppose the eligibility criteria for the study are (1) col-
lege education or higher, or (2) memory impairment. Within the sample, you
find a strong inverse correlation between education and AD. In fact, everyone with
less than a college education has memory impairment (strongly associated with
AD), because otherwise they would not have been eligible for the study. All the
sample members with good memory turn out to have high education. Thus, in
this sample, higher education is associated with lower risk of AD. Obviously, this
is a completely spurious statistical relationship, induced by conditioning sample
membership on education and memory impairment. All analyses of the sample
are conditional on sample membership, and sample membership is a common ef-
fect of the exposure and outcome of interest. No matter what the causal relation
between education and Alzheimer’s, the statistical associations in the selected sam-
ple will differ substantially.

Note that the bias in this example was not a result of drawing a non-
representative sample from the “target population” and was not simply a problem

Using Causal Diagrams to Understand Common Problems in Social Epidemiology 407

c16.qxd  3/31/06  4:03 PM  Page 407



of generalizability. Instead, this bias arises from how the target population is
defined, regardless of whether a representative sample is drawn from that target
population. One may well define the target population to be college graduates
or those with memory impairment and ask whether, for these people, education
protected against AD. Within this population, however, the statistical associations
between education and AD will not equal the causal relations.

This example is obvious because the selection criteria were direct measures
of the exposure and outcome. Selection may be more subtly related to factors that
influence exposure and outcome, however. Imagine that you choose to test the
hypothesis that education affects AD risk in a sample with selection based on mem-
bership in a high-prestige occupation. Achievement of a high-prestige occupation
is likely to be influenced by education, but many people with limited education
obtain prestigious jobs by virtue of native talent or intellect (or any number of
other explanations, but we will focus only on the intelligence factor). Some evi-
dence indicates that intelligence protects against diagnosis of AD (Schmand et al.
1997). Consider the DAG in Figure 16.4. In this DAG, S represents selection
into the sample (based on occupation), and it is influenced by X (representing
education) and U (intellect), which is itself a cause of Y (AD). Among the high-
prestige job holders, people with limited education are likely to have high intel-
lect, whereas those with low intellect are likely to have quite a lot of education.
This is not to say that everyone in the sample with extensive schooling will be dim
or that all the smart people will be high-school dropouts. The selection process will
merely bias the education–intellect association away from the association in the
population as a whole. The strength of the spurious association will depend on
the details of the selection process, that is, how strongly education and intellect
each affect occupation and whether they interact in any way to determine occu-
pation. Note, however, that if high-education sample members are slightly less
likely to have high intellect than low-education sample members, this will increase
the AD risk of high-education sample members relative to the low-education

408 Methods in Social Epidemiology

FIGURE 16.4. A DAG FOR SELECTION BIAS.

S

X

U

Y

c16.qxd  3/31/06  4:03 PM  Page 408



sample members commensurately. Whatever the true causal relation between
education and AD, in a study of high-prestige job holders, that relation will tend
to be underestimated, unless it is possible to also condition on intellect. Alternatively, if
the effect of intellect on AD is mediated entirely by some measured covariate,
adjusting for that covariate will eliminate the selection bias. This problem is not
resolved by using a longitudinal study design unless the effect of intellect on AD
is mediated entirely by some measured baseline variable.

Telling the story as in the preceding paragraphs is complicated and prone to
generating confusion, but analyzing the DAG is quite straightforward. Given the
DAG in Figure 16.4, we can see that S is a collider between X and U; X and U are
statistically associated conditional on S. Thus, conditional on S, X and Y are also
statistically associated, even under the assumption shown in this DAG that X has
no causal effect on Y (the null hypothesis). Note that whether selection exacerbates
or reduces bias in estimating a specific causal effect depends crucially on the causal
relations among variables determining selection. If we added an arrow from U to
X to the DAG in Figure 16.4, selection on S might reduce bias in estimating the
effect of X on Y. The relation between collider bias and selection bias is described
by Spirtes et al. (1993) and Pearl (1995) and explicated within the framework of
epidemiologic study designs by Hernán et al. (2004).

Survivor bias can be thought of as a special case of selection bias. In life-course
research on early life exposures and health in old age, a large fraction of the ex-
posed are likely to die before reaching old age, so survivor bias could be influential.
Effect estimates for many exposures–outcome combinations are larger among
the young and middle-aged than among the old (Elo and Preston 1996; Tate 
et al. 1998). An especially striking example of this phenomenon is the black–white
mortality crossover: Mortality is greater for blacks and other disadvantaged groups
relative to whites at younger ages, but the pattern reverses at the oldest ages (Corti
et al. 1999; Thornton 2004). Does the diminishing magnitude of effect estimates
among the elderly indicate that the early life exposures become less important causes
of the outcome among the old? Not necessarily. Selective survival models show that
attenuated estimates among aged cohorts need not imply diminished effects
(Howard and Goff 1998; Mohtashemi and Levins 2002). In a selected group of
survivors to old age, observed coefficients for early life exposures may differ from
the causal coefficients in the following situations: (1) probability of survival is in-
fluenced by early life exposure and some other unmeasured factor, (2) the combined
effect of the unmeasured factor and early life exposure on survival is not perfectly
multiplicative, and (3) the unmeasured factor influences the outcome of interest.
This can occur even if the unmeasured factor is statistically independent of
exposure at birth (as in the numerical example) and thus would not be considered
a confounder.
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Consider a simple numerical example of this phenomenon (illustrated in
Figure 16.5). If interest is in how mother’s socioeconomic status (SES) affects one’s
stroke risk, and we enroll surviving members of the 1920 birth cohort when they
are age sixty, roughly 40 percent of the birth cohort will have died prior to
enrollment (Arias 2004). Suppose that those whose mothers had low SES were
twice as likely to die as those whose mothers had high SES. Furthermore, suppose
there is a “bad” gene, carriers of which have twice the chance of dying before age
sixty as non-carriers and also have twice the chance of incident stroke after
age sixty. Suppose that at birth, these two risk factors are independent and exactly
one-half the population are carriers of each (thus 25 percent of the population
are high-SES non-carriers, 25 percent are high-SES carriers, 25 percent are
low-SES non-carriers, and 25 percent are low-SES carriers). These factors are
perfectly multiplicative for death; that is, risk of death before age sixty for high-
SES non-carriers is 18 percent, risk of death for low-SES non-carriers is 36 per-
cent, risk of death for high-SES carriers is 36 percent, and risk of death for
low-SES carriers is 72 percent. Given this pattern of death, what are the associ-
ations among the survivors? The population, which was 25 percent of each risk
combination at birth, at age sixty is 34 percent high-SES non-carrier, 27 percent
low-SES non-carrier, 27 percent high-SES carrier, and 12 percent low-SES car-
rier. Thus, 44 percent of the high-SES group are carriers, whereas only 31 per-
cent of the low-SES group are carriers. Suppose high SES actually had no effect
on stroke risk after age sixty (that is, if, for everybody in the sample, had we in-
tervened to flip their mother’s SES, they would nonetheless have had the same
stroke outcome). Even under this assumption of no causal effect, we would ob-
serve that high-SES survivors had an elevated risk of stroke compared with low-
SES survivors. Although the spurious statistical association between SES and stroke
would vanish within strata of the gene, if the gene is unmeasured, the crude
association is biased. Whatever protection (or risk) having a high-SES mother
might have conferred against having a stroke after age sixty, it will be biased to-
ward looking harmful among the survivors (in this case, the bias is not very large).

This reasoning follows immediately from a causal DAG such as that in Fig-
ure 16.4, showing survival (S ) affected by mother’s SES (X ) and an unmeasured
risk factor (U ) that also affects stroke (Y ). Although the numerical example here
makes high SES seem spuriously harmful, survivor bias can operate in either di-
rection, depending on how mother’s SES and the unmeasured risk factor com-
bine to affect survival (that is, whether there is interaction). The direction and
magnitude of the bias can be estimated under various assumptions about the
causal structure, although the assumptions needed are more detailed than those
shown in DAGs. In some cases, the plausible range of the bias may be too small
to be of concern, but this is not always the case.
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Why Handling Missing Data with Indicator Variables Is Biased
Even If the Data Are Missing Completely at Random

Even the best of studies are usually compromised by missing data. Often, the miss-
ingness comes here and there, scattered across a large percentage of the obser-
vations in the data set. Earl didn’t want to reveal his income, Esther was happy to
report her income but refused questions on sexual behaviors, Viola broke into tears
when asked about participation in community activities such as bridge, and the
medical record forms for twelve other sample members were lost. Several meth-
ods for handling missing data are available, many of which are unbiased under
some assumptions but biased under alternative scenarios (Greenland and Finkle
1995; Little and Rubin 1987). To many researchers, two goals are of preeminent
importance: (1) retain everybody in the study so there is still a good chance of get-
ting a statistically significant result, and (2) avoid a lot of extra work. A popular
approach to handling missing data that fulfills both goals is to create indicator vari-
ables for missingness on each variable (0 � observed, 1 � missing). The variable
in question is centered at its mean and all missing values are set to zero. In this
way, we can retain everybody in a regression analysis, even if they skipped one or
more items. As many a tired researcher has discovered, this approach is also pretty
easy to implement. But, we might well ask, does it produce the right answer? Sup-
pose we optimistically assume that the data are missing completely at random. In
other words, Viola’s shyness regarding social relations had nothing to do with her
actual social isolation or any other observed or unobserved characteristic of Viola.
The missing data are completely random with respect to exposure and outcome.
In this case, would using the missing indicator method to adjust for a putative
confounder provide an unbiased effect estimate?

Examine the DAG in Figure 16.6. We are interested in estimating the effect
of X on Y, and we recognize that it is important to adjust for Z, a common prior
cause of X and Y. Unfortunately, we do not have measures of Z for everyone in our
sample. When Z is missing, the variable Zms takes the value of 1; otherwise it is
0. Because the data are missing completely at random, there are no arrows point-
ing into Zms in the DAG. We define a new variable, Z *, that equals Z whenever Z

is observed and equals c (the mean value of observed Z ) everywhere else; Z * is
thus determined by both Z and Zms, and Z * is thus influenced by both Zms and
Z. Using the missing indicator method, we examine the statistical association
between X and Y conditional on Z * and Zms.

We can see from this DAG that conditioning on Z * does not block the back-
door path from X to Y via Z; Z * is correlated with Z, and that correlation is pro-
portional to the fraction of the sample with observed values of Z. If Z does in fact
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confound the association between X and Y, there will be residual confounding when
adjusting for Z *, and this residual confounding will be proportional to the frac-
tion of missing. A similar issue will arise in general when confounders are
mismeasured. The limitations of this approach to handling missing data are well-
demonstrated in the literature (Greenland and Finkle 1995; Little and Rubin 1987);
the DAG here is merely a device for clarifying the concepts. It is also clear from the
DAG that a complete case analysis, in which we condition on Z and consider only
observations where Zms � 0, is unbiased under these assumptions (that is, missing
completely at random). The DAG can be extended to consider alternative as-
sumptions about the determinants of missingness.

Why Adjusting for a Mediator Does Not Necessarily
Estimate the Indirect Effect

Heated arguments in social epidemiology often focus on questions of mediation.
Is the effect of sex on depression mediated by hormonal differences between men
and women or differences in social conditions? Are education effects on health in
old age mediated by credentials, cognitive differences, or behaviors? Is the
association between occupational status and heart disease attributable to
psychological consequences of low occupational status or material consequences
of low-paying low-status jobs? Mediation tests are crucial for identifying the paths
between social factors and health differences. We are often at somewhat of a loss
as to how to change the “fundamental” cause of the outcome, but have more
optimism that we could change a putative mediator, and the preferred policy
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response would obviously depend on the primary mediators. Implicitly, the ques-
tion of what mediates observed social effects informs our view of which types of
inequalities are socially acceptable and which types require remediation by social
policies. For example, a conclusion that women are “biologically programmed”
to be depressed more than men may ameliorate the social obligation to try to re-
duce gender inequalities in depression. Yet if people get depressed whenever they
are, say, sexually harassed—and women are more frequently sexually harassed
than men—this suggests a very strong social obligation to reduce the depression
disparity by reducing the sexual harassment disparity.

One definition of the direct effect of exposure X on outcome Y not mediated

by Z is the effect of X on Y when everyone in the population is forced to receive
the same level of Z. A slightly different definition of direct effects, which I adopt
here, is the effect of X on Y when everyone in the population is forced to re-
ceive the level of Z they would have received for a specific, constant level of X

(for example, if X were 0). The distinction between these definitions is important
when discussing the decomposition of a total effect into direct and indirect ef-
fects. For a discussion of alternative definitions and issues that arise when the ex-
posure interacts with the mediator, see (Kaufman et al. 2004; Robins and
Greenland 1992). Although it is possible that the direct effect of X on Y differs
depending on the value of Z, assume for the remainder of this discussion that it
does not.

When Z is believed to partially mediate the effect of X on Y, a common approach
to quantifying the direct effect is to compare the regression coefficients for X predict-
ing Y in a model simultaneously adjusted for Z to the regression coefficients for X in
a model not adjusted for Z (Baron and Kenny 1986; Judd and Kenny 1981). That is:

(3)

Assuming that it is known that X affects Z, rather than that Z affects X, the
coefficient is interpreted as the direct effect of X on Y. To calculate the medi-
ated effect, a second regression, unadjusted for Z, is estimated:

(4)

The contrast between g1 and b1 is interpreted as the portion of the effect
of X on Y that is mediated by Z. Clearly, this interpretation is not correct if Z is a
common prior cause of X and Y or to the extent that Z is measured with error. A
more subtle problem occurs if X affects Z but there are unmeasured common
causes of Z and Y. In this case, the approach described above does not generally
give correct estimates of either the direct or indirect effects of X on Y. These

E(Y ) � g0 � g1X

b1

E(Y ) � b0 � b1X � b2Z
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unmeasured common causes may be completely unassociated with X; if they af-
fect both Z and Y they will nonetheless bias the estimate of the direct effect of
X on Y. This may be surprising because we are not used to considering carefully
whether our mediator covariates might have unidentified confounders with the
outcome.

The reason the standard approach to testing for mediation fails whenever the
putative mediator is confounded is immediately evident from the DAG in Fig-
ure 16.7. The variable Z is a common effect of X and U. Within levels of Z, X and
U become statistically associated, even if they were marginally statistically inde-
pendent, and this introduces a spurious statistical association between X and Y

within levels of Z. Whatever the causal relation between X and Y, when Z is held
constant the statistical association will reflect this causal relation plus the spurious
association via U.

We can describe this same phenomenon with an example. Suppose we are
interested in knowing whether the relation between education and systolic blood
pressure (SBP) is mediated by adult wealth (say, at age sixty). Unfortunately, we
do not have any measure of occupational characteristics, and it turns out that
having a high-autonomy job promotes the accumulation of wealth and also lowers
SBP (perhaps owing to diminished stress). Returning to Figure 16.7, now X

represents education, Y represents SBP, Z represents wealth at age sixty, and U

represents job autonomy. To estimate the effect of education on SBP not medi-
ated by wealth, we need to compare the SBP in people with high and low
education if the value of wealth were not allowed to change in response to edu-
cation. For example, if we gave someone high education but intervened to hold
their wealth to the wealth they would have accumulated had they had low edu-
cation (but changed no other characteristics of the situation), how would SBP
change compared with giving the person less education? Unfortunately, we can-
not conduct such an intervention. The mediation analysis described previously
instead compares the SBP of people with high versus low education but who
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happened to have the same level of adult wealth. Overall, someone with high ed-
ucation will also tend to be wealthier than someone with low education. A high-
education person with the same wealth as a low-education person is likely to have
accumulated less wealth than expected for some other reason, such as a low au-
tonomy job. Thus, the mediation analysis will be comparing people with high ed-
ucation but low job autonomy to people with low education and average job
autonomy. If job autonomy affects SBP, the high-education people will seem to
be worse off than they would have been if they had average job autonomy. This
will in effect underestimate the direct effect of education on SBP. Under the tra-
ditional analysis plan, if we underestimate the direct effect, we will automatically
overestimate the mediated effect. This same phenomenon can be explained more
formally using counterfactual language. The point here is to note that with a causal
DAG, one can see quickly that adjusting for a confounded mediator will induce a
spurious association (which may be in either direction) between the primary ex-
posure and outcome.

This observation can be frustrating, because estimating mediation is so im-
portant in social epidemiology. In fact, it is so frustrating that researchers some-
times prefer to ignore the problem because, if honestly confronted, it seems to
render progress impossible. This is a mistake. First, the injunction that hypothe-
sized mediators be unconfounded in order to draw causal inferences is not any
more severe than the demand that primary exposures be unconfounded in order
to draw causal inferences. We accept the latter injunction without irritation.
Second, if the hypothesized mediators are confounded, we can conduct sensitiv-
ity analyses to understand our true uncertainty about the magnitude of the direct
or mediated effects. Cole and Hernán (2002) wrote an accessible discussion of this
problem walking through a numerical example. Blakely (2002), in a response to
Cole and Hernán, called for careful sensitivity analyses to determine whether sub-
stantial bias is introduced under realistic assumptions about the strengths of the
causal relations.

When Is an Alleged Natural Experiment Valid?

Observational epidemiologists are (or at least should be) constantly concerned that
they have not adequately measured and controlled for all common prior causes of
their exposure and outcome. For this reason, randomized experiments are strongly
preferred to observational studies for demonstrating causality (despite the many
other limitations of randomized trials). A randomized trial is represented in the
DAG in Figure 16.8. Here Z represents random assignment to treatment group.
We will ignore the variable W on this DAG for the moment. Random assignment
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affects treatment received (X), although it does not perfectly determine X because
some participants do not adhere to their assigned treatment. There are no causal
connections between Z and Y except via X. In the DAG, we show an unmeasured
variable U that confounds the association between X and Y, thus forcing us to
use the experimental design to test whether X affects Y. The crucial assumption
here is that, if we find that average Y differs by treatment assignment Z , this im-
plies that Z affects Y. If Z covaries with Y, this implies that X affects Y, because there
is no other possible pathway which would lead to an association between Z and
Y except the one via X.

Note that the causal assumptions for a valid trial may be met even if the re-
searcher did not assign the values of Z: the crucial assumption is simply that Z was
assigned in a manner otherwise unrelated to the outcome, and its association with
X is the only plausible reason it might predict Y. Various natural experiments may
fulfill this assumption. We may think that the day of the week one falls ill deter-
mines the quality of hospital care received, but there is no other reason for day of
illness to influence ultimate health outcomes. In this case, day of symptom onset
provides a natural experiment for the effect of quality of hospital care on out-
come. A similar idea using hour of birth as an instrument for postpartum length
of stay is developed in the study by Malkin et al. (2000). We may think that the
weather in the summer before a subsistence farmer’s child is born determines
the calories that child receives in his first year of life, but weather during that pe-
riod should have no other effect on the child’s health at age ten. Weather then pro-
vides a natural experiment for the effect of early caloric intake on later health. We
may believe that infants born in hospitals that provide lactation counseling to post-
partum mothers are more likely to be breastfed but that being born in such a
hospital has no other effect on child health. In this case, being born in a hospital
with lactation counseling provides a natural experiment for the effect of breast-
feeding on child health. We may believe that women whose mothers or sisters had
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breast cancer are unlikely to take hormone therapy at menopause but that having
relatives with breast cancer has no other causal link to cardiovascular disease risk.
If so, having female relatives with breast cancer is a natural experiment for the
effect of hormone therapy on cardiovascular disease.

These examples highlight the core criteria upon which putative natural
experiments must be assessed: is there any other reason for the treatment assign-
ment (that is, day of symptom onset, weather in the summer before birth, birth in
a hospital with lactation counseling) to influence the outcome besides via the ex-
posure of interest? For example, if we believe that hospitals with lactation coun-
selors also tend to provide better care in other respects, then we cannot attribute
a difference in health between children born at lactation-counseling or non-
counseling hospitals strictly to breastfeeding. The natural experiment is not
valid. Data from natural experiments are often analyzed with an Instrumental
Variables (IV) analysis, in which treatment assignment is referred to as an
instrument for the effect of X on Y. Specifically, given a causal DAG, we say Z is
a valid instrument for the effect of X on Y if Z and X are statistically dependent
and if every unblocked path connecting Z and Y contains an arrow pointing
into X. An IV effect estimate can be calculated as the ratio of the relation between
the instrument and the outcome (the intent-to-treat effect estimate) and the rela-
tion between the instrument and the treatment. To interpret this parameter, we
assume that some people would have been treated regardless of the value of the
instrument, other people would not have been treated no matter what value the in-
strument took, whereas still a third group, sometimes called the cooperators, would
receive the treatment if and only if assigned to receive it by the instrument. We
assume nobody in the population is a contrarian (that is, receives treatment only
if assigned not to receive treatment and avoids treatment only if assigned to re-
ceive it). Under these assumptions, the IV estimate provides a consistent estimate
of the average effect of receiving treatment on those who received the treatment
owing to the value of the instrument.

One interesting and somewhat surprising observation from the DAGs is that
an instrument need not directly affect exposure. In Figure 16.8, the relation
between W and Y may provide a valid test of the hypothesis that X affects Y

even though W does not itself directly affect X but rather shares a common
prior cause with X. Here Z affects both W and X, and they are thus statistically
associated. Neither W nor Z has any other pathways linking them to Y. If W

and Y are statistically associated, under these assumptions it implies that X af-
fects Y. Natural experiments and IV analyses are discussed in more detail in
Chapter 17 of this book. For accessible discussions of the use of IV analyses to
estimate causal effects see (Angrist and Krueger 2001; Currie 1995; Greenland
2000).
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FIGURE 16.9. CONDITIONING ON THE DEPENDENT VARIABLE.
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Why It Is a Mistake to Condition on the Dependent Variable

For various reasons, it may be appealing to examine relations between X and
Y within a certain range of values of Y. For example, one might want to know
whether the effect of education on mental status among individuals with below
average mental status is the same as the effect of education among individu-
als with above average mental status. Alternatively, one might suspect that the
outcome measurement available becomes increasingly unreliable at high levels
and therefore wish to exclude any high-scoring respondents from the analysis.

These decisions can introduce important bias into an analysis, and this can be
seen with a DAG such as that in Figure 16.9. In this DAG, we are interested in
the effect of X on Y; Y is also influenced by U, but U is statistically independent of
X. Under these assumptions, a simple analysis of the statistical relation between
X and Y (without statistical adjustment for any other covariates) gives an unbiased
estimate of the causal effect. Suppose however, that we condition on some values
of Y. Let us define a variable Y * that is one if Y is above a threshold value and zero
if it is below. Now we examine the relation between X and Y only among those
with Y * � 1. This turns out to have an undesirable consequence: X and
U are likely to be statistically associated among respondents with Y * � 1. As a
result, the statistical relation between X and Y will now be confounded by the effect
of U on Y (although the direction of confounding will not necessarily be the same
as the direction of the effect of U on Y ).

Let us consider the question of education’s effect on mental status, using
the mini-mental status exam (MMSE) as a measure of mental status. The
MMSE ranges from zero to thirty, and an MMSE score below twenty-four is
considered a clinically important threshold for impairment (Folstein et al. 1975).
Suppose we ask whether the effect of education on MMSE is the same for re-
spondents with MMSE equal to or above twenty-four as for respondents with
MMSE below twenty-four. We assume that MMSE score is influenced by edu-
cation and also influenced by intelligence (IQ), although IQ is unrelated to
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education (if IQ itself affects education, the analysis is obviously confounded,
but we make the optimistic assumption here that IQ does not affect educa-
tion). Thus, in the DAG in Figure 16.9, U represents IQ , X represents educa-
tion, Y represents MMSE, and Y * is an indicator for whether MMSE is above
twenty-four. In general, under this setup, we will underestimate the association
between education and MMSE in both strata of Y * unless we are able to si-
multaneously adjust for IQ. Among the high-functioning individuals (those with
high MMSE scores), those with low education are more likely to have unusually
high IQ. Among the low-functioning individuals, those with high education
are more likely to have unusually low IQ. Even though IQ and schooling are sta-
tistically independent in the population, they are inversely correlated within strata
of their common effect, MMSE. Note that the rules for drawing causal DAGs
described earlier in the chapter would not require that U in Figure 16.9 be
shown, because U is not a direct cause of more than one other variable in the
DAG. The rules for drawing causal DAGs specify what is required for the d-
separation rules to be applicable, but this phenomenon is not addressed by the
d-separation rules.

This phenomenon is also relevant when considering how to respond to an
artificial ceiling on the measurement of Y. One tempting but erroneous approach
is to drop all of the observations with ceiling values of Y. This is effectively
conditioning the analysis on the value of Y and will bias the statistical associa-
tion between X and Y. An important caveat is that the preceding discussion only
applies if X actually does affect Y. If X has no effect on Y, then Y is not a com-
mon effect of X and U. In this situation, conditioning on Y should not influence
the estimated relation between X and Y—it should be zero in every strata. This
finding is discussed in introductory econometrics texts, including Kennedy (1998)
and Wooldridge (2002), although it is not generally demonstrated with DAGs.

Why Adjusting for Baseline Values Can Bias Analyses 
of Change

Our final example of how DAGs can clarify otherwise confusing analysis decisions
relates to analyses of change. When the substantive question is whether an expo-
sure X, measured at baseline, affects changes in the value of Y over a follow-up time
period, an important analytic decision is whether to condition on the value of Y

as measured at baseline. This conditioning may take the form of restriction or
stratification, but most frequently the decision is whether to include Y at baseline
as an independent variable in a regression model. Let us take as a substantive
example the effect of exposure to violence (ETV) in early childhood on changes
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in depressive symptoms in adulthood. Suppose that adults at average age thirty
are enrolled, and depressive symptoms are assessed with the Centers for Epi-
demiologic Studies Depression scale at baseline (CESD1) and again after five years
of follow-up (CESD2). The CESD is a continuous scale ranging from zero to sixty,
in which higher scores indicate worse depressive symptoms (Radloff 1977). Our
(hypothetical) ETV measure is dichotomous and based on exposures before age
fifteen. At baseline, when respondents are average age thirty, ETV is associated
with higher average CESD scores. We would like to know if ETV also causes in-
creases in depressive symptoms over the five-year follow-up of adults. That is,
for any given person who was not exposed to violence in childhood, would her
change over the five-year follow-up period have differed had she in fact been
exposed to violence?

One possible analysis would be to estimate a baseline-adjusted change score
model using regression, where the CESD change score is the difference between
CESD at follow-up and CESD at baseline:

(5)

It has been shown elsewhere (Laird 1983) that the previous model provides
the same coefficient for ETV(g1) as does a lagged-effects model such as:

(6)

We will focus on whether the statistical analysis in equation (5) answers our
causal question, but keep in mind that if the analysis in equation (5) fails to answer
this question, estimation of equation (6) will also fail. Alternatively, we could es-
timate a change score model without baseline adjustment:

(7)

In either regression model a number of other covariates believed to directly
affect ETV and change in depressive symptoms might also be included. It turns
out that b1 and g1 are frequently quite different numbers, so they both cannot rep-
resent the “right” answer to a specific causal question. Figure 16.10 is a causal DAG
under which a baseline adjusted analysis (as in equation [5]) would give a positively
biased estimate of the effect of ETV on change in depression, but an unadjusted
analysis, as in equation (7), would give an unbiased estimate under the null. The
major conceptual point in this DAG is that CESD is an imperfect measure of a la-
tent construct: depressive symptoms. The CESD score is influenced both by true
underlying depression and by some error in measuring that depression. This re-
flects the well-documented finding that the CESD scale has imperfect reliability
(McDowell and Newell 1996). The phenomenon in the following description could
also occur because of instability in the construct of depression, but that is outside

CESD2 � CESD1 � b0 � b1ETV � ei

CESD2 � g0 � g1ETV � g*
2 CESD1 � ei

CESD2 � CESD1 � g0 � g1ETV � g2CESD1 � ei
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the scope of this discussion. Because ETV and CESD1 are correlated and ETV
is temporally prior to CESD1, we assume that ETV affects baseline depressive
symptoms. Over the five-year follow-up, some true change in depressive symptoms
will occur. We are not privy to the true change, but we will observe the change in
CESD scores, which is strongly influenced by true change. Unfortunately, the
change in CESD scores is also influenced by the error in measuring CESD at base-
line. If the baseline error was positive, the CESD change score will tend to be neg-
ative, purely due to regression to the mean. If the baseline error was negative,
regression to the mean will tend to push the change score in a positive direction.
The error in measuring CESD2 will also influence the change score, and if the two
errors are perfectly correlated, there will be no regression to the mean; however,
psychometric assessments of the CESD scale indicate substantial measurement
error that is uncorrelated across time periods. This is the reasoning for drawing the
DAG as we did in Figure 16.10. Under these assumptions, if ETV has no effect on
change in depression during the follow-up period, ETV and change in CESD score
will be statistically independent: the b1 estimated in equation (7) is unbiased. The
only path in the diagram connecting ETV and change score (ETV—Depression1

—CESD1—error1—CESD change score) is blocked by CESD1 (a collider). Thus,
analyses not adjusted for CESD1 provide unbiased estimates of the overall (that is,
total) effect of ETV on change.

Conditional on CESD1, however, ETV and CESD change score are spuri-
ously correlated, because conditioning on CESD1 “unblocks” the previously de-
scribed path. The intuition is just as with the previous examples of conditioning
on common effects. Anyone with a high CESD1 has either severe baseline de-
pression symptoms (high depression1) or large positive measurement error1 (or
both). A person without depression who has a high CESD1 must have a positive
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FIGURE 16.10. AN EXAMPLE WHEN BASELINE ADJUSTMENT BIASES 
ANALYSES OF CHANGE.

ETV Depression1

CESD1

Measurement
Error1

Change in Depression
Time 1 to Time 2

CESD Change Score
Time 1 to Time 2

Measurement
Error2
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error1. If a person with severe depressive symptoms scores a low CESD1, error is
negative. Thus, within levels of CESD1, depression1 and error1 are inversely corre-
lated, and ETV and error1 are inversely correlated. Because error1 contributes
negatively to change score, change score and error1 are negatively correlated, an
example of the regression to the mean phenomenon. Hence, conditional on
CESD1, ETV and CESD change score are positively correlated. Therefore
baseline-adjusted ETV coefficients are positive, even when ETV does not affect
change in depressive symptoms. The spurious correlation is proportional to the
error in the CESD measure and the strength of the ETV-CESD1 relationship.
This finding has been demonstrated mathematically (Yanez et al. 1998) and with
an applied example (Yanez et al. 2002). The issue is discussed in more detail using
DAGs in Glymour et al. (2005).

Caveats and Conclusion

Directed acyclic graphs do not convey information about important aspects of
the causal relations, such as the magnitude or functional form of the relations
(for example, linearity, interactions, or effect modification). This can be frus-
trating because not all biases are created equal, and it would be nice to estab-
lish which ones can safely be ignored. For example, Greenland (2003) compares
the likely bias introduced by adjusting for a collider with the bias that would re-
sult from failing to adjust for a common prior cause. His findings suggest that if
the collider is not a direct effect of the exposure and the outcome, one might pre-
fer to adjust on the grounds that the bias potentially introduced by failing to ad-
just for the variable is likely to be larger than the bias potentially introduced by
mistakenly adjusting for it. Exploring the magnitude of potential biases under
a range of assumptions is invaluable, and there are many approaches to doing
this. One option is to generate simulated data sets based on DAGs, for example
as in the simple code in Appendix 16.1. More sophisticated simulations can be
conducted in many statistical packages, including freeware available online
(TETRAD, 2005)5.

Drawing a DAG that adequately describes our prior beliefs or assumptions is
sometimes difficult. To the extent that using DAGs forces greater clarity about
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5TETRAD is a project on statistical data and causal inference. The causal discovery algorithms
used by the accompanying software package have been controversial (see for example, Robins
and Wasserman, 1999 and rejoinders). Apart from this debate regarding the reliability of the
causal inference algorithms, the software includes a convenient routine to simulate data sets
based on assumptions in structural equation models without specifying programming code.
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assumptions, this seems advantageous. Though it may seem an impossible task
to draw a “true” DAG, to the extent that we are uncertain about how to specify the
DAG, we should also be uncertain about the causal interpretation of our statistical
tests.

Directed acyclic graphs are a convenient device for expressing ideas ex-
plicitly and understanding how causal relations translate into statistical relations.
Causal DAGs provide a simple, flexible tool for thinking about many epidemi-
ological problems. The goal of this chapter was to demonstrate how an array of
apparently disparate problems in epidemiologic reasoning can be expressed and
resolved with causal DAGs. This is part of the remarkable convenience of
learning the d-separation rules. Rather than considering each case of a poten-
tial bias as a separate problem and struggling for the “right” answer, DAGs help
provide a unified way of evaluating a potential analysis plan for any specific
question of interest and set of causal assumptions. Although in some cases
the issues raised are especially pertinent in research on social determinants of
health, these problems are by no means limited to social epidemiology. The last
two decades of progress on causal inference, of which the use of causal DAGs
is only a part, has the potential to substantially enhance applied epidemiologic
work, and these improvements may be especially beneficial in social and life-
course epidemiology.

APPENDIX 16.1

The following Stata commands create a data set with five normally distributed
variables: W, X, Y, Z1, and Z2. Variable Z1 affects X and W; Z2 affects W and Y.

There are no other causal relations between variables (for example, we assume the
null hypothesis that X has no effect on Y ). This is the same causal structure as
shown in Figure 16.3, although all variables are assumed to be continuous. Under
these assumptions, W meets conventional statistical criteria for a confounder but
not the graphical criteria. As shown in the two regressions, conditioning on W
induces a negative statistical association between X and Y.

Manipulating the path coefficients can illustrate how the size of the bias
induced by adjustment for W depends on the strength of these relations. Please
note that several assumptions about the causal structure are implicit in the fol-
lowing code but not encoded in the corresponding DAG. For example, the code
specifies linear and additive causal effects. The DAG encodes no such assumptions
and would thus be consistent with other specifications. The magnitude of the bias
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induced by conditioning on W is sensitive to these assumptions about functional
form.

set obs 10000
* Generate constants that determine the magnitude of
the causal effects (that is, path coefficients).
gen Z1toX = 1
gen Z1toW = 1
gen Z2toW = 1
gen Z2toY = 1
* Generate Z1 and Z2 as normally distributed random
variables.
gen Z1 = invnorm(uniform())
gen Z2 = invnorm(uniform())
* Generate random components for all other variables:
W, X, and Y
gen W_random = invnorm(uniform())
gen X_random = invnorm(uniform())
gen Y_random = invnorm(uniform())
* Generate W as a function of Z1, Z2, and a random
component
gen W = Z1toW*Z1 + Z2toW*Z2 + W_random
* Generate X as a function of Z1 and a random component
gen X = Z1toX*Z1 + X_random
* Generate Y as a function of Z2 and a random component
gen Y = Z2toY*Z2 + Y_random
* Describe the data generated means
corr W X Y Z1 Z2
* Run regressions with and without adjustment for W to
estimate the effect of X on Y.
reg Y X
reg Y X W
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Motivation for Using Instrumental Variables 
in Social Epidemiology Research

Demonstrating the existence of causal relations between social exposures and
health and quantifying the magnitude of those relationships are central tasks in
social epidemiology research. Unfortunately, the core analytic tools of the dis-
cipline frequently fail to accomplish one or both of these tasks. Unmeasured
confounding is a persistent threat in analyses of observational data, ameliorated
only imperfectly by stratification or statistical adjustment for common prior
causes of exposure and outcome. Even with data from randomized experiments,
the intent-to-treat (ITT) estimate of the exposure effect is biased if subjects
in the trial sometimes fail to adhere to their randomly assigned treatment reg-
imens. Instrumental variables (IV) analyses are useful to address both of these
problems. Given randomized trial data, IV analyses can provide an estimate of
how those who received treatment were affected by it. In observational data,
if a valid instrument is available, IV analyses can potentially circumvent the
problem of unmeasured confounders. The validity and interpretation of IV ef-
fect estimates are premised on strong assumptions, however. The usefulness of
IV depends on the plausibility of the assumptions for the specific instrument
and causal relation in question.

CHAPTER SEVENTEEN

NATURAL EXPERIMENTS AND 
INSTRUMENTAL VARIABLE 
ANALYSES IN SOCIAL EPIDEMIOLOGY

M. Maria Glymour
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Randomized trials are considered the “gold standard” for establishing the
existence of a causal relation between a treatment and an outcome (Abel and Koch
1999; Byar et al. 1976; DeMets 2002). Intent-to-treat analyses, in which the
outcomes of those assigned to treatment are contrasted with the outcomes of those
assigned to control, are a standard analytical method. Because of non-compliance,
the ITT parameter does not estimate the effect of receiving the treatment on the
outcome. Instead, ITT analysis estimates the effect of being assigned to receive the

treatment on the subjects’ health. If the ITT effect estimate in a valid randomized
controlled trial (RCT) is significantly different from zero, this indicates the existence
of a causal relation between treatment and outcome but not the magnitude of that
relationship. Often, the primary research question relates to the magnitude of the
effect of receiving the treatment. Directly comparing compliers with non-compliers
or the treated with the untreated are well-known and long-rejected options
(Hennekens and Buring 1987; Weiss 1998). Instrumental variables analyses,
however, provide a substantively meaningful estimate of the effect of treatment
on those who received the treatment even if non-compliers differ considerably
from compliers with respect to the outcome.

In the absence of randomized trial data, epidemiologists attempt to draw
causal inferences from observational data by conditioning on common prior causes
(confounders) of the exposure and the outcome. Such conditioning may take the
form of covariate adjustment, stratification, restriction, or propensity score match-
ing, for example, and can be applied in almost any sort of statistical analysis from
chi-square tests to multi-level regression models. These approaches have a com-
mon goal: find a set of covariates such that within strata of those covariates, the
statistical association between treatment and outcome is entirely due to the causal
effect of one upon the other (Greenland et al. 1999). The limitation of all of these
conditional analyses, and a leading reason epidemiologists lose sleep, is that it is
difficult to find such a set of covariates. Even if all the common prior causes of
the exposure and the outcome are known at a conceptual level, have they been
well-measured? Does the regression model specify the correct functional form?
Residual confounding threatens the internal validity of the analysis if the crucial
covariates are badly measured or if the functional form for those confounders is
mis-specified. With a valid instrument, IV can be used to estimate the effect of the
treatment even if important confounders of the treatment-outcome relation are
unmeasured or even unknown.

In short, IV analyses use data from either researcher-randomized or natural
experiments to estimate the effect of an exposure on those who were exposed
as a result of the experiment. Instrumental variables analyses depend strongly
on the assumption that the data were generated by a “valid” experiment (that
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is, that subjects were effectively randomized), even if the randomization was not
by the intent of the researcher and adherence to random assignment was low.
For many of the exposures of interest in social epidemiology, opportunities to
intentionally randomize are few and far between. Social phenomena such as
schooling, poverty, employment, and even features of personal relationships are
influenced by administrative policies, state and local laws, and other forces ex-
ternal to the individual (Angrist and Krueger 2001; Currie 1995). These poli-
cies sometimes create natural or quasi-experiments in which an individual’s
probability of exposure to adverse social conditions is influenced by a policy that
is uncorrelated with personal characteristics. Such natural experiments—in
which a random factor influences the probability of exposure but is not under
the control of the investigator—provide a powerful approach to test causal
claims.

This chapter begins by providing an intuition for IV analyses and then
develops greater detail in subsequent sections. The first section gives a brief
introduction to the assumptions required to interpret IV estimates as causal
parameters and then explains how the IV estimate is calculated. The next section
frames natural experiments and IV estimates in terms of the general problem of
causal inference and walks through a simple numerical example comparing the
IV estimate with other parameters. We then discuss a few examples of specific
instruments that seem especially clever or potentially relevant to social epidemi-
ology. The concluding sections address common points of confusion regarding
IV analyses, link the discussion to a typical econometrics account, and reiterate
the limitations of IV.

Much of the description in this chapter focuses on the motivating ideas.
More formal introductions to IV are available in several excellent articles pub-
lished elsewhere (Angrist and Krueger 2001; Angrist et al. 1996; Greenland
2000; Pearl 2000). Instrumental variables analysis is also discussed in standard
econometrics textbooks (Greene 2000; Kennedy 1998; Wooldridge 2002), al-
though the language and treatment adopted by economists may be unfamiliar
to epidemiologists.1

1Although the basic idea of instrumental variables is intuitive and fairly consistent across
disciplines and presentations, there are several topics related to IVs that are still active areas
of research. These areas include the causal interpretation of the IV estimate under various
sets of assumptions and the properties of IV estimators. This chapter focuses on the Angrist
Imbens Rubin “local average treatment effect” interpretation, but much can be learned from
instruments that do not fit the Angrist et al. example.
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The Core Idea in IV Analyses

The IV estimate can be interpreted as the average effect that receiving treatment
had on those individuals who received the treatment as a result of the value of the
instrument. This interpretation rests on the assumption that the instrument is valid
and monotonically related to the treatment.2 Understanding these assumptions
helps clarify the rationale for IV estimates.

Assumptions

The motivation and assumptions for a valid instrument can be concisely expressed
using a causal directed acyclic graph (DAG). Figure 17.1a shows the basic causal
structure under which we would be interested in calculating an IV effect estimate.
Because this is a causal DAG, all common prior causes of two or more variables
in the DAG are also shown in the DAG (that is, there are no confounders that do
not appear in the DAG). We are interested in the effect of X on Y, but the relation
is confounded by an unmeasured common prior cause U. The measured variable
Z affects X, but has no direct effect on Y and no prior causes in common with Y.
We can imagine the scenario in Figure 17.1a as an RCT, in which Z is random as-
signment to treatment, X represents receiving the treatment, and Y is the outcome
of interest. If Z and Y are statistically related, it must be because Z affects X and
X affects Y (setting aside the possibility of chance). The traditional instrument is
a variable that directly affects exposure, and this is the structure we will focus on
for much of the chapter. Note, however, that for the purpose of testing whether
X affects Y, the causal structure in Figure 17.1b also depicts a valid instrument.
In this causal structure, the instrument and exposure share a common prior cause,
as in Figure 17.1b, which is acceptable provided this common cause does not itself
directly affect the outcome.

2We also assume throughout that the effect of the treatment on one individual does not
depend on the treatment that others in the population receive (that is, the Stable Unit Treat-
ment Value Assumption, SUTVA). Without this assumption, the number of possible causal
effects for each individual in the population increases exponentially with the number of
other people in the population. Violations of this assumption could be represented on a
DAG by showing the relevant feature of the distribution of treatment as a separate variable
with a path into the outcome (Y). This new variable would in general have an unblocked
path linking it to Z. Regardless, SUTVA may be questionable for some social exposures, but
the issues raised are not unique to instrumental variables analyses. For further discussion of
this assumption in general, see Little and Rubin (2000) or Winship and Morgan (1999) or,
related to social exposures, Kaufman et al. (2003) or Oakes (2004).
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Given a causal DAG, we say Z is a valid instrument for the effect of X on Y if
Z and X are statistically dependent (associated) and if every unblocked path con-
necting Z and Y contains an arrow pointing into X 3. If there were a path directly
from Z to Y, then Z would not be a valid instrument (Figure 17.2a). If there were
a path directly from Z to U, then Z would not be a valid instrument (Figure 17.2b).

FIGURE 17.1A AND B. CAUSAL DIAGRAMS DEPICTING A
VALID INSTRUMENT.

A valid instrument must be associated with the predictor of interest and all
unblocked paths between the instrument and the outcome must pass through the
predictor.

1a. The instrument directly affects exposure but has no other effect on the
outcome.

Z: Instrument

U: Unmeasured
Confounder

X: Exposure Y: Outcome

Unmeasured
Variable

Z: Instrument

U: Unmeasured
Confounder

X: Exposure Y: Outcome

1b. The instrument is statistically associated with the exposure, and all of the
common causes of the instrument and the outcome operate via the exposure.

3Please see Chapter Sixteen for a more complete discussion of DAG terminology. A path is a
sequence of lines connecting two variables regardless of the direction of the arrowheads. A
path is blocked if two arrows on the path point to the same variable (as in: A→C←B; that is,
if there is a collider on that path). It is also possible to block (or unblock) a path by condition-
ing on variables along that path. Formally, a path is blocked by conditioning on a proposed
set of variables Z if either of two conditions holds: (1) one of the non-colliders on the path is
in the set of variables Z, or (2) there is a collider on the path and neither the collider nor any
of the collider’s descendants is in Z. This is described in more detail in Chapter Sixteen and
Pearl (2000).
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If there were a path from U to Z, then Z would not be a valid instrument
(Figure 17.2c). Each of these scenarios would invalidate the instrument because
the statistical relation between Z and Y would not arise exclusively owing to the
causal effect of X on Y. Note that a valid instrument for the effect of X on Y is not

a confounder of the relation between X and Y. If Z confounds the relation
between X and Y, for example because it is a common prior cause of X and Y as
in Figure 17.2a, then Z is not a valid instrument.

To interpret IV effect estimates as causal parameters, we need additional as-
sumptions beyond those encoded in the causal structures presented in Figure 17.1a
and b. We focus on the interpretation of the IV estimate possible under the

FIGURE 17.2A, B, AND C. CAUSAL DIAGRAMS DEPICTING
INVALID INSTRUMENTS.

2a. If there is a direct path from Z to Y that does not pass through X, Z is not a
valid instrument for the effect of X on Y.

Z: Instrument

U: Unmeasured
Confounder

X: Exposure Y: Outcome

Z: Instrument

U: Unmeasured
Confounder

X: Exposure Y: Outcome

2b. If there is a path from Z to a common prior cause of X and Y, Z is not a valid in-
strument for the effect of X on Y.

Z: Instrument

U: Unmeasured
Confounder

X: Exposure Y: Outcome

2c. If there is a prior cause of Z that directly affects Y (not exclusively mediated by
X), then Z is not a valid instrument for the effect of X on Y.
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monotonicity assumption. Under monotonicity, we assume that the direction of the
effect of Z on X is the same for everyone in the sample. That is, if Z increases X for
one person, it must either increase or not affect X for all other people as well. It
cannot increase X for some people and decrease it for others. For example, in an
RCT, the monotonicity assumption implies that there is nobody who would have
refused the treatment if assigned to treatment but would have (perversely) sought out
the treatment if assigned to control.

Obtaining IV Estimates

There are several ways to calculate IV estimates. The intuition is best exemplified
with what is sometimes called the Wald estimator. To calculate the Wald IV esti-
mate, first calculate the relationship between the instrument and the outcome
(Z and Y ). If Z is treatment assignment in an RCT, this is the ITT estimate. The
relationship between Z and Y provides a test of the claim that X affects Y: if X has
no effect on Y then Z and Y should be independent. Conversely, if X affects Y, then
Z and Y will not be independent, although the association between Z and Y will
not be of the same magnitude as the association between X and Y. To estimate
the effect of X on Y, we must take into account the fact that Z does not perfectly
determine X. This is the second step in calculating the Wald IV estimate: we
scale up the effect of Z on Y by a factor proportional to the effect of Z on X. The
IV estimate of the effect is simply the ratio of the difference in Y across differ-
ent values of Z to the difference in X across different values of Z. Define
E(Y � 1|Z � 1) as the mean value of Y among subjects for whom Z � 1, (that is,
those people randomized to receive treatment). Then the IV estimate of the effect
of X on Y is

(1)

Note that if everyone followed their assigned treatment, the denominator would
be one and the IV effect estimate would equal the ITT effect estimate. As
adherence declines, the denominator drops from one to zero, inflating the ITT
estimate in proportion to the severity of non-adherence in the trial.

The two-stage-least-squares estimator (2SLS) can be applied more generally
for instruments with multiple values or to simultaneously adjust for other
covariates. A 2SLS analysis consists of regressing X on Z, calculating predicted
values of X based on this regression (as in equation [2]), and using these pre-
dicted values of X as independent variables in a regression model of Y (as in equa-
tion [3]). The coefficient on the predicted value of X (b1 below) is then interpreted
as the 2SLS IV estimate of the effect of X on Y. The estimated effect of the

E(Y � 1|Z � 1) � E(Y � 1|Z � 0)

E(X � 1|Z � 1) � E(X � 1|Z � 0)
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instrument on treatment, a1 in equation (2), is sometimes called the first-stage
coefficient.

(2)

(3)

The 2SLS estimators provide the intuition for IV analyses, but IV estimates based
on 2SLS are potentially biased toward the ordinary least squares estimates when
there are multiple instrumental variables with weak effects on the treatment (Bound
et al. 1995). This bias occurs because the first stage of the 2SLS models (the effect
of the instrument on treatment) is not known with certainty; it must be esti-
mated from the observed data. The estimated coefficients for each term may be
unbiased estimates of the “true” causal effects, but they are based on a finite sam-
ple and will not be identical to the population causal coefficients. These deviations
between the true and maximum likelihood estimated first stage coefficients will
be in the direction that most improves the prediction of treatment. As a result, the
predicted values of treatment from the estimated first stage coefficients will be
slightly correlated with the other, unmeasured, causes of treatment. Typically this
correlation is very weak, but it increases with the number of instruments per ob-
servation. Because of this, when there are multiple instruments, an alternative to
the 2SLS IV estimator is preferred. The properties of alternative IV estimators,
such as limited information maximum likelihood (LIML), jackknife instrumental
variables ( JIVE) models, or two-sample or split-sample IV estimators (Angrist and
Krueger 2001; Greene 2000; Kennedy 1998; Wooldridge 2002) is a topic of much
econometrics research. Limited information maximum likelihood estimates the
first-stage coefficients while constraining the structural parameters to avoid the fi-
nite sample bias. Jackknife instrumental variables models jackknife the estimated
first stage coefficients, so that for each observation, the predicted value of the
endogenous variable is estimated with coefficients calculated excluding that ob-
servation. Split-sample methods estimate the first stage on a different sample than
the second stage. As of this writing, LIML has the substantial practical advantage
of being automated in SAS and Stata.

Framing Natural Experiments and IVs Causally

We now turn to a discussion of the general problem of causal inference, and
frame IVs as an approach to overcoming this problem. Framing IVs in terms of
counterfactuals helps clarify why they work and how they relate to other meth-
ods of drawing causal inferences from observational data (Winship and Morgan
1999).

Y � b0 � b1X̂ � bk Other Predictors � e

X̂ � a0 � a1Z � ak Other Predictors

436 Methods in Social Epidemiology

c17.qxd  3/31/06  4:15 PM  Page 436



Natural Experiments and Instrumental Variable Analyses in Social Epidemiology 437

The Fundamental Challenge of Drawing Causal Inferences 

A fundamental challenge in epidemiology is to draw causal inferences when, by
definition, we cannot directly observe a causal contrast. For each individual, to di-
rectly estimate the causal effect of one treatment compared with another, we would
need to observe the individual’s outcome under the treatment she received (the
actual outcome) and also her outcome under the treatment she did not receive
(the counterfactual outcome). Of course, we can only observe her outcome under
the actual treatment and are left to infer the counterfactual response. That is, we
cannot know what her outcome would have been had we intervened to “set” or
force her to receive a treatment other than the one she actually received (for a
more formal definition of causal effects, see Pearl 2000, p. 70, and his discussion
of the “do” operator). This is the case even if we have data from a randomized
experiment. Define YX�1 as the value that Y would take if X were set to 1 and
YX�0 as the value that Y would take if X were set to 0. We can only observe
E(YX�1|X � 1), that is, the value Y takes if X is set to 1 among those for whom
X in fact equals 1; we can never observe E(YX�1|X � 0).

Why Randomization Overcomes This

Usually, we draw an inference about the average value of the counterfactual
outcomes for a group of people who received one treatment based on the average
actual outcomes of a comparison group of people who received the other treat-
ment. In other words, we observe the difference in average value of the outcome
between those exposed to X and those not exposed and use this difference as an
estimate of the average difference in counterfactual outcome values.

Observed difference in Y between exposed and unexposed:

(4)

Causal effect of X on Y:

(5)

A core assumption for drawing causal inferences from observational data is
that the average outcome of the group exposed to one treatment regimen repre-
sents the average outcome the other group would have had if they had been ex-
posed to the same treatment regimen; that is, the groups are exchangeable (Hernán
2004). For example, if we are examining the effect of high-school completion on
health, we typically assume that the health of high-school dropouts represents
the health the high-school graduates would have experienced had they left school

before graduation. Randomization helps ensure that each person’s expected outcome
with or without treatment is independent of which treatment that person actually

E(YX�1 � YX�0)

E(Y|X � 1) � E(Y|X � 0)
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receives. Treatment group assignment in a perfectly conducted RCT is indepen-
dent of both the known and unknown confounders, thus ensuring exchangeabil-
ity (with a large enough sample).

If treatment is not randomly assigned, the assumption of exchangeability may
not be plausible. We may suspect, for example, that individuals who completed
high school are somehow different from those who left school early, and thus the
graduates would have had better health even if they had left school early.
Treatment received (more education or less education) is not independent of the
outcomes the individual would have had under either treatment regime. For
example, the amount of education received and subsequent health may have a
common prior cause that confounds the relationship.4 Covariate adjustment is
a standard response to this problem in epidemiology research: we attempt to mea-
sure and adjust for a set of covariates such that within strata of these covariates,
the treated and untreated are exchangeable. Although we have reason to believe
(based on comparisons of observational and randomized studies) that covariate
adjustment is frequently successful, in many other circumstances it is not plausi-
ble that we have adequately measured all confounding pathways.

How Natural Experiments Mimic Randomized Trials

Natural experiments mimic RCTs in that the mechanism determining each person’s
exposure is independent of the outcome that individual would experience under
either exposure value. The factor that determines the chance that an individual is
exposed is an instrument for the effect of the exposure on the outcome (Angrist et al.
1996; Pearl 2000), in exactly the sense shown in Figure 17.1a. Treatment group
assignment in an RCT is an example of an ideal instrument. Let us assume that
adherence to assigned treatment is imperfect because some people do not take
the treatment to which they are assigned, as is typical in RCTs. The experiment can
still be used to assess whether the treatment affects the outcome, provided we assume
that nobody perversely seeks the treatment contrary to their assigned treatment
(that is, assuming monotonicity). Natural experiments created by circumstances
outside of researchers’ control (for example, policy changes, weather events, or
natural disasters) are another approach to avoiding confounding. The natural
experiment provides an instrument. This leads to the counterfactual definition of
a valid instrument: Z is not independent of X, but Z is independent of YX (the
counterfactual value of Y for any value of X ) (Pearl 2000).

4Confounding may also occur if the association arose by chance rather than because of a
common cause.
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For example, recent work exploits changes in state compulsory schooling laws
(CSLs) as a natural experiment for the effect of schooling. Although all states had
CSLs in place by 1918, states differed substantially with respect to the number
of years required (that is, the age of mandatory primary school enrollment and
the age of permitted drop out). Over the course of the century, many states
changed their schooling requirements, some more than once. As a result, some
elderly U.S. residents were born in states that required only a few years of school
before a child could drop out, whereas others were born in places that required
up to twelve years. Lleras-Muney (2002) demonstrated that CSLs influenced
completed schooling for children born in each state; individuals born in states with
long CSL requirements completed more years of schooling, on average, than
individuals born in states with short CSL requirements. She used this approach
to estimate the effect of years of completed schooling on all-cause mortality
(Lleras-Muney 2005). The analysis treated year of birth and state of birth as
“treatment assignments” that influenced but did not perfectly determine the
amount of schooling children complete.

In terms of hypothesized causal structure, natural experiments and RCTs
ideally both follow the structure shown in Figure 17.1a, where Z represents treat-
ment assignment. In a natural experiment, this might be an indicator for whether
the observation was before or after a policy change; X represents the treatment
received, (for example, how much education the individual actually completed).
This structure may be incorrect for either an RCT or for a natural experiment.
The important difference between RCTs and natural experiments, however, is the
extent to which we might put faith in the hypothesized causal structure.

The common threats to validity in RCTs can be described as modifications
to the causal structures in Figure 17.1. Clinical trial participants or treating
physicians are typically blinded with respect to treatment assignment on the grounds
that knowing treatment status could affect how symptoms are perceived or the out-
come assessment (Friedman et al. 1996; Weiss 1998, pp. 4, 23). This would be rep-
resented by drawing an arrow directly from Z to Y, as in Figure 17.2a. With such
an arrow, Z is no longer a valid instrument for the effect of X on Y. This same di-
agram would explain why the phenomenon termed “compensatory behavior”—
in which trial participants aware that they were assigned to placebo compensate
by taking other efforts to improve their outcomes—is a threat to validity in trials
(Friedman et al. 1996; Neuman 1997). Many of the internal validity threats listed
in Cook and Campbell’s classic text (1979), such as resentful demoralization or com-
pensatory rivalry, could be summarized as alterations to the causal structure pre-
sented in Figure 17.1a. Despite these concerns, natural experiments often appear
to meet the assumptions for a valid instrument; that is, we may consider Figure 17.1a
a plausible causal structure to describe the data generated by a natural experiment.

Natural Experiments and Instrumental Variable Analyses in Social Epidemiology 439
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In this case, natural experiments provide valid tests for the existence of causal re-
lations and can further be used to estimate the magnitude of the causal effect for
people whose treatment was influenced by the exposure.

The ITT Estimate Versus the IV Estimate

The extent of non-adherence is a second important difference between RCTs and
natural experiments. Imperfect adherence is the norm in RCTs, leading to
extensive work on analyses of “broken experiments” (Barnard et al. 1998), but the
level of adherence in natural experiments is often much lower than in RCTs. A
crucial insight for using IVs is to understand that, although high adherence is
preferable for many reasons, with a valid instrument it is possible to derive con-
sistent estimates of the causal effect even if adherence is low. The ITT estimate
can be calculated with data generated by either RCTs or natural experiments.
In either case, the ITT estimate provides a consistent test of the null hypothesis that
treatment has no effect on the outcome (although this does not hold for trials com-
paring two alternative treatments, when the null is that the two alternatives have
equivalent effects (Robins and Greenland 1996). As adherence declines, however,
the magnitude of the ITT estimate will be increasingly distant from the magni-
tude of the true causal effect of receiving the treatment (assuming this effect is
non-zero). Thus, when analyzing natural experiments in which the instrument had
only a modest effect on probability of treatment, it is crucial to adjust for non-
adherence in order to estimate the effect of receiving the treatment. The same
point can be made for RCTs; it is just a matter of degree.

How can we derive an effect estimate that accounts for non-adherence? First,
we will discuss the problems with either an as-treated analysis, in which the treated
are compared with the non-treated, or a per-protocol analysis, in which compliers
in the treated group are compared with compliers in the control group (that is, com-
pliers in the Z � 1 group with compliers in the Z � 0 group). We will then explain
why the IV estimate does not have the same problems as the other approaches.

Consider the example data shown in Figure 17.3. These data were generated ac-
cording to rules consistent with the causal diagram shown in Figure 17.3a. There are
three exogenous variables: Z (a dichotomous instrument or treatment assignment),
U1 (a three-level variable that affects both the treatment received, X, and the outcome,
Y ), and U2. Note that the causal diagram in Figure 17.3a is nearly structurally iden-
tical to the diagram for a valid instrument shown in Figure 17.1a, except that the vari-
able U2 is omitted from Figure 17.1a (because U2 affects only one other variable in
the diagram, namely Y ).

To make this more concrete, imagine that this represents an experiment in which
participants are randomly assigned to receive a scholarship for college tuition (Z),

440 Methods in Social Epidemiology
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FIGURE 17.3A, B, AND C. EXAMPLE CONTRASTING ITT, IV, AND
POPULATION AVERAGE CAUSAL EFFECT IN TWO POPULATIONS.

3b. Table showing the distribution of observed and counterfactual variables in
populations 1 and 2.

Exogenous Variables
n n

Z U1 (Type) U2 Xz=0 Xz=1 X Yx=0 Yx=1 Y (Popln 1) (Popln 2)

0 0 (never) 0 0 0 0 0 0 0 200 100
0 1 (cooperator) 0 0 1 0 0 1 0 200 200
0 2 (always) 0 1 1 1 0 1 1 200 300
0 0 (never) 1 0 0 0 0 1 0 200 200
0 1 (cooperator) 1 0 1 0 1 1 1 200 200
0 2 (always) 1 1 1 1 1 1 1 200 200
1 0 (never) 0 0 0 0 0 0 0 200 100
1 1 (cooperator) 0 0 1 1 0 1 1 200 200
1 2 (always) 0 1 1 1 0 1 1 200 300
1 0 (never) 1 0 0 0 0 1 0 200 200
1 1 (cooperator) 1 0 1 1 1 1 1 200 200
1 2 (always) 1 1 1 1 1 1 1 200 200

Individuals whose mothers had low education (U1 � 0) are never treated, that is X � 0 regard-
less of the value of Z. Individuals whose mothers had high education (U1 � 2) are always treated,
that is, X � 1 regardless of the value of Z. Individuals whose mothers had middle levels of edu-
cation, (U1 � 1) are called “cooperators”, because in these people X � Z. Y is determined by
X, U1, and U2. Y � 0 unless either a) X and U2 are both equal to 1, or b) U1 � 0 and X � 1, or
c) U1 � 0 and U2 � 1.
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with the goal of estimating the effect of completing college (X ) on later health (Y ).
Let U1 represent the education of the participant’s mother, classed into three lev-
els, which affects both likelihood of completing college and the participant’s later
health. Let U2 represent a genetic determinant of health, which is independent of
college completion and mother’s education. The diagram in Figure 17.3a specifies

3a. Causal DAG consistent with the data for population 1.
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the existence of causal relations but not the details of these relationships. The data
in Figure 17.3b were generated by assuming a population distribution (shown in
column “n (Popln 1)”) for the three exogenous variables (Z, U1, and U2) and using
the following two rules to determine the values of X and Y. The first rule specifies
the value of college completion (X ), given scholarship (Z ) and mother’s educa-
tion (U1). The three values of U1 (0, 1, or 2) correspond to three “types” of peo-
ple: those with the lowest value of mother’s education will not receive treatment X

(complete college) regardless of their random assignment to scholarship (they are
never-takers); individuals with the middle level of mother’s education (U1 � 1) will
receive treatment X if and only if assigned to Z � 1 (they are cooperators); and
those with the highest values of mother’s education will receive treatment X

regardless of their assignment (always-takers). This is summarized in the following
rule.

Rule 1) X � 0�if  Z � U1� � 1;�X � 1  if  Z � U1 � 1.

3c. Table of parameter estimates calculated from populations 1 and 2.

Popln 1 Popln 2

Pr(Y=1|Z=1) 0.67 0.75
Pr(Y=1|Z=0) 0.50 0.58

ITT Risk Difference 0.17 0.17
Pr(X=1|Z=1) 0.67 0.75
Pr(X=1|Z=0) 0.33 0.42

Randomization Effect on Treatment 0.33 0.33
IV Risk Difference 0.50 0.50

Pr(Yx=0=1) 0.33 0.33
Pr(Yx=1=1) 0.83 0.92

Population Average Causal Risk Difference 0.50 0.58
Pr(Yx=0=1|cooperators) 0.50 0.50
Pr(Yx=1=1|cooperators) 1.00 1.00

Risk Difference Among Cooperators 0.50 0.50
Pr(Yx=0=1|never) 0.00 0.00
Pr(Yx=1=1|never) 0.50 0.67

Risk Difference Among Never-Takers 0.50 0.67
Pr(Yx=0=1|always) 0.50 0.40
Pr(Yx=1=1|always) 1.00 1.00

Risk Difference Among Always-Takers 0.50 0.60

FIGURE 17.3A, B, AND C. EXAMPLE CONTRASTING
ITT, IV, AND POPULATION AVERAGE CAUSAL EFFECT IN

TWO POPULATIONS. (Continued)
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Consistent with monotonicity, this rule assumes that there are no “contrari-
ans” in the population who receive treatment X if and only if assigned to Z � 0.
That is, there is nobody in the population who would complete college without
a scholarship but would fail to complete college if he received a scholarship. The
second rule used to generate the population distribution 1, shown in Figure 17.3b
specifies the value Y will take, given the values of X, U1, and U2.

Rule 2) Y � 0 unless either:
– X and U2 are both equal to 1, or
– U1 � 0 and X � U2 � 1.

In other words, the person is healthy if he (1) both completes college and has
a good genetic endowment or (2) his mother has one of the two higher values of
education and he either completes college or has a good genetic endowment.

These two rules specify all counterfactual values of X and Y under all possible
combinations of values for the exogenous variables, Z, U1, and U2. Figure 17.3b
shows the counterfactual values of X, for alternative values of Z, and the counter-
factual values of Y, given alternative values of X. The counterfactual values in the
two randomized groups are identical; the goal of randomization has been
achieved. The actual values differ because randomized assignment affects the
values of X (for people who follow their assigned treatment), which affects the value
of Y. The causal risk difference (cRD) for the effect of X on Y can be calculated as
the weighted average of the difference in the counterfactuals:

(6)

What is the risk difference (RD) calculated with an intent-to-treat analysis?

(7)

The ITT RD is much smaller than the causal RD because the random-
ized assignment only affected treatment in one-third of the population (the
cooperators).

We might also calculate the as-treated RD, comparing people who received
treatment with those who did not:

(8)

Finally, we could compare cooperators in the treatment group with cooper-
ators in the control group—that is, subjects in the scholarship group (Z � 1)
who completed college (X � 1) versus subjects in the control group (Z � 0) who
did not complete college (X � 0). We will call this the per-protocol RD.

 � (1200�1200) � (200�1200) � 0.83

As Treated RD � Pr(Y � 1|X � 1) � Pr(Y � 1|X � 0)

� [(800�1200) � (600�1200)] � 0.17

ITT RD � [Pr(Y � 1|Z � 1) � Pr(Y � 1|Z � 0)]

 � [(1000�1200) � (400�1200)] � 0.5

Causal RD � cRD � [Pr(YX�1 � 1) � Pr(YX�0 � 1)]
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(9)

The as-treated RD and the per-protocol RD are both larger than the causal
RD. This is because the relationship between the treatment received (X ) and health
is confounded by U1. By using treatment received instead of treatment assigned, we
are throwing away the advantage of the randomized trial and are again vulner-
able to all the validity threats in any observational study.

Under our assumptions, the ITT underestimates and the adherent RD overes-
timates the causal RD. The IV estimate uses the ITT RD and scales it up in inverse
proportion to the level of adherence in the study. In this population, one-third of
the people in the control group received the treatment, and two-thirds of the peo-
ple in the treatment group received the treatment. Thus, adherence can be estimated
as Pr(X � 1)|Z � 1) � Pr(X � 1|Z � 0) � 0.33. The ITT RD reflects the causal
effect of X on Y in the third of the population whose treatment changed as a result
of their randomized assignment. The ITT RD is thus diluted by a factor of three
compared with the causal RD, but the IV estimate reflects a correction for this:

(10)

The IV RD equals the causal RD in this example, but it obscures an important
caveat in IV analyses. The example data were created assuming the effect of X on
Y did not differ between never-takers, cooperators, and always-takers. This need not
be the case, however. In general, the IV estimate is consistent for the causal effect of
exposure among cooperators, that is, those subjects who would have taken the treat-
ment if and only if assigned to the treatment. In our causal structure, these are peo-
ple with U1 � 1. The effect of treatment on the outcome among cooperators may
or may not be the same as the effect among never-takers or always-takers. To see
this substantively, consider the example of college scholarships. Suppose that indi-
viduals whose mothers have the lowest education would benefit the most from a col-
lege degree. There are many reasons that college completion may have heterogenous
treatment effects: for example, the degree might afford improved access to medical
care, which is especially beneficial to people who had limited resources in childhood,
or perhaps mother’s education (U1) happens to be associated with genetic risk (U2).
We can demonstrate this in our numerical example by changing the sample size for
each type of person (for example, for each row in Figure 17.3). Imagine that the
sample sizes were as described for population 2 in Figure 17.3, with fewer than
200 people in rows one and seven, and more in rows three and nine. This change
does not violate the assumption of randomization (the distribution is still identical
between those with Z � 0 and those with Z � 1). Note, however, that this causal
structure is not consistent with the diagram shown in Figure 17.3a, because it implies

� Pr(X � 1|Z � 0) ) � 0.17�0.3 � 0.5

IV RD � (Pr(Y � 1|Z � 1) � Pr(Y � 1|Z � 0) )� (Pr(X � 1|Z � 1)

� (800�800) � (200�800) � 0.75

Per-Protocol RD � Pr(Y � 1|Z � 1, X � 1) � Pr(Y � 1|Z � 0, X � 0)

c17.qxd  3/31/06  4:15 PM  Page 444



Natural Experiments and Instrumental Variable Analyses in Social Epidemiology 445

that the variables U1 and U2, which were statistically independent in population 1,
are statistically associated in population 2.

In this new population, the causal RD among cooperators is 0.50, the causal
RD among the always-takers is 0.60, and the causal RD among the never-takers
is 0.67. The IV RD is 0.50, which is identical to the causal RD for cooperators.

The preceding discussion is premised on the assumption that there is nobody
in the population who will complete college if and only if assigned not to receive the

scholarship. That is, although some respondents’ behavior may not be affected by
the treatment assignment, nobody will perversely pursue the opposite of his or
her assigned treatment. If there are any such people in the population, some-
times called contrarians or defiers, the IV effect estimate does not converge to
the causal effect among the cooperators. As discussed previously, the interpre-
tation of the IV estimator depends on this monotonicity assumption (Angrist et
al. 1996). This assumption is often considered a major limitation of IV analyses,
but note that if we believe the population includes defiers, the ITT estimate is
similarly uninterpretable.

In summary, the IV estimate can be used to derive causal effect estimates for
that part of the sample whose exposure was affected by the instrument. This is
sometimes termed the local average treatment effect or LATE. The IV esti-
mate may or may not differ from other causal parameters of interest, such as the
average causal effect for the entire sample or the effect of treatment on the treated
(TOT). These other causal parameters may be estimated under additional as-
sumptions. For example, if we assume either that there are no “always-takers” in
the population, or that the effect of the treatment on the always-takers is the same
as the effect on the cooperators, the IV estimate is equal to the TOT. This as-
sumption may be plausible if the treatment is very difficult to obtain except by
participating in the experiment. Without these assumptions, it may be possible
to at least estimate the bounds of possible values of these causal parameters (Balke
and Pearl 1997). Unlike effect estimates derived by contrasting outcomes in
trial participants who adhered to their assigned treatment, the IV estimate is con-
sistent even if there is an unmeasured factor that affects both adherence and the
outcome.

The relevance and interest of the IV versus the ITT or other causal para-
meters depend on the substantive question (Robins and Greenland 1996). In many
cases, it seems plausible that the treatment has a similar effect on everyone or, at
least, that the average causal effect of treatment on those whose treatment was af-
fected by the instrument would be identical to the average causal effect of treat-
ment on those unaffected by the instrument. For example, one might argue that,
when considering asbestos exposure in an occupational setting, the effect of
exposure on the exposed and the unexposed is likely to be similar. On the other
hand, social phenomena may have different effects on population subgroups, and
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these subgroups may be more or less likely to respond to an instrument in a nat-
ural experiment. For example, a long-standing debate in social science research
concerns the differential financial returns to education for blacks and whites (Link
et al. 1976; Welch 1973), and recent findings suggest similar interaction between
education and race in affecting health (Farmer and Ferraro 2005). Similarly, some
evidence suggests that social connections and psychosocial interventions have dif-
ferent effects on women than on men (Unger et al. 1999). Different effects on sub-
groups who take up the treatment may occur even when treatment is explicitly
randomized. Evidence from the Moving to Opportunity trial (Kaufman et al.
2003; Liebman et al. 2004) suggests that uptake of a randomized treatment offer
(a voucher to move to housing in low-poverty communities) was complex and pos-
sibly influenced by the perceived benefit of the treatment (for further discussion
of this issue in relation to this trial, see Kaufman et al. 2003). In some cases, it
seems plausible that the “marginal” person who would be treated if and only if
assigned to treatment by the instrument will have less to gain from the treatment
than others. If an individual stands to gain a great deal from a specific treatment,
he or she would probably have pursued it regardless of the instrument. Con-
sider a medical treatment known to be beneficial to patients with extreme values
of a clinical indicator but of uncertain value for patients with less extreme val-
ues of the clinical indicator (for example, hypertension medication). Patients with
extremely high blood pressure probably stand the most to gain from medication,
and they are thus the most likely to be treated. It is patients with borderline hy-
pertension who may or may not receive treatment, and it is the effect of medica-
tion on these “gray area” patients that would be the most useful for informing
future medical practice. An appropriate instrument might influence whether or
not these marginal patients received medication and thus could identify exactly
the effect of interest. Clearly, this reasoning only makes sense for some types of
treatment and some instruments. Research on the effects of changes in the Swedish
compulsory schooling laws (CSLs) on earnings suggests that increases in com-
pulsory schooling had the largest influence on education of high-ability children
from disadvantaged socioeconomic backgrounds and the additional schooling ben-
efited these children more than others (Meghir and Palme 2005).

The potential discrepancy between the IV estimate and the average causal ef-
fect does not invalidate the IV effect estimate; it merely indicates that the effect of
forcing the entire population to receive the treatment would not be accurately es-
timated by the IV estimate. It may be considered an advantage that the IV esti-
mate corresponds to the effect of treatment for the “marginal” person, that is, the
person who would not receive the treatment except for the instrument. If the IV
estimate is not of interest, another option is to attempt to derive bounds for the
population average causal effect, as discussed in detail by Pearl (2000).
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A Good Instrument Is Hard to Find

Thinking of good natural experiments for the exposure at hand requires a depth
of understanding of the processes that lead individuals to be exposed:

. . . the natural experiments approach to instrumental variables is fundamentally
grounded in theory, in the sense that there is usually a well-developed story or
model motivating the choice of instruments. Importantly, these stories have
implications that can be used to support or refute a behavioral interpretation of
the resulting instrumental variable estimates (Angrist and Krueger 2001, p. 76).

Recognizing potential instruments requires substantive knowledge about
the exposure of interest combined with a mental knack: a backwards leap of imag-
ination from the exposure to the factors that determined that exposure. Finding
testable implications of a particular story about why an instrument influences the
exposure can substantially buttress one’s confidence in the instrument, and this
also requires substantive knowledge about the exposure and the instrument.
Countless IV analyses have been published in the social science literature, some
more compelling than others. Instrumental variables methods are also gaining ac-
ceptance in health services research (McClellan and Newhouse 2000; Newhouse
and McClellan 1998). A few specific examples and some critiques of these ex-
amples are reviewed in the following paragraphs.

In an influential but controversial paper, Angrist and Krueger (1991) took
advantage of a quirk in CSLs to estimate the effect of education on earnings.
Many states’ CSLs effectively require less schooling for children born in January
than for children born in December. An example of such a law would require
that children enter school in the fall of the calendar year in which they turn six
but may quit school on their sixteenth birthday. The result of this difference is
that there is a seasonal effect on completed education. On average, U.S. children
born in the fourth quarter of the year complete slightly more school than chil-
dren born in the first quarter of the year. Arguing that month of birth should not
have any other reason to affect earnings, Angrist and Krueger therefore used
quarter of birth as an instrument to estimate the effect of years of completed
schooling on earnings. They found that first-quarter-born children had slightly
lower earnings than children born later in the year. Others (Bound and Jaeger
1996) have criticized this instrument on the grounds that season of birth is asso-
ciated with personality characteristics (Chotai et al. 2001), shyness (Gortmaker
et al. 1997), height (Weber et al. 1998), mortality (Gavrilov and Gavrilova 1999),
and schizophrenia risk (Mortensen et al. 1999). Any of these factors might affect
health through mechanisms other than completed education. It is difficult to di-
rectly eliminate these alternative explanations. Angrist and Krueger bolstered their
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claim by pointing out that the alternatives tend to emphasize season of birth rather
than the administrative concept of quarter of birth. Seasons do not have abrupt
thresholds. Angrist and Krueger show abrupt differences in education and income
between December births and January births, suggesting that season-based ex-
planations are not adequate. They also provided evidence that the differences in
schooling emerge in middle and high school, as would be expected if they were
due to CSLs.

A popular approach to finding instruments exploits state-level policies, such
as the state and temporal variation in CSLs as mentioned earlier. For example,
Evans and Ringel used state cigarette taxes as an instrument for smoking during
pregnancy, because cigarette prices tend to affect smoking rates but would have
no other obvious mechanism to influence birth outcomes. They found IV esti-
mates of the causal effect of smoking on birth weight very similar to effect
estimates derived from a randomized trial of a prenatal smoking cessation pro-
gram (Evans and Ringel 1999; Permutt and Hebel 1989). Because state policies
or characteristics are ecological variables, using them as instruments invites criti-
cism. Any one state policy likely correlates with numerous other state-level char-
acteristics, potentially rendering the instrument invalid. Instrumenting based on
changes in state policies over time may help alleviate this problem, especially if
it is possible to combine geographic differences with temporal differences to de-
fine the instrument.

Other notable IV applications in health research have included estimating the
impact of intensive treatment on outcome of acute myocardial infarction, using
differential distance to alternative types of hospitals as an instrument (McClellan
et al. 1994); the effect of length of postpartum hospital stay, instrumented with
hour-of-delivery, on risk of newborn readmission (Malkin et al. 2000); the influ-
ence of prenatal care visits, instrumented with a bus drivers’ strike, on birth out-
comes (Evans and Lien 2005); and waiting time on liver transplant outcomes,
instrumented with blood type (Howard 2000). Hoxby (2000) used the number of
streams in a metropolitan area as an instrument for school choice, on the grounds
that streams would have influenced the boundaries of school districts when they
were defined in the eighteenth and nineteenth centuries. Cutler uses the same vari-
able as an instrument for residential racial segregation (Cutler and Glaeser 1997).
This work is fascinating because of the substantive relevance of residential
segregation to social epidemiology research, but the exact exposure influenced by
the instruments is somewhat ambiguous.

Epidemiology has a long history of using natural experiments to test causal
effects (Costello et al. 2003; Dow and Schmeer 2003; Susser and Stein 1994). Un-
fortunately, these experiments are occasionally analyzed in ways that ignore the
instrument and focus on differences in the exposure or treatment actually received.
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Such analyses throw away the advantages of the natural experiment and are
fraught with the same potential biases as any observational study.

Some natural experiments may not be amenable to calculating a classic two-
stage IV estimate, for example because a direct measure of the treatment is not
available. The number of days in the school term seems a promising instrument
for estimating the effect of time in a school classroom on health: term length var-
ied substantially between states in 1900 and increased in most states between 1900
and 1950. An IV effect estimate cannot be directly calculated, however, because in
most epidemiologic studies, years of schooling is the only available measure of the
time an individual spent in a classroom. Years of schooling will have the same value
for someone who completed ten years of school in a 180-day term length school
as for someone who completed ten years of school in a 120-day term length school,
although the former student would have spent 50 percent more time in the class-
room. Assuming that longer term lengths increase the average amount of time a
student spends in the classroom, even if actual classroom time is unknown, we can
still use the reduced form coefficient (ITT estimate) to test the hypothesis that class-
room time affects health. We cannot directly calculate the IV estimate without ad-
ditional assumptions about the unobserved number of days in a classroom.

In a study on the effects of psychological stress on mortality, Phillips et al.
(2001) hypothesized that anticipating bad events increased mortality risk. To test
this, they took advantage of the observation that the number four is considered
unlucky by many ethnic Japanese and Chinese Americans and that many ethnic
Chinese consider the fourth day of the month to be bad luck. They hypothesized
that mortality rates for Chinese- and Japanese-American elderly would show a
spike on the fourth day of the month. With twenty-six years of mortality records,
they found exactly this spike, due primarily to an increase in deaths from chronic
heart disease. Furthermore, they demonstrated that it was not observed among
whites (for whom the number four does not have negative connotations). This
analysis was not amenable to calculation of an IV effect estimate, because the psy-
chological stress associated with the unlucky day was not measured. Nonethe-
less, the association between the instrument (day of the month) and the outcome
(death) supports the hypothesis that stress exacerbates mortality risk. The con-
troversy surrounding this study highlights a disadvantage of using a natural
experiment when the exposure of interest is not directly measured. Subsequent
work failed to replicate this finding in other samples (see Smith 2002 and review
in Skala 2004), but without a measure of stress, we cannot tell whether this is
because stress does not affect mortality or because the fourth day of the month
does not induce much anxiety.

In some cases, the instrument is a policy change, and the ITT estimate itself
may be of primary substantive interest. The ITT estimate in this case gives the
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estimated effect of changing the policy. This is especially common in social epi-
demiology, for which the desired outcome of a successful research finding is not
that individuals take a certain pill but rather that an institution such as the gov-
ernment changes a policy or an administrative standard.

Although natural experiments without measures of the primary exposure can
be informative, a good natural experiment combined with solid measurement of
the exposure variable is invaluable. During the Dutch Famine Winter of 1944, the
Netherlands was occupied by Nazis who limited food access for urban residents
in retaliation for resistance activities. The calorie restrictions were very severe, and
the timing is fairly well documented. As a result, a host of studies have been gen-
erated focusing on infants conceived and born during the Famine Winter and
showing how calorie restriction at specific sensitive time points affects various
health outcomes (Susser and Stein 1994; Susser et al. 1999).

Mendelian randomization—the idea of exploiting genetic variations to draw
inferences regarding environmental causes of diseases (Smith 2004)—can also
be considered in the framework of IV analyses (Thomas and Conti 2004). Under
some circumstances, genotype can be a valid instrument for estimating the causal
effect of a phenotype (the physical manifestations of the gene) on a disease.
Knowledge of the causal link between the phenotype and disease may high-
light many potentially manipulable environmental determinants of that pheno-
type. For example, Katan (2004) originally proposed using allelic variations of
the apoE gene as instruments to estimate the effect of cholesterol level on can-
cer, with an eye to informing dietary choices. The primary challenges of
Mendelian randomization studies—pleiotropy, developmental compensation, and
confounding due to population stratification (Smith and Ebrahim 2003)—each
correspond to violations of the assumptions for a valid instrument. For example,
the apoE gene may affect several phenotypes in addition to lipid metabolism; be-
cause not all of the paths linking the apoE gene to cancer are mediated by cho-
lesterol level, it is a questionable instrument to estimate the effect of cholesterol
on cancer.

A final note on examples of instruments is that randomized studies with en-
couragement designs and regression discontinuity models often exploit the idea
of an IV analysis, although this is not always explicit.

A Few Other Points

An instrument may be valid for estimating the effect of X on Y but invalid for es-
timating the effect of X on some other outcome W. There may be no common
prior causes of X and Y but several common prior causes of X and W. In many
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cases, however, the substantive argument for the instrument validity in one case
extends to other outcomes.

We have focused on a simple example with a dichotomous instrument and a
dichotomous exposure. Instrumental variables estimates can be calculated when
either or both the instrument and the exposure of interest take multiple values.
When the exposure is not binary, the IV estimate is a weighted average of the
causal effect of each level of exposure among the subpopulation of individuals
whose exposure was affected by the instrument (Angrist and Imbens 1995). It is
often desirable to have multiple instruments. Multiple instruments can be useful
both to improve the statistical power of an IV analysis and, if power is adequate,
to test the validity of instruments against one another. Finally, some instruments
may be valid only after conditioning on a measured covariate. A common prior
cause of the instrument and the outcome renders the instrument invalid, unless
that confounder can be measured and statistically controlled. Of course, instru-
ments with no such common prior cause are far more appealing than instruments
that can be “fixed” by statistical adjustment. A valid instrument need not di-
rectly affect the exposure of interest. It merely needs to be statistically associated
with this exposure, and this association may arise from sharing a prior cause (Pearl
2000, p. 248), although in this case a modified set of assumptions is required to
define the causal interpretation of the IV estimate.

The two-stage-least-squares (2SLS) technique is sometimes confused with
propensity score models, because the first step in both methods is to model the
predicted value of the exposure of interest. The approaches should not be con-
fused; they are aimed at accomplishing different goals and are technically distinct.
The goal of propensity score modeling is to improve adjustment for measured
confounders. The goal of IV analysis is to derive an unbiased effect estimate even
when we have not measured all of the important confounders. The second stage
of a propensity score model might include either adjusting for both observed X

and the propensity score or matching on the propensity score. The second stage
of a 2SLS IV model regresses the outcome variable on all the covariates and the
predicted value of the exposure (X ) but excludes the actual value of X.

Instrumental Variables in Economics Research

The conduct of scientific research is extensively influenced by disciplinary cul-
tures. Although the problem of unmeasured common prior causes is a funda-
mental challenge in both economics and epidemiology, the typical response to this
problem differs between the two disciplines. Epidemiologists tend to rely on sta-
tistical adjustment for ever-longer lists of covariates, whereas natural experiments
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and IV analyses have traditionally been considered more compelling in the
economics literature. Many of the most interesting IV analyses have been con-
ducted to address research questions in economics. Typically, skepticism about
either approach can be justified, given the limitations of our knowledge. One can
nearly always imagine an unmeasured confounder that might influence both
exposure and outcome. Similarly, it is extremely difficult to think of instruments
that are beyond reproach. Beyond the obvious implication that one should never
give a talk that will be attended by both epidemiologists and economists, the take-
home lesson is the importance of humility about all of our methods. Familiarity
breeds acquiescence, and the scientific literature is littered with bandwagon
moments, in which everyone starts agreeing with a false claim simply because
it’s been made so often. Testing hypotheses with multiple approaches, especially
if the alternative methods depend on different assumptions, can be invaluable.

Economists rarely use causal diagrams or even causal language to discuss IVs.
It may therefore be helpful to review the standard economic account of IV analyses
and explain why it coincides with the explanation we give. An introductory econo-
metrics textbook authored by Kennedy states, “The IV procedure produces a con-
sistent estimator in a situation in which a regressor is contemporaneously
correlated with the error” (1998, p. 139).

Instrumental variables here are described as a solution when the data vio-
late one of the assumptions of the classical linear regression model: the residuals
must be independent of the independent variables. To translate this to causal lan-
guage, consider the classical regression model:

(11)

The errors (e) in this model represent both inherent randomness in Y and fac-
tors other than X that influence Y. When the unmeasured variables that affect Y

also affect X, it implies that the errors will be correlated with the regressor X: ex-
actly the problem described by Kennedy (other situations can also lead to this prob-
lem, such as measurement error). The econometric phrasing translates more or
less directly into the causal language: IVs are useful to find an effect estimate when
the outcome variable and the predictor of interest share an unmeasured prior
cause. Kennedy continues:

This [instrument] is a new independent variable which must have two charac-
teristics. First, it must be contemporaneously uncorrelated with the error; and
second, it must be correlated (preferably highly so) with the regressor for which
it is to serve as an instrument (1998, p. 139).

This definition of a valid instrument can be given a causal interpretation. The
requirement that the instrument be uncorrelated with the error translates to

Y � b0 � b1X � e
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the claim that the instrument does not itself directly affect the outcome and it
shares no common prior causes with the outcome, as shown in Figure 17.1. Adding
a common prior cause of Z and Y creates an unblocked path from Z to Y that does
not pass through X (as in Figure 17.2c) and violates the graphical criterion for a
valid instrument. A helpful discussion of the alternative definitions can be found
in Pearl (2000, pp. 247–248), where the graphical, counterfactual, and error-based
definitions of IVs are considered.

One point of caution: econometrics textbooks frequently suggest using a
lagged value of the exposure of interest as an instrument. This approach may be
credible for some substantive questions, but it seems unlikely to provide valid in-
struments for the effects of various social exposures on health. Economists employ
IV analyses to overcome two sorts of problems other than omitted variables bias
(unmeasured confounding): simultaneous equations and error in measurements of
the independent variable. The original application of IV, published in 1928 by
Phillip Wright but possibly attributable to his son Sewall, addressed a simultane-
ous equations problem regarding the supply and demand equations for flaxseed
oil (Stock and Trebbi 2003). In recent years, however, interest in using IVs to
address omitted variables problems has increased (Angrist and Krueger 2001).

Limitations of IV Analyses

The most devastating critique of an IV analysis is that the instrument is not
valid because it either directly affects the outcome or it has a common prior cause
with the outcome. If the instrument derives from an ecological variable, these con-
cerns are especially pertinent. The weaker the instrument (that is, the worse the
non-adherence), the greater is the dependence of the IV estimate on the as-
sumption of a valid instrument. The adjustment for compliance in the IV esti-
mator simultaneously inflates any bias in the ITT estimate. Even a small
association between the instrument and the outcome that is not mediated by the
exposure of interest can produce serious biases in IV effect estimates for the ex-
posure. For this reason, criticisms of the validity of the instrument must be taken
seriously, even if they hypothesize fairly small relationships.

Comparing IV estimates with estimates from models without instruments,
such as ordinary least squares (OLS) models, can provide a validity test. Often,
the researcher has a pre-existing view about the direction of bias in the OLS es-
timates. In the case of education and health, we might expect OLS analyses to
overestimate the true causal effect, because personal characteristics such as in-
telligence that prompt someone to attend school longer also affect health through
various other pathways. On these grounds, we anticipate the IV effect estimate
for a year of education will be smaller than the OLS effect estimate. In fact,
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Lleras-Muney (2005) found that using an instrument for education produced
larger effect estimates compared with models estimated without an instrument
(for example, weighted least squares). This is not unusual with IV analyses: sev-
eral important IV analyses have unexpectedly found effect estimates as large as
or larger than the comparable OLS effect estimates. Results such as this do not
necessarily indicate an invalid instrument, although that is an obvious concern.
One possible explanation is that OLS underestimates the causal effect due to mea-
surement error in the independent variable. As previously discussed, the IV ef-
fect may also differ from the population average effect because the cooperators
either benefit more or less from the treatment than others in the population. A
related concern about IVs based on natural experiments is that natural experi-
ments may be more vulnerable to the presence of defiers than typical random-
ized controlled trials (RCTs).

A general criticism of IV estimates is that it is impossible to identify the par-
ticular subpopulation to which the causal effect estimate applies—those whose
exposure was affected by the instrument. For any one person, we observe the level
of exposure they received given the value the instrument actually took, but not
the level of exposure they would have received had the instrument taken on a dif-
ferent value. Although we know the IV effect estimate is the causal effect among
cooperators, we generally have no way to identify who is a cooperator. This is even
more complicated with an exposure with multiple levels or intensities (for exam-
ple, schooling may range from zero to sixteen or more years).

Sample size poses an additional challenge in applying IV methods in epi-
demiology. Because IV analyses identify causal effects based on changes in the
subgroup of the population whose exposure was affected by the instrument, the
effective sample size for the analysis is much smaller than the actual sample size.
For example, only a small fraction of students are constrained by CSLs (that is,
drop out of school as soon as it is legal for them to do so). Angrist and Krueger
(1991) estimated that only 4 percent of sixteen-year-olds in a 1944 birth cohort
were constrained to stay in school by state CSLs (which equated to keeping roughly
one-third of the likely drop outs in school). As a result of the small effective sam-
ple size, the confidence intervals for IV effect estimates are often very wide. Con-
fidence intervals can be tightened by using instruments with a greater effect on
the exposure or increasing the sample size. Because of the potential for bias in
weak instruments, finding “better” natural experiments (that is, instruments that
have a large effect on the exposure of interest or are unequivocally valid) is gen-
erally preferable to increasing the sample size.

A more prosaic challenge in interpreting IV estimates from natural experi-
ments is truly understanding what the instrument represents, that is, what the rel-
evant X variable is. For example, CSLs affect the age children begin school, the
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age children leave school (and enter the labor market), the amount of time chil-
dren spend in a classroom, the schooling credentials children receive, and whether
or not they are exposed to occupational hazards at very young ages. It is possible
to tell a story focusing on any of these phenomena as the crucial mediator between
CSLs and health. This is one reason it is extremely appealing to use multiple in-
struments. For example, we may be able to find an instrument that affects time in
the classroom but does not affect schooling credentials.

Multiple instruments are also appealing as validity checks (Chu et al. 2001).
If the instruments truly affect the same mediating variables, then we would ex-
pect the IV estimates from the two instruments to be identical. Formal tests for in-
strument validity rely on this assumption. The caveat here, though, is that
instruments may not affect the same mediator. Two IV estimates based on dif-
ferent instruments may each accurately estimate the causal effect of a slightly
different exposure. For example, extending compulsory school by lowering the age
for first enrollment may have different effects than extending compulsory school
lengths by increasing the age for school drop out. The cognitive effect of a year of
school in early childhood may differ from the effect of completing an additional
year of schooling in adolescence (Gorey 2001; Mayer and Knutson 1999).

IVs in Social Epidemiology

Distinguishing between causal and non-causal explanations for the association be-
tween social conditions (interpreted broadly) and health is crucial in order to iden-
tify potential interventions. Epidemiology, and social epidemiology in particular,
is troubled by a fundamental dilemma. The RCT is often considered the “gold
standard” for estimating causal effects (Abel and Koch 1999; Byar et al. 1976;
DeMets 2002), but observational designs are essential for exposures that, for prac-
tical or ethical reasons, cannot be randomly assigned in a trial. Social gradients in
health are extremely well-documented, but the extent to which these gradients are
“causal” is still hotly debated (Smith 1999), in part because of the difficulties of
explicitly randomizing the exposure. Insisting on RCTs as the only valid source
of evidence rules out the pursuit of many critically important lines of research. If
we suspect that social factors are among the most important determinants of
health, it is incumbent upon us to aggressively seek rigorous scientific approaches
to test these determinants and estimate their effects.

In the absence of RCTs, epidemiologists typically rely on covariate adjustment
or stratification to estimate causal parameters from observational data. Researchers
often reason that if several studies find similar results in various populations, this
provides compelling evidence that the relationship is causal. Frequently, however,
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each study adjusts for a similar set of covariates and is thus subject to a similar
set of biases. Repeated analyses of the correlation between education and old age
cognition can do little to test causal claims, because the validity of each study de-
pends on essentially identical assumptions. These assumptions are never directly
tested, and repeating similar study designs provides very little new information.
Although some investigators have reported remarkable consistency between effect
estimates from well-designed observational studies and RCTs (Benson and Hartz
2000; Concato et al. 2000), troubling inconsistencies have also been documented
in the past decade (Omenn et al. 1996; Rossouw et al. 2002). Discrepancies be-
tween RCT results and observational studies of high-profile epidemiologic ques-
tions have reinvigorated the debate about the reliability of causal inferences in the
absence of trial data.

Despite the difficulty of conducting full scale randomized trials of social ex-
posures, natural experiments occur with regularity. Instrumental variables analy-
ses, when applied to data from these natural experiments, offer useful causal
tests because they are based on different, albeit strong, assumptions. Although
much of the prior work using IVs has been conducted in the context of economic
or other social science research questions, many of the exposures are extremely
relevant to social epidemiology.

Although IV analyses can substantially strengthen claims about the causal ef-
fects of social factors, the method also has important limitations. The assumptions
for a valid instrument are very strong, and small violations can lead to large biases
(Bound et al. 1995). The core critique of any IV analysis is that the instrument in-
fluences the outcome in question through some pathway other than the exposure
of interest. The major strength of the IV approach is that the assumptions for
valid estimation are generally quite different than the assumptions for valid causal
estimates from ordinary regressions. When regression models have repeatedly
demonstrated an association, an additional regression estimate adds little new in-
formation because the analysis depends on the same assumptions. Instrumental
variables analyses, however, are generally premised on a different set of assump-
tions, which may (or may not) be more palatable. At a minimum, natural experi-
ments and IV analyses provide a valuable complement to other analytic tools for
examining causal relations in social epidemiology.
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