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Preface 

This volume continues the recent tradition of this Serial in addressing 
developmental mechanisms in a variety of experimental systems. How- 
ever, in soliciting chapters for this volume, I have emphasized my own 
current interests more than in previous volumes. Consequently, there is 
a strong contingent of chapters on the early development of the neuroec- 
toderm cell lineage into an axially organized nervous system, and there 
is a bolus of chapters devoted to development of the mammalian reproduc- 
tive system, its pluripotent germ cells and embryos, as well as a chapter on 
development of the plant reproductive system, or flower. While previous 
volumes have begun with plants, this volume turns that order on its head, 
and begins instead with the vertebrate brain. 

The chapter by Rubenstein and Puelles synthesizes recent observations 
on segmental patterns of homeobox gene expression in the mammalian 
forebrain into a hypothesis of “prosomeric” organization of the forebrain 
(similar to the rhombomeres of the hindbrain), then goes on to evaluate 
the evidence that homeobox genes are involved in regulating many brain 
morphogenetic processes. In his chapter, Fjose extends this analysis of 
homeobox gene expression to the zebrafish, a uniquely valuable system 
for studies of embryonic development, and shows how the functions of 
these genes reveal strong conservation of fundamental mechanisms of 
vertebrate nervous system development, from fish to mammals. In their 
chapter, Weisblat, Wedeen, and Kostriken compare the roles of segmenta- 
tion and regionalization in the development of an annelid, the leech, and 
an arthropod, Drosophila, to gain insight into the mechanisms of rostro- 
caudal axis formation. The fourth chapter dealing with the nervous system, 
by Chien and Harris, addresses the mechanisms of pathfinding by retinal 
axons growing toward the optic tectum in the amphibian embryo, using 
Xenopus laeuis as a model system, and examining current evidence for 
the molecular nature and distribution of axonal guidance cues. 

Turning to reproduction and development, we have the chapter by 
Behringer, who reviews both classical evidence and his new studies on 
the role of the gonadal hormone, Miillerian-inhibiting substance, during 
mammalian sexual differentiation and germ cell development. Then, the 
chapter by Donovan addresses the regulation of primordial germ cell 
differentiation, proliferation, and migration, focusing on in uitro ap- 

xi 
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proaches that have been used to define the roles of specific growth factors 
and to obtain long-term cultures of primordial germ cells. In their review, 
Gold and Pedersen discuss the molecular mechanisms of genomic im- 
printing, the parental-allele-specific expression of certain genes that occurs 
during gametogenesis and early embryogenesis of eutherian mammals. In 
her chapter, Eichenlaub-Ritter provides an overview of the meiotic origin 
of aneuploidy in mammals and evaluates potential mechanisms underlying 
chromosomal nondisjunction in both oogenesis and spermatogenesis. In 
the final chapter, Lord, Crone, and Hill describe genes effecting heteroch- 
rony (developmental timing) or homeosis (flower organ identity) during 
flower organogenesis in the model system, Arabidopsis fhaliana, culminat- 
ing with a revised model for flower development. 

Together with other volumes in this Serial, this volume provides a 
comprehensive survey of the major issues at the forefront of modern 
developmental biology. These chapters should be valuable to researchers 
in the fields of animal and plant development, as well as to students and 
professionals who want an introduction to current topics in cellular and 
molecular approaches to developmental biology. This volume in particular 
will be essential reading for anyone interested in the development of the 
nervous system and reproductive system and in the role of homeobox- 
related transcription factors and growth factors in axis and organ devel- 
opment. 

This volume has benefited from the ongoing cooperation of a team of 
participants who are jointly responsible for the content and quality of its 
material. The authors deserve the full credit for their success in covering 
their subjects in depth yet with clarity, and for challenging the reader to 
think about these topics in new ways. I thank the members of the Editorial 
Board, John Gerhart, Peter Gruss, Philip Ingham, Story Landis, David 
McClay, Gerald Schatten, Virginia Walbot, and Mitsuki Yoneda for their 
suggestions of topics and authors. I thank Liana Hartanto for her exem- 
plary administrative support, and the Laboratory of Radiobiology and 
Environmental Health for accomodating the editorial office for the Serial. 
I am grateful to Ms. Barbara Poetter for her excellent editorial assistance. 
And I thank my family members, including my wife, Carmen Arbona, and 
our daughters, Ramona and Anita Pedersen y Arbona, for their unwavering 
encouragement and support. Together, we would like to dedicate this 
volume to the memory of our friend, Mrs. Aida Ducato Miller, who regaled 
us with accounts of her experiences during the San Francisco earthquake 
of 1906, the Panama-Pacific Exposition of 1915, and more contemporary 
events; she loved pastels and flowers of any color, especially violet; and 
she would have been delighted to see this volume. 

Finally, I am pleased to announce that effective with the next vol- 
ume, Dr. Gerald Schatten of the University of Wisconsin-Madison will 
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join me as co-editor, continuing a tradition of partnership begun when the 
Serial was launched in 1966 by A. A. Moscona and Albert0 Monroy. The 
forthcoming publication of Volume 30 will mark a major milestone in the 
life of Current Topics in Developmental Biology, the longest-running pub- 
lic forum for contemporary issues in developmental biology. 

Roger A. Pedersen 
San Francisco, California 
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2 John L. R. Rubenstein and Luis Puelles 

1. Introduction 

Progress in molecular biology and experimental embryology now permits 
investigations into the genetic mechanisms that control regional specifica- 
tion and differentiation of the vertebrate brain. These processes begin at 
the onset of gastrulation, when patterning along the anterior-posterior 
(A-P) axis is initiated (Doniach,1992; Doniach et al., 1992). Signals appar- 
ently are transmitted from the organizer region along the plane of the 
ectoderm that induces the primitive ectoderm to differentiate into neural 
ectoderm. Furthermore, these signals induce spatially restricted patterns 
of expression of regulatory genes. These conclusions are based on in uitro 
experiments using planar explants of Xenopus embryos. To date, four 
homeobox genes (engrailed, XlHboxl , XfHbox6, and distal-less) and one 
zinc finger gene (Krox20) are expressed in transverse domains in this in 
uitro system (Doniach, 1992; Doniach et al.,  1992; Papalopulu and Kintner, 
1993). Longitudinal patterning also appears to occur in these explants, as 
demonstrated by the expression of the Xash-3 basic helix-loop-helix gene 
(Zimmerman et al., 1993). These results suggest that signals, possibly in 
the form of morphogenetic gradients, lead to spatially restricted expression 
of regulatory genes that begin the process of regional specification. 

During gastrulation, mesoderm migrates under the presumptive neural 
ectoderm. Mesoderm also has the capacity to induce overlying ectoderm 
to become specific neural tissues; this is called vertical induction (Slack, 
1991). Thus, both planar and vertical mechanisms may play a role in neural 
induction and in A-P patterning. 

While ectodermal organizer tissue and paraxial mesoderm specify neural 
tissue along the A-P axis, specialized midline (axial) mesodermal struc- 
tures have a role in patterning along the dorso-ventral (D-V) axis 
(Yamada et al., 1993). The axial mesodermal structures, such as the 
notochord and the prechordal plate, underlie the midline of the neural 
plate. The notochord induces the floor plate of the neural tube, which 
forms the ventral midline of most of the central nervous system (CNS). 
The floor plate produces diffusible factors that regulate differentiation of 
basal plate cells, including motor neurons (Yamada et al . ,  1993). Thus, 
the underlying mesoderm has a role in patterning along the medio-lateral 
axis of the neural plate. Note that once the neural plate folds into the 
neural tube, the lateral edges fuse to form the dorsal midline (roof plate); 
this converts the mediolateral axis of the neural plate into the D-V axis 
of the neural tube. Therefore, the notochord regulates differentiation along 
the D-V axis to generate longitudinal domains that span much of the 
neural tube. 

Before the formation of the cephalic flexure, the anterior end of the 
notochord ends just caudal to the primordium of the mammillary pouch 
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(Morris-Kay, 1981 ;Jacobson and Tam, 1982). The diencephalon, as defined 
by us (Puelles et al . ,  1987; Puelles and Rubenstein, 1993), is thereby 
initially epichordal. This relationship changes as development of the 
cephalic flexure proceeds (Goodrum and Jacobson, 1981): the rostral tip 
of the notochord moves progressively caudal to lie approximately at the 
midbrain-diencephalic boundary. Rostra1 to the notochord is the pre- 
chordal plate. This midline mesoderm underlies the secondary prosen- 
cephalon (the prosencephalon rostral to the diencephalon). It is thought 
that the prechordal plate has inducing properties involved in the D-V 
patterning of the secondary prosencephalon (Muller and O’Rahilly, 1989; 
Cohn and Sulik, 1992). 

Thus, evidence supports the hypothesis that the neural ectoderm is 
subdivided into a checkerboard of developmental compartments by the 
intersection of transverse and longitudinal domains. A further tenet of 
this hypothesis is that differentiation of each of these domains is controlled 
by a specific set of transcriptional regulators that specify its developmental 
program. Over the last 9 years, candidates for these genes have been 
identified. This chapter describes one class of transcriptional regulators, 
the homeobox genes, Due to space constraints, other classes of transcrip- 
tional regulators, such as basic-helix-loop-helix, fork head, HMG, leucine 
zipper, MAD, and zinc finger proteins, that may have equally important 
roles, will not be described in detail. Available evidence suggests that 
homeobox genes have a central role in regional specification in all animals 
(McGinnis and Krumlauf, 1992). Thus, it is probable that these genes also 
have an important role in the regulation of vertebrate brain development. 
This chapter also restricts its scope to the expression of homeobox genes 
in the brain, and thus will not describe their interesting role in the devel- 
opment of the spinal cord, peripheral nervous system, and nonneural 
tissues. 

A. Definition and Structure of the Homeodomain 

Homeobox genes encode proteins that have a homeodomain which is a 
60-61 amino acid motif that was initially found in several Drosophila 
mefanogaster homeotic genes. Since then, the homeobox has been found 
in all of the known homeotic genes in Drosophila, as well as in many 
other genes that regulate other aspects of development. In general, the 
homeodomain is the major conserved amino acid motif found in these 
proteins, although other motifs are found in some of these proteins 
(Fig. 1 ;  also described later). These include the Paired, POU, and LIM 
domains. Furthermore, zinc finger (Fortini et al. ,  1991) and leucine zipper 
(Schena and Davis, 1992) motifs have been found on homeodomain pro- 
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Fig. 1 The homeodomain and other functional motifs found in homeodomain proteins 
expressed in the brain. The top line shows that the homeodomain consists of a 61 amino 
acid polypeptide that has three a-helices (illustrated as cylinders) separated by nonhelical 
domains that allow the helices to bend with respect to each other. DNA sequence recognition 
is mediated by the third helix and an N-terminal nonhelical domain. The next line shows 
the bipartite structure found in POU proteins, which have the -80 amino acid POU domain 
(four helices), a spacer, and the homeodomain. LIM/homeodomain proteins have a -120 
amino acid cysteine and histidine-rich LIM motif followed by the homeodomain. Some LIM 
proteins do not have a homeodomain. Finally, some of the Pax genes have both the -140 
amino acid Paired domain followed by the homeodomain, others only have the Paired 
domain. 

teins, although expression of these classes of homeodomain proteins has 
not yet been identified in the vertebrate brain. 

The homeodomain forms a helix-turn-helix structure that binds DNA 
in a sequence-specific manner. The three-dimensional structure of the 
homeodomain bound to DNA has been solved for two homeodomains 
(engraifed from Drosophila and MATa2 from yeast) (Kissinger er al.,  
1990; Wolberger er al., 1991). Although the amino acid sequence of these 
peptides is quite divergent, their structures are nearly identical. These 
homeodomains have three a-helices and a flexible N-terminal arm. The struc- 
ture of the second and the third helices are similar to the helix-turn-helix 
of bacterial repressor proteins. DNA sequence specificity is conferred by 
three residues in helix 3 and one to two residues in the N-terminal arm. 
The helix 3 side chains make base contacts to the major groove in DNA 
and the N-terminal arm side chain(s) interacts with the minor groove. 
Contacts with the deoxyribose-phosphate backbone are made by eight 
amino acid side chains; these residues are identical between engvailed 
and MAT&, and are postulated to be responsible for proper positioning 



1. Homeobox Gene Expression 5 

of the homeodomain on the DNA. The rules that govern the DNA binding 
specificity of homeodomain proteins are just beginning to be elucidated 
and early results suggest that the situation may be complex. For instance, 
in yeast, accessory proteins MATaI and MCMl can alter the binding 
specificity of the MATa2 protein [see Herskowitz (1989) for a review]. 

6. Function of Homeobox Genes 

Homeodomain proteins are transcriptional regulators. They belong to a 
large family of helix-turn-helix proteins that are found in all organisms. 
In bacteria these proteins include the lambda, trp, and lac repressors. In 
yeast, homeodomain proteins MATa1 and MATa2 have pivotal roles in 
determining the dimorphic mating type phenotypes, whereas the PHO 2 
protein is involved in phosphate metabolism. In all eukaryotes, these 
proteins take part in a wide range of functions; studied in greatest detail 
in Drosophila melanogaster (Lawrence, 1992). During embryogenesis of 
the fruit fly, homeodomain proteins play integral roles in setting up the 
embryonic axes, in establishing segmentation (gap, pair rule, and segment 
polarity genes), and in determining the identity of the segments (homeotic 
genes). Once the basic body plan has been determined, homeodomain 
proteins then have roles in controlling morphogenesis of body parts and 
in regulating cellular differentiation. 

As noted earlier, all of the homeotic genes in Drosophila have a homeo- 
box. The horneotic genes that specify the identity of the abdomen, thorax, 
and posterior part of the head are assembled in two clusters, called the 
unrennapedia-bithorax cluster. The regulatory genes that specify the ante- 
rior part of the head (e.g., empty spiracle and orthodenticle) are not 
organized as a cluster. Null mutants of the antennapedia-bithorax genes 
lead to two general types of phenotypes [see McGinnis and Krumlauf 
(1992) for a review]: the deletion of a segment such as in null mutants of 
the labial and the deformed genes, and the transformation of a segment 
to a more posterior phenotype (a homeotic transformation) as exemplified 
by null mutants of the sex combs reduced, antennapedia, ultrabithorax, 
and abdominal A and B genes. In each case, the region that is affected 
is the body segment that is the anterior-most domain where the gene is 
expressed. Ectopic expression of homeotic genes can cause transforma- 
tions of body parts (McGinnis and Krumlauf, 1992). For instance, expres- 
sion of the antennapedia gene in the head causes a partial homeotic trans- 
formation of the head epidermis into thoracic epidermis. 

In the last several years, homologues of the genes in the antennapedia- 
bithorax clusters have been identified in all metazoans (McGinnis and 
Krumlauf, 1992). In most metazoans, these genes are organized as a single 
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cluster. Evidence suggests that these genes subserve a central function 
in the development of all animals-the identity of cells along the ante- 
rior-posterior axis. Mutational analysis of these genes in nematodes, flies, 
and mice supports this hypothesis. 

Vertebrates have four copies of the antennupedia-bithorux cluster 
(McGinnis and Krumlauf, 1992). In mice, these genes are called the Hox 
genes, and the clusters are called Hox A,  B,  C, and D (the nomenclature 
used to be Hox-1, 2, 3, and 4 )  (Fig. 2). These genes are expressed along 
most of the longitudinal axis of vertebrate embryos into the posterior part 
of the head, analogous to their expression patterns in Drosophila 
(Fig. 3). Genes at the 3' end of the cluster are expressed earliest and in 

Fig. 2 Organization and alignment of the HOM-C and Hox complexes. The top line shows 
the genomic organization of the Drosophila melanogasfer anfennapedia-bithorax (ANT-BX- 
C )  complex homeotic selector genes. Genes at the left are 3' to genes at the right. Below 
the HOM-C genes are the four mouse Hox clusters (a,b,c, and d). The names for each gene 
are written above the genes (black boxes). Previous nomenclature referred to these gene 
clusters as Hox-1, -2, -3, and -4 (the old names for each gene are written below each of 
the boxes). The murine chromosomal assignments for each gene complex are listed in 
parentheses in the left-hand column. There are 13 vertebrate Hox paralogue groups that are 
hypothesized to represent homologues of specific HOM-C genes. None of the Hox clusters 
have genes in all paralogue groups. Genes at the 3' end of the clusters are expressed the 
earliest during development, in the most rostra1 domains, and are the most sensitive to 
induction by retinoic acid (RA). [From Krumlauf (1993) with permission.] 
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2.9 2.8 2.7 2.6 2.1 2.2 2.3 2.4 2.5 

Fig. 3 The expression domains of the HOM-C and Hox-b (Hox-2) genes. (Top) HOM-C 
gene expression in the epidermis and CNS of a 10-hr Drosophila embryo. (Bottom) Hox-b 
gene expression in the CNS of a 12-day mouse embryo. [From McGinnis and Krumlauf 
(1992) with permission.] 

the most anterior positions, whereas genes at the 5' end of the cluster are 
expressed later and in the most posterior position. There are 13 Hux 
paralogue groups (Fig. 2) that are believed to be evolutionarily related to 
a primordial Hox cluster. The mouse Hox clusters have between 9 and 
12 Hox genes; thus, not all of the paralogue groups are represented in 
each cluster. In the central nervous system, these genes are expressed in 
the spinal cord and into the hindbrain, but do not reach the midbrain/ 
hindbrain junction. Thus, as in Drosophifa, a different set of genes is used 
to control regional specification of the anterior part of the central nervous 
system. This chapter describes the homeobox genes that are expressed 
during development of the mammalian brain. These include the Hox genes 
that are expressed in the hindbrain, as well as several other families of 
homeobox genes, most of which have homologues in Drusuphila. These 
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include the Dbx, Dlx, Emx, En, Gbx, Gtx, LlMlhomeobox, Msx, Nkx, 
Otx, Pax, and POU genes. The amino acid sequence of the homeodomain 
from an example of each of these classes is shown in Table I .  In the 
following sections, the structural information, expression patterns, and 
data regarding the function of these genes are reviewed, when available. 
At this point, descriptive data far outweigh functional insights. The expres- 
sion patterns of many of these genes have provided unique insight into 
structural domains within the embryonic brain. These insights have played 
an important part in supporting the present model of hindbrain segmenta- 
tion (Lumsden and Keynes, 1989; Keynes and Lumsden, 1990), and have 
provided a similar foundation for our model of forebrain organization 
(Bulfone et al., 1993b; Puelles and Rubenstein, 1993). To understand the 
expression patterns that are described in the subsequent sections, it is 
necessary to understand the anatomy of the embryonic brain; the next 
section provides a brief overview of brain morphogenesis. 

C. Overview of Brain Morphogenesis 

During gastrulation the neural plate is formed along the dorsal side of the 
entire longitudinal axis of the embryo. The lateral edges of the neural 
plate, which give rise to the neural crest, fold toward the dorsal midline 
to form the neural tube. The cells lining the ventricular surface of the 
neural tube form a pseudostratified epithelium called the ventricular zone. 
This cell layer contains the neural stem cells. When stem cells leave the 
cell cycle, they migrate away from the ventricular zone and begin to 
differentiate in the mantle zone of the neural tube. At specified positions 
along the longitudinal axis, constrictions form in the wall of the neural 
tube. These constrictions are the morphological correlates of boundaries 
that separate the principal structures of the central nervous system, i.e., 
the spinal cord, and the primary brain vesicles: the hindbrain (rhomben- 
cephalon), the midbrain (mesencephalon) and the forebrain (prosencepha- 
lon) (Fig. 4). Further morphogenetic events then modify each of the brain 
vesicles. This includes additional constrictions in the hindbrain and fore- 
brain. In the hindbrain, these constrictions subdivide the rhombencepha- 
lon into the large isthmo-cerebellar region rostrally and seven (or eight) 
transverse segments (rhombomeres) caudally (Vaage, 1969) The midbrain 
and isthmus, which are not clearly separated morphologically at early 
stages, appear to be subdivided into several transverse regions that con- 
tribute to the mature midbrain and isthmic and cerebellar structures 
(Vaage, 1973; Puelles and Martinez-de-la-Torre, 1987; Martinez and 
Alvarado-Mallart, 1989; Hallonet et al . ,  1990; Marin and Puelles, 1994). 
Finally, the forebrain is also subdivided by transverse constrictions that 



Table I Homeodomain Sequences of Selected Homeobox Genes Expressed in the Mouse Brain 

DIx-2 
MSX-I  
Cbx-2 
GtX 
Hox-Bl 
N h - 2 . 1  
Dbx 
En-1 
Emx-1 
otx-1 
Pit 1 
I d - 1  
Pax-6 
LH-2 

VR K P  R T  I YS  S F Q L A A L Q R  R F  Q K T  QY L A L P  E R A  E L  A A S  L G L T  Q T  Q V K I  W F Q N R R S  K F K K M W K  
N- - p - -  p F T T A - -  L - -  E -  K- R Q K - -  - S I A -  _ _  - F S S S -  S - -  E -  - _  - - -  _ -  - -  - A -  A-  R L Q E  
N-  R R -  - A F T -  E -  - L E -  E K E -  H C K K -  - S -  T -  - S Q I  - H A -  K -  S E V -  - - - - - - - - - A -  W- R V K A  
K K H S -  P T F -  G Q -  I F -  - E K T -  E Q -  K- - - G-  - - - R -  - Y -  - - M T E S -  - - V -  - - - - - T K W R -  R H A  
P G G L -  - N F T T R -  - T E -  E K E -  H F N K -  - S R A R -  V -  I - - T -  E -  N E -  - - - - - - - - - - M- Q-  - R E R  
R -  - R -  V L F -  Q A -  V Y E -  E -  - - K Q Q K -  - S A -  - - E H -  - SMI H -  - P -  - - - - - - - - H -  Y -  M- R Q A  
G M L R -  A V F -  D V -  R K -  - E K T -  - - Q K -  I S K-  D -  K K -  - S K- - - K D S -  - - - - - - - - - M- WRNS K E  
D K R -  - - A F T A E -  - Q R -  K A E -  - A N R -  I T E Q R -  Q T -  - Q E -  S -  N E S -  I - - - - - - K -  A -  I - - A T G  
P K R I  - - A F -  P S -  L L R -  E -  A- E -  N H -  V V G A -  - K Q -  - G -  - S L S E -  - - - V N -  Q -  - - T K Y K R Q K L  
Q- R E -  - T F T R S -  - D V -  E A L -  A- - R -  P D I  F M -  E -  V -  L K I  N -  P E S R -  Q V -  - K -  - - A -  C R Q Q Q Q  
K- - R -  - T I  - I A A K D -  - E -  H- G E H S K P S  S Q -  I MRM- E E -  N -  E K E V -  R V -  - C -  - - Q R E -  R V K  
T T R V -  - V L N E K -  - H T -  R T C Y A A N P R P D A L M K E Q -  V E M T -  - S P R V I  R V -  - - - K -  C -  D-  - R S  
L Q R N -  - S F T Q E -  I E -  - E K E -  E R -  H- P D V F A -  E R -  - - KI  D -  P E A R 1  Q V -  - S -  - - A K W R R E E -  
T K R M -  - S F K H H -  - R T M K S  Y- A1 N H N P D A K D L K Q -  - Q K T -  - - K R V L Q V -  - - - A -  A -  - R R N L L  

61/61 
34/61 
28/61 
28/61 
28/61 
27/60 
27/61 
25/61 
25/61 
21/61 
20160 
16/60 
18/61 
17/61 

Note. An attempt was made to choose one member of each class of homeodomain gene family. All of the amino acid sequences are compared 
relative to the Dix-2 homeodomain, and the amino acid identities are listed to the right. See the text for the references for each gene. 
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may represent the boundaries between six forebrain segments called pro- 
someres (Bulfone ef d., 1993b; Puelles and Rubenstein, 1993). 

Within the entire neuraxis, there are four principal zones that are stacked 
ventrodorsally in parallel to the longitudinal axis. The floor plate and 
roof plate are found at the ventral and dorsal midlines, respectively, and 
generally do not give rise to neurons. Between them are the major neuro- 
genic plates, the basal (ventral) plate and the alar (dorsal) plate (His, 
1893). The longitudinal axis of the neural tube changes direction at three 
places. These bends occur at the junction of the spinal cord with the 
hindbrain (cervical flexure, -90" flexion), in the middle of the hindbrain 
(pontine flexure, -90" extension), and in the middle of the midbrain (ce- 
phalic flexure, - 180" flexion). It is critical to appreciate these changes in 
the direction of the longitudinal axis in order to understand neuromeric 
(segmentation) models of the brain. Available evidence suggests that dif- 
ferential rates of mitosis in basal and alar plates regulate, in part, the 
changes in curvature of the neural tube. Furthermore, the end of the rigid 
notochord near the junction of the midbrain with the forebrain may also 
contribute to the hairpin flexure at the midbrain-forebrain junction. 

Additional morphogenetic changes further modify the brain. These are 
particularly complex in the prosencephalon. Upon closure of the rostral 
neuropore, the prosencephalon is a single vesicle called the primary pros- 
encephalon. As noted earlier, the primary prosencephalon is subsequently 
subdivided by constrictions into transverse domains that may represent 

Fig. 4 A medial view of the brain of an E12.5 mouse. The transverse (neuromeric) subdivi- 
sions are delineated by solid thin black lines that are perpendicular to the principal longitudi- 
nal subdivision (thick black line) that divides the alar and basal zones, and defines the 
longitudinal axis of the brain. Four longitudinal zones are shown in the spi,nal cord (from 
dorsal to ventral): roof plate (dotted), alar plate, basal plate, and floor plate (stippled). These 
four zones extend to the rostral limit of the prosencephalon. The rhombomeric (rl-r7) and 
the theoretic cerebellar (cb), isthmic (ist), mesencephalic (ml and m2), and prosencephalic 
(pl-p6) segments are identified. The optic stalk is shown as a circle in p6. See Fig. 4 in 
Puelles and Rubenstein (1993) for a more extensive description. 

Fig. 5 The relationship ofthe pons (metencephalon) in the adult brain to various morphologi- 
cal features and cranial nerve exist points in the embryonic and adult hindbrain and midbrain. 
This figure shows that various structures in the adult pons come from different embryological 
locations, and therefore it can be misleading to draw conclusions about embryological 
relationships based on morphological analyses of the adult brain. (Top) A neuromeric model 
of the brain (see Fig. 4), including the exit points for cranial nerves 111-XII. (Bottom) A 
medial view of the adult hindbrain, midbrain, and part of the forebrain, indicating the major 
morphological features and the location of the cranial nerve exit points. The pons, which 
includes the cerebellum and the fifth nerve, is outlined. Note that according to the neuromeric 
conception, the cerebellum originates rostral to the rhombomeres that are the pontine primor- 
dia (rl-r3), See text for a more complete discussion. 
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the forebrain neuromeres (Puelles et al., 1987; Bulfone et al., 1993b; 
Puelles and Rubenstein, 1993). From caudal to rostral, the first three 
constitute the diencephalon, and the last three form the secondary prosen- 
cephalon. Additionally, a series of evaginations occur in the prosencepha- 
Ion. These form the paired telencephalic vesicles, optic vesicles, and the 
preoptic and mammillary recesses, as well as the midline infundibulum 
and epiphysis. Regions in the telencephalon where there is rapid inward 
growth form prominent collections of mitotic cells that are called the 
lateral, medial, and caudal ganglionic eminences. 

As specification and morphogenesis take place, cellular differentiation 
and migration begin to generate the region-specific tissues of the forebrain. 
Mitotic zones are largely restricted to the periventricular layers of cells: 
the ventricular and subventricular zones. Cells that are programmed to 
leave the proliferative zones, migrate superficially and settle in the mantle 
layer where they undergo region-specific differentiation programs to pro- 
duce particular cell types and intercellular connections. In the following 
sections, evidence shows that homeobox genes are expressed at most of 
these stages and regions in brain development, and therefore are candi- 
dates for regulating many of these morphogenetic processes. 

II. Homeobox Genes Expressed in the Rhombencephalon 

A. Expression of Hox Genes Respect Segmental Boundaries 

The hindbrain in adult vertebrates consists of the medulla, pons, and 
isthmus, structures that contain cranial nerves IV-11, as well as other 
important nuclei (Figs. 5 and 7). Apart from the rostral isthmocerebellar 
region, the embryonic hindbrain (rhombencephalon) of all vertebrates 
displays seven neural segments called rhombomeres. An eighth rhom- 
bomere has been postulated as well (Keynes and Lumsden, 1990). Each 
segment contains a floor plate, a basal plate (where the motor neurons 
are located), an alar plate (where the commisural and relay neurons are 
located), and a roof plate. Hindbrain neural crest is derived from the 
dorsal edges of the alar plate. Neural crest begins to migrate away from 
the neural plate before it has completely closed and contributes to a wide 
range of tissues including the cranial ganglia, mesenchymal tissues in the 
branchial arches, the meninges, and the skull. During periods when re- 
gional specification is taking place, differential adhesive properties at the 
boundaries restrict the mixing of neuroepithelial cell clones between rhom- 
bomeres (Fraser et al., 1990). Furthermore, there are discontinuities of 
intercellular communication at the rhombomeric boundaries (Martinez et 
al., 1992). Cells within a rhombomere are electrically coupled and allow 
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diffusion of small dye molecules from one cell to another, whereas at 
rhombomeric boundaries there are cells that restrict the diffusion of small 
molecules. At this embryonic stage, it, is hypothesized that specific pat- 
terns of gene expression specify the identity of each rhombomere (Krum- 
lauf, 1993; Krumlauf et al., 1993). In particular, homeobox genes are 
expressed in the hindbrain in patterns that respect inter-rhombomeric 
boundaries (Krumlauf, 1993; Krumlauf et af., 1993). To date, most of 
the work has focused on the Hox homeobox genes, but other classes of 
homeobox genes are also expressed in the embryonic hindbrain (see later). 
As will be discussed later, mutational analysis of several Hox genes dem- 
onstrates that they have important functions in the patterning of the hind- 
brain as well as the cranial neural crest. 

The expression patterns of the Hox genes follow some general rules, 
but exceptions add complexity to this subject [see Krumlauf (1993) and 
Krumlauf et al. (1993) for a more complete discussion]. The Hox genes 
are expressed in longitudinal domains extending through varying extents 
of the spinal cord. Genes from paralog groups 5-13 have their rostral 
expression boundaries in the spinal cord, whereas genes from paralogue 
groups 1-4 end in the hindbrain (Fig. 2 ) .  The rostral expression boundaries 
of these Hox genes end at inter-rhombomeric boundaries (Figs. 6 and 7). 
Genes at the 3' end of the Hox clusters are usually expressed in the most 
anterior positions. An exception to this rule is the Hox-A2 gene; it is 
expressed up to the rl/r/2 (r, rhombomere) boundary, rostral to the Hox- 
A1 gene that is expressed up to the r2/r3 limit (Joseph Grippo, Hoffman 
LaRoche, personal communication). This is illustrated in Figs. 6 and 7 
and in Table I1 which describe the expression patterns of the Hox genes 
in the hindbrain. Paralogue groups 3 and 4 from the Hox A, B,  and D clusters 
have identical rhombomeric boundaries at 1-4/13 and r6/r7, respectively, 
whereas paralogue groups 1 and 2 do not always share common bound- 
aries. For instance, at E8 both Hox-A1 and Hox-B1 are expressed in a 
continuous domain up to the r3h4 boundary; however, by E9.5 their 
patterns diverge. At this age, the caudal boundary of Hox-Bl is modified 
so that its expression is restricted to 1-4, whereas the anterior boundary 
of Hox-A1 moves rostrally to r2/r3. Therefore, Hox-A1 expression extends 
one rhombomere rostral to Hox-Bl.Likewise, Hox-A2 is expressed up to 
rlh-2, whereas Hox-B2 is expressed up to r2/r3. The latter gene becomes 
restricted to the 1-3-15 segments later in development. 

The expression patterns also show additional temporal and spatial com- 
plexities. At E8.0-E9.25, the level of expression of all the Hox genes is 
relatively uniform along the longitudinal axis. By E9.5, variations in the 
levels of expression are observed, as different rhombomeres have differ- 
ent levels of expression, and typically, the rostral-most domain has the 
highest level of expression. For example, Hox-A3 and Hox-B3 have the 
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Fig. 6 The relationship among hindbrain position, Hox gene expression, and hindbrain 
neural crest migration into the branchial arches. (Top) Hox expression in the hindbrain; the 
rostra1 boundaries of Hox gene expression respect rhombomere boundaries. The arrows 
below the rhombomeres show the migration pathways of the cranial neural crest into the 
mesenchyme of the branchial arches (BI, B2, B3, and B4), thereby showing how Hox gene 
expression in the hindbrain could contribute to patterning of the branchial arches. (Bottom) 
Paralogue groups 1-4 of the Hox-A, Hox-B, and Hox-D clusters are shown, as well as their 
relationship to four HOM-C genes from the antennapedia complex (ANT-C: Lab, Pb, Zen/ 
Pb, Dfd) .  [From Krumlauf (1993) with permission.] 

strongest expression in 1-5. On the other hand, the Hox-A2 gene, which is 
expressed up to the rl/r2 boundary, has its highest levels of expression 
in r3 and 1-5. 

The expression patterns of the Hox genes are also spatially restricted 
along the dorsoventral axis; furthermore, these variations are dependent 
on the stage of development. For instance, up to E9.5 the Hox-B genes 
are uniformly expressed, but then many show a restriction to the dorsal 
spinal cord. Krumlauf (1993) points out that this transition in expression 
occurs concomitantly with the appearance of specific cell types (commis- 
sural and sensory neurons), and suggests that these genes may specify 
distinct cell types. On the other hand, Hox-A2, which is expressed up to 
rlh-2, does so only in the ventral part of 1-2; thus, because it is not expressed 
dorsally in 1-2, cranial neural crest cells derived from 1-2 are probably not 
exposed to the Hox-A2 protein. 

As noted earlier, the Hox genes are also expressed in the cranial neural 
crest that contribute to parts of the cranial ganglia and branchial arches. 
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Fig. 7 Schematic representation of the longitudinal patterns of gene expression relative to 
the rhombomeres and hypothesized neural segments in the isthmocerebellum, mesencepha- 
lon, and prosencephalon. Eight rhombomeres (rl-r8) and six prosomeres (pl-p6) are indi- 
cated. Subdivisions of the isthmocerebellum (ist and cb) and mesencephalon (ml and m2) 
are indicated by dotted lines. The optic stalk (circle) and retina are shown as part of prosomere 
6 (p6). The locations of the major brain regions [secondary prosencephalon, diencephalon, 
mesencephalon, isthmo-cerebellum, rhombomeres, and spinal cord (my)] are shown to the 
far right of the figure. The longitudinal expression patterns of the En-1 and En-2 (at - E l 2 3  
and selected Hox-A and Hox-E genes (at E9.5) are shown, with boundaries at specific 
interneuromeric limits. The width of the lines relates to the amplitude of gene expression 
within these tissues; dotted lines signify no expression. 
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Table I1 Expression Patterns and Chromosomal Localization of Homeobox Genes Expressed 
in Mouse Brain 

Chr: Chr: Spinal Pituitary/ 
Gene mouse human cord Hindbrain Midbrain Forebrain eye 

Hox A 
Hox B 
Hox C 
Hox D 
En- l ,2  
Dix - l , 2  
N k ~ - 2 . 1 , 2 . 2  
otx-1 
orx-2 
Emx-1 
Emx-2 

Dbx 
Gtx 

Gbx-1 

MSX-1 
MSX-2 
Pax-3 
Pax-7 
P O U  

Bm-1 
Brn-2 
Brn-3.0 
Brn-3.1 
Brn-3.2 
B r d ( R H S 2 )  
Brn-5 (Emb) 
Oct-I(OTF- I )  
Oct-2(OTF-2) 
Ocr -b (T~t  I )  
P i t 4  f GHF- I )  

LIM 
LH-2 
ISl-1 

IV 
XI 
xv 
I1 
1, v 
I1 
XII, I1 

I 

I 

I 
IV 
XIV 
XVIII 

I 
XV 
I 
VII 
IV 
XVI 

VII 

VII 
XVll  
XI1 
I1 

I1 
XIV 

IV 
V 
I1 

I 

XI11 

I 

I 
XIX 

Yes 
Yes 
Yes 
Yes 
Yes 
N o  
No 
No 
No 
No 
N o  
Yes 
Yes 
Yes 
Yes 
No 
Yes 
Yes 

Yes 
Yes 
Yes 
? 
Yes 
Yes 
ND 
? 
Yes 
? 
N o  

Yes 
Yes 

r2-r7 
r3-r7 
No 
r5-r7 
rl 
No 
No 
No 
Yes 
No 
No 
-rI-r2 
Yes 
Yes 
Yes 
No 
Yes 
Yes 

Yes 
Yes 
Yes 
? 
Yes 
? 
ND 
? 
Yes 
Yes 
No 

Yes 
Yes 

No 
No 
N o  
N o  
Yes 
No 
No,Yes 
Yes 
Yes 
No 
Yes 
No 
Yes 
Yes 
Yes 
N o  
Yes 
Yes 

Yes 
Yes 
Yes 
? 
Yes 
Yes 
ND 
? 
Yes 
Yes 
No 

? 
Yes 

No 
No 
No 
No 
? 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
No 
Yes 
Yes 

Yes 
Yes 
Yes 
? 
? 
Yes 
ND 
? 
Yes 
Yes 
No 

Yes 
Yes 

No 
No 
No 
No 
No 
Eye 
No 
Eye 
Eye and pit 
No 
No 
N o  
No 
Eye 
Eye 
Eye 
No 
No 

N o  
No 
Eye and pit 
N o  
Eye 
No 
No 
? 
No 
No 
Pit 

Eye 
Eye 

N o t e .  The names for all of the homeobox genes (that the authors are aware of) that are expressed 
in the brain are listed in the left hand column, followed by the chromosomal localization (when 
available) of these genes in the mouse and in humans. The expression domains of each gene are 
crudely described in terms of whether they are expressed in the spinal cord, hindbrain (r, 
rhombomere), midbrain, forebrain, pituitary, and the eye. Y e s h o  indicates whether the gene is 
expressed in the indicated domain; ? indicates uncertainty; ND indicates that data were not found by 
the authors. This chart does not indicate when the gene is expressed. References and more detailed 
descriptions of the expression for each gene (in some cases figures showing the expression) can be 
found in the text. 
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Crest cells from a given rhombomere migrate ventrally to populate the 
branchial arch mesenchyme that is at the same relative position along the 
longitudinal axis (Fig. 6). Thus, crest cells from rl and r2 fill branchial 
arch 1 (Bl), those from r4 fill B2, crest cells from r6 fill B3, and those 
from r7 and 1-8 fill B4. Hox genes are expressed in the crest cells emanating 
from r4, r6, r7, and r8 [there is some debate about whether rhombomeres 
3 and 5 produce crest cells, although evidence suggests that they make 
some and that they have distinct migration pathways (Sechrist et al . ,  
199311. Thus, potentially, Hox gene expression in the hindbrain can con- 
tribute to the development of cranial ganglia and branchial arch-derived 
structures. Mutations of Hox-A1 and Hox-A3 bear out this hypothesis 
(see the following section). No Hox genes are expressed in the crest cells 
that populate BI (see the earlier discussion for Hox-B2 restriction to the 
noncrest cells in r2); thus other regulatory genes must be involved in the 
development of B1. Expression of the Dlx-1 and D/x-2 genes has been 
observed in neural crest derivatives in Bl  (and in cranial ganglia) as well 
as in B2, B3, and probably B4 (Dolle et al., 1992; Bulfone et a / . ,  1993a). 
I t  is interesting that available data suggest that the Dlx genes are not 
expressed in the hindbrain, implying that these genes are turned on only 
after the crest cells have left the neural tube. 

B. Regulation of Hox Expression in the Rhombencephalon 

The regulation of Hox gene expression has just begun to be studied. As 
noted earlier, most of these genes are expressed in complex temporal and 
spatial patterns. Thus, it is likely that the regulatory pathways that control 
Hox gene expression are intricate. Several laboratories have initiated 
studies into this problem by identifying regulatory elements using 
transgenic mouse assays. These are done by making a transgenic mouse 
that expresses a chimeric gene consisting of a fusion of a putative regula- 
tory genomic fragment of a Hox gene to the LacZ coding region. Several 
transgenic mouse strains have been constructed that express LacZ in a 
pattern that is similar or identical io the endogenous Hox genes; these 
include strains expressing LacZ under the control of Hox-A5 (Zakany e f  
a/.,  1988), Hox-A7 (Puschel et a / . ,  1991), Hox-Bl (Marshall et a / . ,  19921, 
Hox-B2 (Marshall et a/.,  1992), Hox-BI (Whiting et al . ,  1991), Hox-B6 
(Schughart et al., 1991), and Hox-C8 (Bieberich e t a / . ,  1990). Systematic 
analysis of smaller parts of these regulatory domains allows the identifica- 
tion of the DNA sequences responsible for controlling various aspects of 
the expression patterns. Analysis of the Hox-B2 gene has already led to the 
identification of DNA fragments that control expression in rhombomeres 3 
and 5 (Sham et al . ,  1993) and rhombomere 4 (Marshall et a/.,  1992). 
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Once putative enhancer and silencer elements are functionally identi- 
fied, their DNA sequences can be studied. For instance, DNA footprinting 
analysis of the Hox-E2 fragment that confers expression in rhombomeres 
3 and 5 revealed a motif that is recognized by the Krox20 protein (Sham 
et al., 1993). This was interesting because the Krox20 protein is also 
expressed in rhombomeres 3 and 5. This finding was further studied using 
transgenic mice that express two transgenes. One transgene consisted of 
LacZ under the control of the Hox-E2 fragment. The other transgene 
consisted of the Krox20 coding sequence under the transcriptional control 
of the Hox-E4 gene (Hox-B4 is expressed in r7 and r8). Thus, this transgene 
ectopically expressed Krox20 in the caudal hindbrain (with a boundary at 
r6h-7). Therefore, in these mouse embryos, there were three domains of 
Krox20 expression, the normal rhombomere 3 and 5 domains, as well as 
the ectopic domain in the caudal hindbrain. When the Hox-B2-LacZ 
expression was studied, P-galactosidase activity was found in rhom- 
bomeres 3 and 5, and in the caudal hindbrain. These studies strongly 
support the idea that the Krox20 gene regulates the expression of Hox- 
B2 in rhombomeres 3 and 5. Mice homozygous for a loss-of-function allele 
of the Krox20 gene have been constructed (Swiatek and Gridley, 1993). 
Using molecular markers, it was concluded that rhombomeres 3 and 5 
were missing in Krox20 mutant embryos. Therefore, in this experiment 
it was not possible to test whether Hox-E2 expression was affected by 
the lack of Krox20. 

Thus, while this approach is making inroads into understanding how 
other transcriptional regulators can control expression of Hox genes, they 
do not address how spatial information can regulate these genes. For 
instance, what is the substance(s) that is produced by Spemann’s organizer 
that travels along the plane of the ectoderm and induces neural tissue and 
transverse bands of homeobox and Krox20 gene expression? How is this 
signal(s) transduced to alter gene expression? There are many other exam- 
ples of inductive and morphogenetic processes in neural development for 
which there are few data regarding their molecular mechanisms. However, 
retinoic acid is a candidate for having a role in several of these processes. 
Furthermore, retinoic acid can effect the expression of the Hox genes. 

Retinoic acid and/or chemical relatives of this molecule have been 
implicated in a wide variety of embryological processes including limb 
development (Tabin, 1991), gastrulation (Hogan er al.,  1992), and olfactory 
bulb induction (LaMantia et al., 1993). The initial evidence that retinoic 
acid can regulate homeobox gene expression came from experiments with 
embryonal carcinoma cells [for a review see Boncinelli et al. (1991)l. 
Treatment of these cells with retinoic acid leads to stereotypic responses 
in the expression of the Hox genes. Genes at the 3’ end of the clusters 
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are induced first and reach maximal levels of expression within about 
24 hr. Genes at the 5' end of the clusters are either induced late or weakly; 
expression of some of the 5' genes also show inhibition by the retinoic 
acid. For instance, genes in the middle of the clusters reach maximal 
levels of expression around 60-80 hr after exposure to retinoic acid, and 
some genes at the 5' end of the clusters do not reach maximal expression 
even after 180 hr. 

These cell culture experiments have been extended by studying the 
expression of Hox genes in retinoic acid-treated embryos. Retinoic acid 
is a potent teratogen; its effects are complex because they are dependent 
on the dose and stage of the treated embryo. Retinoic acid exposure 
of all vertebrate species results in morphological abnormalities of the 
hindbrain. These abnormalities appear to be due in part to a posterioriza- 
tion of the hindbrain (Maden and Holder, 1992). Furthermore, the expres- 
sion of the Hox genes in retinoic acid-treated embryos is abnormal; the 
rostral boundaries of the genes are more anterior than normal (Marshall 
et af., 1992; Kessel, 1993). Analysis of the effect of retinoic acid on 
homeobox gene expression has been aided by the use of several transgenic 
mouse strains that express the LacZ reporter gene under the control of 
different regulatory sequences: Hox-B1, Hox-B2, Krox20 (Marshall et al.,  
1992), and Hox-A7 (Kessel, 1993). For instance, retinoic acid treatment 
of mouse embryos harboring the Hox-Bl-LacZ gene at -E7.5 causes an 
anterior shift in the expression domain extending through the entire rostral 
hindbrain at E8.5 (the expression in the hindbrain at E8.5 of untreated 
embryos is restricted to rhombomere 4). Examination of the retinoic acid- 
treated embryos at E9.5 revealed a refinement of the pattern such that 
LacZ was found in rhombomeres 2 and 4; again untreated embryos at this 
age expressed LacZ only in rhombomere 4. This showed that retinoic 
acid caused a duplication of the rhombomere 4 Hox-BI domain in rhom- 
bomere 2, implying that the ectopic expression of Hox-B1 and perhaps 
other genes leads to the respecification of rhombomere 2 as rhombomere 
4. This was substantiated by the analysis of expression patterns of the 
Hox-B2 transgenes (Marshall et a f . ,  1992). Furthermore, examination of 
the expression pattern of the Krox20 transgene suggested that rhombomere 
3 had been respecified as rhombomere 5. Analysis of the patterning of 
motor neurons and axon pathways in these rhombomeres also supports 
these conclusions (Marshall et al., 1992; Kessel, 1993). These studies 
clearly demonstrate that retinoic acid changes the phenotype of rhom- 
bomeres 2 and 3 into structures that have the same gene expression pat- 
terns, motor neuron organization, and axon trajectories as those seen in 
rhombomeres 4 and 5. They suggest, but do not prove, that the changes 
in Hox gene expression have a role in respecifying the hindbrain neuroepi- 
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thelium. Direct evidence for the role of the Hoxgenes in hindbrain develop- 
ment has come from a mutational analysis of these genes, which is de- 
scribed later. 

At this juncture, it is important to mention that there are many other 
homeobox genes that are expressed in the embryonic hindbrain. Most of 
the known genes appear to be expressed continuously along the longitudi- 
nal axis, including several POI/ and Pax genes (see the following section). 
There are additional homeobox genes that are expressed in spatially re- 
stricted domains, including Gbx-2, roughly in rhombomeres 6-7 and 1-2 
(Bulfone ef al., 1993b) and En-1, in the rostra1 rhombencephalon (Davidson 
et al.,  1988). 

C. Analysis of Hox Gene Function in Rhombencephalon Development 

Loss of function mutations of four murine Hox genes (Hox-AI, Hox-A3, 
Hox-BI, and Hox-C8), produced using gene targeting methods, have been 
published (Table 111). Two of these mutations (Hox-AI and Hox-AJ) affect 
genes that are expressed in the hindbrain. In each case, the region of the 
embryo affected by these homozygous mutations (heterozygotes appear 

Table 111 Homeobox Mutations 

Gene Species Genetics Principal abnormalities 

Hox-A1 Mouse Recessive Abnormal development of brain stem and ear 
Hox-A3 Mouse Recessive Abnormal development of cranial neural crest 
HOX-B4 Mouse Recessive Abnormal development of cervical vertebrae and sternum 
Hox-C8 Mouse Recessive Abnormal development of axial skeleton 
P i t 4  Mouse Recessive Loss of specific cell types in anterior pituitary 
Pit-1 Human Recessive Loss of specific cell types in anterior pituitary 
Pax-3 Mouse Semidominant spl + : pigmentation and neural crest defects 

Pax-3 Human Semidominant Pigmentation and hearing defects 
Pax-6 Mouse Semidominant sey/+: small eyes 

Pax-6 Human Semidominant Abnormal development of ins, lens, cornea, and retina 
En-2 Mouse Recessive Abnormal cerebellar folia 
MSX-2 Human Dominant Craniosynostosis 

splsp: spina bifida, exencephaly 

sey/sey: absence of eyes and nasal primordia 

Note: Homeobox genes that have known mutations, the species where the mutation has been 
observed, the genetics of the mutation, and the principal phenotype of the mutant animal/human. 
References describing these mutations can be found in the text. sp, splotched mice; sey, small eye 
mice. 
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normal) correspond to the anterior part of the gene expression domain; 
for the Hox-A3 mutation, structures anterior to its expression domain 
were also disrupted. The Hox-A1 and Hox-A3 mutations did not produce 
homeotic transformations; they generated malformations and perhaps de- 
letions of certain structures. 

Mutation of Hox-A1 has been studied by two laboratories (Lufkin et 
al., 1991; Chisaka et ul., 1992; Dolle et af., 1993; Carpenter et al., 1993). 
Their major findings were similar while there were some minor differences 
in the phenotypes. This may be due to differences in the deletions that 
they made in the Hox-A1 gene, which produces two transcripts, one of 
which appears not to encode the homeodomain. The mutation generated 
by Lufkin et af. (1991) should eliminate both transcripts, whereas the 
mutation made by Chisaka et al. (1992) eliminates only the transcript 
encoding the homeodomain. In both mutations, heterozygotes were nor- 
mal whereas homozygotes died at birth and had a range of defects in the 
part of the hindbrain derived from rhombomeres 4-7 (r4-r7), as well as 
defects in the derivatives of the neurogenic neural crest, the inner and 
middle ear, and the occipital bones of the skull. The defects included 
absence of the motor nucleus of the 7th nerve, part of the acoustic ganglia 
of the 8th nerve, the roots of the 9th and 10th nerves, and the superior 
olivary complex. Chisaka et a/ .  (1992) observed that the morphology of 
the rhombomeres was disrupted, and Lufkin et al. (1991) found that the 
mutation caused delayed closure of the rostral neural tube. Both labora- 
tories have reported more detailed analyses of the anatomy and gene 
expression patterns of mutant embryos (Carpenter et a/.,  1993; Dolle et 
af., 1993). Again, there were similarities and differences in the phenotype 
of the mutants. Analysis of the gene expression patterns of certain H o x  
genes, Inr-2 (FGF-3) and the Krox20 genes, at E8.SE9.5 in the rhomben- 
cephalon of Hox-A1 mutant embryos clearly shows abnormalities in rhom- 
bomeres 4 and 5 .  Both groups found that rhombomere 5 was largely or 
completely deleted. Carpenter et ul. (1993) interpreted their results as a 
total deletion of rhombomere 5 and a decrease in the size and a reduced 
level of Hox-BI expression in rhombomere 4. Dolle et af. (1993) interpreted 
their findings as a deletion of most of rhombomeres 4 and 5, although 
vestiges of each could be detected. For instance, they found that expres- 
sion of Hox-Bl ,  which is limited to rhombomere 4 at E9.5, is reduced to a 
small cluster of cells at the dorsal r3ir4 border. Likewise, the r5 expression 
domain of Krox20 is reduced to a thin dorsal cluster of cells at the rostral 
boundary of r6. Associated with this size reduction of 1-4 and r5 are morpho- 
logical alterations including the absence of two rhombomeres, the rostral 
displacement of the otic vesicle, disruption of the facial acoustic ganglion 
(which is formed in part by neural crest cells derived from r4), and the 
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lack of the neural crest-free area flanking r5. Dolle et al. (1993) suggest 
that r4 and r5 are deleted in the Hox-A1 mutant, and propose that the 
absence of Hox-A1 causes either apoptosis or alterations in growth control 
of cells in r4 and 1-5. Because there are thin strips of cells expressing 
r4 and r5 markers between r3 and r6, they point out that specification of 
these rhombomeres has not been entirely disrupted. It is interesting that 
mutations in the Pit-I homeobox gene also lead to decreases in the number 
of cells that are believed to be specified by expression of this gene. In 
the section on the Pit-1 gene, we describe a potential mechanism that 
links this gene with growth control mechanisms. 

Finally, Carpenter et al. (1993) found that the wiring of the mutant 
hindbrains was abnormal. For instance, they discovered that in mutant 
embryos, cranial nerves VII and VIII receive efferent axons from rhom- 
borneres 6-8; these nerves normally contain efferents only from cell bodies 
in rhombomeres 4 and 5 .  Therefore, while the main embryonic field dis- 
rupted by the Hox-A1 mutation is rhombomeres 4 and 5 ,  more posterior 
parts of the hindbrain are also affected indirectly by this genetic defect. 

Mutation of the Hox-A3 gene produced a surprising phenotype because, 
although it is expressed in the embryonic hindbrain, abnormalities were 
restricted to cranial neural crest derivatives (Chisaka and Capecchi, 1991). 
Furthermore, the cranial neural crest defects did not disrupt the peripheral 
nervous system, as had the Hox-A1 mutation. Instead, the mutation af- 
fected mesenchymal and endocrine development, including disruption of 
the thymus, parathyroid, thyroid, heart, and great vessels. 

Mutations of the Hox-B4 gene, which is expressed along the spinal cord 
into the hindbrain in rhombomere 7 and in the nodose ganglia, does not 
have a readily detectable phenotype in any neural structure (Ramirez- 
Solis et al., 1993). Although the nervous system is not apparently affected, 
this mutation does cause a morphological change in the cervical vertebrae 
that is consistent with a homeotic transformation. 

In sum, mutational analysis of the Hox-AI, Hox-AJ, and Hox-B4 muta- 
tions leads to several conclusions: ( 1 )  Hox-A1 is implicated in regional 
specification and growth control and/or cell survival in the rhombencepha- 
lon; (2) homeobox gene expression in the hindbrain does not mean that 
it has a necessary function in the hindbrain proper as exemplified by the 
HOX-A3 and 8 4  mutations; ( 3 )  specific subsets of cranial neural crest 
derived from the region where the mutated homeobox gene is expressed 
are affected by the mutation; thus, while the Hox-A1 mutation disrupts 
neurogenic cranial neural crest structures, the Hox-A3 mutation causes 
abnormalities in nonneural cranial neural crest cells; and (4) patterning 
of cranial neural crest by the Hox-A1 probably occurs while the crest 
precursor is still in the hindbrain because expression of this gene is not 
detected in the migrating cells. 
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111. Homeobox Genes Expressed in the Midbrain, Isthmus, 
and Cerebellum 

In the adult, the midbrain, isthmus, and cerebellum consist of alar struc- 
tures, such as the superior (tectum) and inferior colliculi, the parabigeminal 
and parabrachial nuclei, and the cerebellum, as well as basal structures, 
such as the red nucleus, substantia nigra, and the motor nuclei for cranial 
nerves 111 and IV. In the embryo, this brain region is intercalated between 
the rhombomeres and prosomeres. At early stages, it does not have distinct 
morphological features that clearly subdivide it into distinct segments. 
This has led to controversy and confusion regarding the organization of 
this region. However, cytoarchitectural patterns, fate maps, and gene 
expression patterns distinguish several parts that are disposed serially 
along the longitudinal axis. Based on these, a provisional model is shown 
in Figs. 5 and 7 that distinguishes the mesencephalon (m) and an isthmocer- 
ebellar complex as two main transverse domains. It also indicates by 
dotted lines that each of these units may be subdivided into two parts (m 
into ml  and m2; cb into cb and isthmus) [See also Gribnau and Geijsberts 
(1985) for a similar schema in the Rhesus monkey.] 

In order to clarify the relationship of this model to standard anatomical 
nomenclature, it is useful to point out how the pons can be understood 
within the context of the model in Fig. 5.  The mature pons, or metencepha- 
lon. is a region that is characterized by ventrally prominent structures, 
including the middle cerebellar peduncle and pontine nuclei. It also in- 
cludes the trigeminal main motor and sensory nuclei which are derived 
from rhombomeres 1-3. Classic definitions of the pons generally include 
the cerebellum as its dorsal structure. However, there are inconsistencies 
with this definition. For instance, the cerebellum largely originates rostra1 
to r l  (Fig. 5 )  (Martinez and Alvarado-Mallart, 1989; Hallonet et al., 19901, 
from the En-2 positive domain (see Fig. 7 and below). Also, some defini- 
tions of the human pons also include the nuclei of the VI and VII cranial 
nerves, though these originate in r4-1-6. This false impression is due to 
the topological deformation of the massive pontine region found in the 
adult human brain. Therefore, there is nonconcordance of the classical 
concept of the pons (metencephalon) with the modern neuromeric sche- 
mata. It is our opinion that the neuromeric conception agrees more com- 
pletely with experimental observations and suggest that this terminology 
should be used. 

There are two homeobox genes whose expression is largely restricted 
to this brain region: En-2 and En-2 (Figs. 7 and 11) (Joyner and Martin, 
1987; Davis and Joyner, 1988; Davis et al.,  1988; Davidson et af., 1988; 
Bally-Cuif et al., 1992). Many other homeobox genes are also expressed 
in this region (see Table I1 and Figs. 9-13), but the midbrain, isthmus, 
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and/or cerebellum do not make up their principal domains. The En-1 and 
En-2 genes (homologues of the Drosophila engrailed gene) have been 
studied in the greatest detail. In Drosophila, the engrailed gene has a 
homologue called inuected; these genes are closely linked (Poole et at., 
1985). En-1 and En-2 are not linked; En-1 is on the central part of mouse 
chromosome 1 and En-2 is on the proximal part of mouse chromosome 
5 (Joyner and Martin, 1987). Like the engrailed and invected genes, 
En-1 and En-2 are expressed with similar patterns during embryogen- 
esis. 

The expression of these genes has been studied in zebrafish (where 
there are three engrailed genes each, expressed in different overlapping 
sets of cells; Ekker etal. (1992a)], frog (Davis et al., 19911, chicken (Davis 
et al., 1991; Martinez et al.,  1991; Gardner and Barald, 1992), and mouse 
(Davis et al., 1988, 1991; Davidson et al., 1988; Bally-Cuif et a f . ,  1992). 
These comparative studies reveal that the expression patterns have been 
highly conserved between these vertebrate species. 

En-1 and En-2 expression begins at about E8.0 in a transverse band of 
neuroepithelium that encircles the neural tube at the mesencepha- 
lon-rhombencephalon junction (Davis et a f . ,  1988). An interesting aspect 
of this is that expression of the growthldifferentiation factor Wnt-1 may 
begin a few hours before En-1/2 in this same domain (Bailly-Cuif et al., 
1992) (Wnt-1 has additional domains of expression where the engrailed 
homologs are not expressed). There is accumulating evidence that as in 
Drosophila, the Wnt-1 gene may have a role in the regulation of En expres- 
sion. This point will be amplified later. En-1 and En-2 are expressed in 
a bidirectional gradient, with maximal expression at the isthmus, and 
decreasing expression rostrally into the mesencephalon (perhaps ex- 
tending at least to the m/pl boundary) and caudally into the cerebellar 
part of the rhombencephalon. From E8 to E l  1, the En-1 and En-2 patterns 
are largely indistinguishable, but at El2 their expression diverges. En-1 
expression becomes weaker than En-2, and En-1 forms new expression 
zones both within and outside the nervous system [it is expressed in two 
longitudinal stripes along the basal plate of the hindbrain and spinal cord; 
these cells probably represent the primordia of motor nuclei inasmuch as 
the trigeminal motor nucleus clearly expresses En-2 at E17.5 (Davis e? 
al., 1988)l. Furthermore, there are differences in their expression in r l  
and in the primordia of the cerebellum (see Figs. 7 and 11). Their expres- 
sion late in gestation and into adulthood further diverges as exemplified 
by the fact that only En-2 is expressed throughout development of the 
cerebellar and isthmic regions. Both En-1 and En-2 are also expressed in 
the periaqueductal grey internal to the inferior colliculus and in the sub- 
stantia nigra (m2) in the adult mouse. 
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Information regarding the function of the vertebrate En genes has come 
from the analysis of the En-2 mutation and experimental embryological 
manipulations. The gene targeting method was used to create a mouse 
strain with a null mutation in the En-2 gene (Joyner et a l . ,  1991). Mice 
that do not express En-2 have a subtle alteration in the structure of the 
adult cerebellum, characterized by abnormal foliation and no clear neuro- 
behavioral phenotype. Thus, it is possible that En-2 and En-1 (and perhaps 
other genes) share redundant functions; the cerebellar phenotype may 
have arisen because En-1 is not expressed in the laterocaudal part of this 
structure late in gestation (Davis and Joyner, 1988). 

The function of the En genes has also been studied using an indirect 
approach: through observing the effects of ectopically transplanting En- 
expressing neural tissues. There have been several general approaches 
utilized in these experiments. Nakamura and colleagues transplanted chick 
embryo tecta into the caudal diencephalon (Itasaki et al.,  1991). They 
found that the ectopic tecta continued to express En, but did so in a 
gradient opposite to the normal mesencephalic caudal to rostra1 gradient. 
They found that the closer the mesencephalic graft was to the mesen- 
cephalic/diencephalic junction, the lower the expression of En. These 
results provided evidence for a repressive influence on En expression 
from the mes/dien boundary; presently there are no candidate molecules 
for this repressor. Furthermore, the  observation that En-2 expression 
normally continues into the diencephalon along the basal plate, but not 
the alar plate, suggests that the postulated repressor only operates in the 
alar plate. It was also found that the cytoarchitecture of the ectopic tecta 
resembled the normal tectum. Furthermore, within the normal tectum 
there is a gradient of development; the higher En expression in the caudal 
tectum correlates with a retarded pattern of histodifferentiation. This phe- 
nomenon was also true in the ectopic tecta. 

6. Regulation of En Expression 

Very little is know about the extracellular and intracellular molecules that 
regulate En gene expression. A potential inroad to this area is based 
on information from Drosophila, where the wingless protein plays an 
important role in the induction and maintenance of engrailed expression 
(DiNardo ef al., 1988). Consistent with this, there is indirect evidence 
that one of the vertebrate wingless homologs, Wnt-1, may regulate 
En gene expression. This hypothesis is based on the following reason- 
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ings: (1)  Wnt-1 is expressed just before En-1 /En-2 at the mesencephalon/ 
rhombencephalon (medrhom) junction (Davis and Joyner, 1988; Bailly- 
Cuif et al., 1992); (2) transplantation of different transverse slices from 
the mes/rhom junction into the diencephalon induces the adjacent dien- 
cephalic tissue to express En (Martinez et al., 1991; Gardner and Barald, 
1992); the slices that induce the most En come from the region where 
Wnt-1 is expressed the highest (Bailly-Cuif et al., 1992); (3) Wnt-I muta- 
tions (two via gene replacement and one spontaneous mutation called 
swaying) result in phenotypes that range from deletion of the entire En- 
l/En-2 expression domain to loss of only the middle of the En domain 
(Thomas and Capecchi, 1990; McMahon and Bradley, 1990; Thomas et 
al., 1991; McMahon et al., 1992). Additional studies are needed to directly 
test whether Wnt-1 can regulate En-1 /En-2 expression. 

As noted previously, experimental embryological manipulations involv- 
ing ectopically transplanted pieces of isthmus into the forebrain identified 
the isthmus as source of an agent, perhaps Wnt-I, that can induce En 
expression. Conversely, when mesencephalic tissue was transplanted into 
the diencephalon, the level of En expression was reduced in the part 
of the ectopic tissue that was closest to the mesencephalic/diencephalic 
boundary (Itasaki et al., 1991). Martinez et al. (1991) also found that 
transplantation of such prospective isthmocerebellar tissue into the rostral 
diencephalon resulted in maintenance of En expression in the ectopic 
tissue as well as induction of En expression in the adjacent diencephalic 
cells. The transplant developed into a cerebellar-like structure. However, 
when En-expressing prospective isthmocerebellar tissue was transplanted 
into the rostral mesencephalon, near the mesencephalic/diencephalic 
boundary, the level of En was reduced and the tissue developed into a 
mesencephalic phenotype instead of that of a cerebellum (Itasaki et al.,  
1991; Martinez et ul., 1991; Alvarado-Mallart, 1993), suggesting that the 
mesencephalic/diencephalic boundary is a source for a repressor of En 
expression. Of note, induction of En expression in the diencephalon does 
not extend across interprosomeric boundaries, as observed for the zona 
limitans ( ~ 2 1 ~ 3 ;  Martinez et al., 1991) and the pretecto-thalamic boundary 
(Marin and Puelles, 1994; Alvarado-Mallart et al., 1993, Abstract ENA 
Meeting, Madrid 1993), and possibly respects the alar/basal boundary 
(Martinez et al., 1991). This suggests that boundary cell populations may 
be nonpermissive for the propagation of the signal transduction cascade 
necessary for diffusion of the En-inducing agent. Curiously, only pretectal 
and dorsal thalamic prospective portions of the diencephalon are suscepti- 
ble to En induction. The rostral-most forebrain, encompassing ventral 
thalamus and telencephalon, supports the differentiation in cerebellum 
of the En-2 positive grafts, but does not express En-2 nor change its 
differentiation pattern (Martinez et al., 1991). 
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Thus, these experiments provide evidence for the existence and the 
location of factors within the embryonic brain that induce or repress 
En expression. They also provide indirect, yet suggestive evidence that 
correlates the ectopic expression of En with a change in phenotype. Thus, 
as Martinez ef a / .  (1991) point out, ectopic expression of En in the dien- 
cephalon (adjacent to ectopically transplanted isthmocerebellar tissue) 
correlated with differentiation into a mesencephalic phenotype. Marin 
and Puelles ( 1994) have shown that inversion of a neuroepithelial ring 
containing the mesencephalon, isthmus, and cerebellar primordia controls 
correct histogenetic differentiation of all midbrain and isthmic centers in 
adjacent neuroepithelia that are susceptible to En-2 induction (Fig. 8). 
The histogenic patterns are polarized according to the relative position 
of the isthmocerebellar ring. It is postulated that the polarizing activity 
underlies the rostrocaudal gradient of maturation in the tectum and other 
discrete differentiation differences normally found in the midbrain and 
isthmus (including the oculomotor and trochlear motor nuclei). 

Therefore, this line of investigation provides strong evidence for the 
presence of an organizer-like structure at the midbrain-hindbrain bound- 
ary that secretes morphogenetic signals which pattern histodifferentiation 
in adjacent neuroepithelial domains. It also suggests that patterning in 
other CNS regions may be orchestrated by additional morphogenetic orga- 
nizers. These experiments also implicate the En homeobox gene in this 
process and suggest that ectopic expression of this gene in discrete loca- 
tions within the embryonic brain could be used to test this hypothesis. 

While there is some evidence for the existence and possible identity of 
diffusable factors that induce En expression in permissive cells, informa- 
tion regarding surface receptors, signal transducing machinery, and tran- 
scription factors that induce or repress En expression is lacking. Inroads 
to this are beginning to be made by identifying the regulatory elements 
that control the temporal and regional specificity of expression of the 
En-2 gene. Two enhancer-containing regions upstream of the En-2 tran- 
scribed sequences have been found to control tissue-specific expression 
(Logan et af., 1993). A 1.5-kb fragment contains an enhancer that controls 
expression in the midbraidhindbrain region, and a 1 .O-kb fragment regu- 
lates expression in the mandibular myoblasts. As the authors point out, 
these fragments can be used to identify proteins that bind to the DNA 
sequences that regulate tissue-specific expression. 

IV. Homeobox Genes Expressed in the Forebrain 

The forebrain consists of the diencephalon, and secondary prosencepha- 
lon. As postulated recently in our forebrain model (see discussion of the 
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derived f r o m  inverted 

Fig. 8 Histogenic transformations obtained after rostrocaudal inversion of the entire mesen- 
cephalic vesicle. As indicated in the inset at the upper right and the drawing at the upper 
left, the rotated tissue (hatched areas) contains the presumptive midbrain. isthmic. and 
cerebellar cells groups. Various intersegmental and longitudinal boundaries [longitudinal 
(long.) axis shown by a broken line with an arrow] are indicated. (Bottom) The morphology 
of the embryos with the inverted mesencephalon reveals a doubly polarized duplication of 
the midbrain and isthmic structures within the inverted tissue (hatched area: this was a graft 
from a quail donor to a chicken host). Note the two inverted maturation gradients in the 
tectum (illustrated by the two arrows pointing opposite directions in the tectum). The normal 
maturational gradient is rostrocaudal. The presumptive pretectal (pl)  region of the host (fine 
stippled area) was induced to adopt a midbrain phenotype (including En-2 expression). 
polarized relative to the adjoining isthmocerebellar part of the graft. An additional cerebellum 
(cb) regenerated in the host hindbrain and apparently served to polarize the caudal part of 
the graft. Note the transformation of both alar and basal centers. with three sets of trochlear 
(IV) and oculomotor nuclei (111) and an additional oculomotor nerve originating from the 
transformed pl segment. cb, cerebellum; gt, grisium tectale: ist, isthmus; ot. optic tectum: 
p l ,  pretectal segment; p2. dorsal thalamic segment; ts. torus semicircularis: 111. third nerve: 
IV. fourth nerve. See text and Marin and bel les  (1994) for additional details. 
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prosomeric model later in this chapter and Figs. 4 and 14) (Puelles and 
Rubenstein. 1993: Bulfone et al., 1993b). the secondary prosencephalon 
includes the whole hypothalamus, the eye stalks and vesicles. the preoptic 
region and commissural plate. the telencephalic peduncle. and the telen- 
cephalic vesicles. The telencephalon is the largest and most complex part 
of the mammalian brain: it contains the cerebral cortex, basal ganglia, 
olfactory bulbs. and other structures. Several classes of homeobox genes 
are expressed in the embryonic forebrain. o r  prosencephalon. Some of 
these are only expressed in restricted forebrain domains, whereas others 
are expressed throughout most of the nervous system. To date. mutations 
have been identified in only twoof these genes (Pax-3 and Pasd, discussed 
later): thus most of this section will describe the expression patterns of 
these genes. Like the expression of the H0.u genes in the hindbrain. the 
expression patterns of many of these genes show sharp transverse and 
longitudinal boundaries that are reminiscent of the Ho.u expression at 
rhombomeric boundaries. Using these and other data, a neuromeric model 
of forebrain organization that allows detailed morphological mapping of 
gene expression patterns. eschewing the difficulties posed by conventional 
schemata has been proposed (Bulfone et al., 1993b: Puelles and Ru- 
benstein. 1993). As described in greater detail later. this schema proposes 
that the forebrain is subdivided into transverse domains called prosomeres 
(p).  In the next section. we will provide some of the salient details about 
many of the genes that are known to be expressed in the forebrain, and 
relate their expression domains to the hypothesized prosomeres. 

A. Genes Expressed Discontinuously but Extensively along the A-P Axis 
and into the Forebrain: POU, Pax, Cbx, Dbx, Gtx, 
and LIM/Homeodomain 

1. POU Genes 

POU genes (Pit/Oct/Unc) encode proteins with two functional domains: 
the POU domain and a homeodomain (Fig. 1 ) ( Wegner et al.,  1993). These 
motifs are colocalized within a stretch of 150-160 amino acids: the amino- 
terminal 75-82 amino acids are the POU-specific domain: this motif is 
followed at a conserved linker region that separates the POU-specific 
domain from the 60 amino acid homeodomain. Based on the amino acid 
sequence of the linker region and the amino-terminal part of the homeodo- 
main, the mammalian POU proteins are categorized into six groups: I 
(Pit-1): 11 (Oct-1 and Oct-2): 111 [Bm-I, Brn-2. Brn-4. and Oct-6 (Tst-1 
and SClP)]: IV (Brn-3.0. Brn-3.1. and Bm-3.2): V (Oct-3/41: and Vl (Brn- 
5 )  (Wegner et al., 1993). Presently. there are 13 known mammalian POU 
genes. 11  of which are expressed in the developing and adult central 
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nervous system as well as many other parts of the mouse (Table 11). The 
best characterized mammalian POU gene is Pit-1. It is expressed in the 
embryonic pituitary, and will be discussed subsequently. 

Most of the other POUgenes are widely expressed during embryogene- 
sis in the proliferative zone of the CNS. Due to the limited published 
information on the embryonic expression patterns of most of these genes, 
it is difficult to make firm conclusions about specific boundaries. There- 
fore, our interpretations are tentative. 

Brn-1, Brn-2, Brn-3, and Tst-1 are expressed in all of the visible parts 
of the El3 rat CNS (He et al., 1989). At El6, Brn-1 is expressed in most 
of the CNS, although the anterior entopeduncular, preoptic, chiasmatic, 
and tuberal areas are negative. Brn-2 expression at El6 is also extensive, 
although there is a gap caudal to r8 that may include the two most rostral 
myelomeres (assuming there is not a tissue defect in this section). Bm-  
3.0 (He et al., 1989) and Brn-3.2 (Turner et al., 1994) have a much more 
restricted expression pattern at El6 (see later discussion). Data on Tsr-1 
( S U P  or Oct-6) show that it is expressed in the embryonic telencephalon 
at El6 (He et al., 1989; Suzuki et al., 1990), as well as in a caudal-rostra1 
gradient in the alar mesencephalon (Suzuki et al., 1990). Bm-4 expression 
maps in the basal plate up to p41p5 (tuberomammillary boundary). Its 
rostral alar limit is difficult to discern, but may stop at either pllp2 
or p21p3. 

Postnatally the various POU genes continue to show restricted expres- 
sion in specific neuronal populations. Thus, Brn-1 and Brn-2, which have 
the most widespread expression patterns, appear in the inferior and supe- 
rior olives, motor and interpeduncular nuclei as well as the cerebellum 
and isthmic alar formations of the brainstem (spinal cord, rl-r8, Cb, and 
1st) (He et al., 1989). Expression is also found in the alar and basal 
midbrain (ml, m2), medial habenula (p2), and ventral thalamus (reticular 
nucleus and zona incerta; p3). Both genes are expressed throughout the 
cerebral cortex and the olfactory bulb (p4-p6), in various basal telen- 
cephalic populations like the nucleus of the lateral olfactory tract, the 
islands of Calleja, medial septum, diagonal band, substantia innominata, 
and the bed nucleus of the stria terminalis as well as in the lateral mammil- 
lary and tuberomammillary nuclei, other posterior hypothalamic forma- 
tions, the supraoptic/paraventricular complex (p4), suprachiasmatic nu- 
cleus, and medial preoptic area (p6). Their expression is excluded from 
the amygdala, striatum, and main centers of the pallidum (He et al., 1989). 

In contrast to the widespread expression of Brn-1 and Brn-2, Brn-3.0 
and Brn-3.2 expression is more restricted (He et al., 1989; Turner et 
al., 1994; Gerrero et al., 1994). These genes are also expressed in 
both the embryo and the adult brain, and appear to be expressed pri- 
marily in postmitotic cells. These POU genes have the greatest ho- 
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mology to the C. elegans Unc-86 gene. Unc-86 has a role in differentiation 
of hermaphrodite-specific motor neurons (Desai et al., 1988) and mechano- 
sensory neurons (Chalfie and Au, 1989). Ern-3.0 RNA is found in sensory 
ganglia, inferior olive. and the ambiguous motor nucleus in the caudal 
brainstem. It is also expressed in a large transverse domain in the isthmus 
and both inferior and superior colliculi, as well as in a set of cells in the 
medial and lateral habenular nuclei ( ~ 2 ) .  in the posterior hypothalamus 
pituitary and the retina (He et al., 1989: Gerrero et al., 1994). Gerrero et 
al. (19943 present evidence that Em-3.0 regulates the expression of the 
proopiomelanocortin gene. Ern-3.2 shares similar expression domains with 
Brn 3.0; its RNA is found in the spinal cord, spinal and trigeminal ganglia, 
infenor olive, superior colliculus, interpeduncular nucleus. and the retina 
(Turner et al., 1994). 

Bm-4 expression becomes restricted in advanced fetuses to the subcom- 
missural organ (pl) ,  the medial habenula (p2). the striatal subependymal 
layer and supraoptic/paraventricular complex ( ~ 5 ) .  nucleus accurnbens 
(p6), and possibly the mammillary complex (p4)tMathis et al., 1992: Le 
Moine and Young, 1992). 

Other POU genes show similarly discrete expression in adult animals, 
including Oct-6 (SCIP,  Tst-1) expression in specific cell types in the cere- 
bral cortex (He et al., 1989: Suzuki et al., 1990); O w l  expression in 
cerebellar granule cells; and Oct-2 expression in the suprachiasmatic and 
medial mammillary nuclei (He et al.,  1989). Furthermore. SCIP (Oct-6,  
Tst-Z) is expressed in the oligodendrocyte and Schwann cell lineages. It 
is induced by cyclic AMP (Monuki et al . ,  1989) and during periods of 
rapid cell division. Furthermore. it has been implicated in repressing 
myelin-specific genes (Monuki et a/ . ,  1990). 

2. Pax Genes 

The Pax genes have a paired box which is a 128 amino acid motif that is 
homologous to the DNA-binding domain of the Drosophila Paired protein. 
Presently. there are 10 known Pax genes in mammals (8 in mice): most 
of these genes encode proteins that also contain homeodomains (Fig. 1;  
only Pax I ,  2 ,  5 ,  and 8 do not have homeodomains)[for a review see 
Chalepakis et al. (199311. Unlike the Hor  genes, the Pas  genes are not 
organized into multigene clusters. Several of these genes are known to be 
expressed in the forebrain. although these also have extensive expression 
domains in more caudal regions of the central nervous system and in other 
parts of the embryo. Although Pas-2. Pas-5, and Pas-8 do not have 
homeodomains, they are included in this discussion. Pax-1 is not ex- 
pressed in the CNS and therefore will not be discussed. 
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Fig. 9 The longitudinal patterns of expression of the En, Pax, Gbx, and Dhr genes relative 
to the rhombomeres and hypothesized neural segments in the isthmocerebellum, mesenceph- 
alon, and prosencephalon. Eight rhombomeres (rl-rg) and six prosomeres (pl -p6) are 
indicated. Subdivisions of the isthmocerebellum (ist and cb) and mesencephalon (ml and 
m2) are indicated by dotted lines. The optic stalk (circle) and retina are shown as part of 
prosomere 6 (p6). The longitudinal expression domains at E12.5 are shown; boundaries are 
indicated at specific intemeuromeric limits. The width of the lines relates to the amplitude 
of gene expression; dotted lines signify no expression. 
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Fig. 10 The expression of Pax genes in the embryonic mouse brain. Data were taken from 
embryonic day 11-12.5 (El 1-12.5) embryos and are listed to the right of the names of each 
gene. See Fig. 4 for details about the neuromeric schema used in this figure and the text 
for references and details about the expression patterns. The arrow in the Pax-6 schema 
points to the gap in expression at the p2/p3 (zona limitans) boundary. 

The expression of the Pax genes can be used to divide them roughly 
into three groups (Figs. 9 and 10; Table 11). Pax-3 (Goulding et al., 1991) 
and Pax-7 (Jostes et al., 1991) genes begin to be expressed at  -ES-ES.S 
in neuroepithelial cells. Their patterns of expression are very similar as 
they are found in alar territories that extend longitudinally throughout the 
spinal cord, hindbrain, and midbrain into the caudal diencephalon. Their 
rostra1 limits are at the pl/p2 boundary; although Pax-3 may extend into 
the epithalamus, a region that we include as the most dorsal alar domain 
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in p2. Although both genes are expressed in the dorsal neural tube, only 
Pax-3 is expressed in the roof plate (the dorsal midline). 

The expression of Pax-2 (Nornes et al . ,  1990), Pax-5 (Asano and Gruss. 
1992; Adams et al . ,  1992). and P a x 4  (Plachov et al . ,  1990) begins slightly 
later in development than P a x 3  and Pax-7 (at -E9.5-E10). at a time 
that coincides with early neurogenesis. Note that these genes have no 
homeobox. Genes of this second class are expressed in neuroepithelial 
cells and in neurons. All show expression domains that cover specific alar 
and basal territories. Pax-2, Pax-5, and Pax-8 have rather similar patterns. 
characterized by a rostral domain that is centered in the isthmic region. 
and a more extensive caudal domain that extends along the entire spinal 
cord into the hindbrain up to the pontine region (at E11.5 Pax-2 and 
Pax-8 seem to stop at the r2/r3 boundary, whereas Pax-5 apparently stops 
at the r3/r4 boundary). Pax-2 is also expressed in the ventral retina and 
ventral eye stalk. 

These three genes also exhibit distinct expression patterns within the 
isthmic domain in patterns that are similar to the En genes. Pax-2 and 
P a x 4  transcripts predominate in the dorsolateral alar region of the rostral 
cerebellar and isthmic “segments” and expression ends abruptly at the 
Istlm2 boundary. On the other hand, Pax-5, whose expression in the 
caudal hindbrain and spinal cord is weaker and restricted to fewer neurons. 
has a more intense and extensive rostral domain, including again the 
cerebellum and the whole isthmus and the caudal-most part of m2. More- 
over, Pax-5 extends into the ventrobasal isthmic regions. Its domain within 
the midbrain basal plate may be more extensive rostralward. perhaps 
reaching p l .  Functional analysis of these genes is quite limited, although 
injection of antibodies against the zebrafish Pax-2 homologue (Pax[zf-b]) 
into zebrafish embryos has been shown to disrupt expression of the zebra- 
fish homologues of Wnt-l and En-2 as well as development of the isthmic 
region (Krauss et al . ,  1992). 

The Pax-6 gene makes up the third Pax group. Its transcripts are the 
most apparent in a rostral domain, within the alar region of the forebrain 
(at E l  1.5-12.5)(Walther and Gruss, 1991). This domain ha5 a sharp caudal 
limit that coincides with the ml /pl  boundary. It extends continuously 
throughout alar p l  and p2, stopping just short of the boundary that sepa- 
rates p2/p3 (the zona limitans). Expression extends more rostrally within 
alar p3 and p4 (excluding the caudal ganglionic eminence) and then contin- 
ues in a thin longitudinal band through p5 and p6 (within the anterior 
hypothalamic and posterior preoptic domains) into the optic stalk and eye 
vesicle. Expression within p5 and p6 is also found in the cerebral cortex, 
olfactory bulb, septum, and diagonal band domains. Note that Pax-6 is 
also expressed in a separate caudal domain within the basal plate of the 
Cb, rl-r8, and the spinal cord. 
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At later developmental stages, Paxd transcripts diminish in the dorsal 
thalamus (alar p2) and in p4-p6, but remain high in the ventral thalamus 
(alar p3). Finally, a novel domain appears between E15.5 and E18.5 in 
the rhombic lip and its derivatives (external granule layer of the cerebellum 
and pontine and olivary nuclei). 

The expression patterns of the Pax genes have been conserved across 
vertebrate evolution. For instance, the expression of Pax[zf-a] (Krauss 
r t  ul.,  19911, which is the Pax-6 homologue in zebrafish, is very similar 
to the mouse Pax-6 gene (Puschel et al., 1992a). Expression is found in 
the basal plate of the spinal cord and hindbrain, as well as in the alar plate 
of the forebrain. Within the forebrain, the published data indicate that 
the interruption of expression within the p2/p3 interprosomeric boundary 
arises secondarily. Initially, there is a continuous ajar domain from the 
ml /pl  boundary to the optic stalk. There is no expression in the telenceph- 
alon, at least at the published embryonic stages. Pax[,$b] (Krauss et al.,  
1991) expression is similar to Pax-2 (Puschel et al . ,  1992b). Both have 
separate domains in the eye vesicle and stalk, in the isthmomesencephalic 
boundary, and in the caudal brainstem and spinal cord. 

The functions of several Pax genes have been studied using naturally 
occurring mutations (Table 111). Mutations have been identified for three 
Pux genes in mice and in two Pax genes in humans. Pax-1 mutations 
(called undulated in mouse) affect the vertebral column (Chalepakis et 
NI., 1991), and will not be discussed because this gene is not expressed 
in the CNS. On the other hand, homozygous mutations in Pax-3 (called 
splotch in mouse and Waardenberg’s syndrome in humans) cause severe 
malformations of the central nervous system that have been primarily 
described as dysraphias, or neural tube closure defects, and abnormalities 
of tissues that contain neural crest (Epstein et al . ,  1991, 1993). Heterozy- 
gotes have white spotting of their abdomen, tail, and feet (“splotching”), 
presumably due to an abnormality of melanocytes that are neural crest 
derivatives. Mutations in the human Pax-3 gene result in Waardenberg’s 
syndrome, characterized by pigmentation disturbances (e.g., a white fore- 
lock) and sensorineural deafness (Tassabehji et al.,  1992, 1993). At this 
point, deficits in hearing have not been identified in the mouse Pax-3 
mutants. This discrepancy may be accounted for by allelic variation of 
the known mutations, different redundant systems, or truly different func- 
tions in these two species. 

Mutations of the Paxd gene have also been identified in mice and 
humans. In mice, heterozygotes for the mutant allele are viable and have 
small eyes; this is the basis for the name of the mutation: small eye or 
sey (Hill et al., 1991). Homozygotes are inviable, probably because they 
develop no nasal cavities. They also do not develop eyes. The mechanism 
for these defects is uncertain, but may involve abnormal induction of the 
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nasal and lens placodes. A defect in the migration of midbrain neural crest 
has been detected in Pax-6 mutant rats; these cells normally migrate 
throughout the face, but in the mutant they did not migrate to the nasal 
rudiment, suggesting that this gene plays a role in nasal placode induction 
(Matsuo et al., 1993). Humans lack an iris, when they are heterozygotes 
for a mutation of Pax-6, in a syndrome called aniridia (Ton et al . ,  1991; 
Glaser et al . ,  1992; Jordan et al. ,  1992). As described earlier, Paxd is 
widely expressed in the embryonic CNS, yet mutations of this gene appar- 
ently only affect development of a small subset of these tissues, although 
a detailed analysis of the brains of these mutants remains to be published. 

3. Gbx 

The Gbx-2 gene (gastrulation-brain-homeobox; also known as MMox-a) 
(Murtha et al . ,  1991) does not have a known Drosophila homologue. It 
is related to another murine gene called Gbx-1. Gbx-l and Gbx-2 are 
located on mouse chromosomes 5 and 1 ,  respectively (Frohman er al., 
1994). Gbx-2 is expressed during neurulation in the neural ectoderm and 
underlying mesoderm with a rostra1 boundary in the region of the mid- 
brain-hindbrain junction (M. Frohman and G. Martin, unpublished re- 
sults). By E12.5 it is expressed in two longitudinal stripes in the spinal 
cord up to the r61r5 boundary, and has additional separate domains in 
rhombomeres r2 and 1-1, in the dorsal thalamus (alar p2), and in a superficial 
cell population of the medial ganglionic eminence (MGE) (Bulfone er al., 
1993b)(Figs. 9 and 14; Table 11). Expression of Gbx-1 has not been detected 
in the brain at E12.5 (Bulfone et al., 1993b). 

4. Dbx 

The Dbx gene does not have a known Drosophila homologue; it is ex- 
pressed longitudinally in a thin strip of subventricular and mantle cells 
along a line that may correlate with the alarlbasal boundary (Lu er al., 
1992; Figs. 9 and 11; Table 11). This expression domain extends across the 
spinal cord, hindbrain, midbrain, and may extend to the p2/p3 boundary in 
the diencephalon, although the published illustrations do not clearly re- 
solve this latter point. This domain, or perhaps a separate domain, is also 
present at the alarlbasal boundary of p3 and ends rostrally in a wider zone 
corresponding to the mammillary area (basal p4). Additionally. Dbx is 
expressed less intensely in the alar plate of the ml ,  m2, pl .  and p2 seg- 
ments, being sharply limited at the m2/Ist and p2/p3 boundaries. A smaller 
separate domain maps in the telencephalon to mantle cells superficial to 
the lateral ganglionic eminence (LGE). a region that may become the 
claus t rum. 
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Fig. 11 The expression of the En, Nkx, and Dbx genes in the E12.5 mouse brain. See Fig. 
4 for details about the neuromeric schema used in this figure and the text for references 
and details about the expression patterns. 

5. Grr 

The Gfx gene encodes a highly diverged homeodomain with no known 
Drosophila homologue. which is also unusual because of its DNA-binding 
specificity (Kornuro ef al., 1993). Unlike most homeodomain proteins. 
Gfx does not efficiently bind to a variety of standard oligonucleotide 
sequences such as (TAA)S. Rather. i t  binds to a consensus binding site 
named MEF-2. which is found in a variety of enhancers. such as in the 
muscle creatine kinase gene. Grs shares binding specificity with a family 
of transcriptional regulators that share a structural motif called the MADS 
box. Grx is expressed at higher levels in the adult than in the embryonic 
CNS. At E18. expression is seen in the spinal cord. hindbrain. midbrain, 
and hypothalamic area (Table 11). In the adult brain. Grs is expressed in 
the white matter in astrocytes and oligodendrocytes. 

6. LIM/Homeodomain 

The LIMihomeodomain genes encode proteins with two structural motifs: 
the LIM and homeodomains (Fig. 1). The LIM motif corresponds to 
a conserved polypeptide domain found in the Lin- l l .  I d - 1 .  and Mec-3 
regulatory proteins that control cell fate determination in C. elegarzs 
(Lin-ll and Mec-3 genes) and bind the insulin I enhancer region (Isl-I 
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gene). The LIM motif encodes metal-binding cysteine and histidine-rich 
domains of unknown function. LIM domains are also found in a Drosophila 
homeobox gene called aprerous (Cohen er a l . ,  19921, as well as in the 
rhombotin protein that is expressed in various CNS locations. Rhomborin 
is implicated as a T-cell oncogene (Boehm e f  ul., 1991). 

To date, two mammalian LlM/homeodomain genes have been reported 
to be expressed in the brain (Table 11). LH-2 is expressed in embryonic 
and adult forebrain and midbrain regions, as well as in developing lympho- 
cytes (Xu et ul., 1993). The I d - /  gene is expressed in subsets of neurons 
and endocrine cells in the adult rat (Thor et al., 1991). I t  is found in 
peripheral organs, including the sensory ganglia, as well as in the CNS, 
where it is expressed in subsets of spinal cord and brainstem motor nuclei, 
and probably in some catecholaminergic neurons. Expression in the fore- 
brain is remarkable because it is found in cells that are derivatives of 
neuroepithelial domains that express Dlx-/ and DIx-2. Expression is found 
in derivatives of the ventral thalamus (alar p3; the reticular nucleus and 
zona incerta), hypothalamic anlage (alar p4-p6; paraventricular/supraop- 
tic, suprachiasmatic, and arcuate nuclei), and basal telencephalon (alar 
pS-p6; septum and caudoputamen). Of note, no expression is found in the 
optoeminential domain where the Dlx genes are not expressed. Finally, 
a Xenopus LIM/homeodomain gene has also been reported to be ex- 
pressed in embryonic and adult CNS structures (Taira et a/ . ,  1993). 

The LIM/homeodomain proteins are interesting because, like many of 
the POU proteins and some other homeodomain genes, they are expressed 
in differentiated cells that have left the mitotic cycle (postmitotic cells). 
Therefore, it is likely that they are downstream targets of homeodomain 
proteins that are expressed at earlier stages of differentiation. 

6. Genes Expressed in Regionally Restricted Domains of the Midbrain 
and/or the Forebrain: Otx, Emx, Nkx, Dlx, and Msx 

1. orx 
There are two genes that are homologues of the Drosophila orthodenride 
gene: Orx-/ and Orx-2 (Simeone er d., 1992a. 1993; Boncinelli e f  ul., 
1993). The orrhodentide gene regulates development of specific structures 
in the head of Drosophila [for a review see Cohen and Jurgens (1991)). 
The homeodomains of the Orx class are distinctive because they are similar 
to the Drosophila hicoid protein. The bicoid protein is required for the 
initial steps of A-P patterning of the Drosctphila embryo and regulates 
expression of the orthodentide gene (Finkelstein and Perrimon, I991 ); 
hence there is great interest in whether the Orx genes have similar functions 
to the bicoid and orthodrnticlc~ genes. Orx-2 is expressed in embryonal 
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stem cells and is found at E5.5 in the entire embryonic ectoderm (Simeone 
et a / . ,  1993). However, during gastrulation, expression disappears posteri- 
orly and becomes restricted to the anterior region of the ectoderm: the 
primordia of the mid and forebrain. By E8.5, Otx-1 expression also begins 
in a large anterior neuroectodermal domain (Simeone et al . ,  1993). Thus, 
O t x - I  and Otx-2 are expressed in similar overlapping patterns that are 
largely restricted to the midbrain and forebrain in rnidgestation (Figs. 12 
and 13; Table 11). At EIO, Otx-/ is expressed throughout the dorsoventral 
extent of a domain that comprises the midbrain and much of the forebrain 
(p Lp4). The caudal mesencephalic boundary is a ring-shaped transverse 
band that stops abruptly in front of the fovea isthmi. Following this limit 
at the m2/ist boundary is a thin gap, and then expression continues cau- 
dally in only the basal plate of the isthmic and cerebellar segments, ending 
sharply at the cb/rl boundary. After EIO, expression is also found in the 
entire cortex (p4-p6) with a ventral boundary at the dorsal limit of D l x -  
I expression in the lateral ganglionic eminence (see the D l x  section). I t  
is also expressed in the optic stalk, eye, and the posterior preoptic area 
(POP). 

At EIO, Otx-2  is also expressed through the dorsoventral extent of 
m2-p4, and there is some expression in alar p5 (prirnordia of the cortex) 
and in p6 (rostal cortex, septum, diagonal band, anterior preoptic area, 
and optic stalk). Like Otx-I, Otx-2 expression ends abruptly at the m2/ 
isthmic boundary, but unlike Orx-i, Otx-2 is not expressed more caudally. 
By E 12.5, expression decreases in the cortex. 

Although Otx-2 expression is continuous across the alar diencephalon, 
it has a peculiar pattern at the p3/p4 boundary (the zona limitans). At this 
boundary, the  ventricular zone is positive, whereas the mantle does not 
express Otx-2 .  Abutting on both sides of the negative mantle zone is the 
mantle of p2 and p3, both of which express Otx-2.  Cells in the p3 mantle 
express Dlx -1  and DIx -2  (Bulfone r t  a / . ,  1993b); cells in the p2 mantle 
express Chx-2  (Bulfone ct a l . ,  1993b) and possibly Nkx-2.2 (Price e t  nl., 
1992). 

2. E m  

There are two genes that are homologues of the Drosophilu emptv spiracle 
gene: Emx-1 and Emx-2  (Simeone r t  ul., 1992a,b; Boncinelli et ul. ,  1993). 
The c’mpty spirude gene regulates development of specific structures in 
the head of Drosophila [for a review see Cohen and Jurgens (1991)j. 
The murine genes are primarily expressed in overlapping patterns in the 
primordia of the cerebral cortex (Figs. 12 and 13; Table 11). Expression 
of Emx-2  is also found in a domain that extends from the midbrain into, 
p l ,  and separately, in the mammillary or tuberomammillary area. Other 
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Fig. 12 The expression of the Urx and D n x  genes in the E12.5 mouse brain. See Fig. 4 
for details about the neuromeric schema used in this figure and the text for references and 
details about the expression patterns. 

patches of expression in the diencephalic wall appear to be adjacent to 
the pl Jp2 and p2Jp3 interprosomeric boundaries. Emx-1 and Emx-2 expres- 
sion in the cortex appears to be restricted at El0 to p4, but extends at 
E12.5 to the whole cortex (p4-p6). Emx-1 expression may be stronger and 
extend more laterally in the cortex then Emx-2. Emx-2 is also expressed 
in the chorioid plexus of the lateral ventricle and the caudal ganglionic 
eminence. 

3. N k r  

There are four reported mouse genes and one reported Xenopus gene 
(XeNK-2; Saha et al., 1993) that are homologues of the Drosophifa NK2 
gene (the function of the NK2 gene is not known). The mouse genes are 
called Nkx-2.1, Nkx-2.2, Nkx-2.3, and Nkx-2.4. Nkx-2.2 is located on 
mouse chromosome 2 (Price et al., 1992). The expression patterns of Nkx- 
2.1 and Nkx-2.2 have been reported (Lazzaro et al., 1991; Price et al., 
1992; Price, 1993) (Figs. 11 and 13; Table 11). Nkx-2.1 appears along the 
basal plate and floor region of p4-p6 at -ElO. At E12.5, a separate domain 
occupies the hemispheric stalk which includes the eminentia thalami, 
anterior entopeduncular area, and preoptic area, as well as in the cerebral 
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Fig. 13 The longitudinal patterns of expression of the Utx. Emx, Dlx, Nkx, and Msx genes 
relative to the rhombomeres and hypothesized neural segments in the isthmocerebellum, 
mesencephalon, and prosencephalon. Eight rhombomeres (r 1 -r8), and six prosomeres 
(pl-p6) are indicated. Subdivisions of the isthmocerebellum (ist and cb) and mesencephalon 
(ml and m2) are indicated by dotted lines. The optic stalk (circle) and retina are shown as 
part of prosomere 6 (p6). The longitudinal expression domains at E12.5 are shown; boundaries 
at specific interneuromeric limits are indicated. The width of the lines relates to the amplitude 
of gene expression. 
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hemispheric (in the medial ganglionic eminence and diagonal band). At 
E14.5, expression in EMT diminishes or disappears. 

Nkx-2.2 is expressed in a longitudinal strip that overlaps the alar/basal 
boundary of the whole midbrain and forebrain. Its caudal limit is at the 
isthmus and it extends to the rostra1 limit of the brain, where it is just 
ventral to the optic stalk and suprachiasmatic area. Additionally, Nkx-2.2 
is expressed in two alar transverse strips that are immediately caudal to 
the p2/p3 and p3/p4 boundaries. There is fragmentary evidence that a 
similar pattern may also be found just caudal to the m/pl, p4/p5, and p5/ 
p6 boundaries. 

4. Dlr 

There are at least four murine Dlx genes. The sequence of their homeodo- 
mains is homologous to the Drosophila distal-less gene (Dll)  (Vachon et 
al., 1992). Disral-less is expressed in the primordia of the limbs, in ectoder- 
ma1 facial appendages (Cohen, 1990), and in the brain (S. Cohen, personal 
communication) of fly embryos. Mutations of distal-less affect develop- 
ment of the appendages; the effect on brain development has not yet been 
investigated. Dlx genes have been identified in zebrafish (Ekker et al . ,  
1992a), Xenopus (Asano el al. ,  1992; Papalopulu and Kintner, 1993; Dirk- 
son et al., 1993), newt (Beauchemin and Savard, 1992), and chicken 
(C. A. Keleher and J. L. R. Rubenstein, unpublished results). In the 
mouse, the expression patterns have only been reported for Dlx-I and 
Dlx-2 (also known as Tes-I) (Price et al., 1991; Porteus et al . ,  1991; 
Robinson et al., 1991; Doll& et al.,  1992; Salinas and Nusse; 1992; Bulfone 
et al., 1993a,b; Simeone et al., 1993; Price, 1993) (Figs. 11 ,  13, and 14; 
Table 11). These genes are expressed in the forebrain, limb ectoderm, and 
the branchial arches. Dlx-1 and Dlx-2 are located within about 10 kb of 
each other on mouse chromosome 2 (McGuinness et al., 1992). They are 
also located on human chromosome 2 (Ozqelik et al., 1992). 

Neural expression of mouse Dlx-2 begins around E9.5 along an alar 
longitudinal domain (p3-p6) that spans from the zona limitans, through 
the primordia of the ventral thalamus to the region just caudal to the optic 
stalk (Bulfone et al., 1993a). A few hours later, a second zone of expression 
begins that extends from the preoptic area along most of the basal telen- 
cephalon (p5-p6). The neural expression pattern of Dlx-1 is largely indis- 
tinguishable with that of Dlx-2 (at E12.5), except that Dlx-2 may initiate 
expression before Dlx-1 (available evidence suggests that Dlx-1 expression 
begins around ElO). The most extensive data come from studies at E12.5 
that strongly suggest that these genes are co-expressed in the same cells 
and that also show that they respect both transverse and longitudinal 
boundaries in the neuroepithelium (Bulfone et al., 1993b). As described 
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later, the study of the Dlx genes, in conjunction with the expression of 
the Gbx-2 and Wnr-3 genes, stimulated us to propose a neuromeric model 
of the forebrain (Bulfone et a/ . ,  1993b; Puelles and Rubenstein, 1993; Fig. 
14). A similar study was performed using Dlx-1 and Wnr-3 (Salinas and 
Nusse. 1992). 

Expression of the Dlx-I and Dlx-2 genes largely turns off postnatally, 
although several additional features are of note. First, although expression 
is not found in the dorsal telencephalon at E12.5. expression of these 
genes is found at later stages in this region (Porteus et al., 1991; 
M. H .  Porteus and J .  L. R. Rubenstein, unpublished results). In particular, 
expression is found in the postnatal subventricular zone of the neocortex 
at a time when gliogenesis is predominantly occurring. Furthermore, 
Dlx-I expression has been noted in the adult olfactory bulb (Salinas and 
Nusse. 1992). 

5. M s r  

The mouse Msx-I and Msx-2 were originally called Hox-7.1 and Hox-8.1, 
and are related to the Drosophila muscle segment homeobox (Msh) gene 
(Gehring, 1987). As described in the next section, they are expressed 
during development of the eye (Monaghan et a/ . ,  1991) (Fig. 13; Table 
11). Furthermore, Msx-I is expressed in roof plate cells of the neural tube. 
as well as the neuroepithelial primordia of the chorioid plexus (MacKenzie 
et al. ,  1991). These genes also have widespread expression in a variety 
of nonneural tissues of the head. For instance, Msx-2 is expressed in 
cephalic neural crest-derived mesenchyme. This is of note because a 
mutation of the human Msx-2 gene is associated with dominant cranio- 
synostosis (Jabs et a/., 1993; Table 111). 

C. Homeobox Genes Expressed in the Pituitary 

Although it is debatable whether anterior pituitary is derived from the 
neuroepithelium, for the purposes of this chapter it is included as part of 
the forebrain because of its close association with the hypothalamus and 
because of the illuminating work that has elucidated the role of a POU 
protein (Pir-1) in its development. Other homeobox genes that are ex- 
pressed in the embryonic anterior pituitary include P a x d  ( Walther and 
Gruss, 1991) and Brn-3.0 (Gerrero et al., 1994); Otx-2 is expressed in the 
embryonic posterior pituitary (Simeone er a/. ,  1993) (Table 11). 

The anterior pituitary derives from an invagination of the roof of the 
oral cavity (Rathke’s pouch) that comes into contact with a midline evagi- 
nation of the hypothalamus (the infundibulum). There are five major cell 
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Fig. 14 Realistic (top) and topological (bottom) maps of Dlx-f /2, Gbx-2, and Wnr-3 expres- 
sion in the E12.5 mouse brain according to the neuromeric model (Bulfone er a / . ,  1993b; 
Puelles and Rubenstein, 1993). This schema shows a medial view of the brain of an E12.5 
mouse. The transverse (neuromeric) subdivisions are delineated by solid black lines that 
are perpendicular to the principal longitudinal subdivision that divides the alar and basal 
zones (shown by a red line), and defines the longitudinal axis of the brain. Four longitudinal 
zones are shown in the spinal cord (SC) (from dorsal to ventral): roof plate (black), alar 
plate, basal plate, and floor plate (gray), These four zones extend to the rostral limit of the 
prosencephalon. The rhombomeres (rl-r7) and theoretical prosomeres (pl-p6) are labeled 
adjacent to the floor plate domains of their neuromeres. The expression patterns of the 
genes depicted in this figure are shown in the following colors: Dlx-1 and -2, green; Gbx-2, 
purple fishnet; Wnr-3, magenta. The Wnr-3 expression is shown as a dorsal-to-ventral gradi- 
ent. The site of the optic stalk is indicated by the black circle in the POP domain. Midline 
specialized structures are also shown. Roof plate structures include the chorioid plexus (CP, 
shaded in gray) in the rhombencephalon (RH) and prosencephalon; the epiphysis (EP) is 
an evagination in p2; and the commissural plate (future site of the hippocampal commissure, 
corpus callosum, and anterior cornmissure) is shown as a thick black line in the secondary 
prosencephalon. The infundibulum (IN) is shown as an evagination from the floor plate 
region of p5. This figure illustrates several points. The Dlx-l and DIx-2 genes are coexpressed, 
apparently in the same cells, in two distinct domains. Domain I extends from the boundary 
separating the dorsal thalamus (DT) and the ventral thalamus (VT; known as the zona 
lirnitans interparencephalica or interthalamica) to just behind the optic stalk. The expression 
boundary at the zona limitans coincides with a ventricular ridge. Domain I1 extends from 
just in front of the optic stalk along most of the basal telencephalon. The Gbx-2 gene is also 
expressed in two domains in the forebrain. Domain I is within the dorsal thalamus: its rostral 
boundary abuts the Dlx-positive ventral thalamus at the zona lirnitans. Caudally it is sharply 
limited at the thalamopretectal boundary, which is also marked by the course of the retro- 
flex tract. Domain I1 lies superficially to the Dlx-positive zone of the medial ganglionic emi- 
nence within the basal telencephalon. Finally, forebrain expression of the putative growth- 
differentiation factor Wnr-3 is restricted to the pretectum (PT), epithalamus (ET), and the 
dorsal thalamus, and also stops abruptly at the zona limitans, where it abuts the expression 
of the Dlx genes. In the topologic map, the longitudinal axis of the brain has been straightened. 
To flatten the telencephalic vesicle, the roof plate (filled in black) has been cut across the 
rostral chorioid plexus (CH) and also from its union with the median alar plate (lamina 
terminalis). The positions of the rhombencephalon, mesencephalon (M), diencephalon (DI), 
and secondary prosencephalon (which contains the telencephalon in its alar longitudinal 
tiers beginning with the eminentia thalami (EMT), anterior entopeduncular area (AEP), 
anterior preoptic area (POA) layer) are indicated above the diagram. The topological relation- 
ship of the olfactory bulb (OBI and the septum (SE) with the rostral-most part of the 
commissural plate (the anterior commissure) is not yet adequately resolved by this model. 
The course of the p5/p6 boundary inside the telencephalon, which is based on gene mapping 
data, is tentative and therefore provisional. The horizontal dotted line in TU represents the 
observed Dlx expression in lateral parts of TU; in this region we are not certain whether 
Dlx expression extends into the basal domain. The caudal boundary of the Gbx-2 expression 
in p5 is not known with precision. ACX, archicortex; AH, anterior hypothalamus: CB, 
cerebellum; CGE, caudal ganglionic eminence (I, lateral; m, medial); DB, diagonal band; 
HCC, hypothalamic cell cord; IS, isthumus of mesencephalon; LGE, lateral ganglionic 
eminence; MA, mammillary area (basal zone of p4); MGE, medial ganglionic eminence: 
NCX, neocortex; PEP, posterior entopedunuclar area; RCH, retrochiasmatic area (basal 
zone of p6); RM, retromammillary area (basal zone of p3); SCH, suprachiasmatic area: 
SPV, supraoptic/paraventricular area. 
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types in the anterior pituitary that secrete peptide hormones: growth hor- 
mone, prolactin, adrenocorticotropin hormone, thyroid-stimulating hor- 
mone, and melanotropin-stimulating hormone. In an effort to understand 
the genetic regulation of the growth hormone gene, Rosenfeld and co- 
workers identified a protein that bound to an enhancer element of this 
gene. They then cloned this binding protein and thereby identified one of 
the first POU proteins, which they named Pir-1 [Ingraham et al. (1988); 
for a review see Wegner et al. (1993)l. Pit-I is expressed in a restricted 
domain of the anterior pituitary during embryogenesis, and the onset of 
its expression occurs before the appearance of cells expressing growth 
hormone or prolactin. Mutations in this gene in mice disrupt development 
of the anterior pituitary, resulting in hypoplasia of the organ [for a review 
see Wegner er al. (1993)l. Hypoplasia is caused by the absence of the 
cells that produce growth hormone, thyroid-stimulating hormone, and 
prolactin; other cell types still develop (e.g., corticotrophs and melano- 
trophs). On the other hand, a Pir-1 mis-sense mutation in humans results 
in the absence of somatotrophs and lactotrophs without hypoplasia [see 
Wegner er al.  (1993)l. Thus, both the murine and human mutant Pir-1 
proteins result in the inability to form specific differentiated cells, while 
only the mouse mutant has a deficiency in cell proliferation and/or viabil- 
ity. The explanation for this difference is unclear at present, although a 
hint has come from the discovery that another gene downstream from 
Pit-1 is the growth hormone-releasing factor receptor (GRFR) gene (Lin 
et al., 1992). GRF stimulates mitosis in the precursors of growth hormone- 
producing cells. Thus, a defect in Pit-I can cause less expression of GRFR, 
and thereby result in an inability of these cells to proliferate in response 
to GRF. As Rosenfeld and co-workers point out, “the regulation of a 
trophic factor receptor by Pit-1 provides a model for the coordination of 
cell proliferation and the progression of cellular differentiation by POU- 
domain proteins” (Wegner et al., 1993). 

D. Homeobox Genes Expressed in the Eye 

The neural retina is derived from an evagination of the forebrain, and a 
number of homeobox genes have been identified that are expressed in 
this tissue. These include Msx-1, Msx-2, P a x d ,  Dlx-I, Dlx-2, Otx-1, Otx- 
2 ,  Grx, Brn-3.0, Brn-3.2, LH-2, and isl-I (Table 11). The Msx genes, 
originally called Hox-7.1 and HOX-8.1, are expressed in distinct compart- 
ments within the embryonic eye (Monaghan et al., 1991). Msx-2 is ex- 
pressed in the surface ectoderm and the optic vesicle before invagination 
occurs. These regions are the primordia of the cornea and retina, respec- 
tively. Msx-1 is expressed after formation of the optic cup in a domain 
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that becomes the ciliary body. P a x d  is expressed in the primordia of the 
retina, lens, and the cornea (Walther and Gruss. 1991). As noted earlier, 
mutation of Pax-6 results in a defect in lens induction in mice and in the 
absence of the iris in humans (Table 111). Analysis of D1.u-1 and Dlx-2 
expression has shown that these genes are expressed in the primordia of 
the retina (Dolle et al., 1992; Bulfone er al., 1993b). Otx-1 and Orx-2 are 
expressed in the optic stalks and vesicles at ElO, as well as in a variety 
of optic structures later in development (Simeone et al., 1993). The POU 
gene Bm-3.0 is transiently expressed in terminally differentiating retinal 
ganglion cells (Gerrero et al., 1994). Finally, Isl-1 is expressed in subsets 
of neurons in the adult retina (Thor et al., 1991). 

E. Homeobox Genes Expressed in Peripheral Cranial Sense Organs 

The focus of this chapter has been primarily on CNS structures. Thus we 
will only briefly note that homeobox genes are expressed in the embryonic 
inner ear, olfactory epithelium, and cranial ganglia. We are not aware of 
information on the taste organs of the tongue. For instance, the Dlx (Ekker 
et al., 1992a), Msx (Ekker er al., 1992a), and Orx-1/2 (Simeone er al., 
1993) genes are expressed in subsets of tissues in the embryonic inner 
ear. Expression in the olfactory epithelium has been noted for Emx-2 
(Simeone er al., 1992b), Otx-1/2 (Simeone et a/., 19931, and potentially 
Dlx-2 in subsets of olfactory tissue (Porteus et al., 1991). Finally, cranial 
ganglia express several Hox (Krumlauf er al., 19931, Dlx-2 (Bulfone et 
al., 1993a), and Bm-3.0 and Bm-3.2 (Turner et al., 1994) genes. 

V. Conclusions 

A. Expression Patterns of Homeobox and Other Genes in the Forebrain 
Support a Neuromeric Model of the Forebrain 

The study of gene expression patterns in the embryonic forebrain provides 
insights into the underlying organization of this structure and has led us 
to question previous morphological models of the forebrain in mammals 
and other vertebrates. The conventional interpretation of forebrain organi- 
zation is based on the columnar model developed by His (1893). Herrick 
(1910), Kuhlenbeck (1973), and several other neuroembryologists. This 
model has become increasingly discordant with experimental evidence 
(Puelles and Rubenstein, 1993). This is due in large part because it is 
based on an obsolete conception of the longitudinal axis in the forebrain 
(which requires a discontinuity of the forebrain longitudinal axis with 
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more caudal parts of the neural tube) and because of its dependence on 
unreliable morphological landmarks (ventricular sulci) for the boundaries 
of forebrain subdivisions. In contrast. the study of gene expression pat- 
terns in the forebrain provide evidence for an alternative model (Figs. 4 
and 14) (Bulfone et nl., 1993b; Puelles and Rubenstein, 1993). Evidence 
for an alternative interpretation of the longitudinal axis comes in part from 
the observation of expression patterns that are continuous across 
the entire brain, and that follow the contours of the secondary axial 
bends (flexures) of the neural tube [in this regard, see the expression of 
XeNK-2 in Saha e t a / .  (1993)l. Furthermore. evidence for alternative limits 
of forebrain subdivisions come from the observation that the vast majority 
of expression patterns show sharp boundaries. some of which are perpen- 
dicular (transverse) and others parallel to the proposed longitudinal axis. 
The transverse boundaries do not coincide with the ventricular sulci pos- 
ited to limit forebrain compartments in the columnar model. Therefore, 
these experimental observations are not consistent with the predictions 
of the columnar model. 

On the other hand. the expression patterns are compatible with the 
segmental model of the brain encompassed in the "neuromeric theory" 
that evolved contemporaneously to the "columnar theory" (His, 1893; 
von Kupffer, 1906: Palmgren. 1921 : Rendahl. 1924: Bergquist and Kallen, 
1954; Kallen, 1965: Vaage. 1969: Keyser, 1972: Gribnau and Geijsberts, 
1985) [also see Puelles et al. (1987, 1991) for a discussion of this subject]. 
Following the discovery of gene expression patterns that respect hindbrain 
segment boundaries [reviewed by Krumlauf ( 1993)l. various reports tenta- 
tively suggested the possibility of a segmental interpretation of gene ex- 
pression patterns observed in the forebrain (Price et al., 1991; Lo et a/ . ,  
1991: Zimmer and Zimmer. 1992: Salinas and Nusse. 1992). In parallel, 
work with the Dlx-1, D/x-2,  Cbx-2, and Wtit-3 genes has led to the formula- 
tion of the prosomeric model (Porteus e f  a/ . ,  1991: Bulfone et a/. ,  1993a.b: 
Puelles and Rubenstein, 1993). The study of cell migration within the 
plane of the chick embryo neuroepithelium has also led Figdor and Stern 
( 1993) to support a neuromeric model of diencephalic organization. 

The basic elements of the prosomeric model can be stated as follows: 
There are three axial reference lines: the floor plate, the alar/basal bound- 
ary, and the roof plate. These lines define the longitudinal axis of the 
neural tube. and as such will be perpendicular to the transverse boundaries 
that separate brain segments. A brain segment is expected to represent a 
transverse ring of the neural tube exhibiting metamery of its elements 
(floor, basal. alar. and roof plates) as well as specific properties that 
characterize the intersegmental boundaries [see Puelles and Rubenstein 
(1993) for a more complete discussion of this subject]. Many of the postu- 
lated interprosomeric boundaries in fact correspond to previously defined 
limits of neuronal complexes and to the pathways of various fiber tracts. 
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The model postulates two main subdivisions of the forebrain: the dien- 
cephalon and the secondary prosencephalon. The ventral part of the sec- 
ondary prosencephalon largely consists of the hypothalamus; the dorsal 
part includes the telencephalon, the telencephalic peduncle (stalk), the 
preoptic region, and the optic stalk and vesicle. Both the diencephalon 
and secondary prosencephalon are subdivided into three prosencephalic 
neuromeres (prosomeres, p), pl-p3, and p4-p6, respectively. Further 
transverse and longitudinal boundaries later subdivide the prosomeres 
into the discrete neuronal populations that make up the forebrain. 

Evidence for this model comes in part from the detailed comparison of 
the expression of Dlx-1, DIx-2, Gbx-2, and Wnr-3 (Bulfone p r  al., 1993b1, 
and the examination of the expression patterns of nearly 50 other published 
genes [see Puelles and Rubenstein (1993) and this chapter]. The boundaries 
of these expression patterns consistently agree with those postulated by 
the prosomenc model (Bulfone et ai., 1993b; Puelles and Rubenstein, 
1993). Pending further corroboration through additional experimental anal- 
ysis, this model should provide a useful instrument to aid in the interpreta- 
tion of gene expression data, as well as in the analysis of experimental 
manipulations of the embryonic forebrain. 

B. Why Are Homeobox Genes Expressed in Complex Patterns 
in the Brain? 

Having reviewed the expression of some 40 genes, it is clear that their 
patterns are frequently complex both in space and time. Spatial complexity 
has several different forms. For instance, many genes have multiple dis- 
continuous domains (e.g., Gbx-2 has four), suggesting that these genes 
have distinct regulatory cassettes controlling expression in each domain. 
In some regions, Gbx-2 is expressed in the proliferative zone of the neural 
tube, whereas in the basal telencephalon, it is exclusively expressed in 
the cells that have left the mitotic cycle (Bulfone er al., 1993b). Thus, this 
suggests that Gbx-2 may have different functions in different regions. 
Perhaps it has a role in regional specification when it is expressed in 
the proliferative zone, and a role in histotype differentiation when it is 
expressed in postmitotic cells. 

Many homeobox genes are expressed in gradients, such as the En genes 
in the tectum (Davis and Joyner, 1988). The gradients appear to be the 
result of the response to morphogenetic signals emanating from organizer- 
like sources, such as in the isthmic tissue (see section on cerebellum, 
isthmus, and mesencephalon)(Itasaki er al.,  1991; Martinez er al., 1991). 
These results suggest that gradients of En expression may have a role in 
patterning development, perhaps by controlling the rate of differentiation 
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or by regulating the level of expression of downstream genes involved in 
processes such as synaptic recognition. 

Some of the genes are expressed in thin strips of tissue apparently at 
boundaries separating histogenic domains, such as the Nkx-2.2 gene at 
the p2/p3 boundary (Price et al., 1992). Expression of other genes shows 
a converse property, such as Pax-6, which exhibits a thin gap of expression 
also at the p2/p3 boundary (Walther and Gruss, 1991). Again, the signifi- 
cance behind these observations is unclear. but may relate to the special- 
ized role of boundary zones for patterning axon pathways, for serving as 
a barrier to prevent cell mixing between neuroepithelial compartments, 
or for serving as the source of morphogenetic signals. 

In sum, the logic behind the complexity of the expression patterns of 
homeobox genes in the vertebrate brain is just beginning to be uncovered. 
The complexity may in part be the result of structural distortions that 
occur during morphogenesis of the brain: thus the expression patterns 
may simplify once they are related topologically to a fate map of the neural 
plate. At this point, the expression patterns do not appear to relate to spe- 
cific neurological systems: this is consistent with the idea that functional 
systems are established, at least in part, by the interconnection of neuronal 
populations that arise from distinct developmental compartments. 

As alluded to previously, it is possible that the expression of some 
genes marks the route used by axon pathways and cell migrations. For 
instance, one of the earliest axon tracts in the forebrain, the tract of the 
posterior optic commissure (Easter e? nl.,  1993). runs a course parallel to 
Dlx-l /2  expression in the hypothalamus and ventral thalamus (Bulfone et 
al . ,  1993b). Furthermore, the expression at distinct transverse or longitudi- 
nal landmarks, perhaps in specialized boundary cells, also correlates with 
the trajectories of many fiber tracts. Thus. these boundary cells may 
form the blueprint that directs the trajectories of the principal axonal and 
migratory pathways. 

It is clear from the functional analyses of a few of these genes (Table 111) 
that expression does not necessarily mean that the gene has an important 
function. Thus, mutational studies of these genes will elucidate where their 
expression is important, and this information will replace the “expression 
maps” with “function maps” which may provide inroads toward under- 
standing the logic behind the complex temporal and spatial regulation of 
these genes. Finally. it is likely that no one gene functions alone to regulate 
patterning and differentiation of any given region of the brain, and there- 
fore it will be necessary to understand the genetic network that controls 
the development of each compartment. Thus, the “function maps” of 
individual genes may yield only partial information, whereas the intersec- 
tion of “function maps” of many genes (perhaps through genetic analyses) 
may provide the key to understanding why the genes are expressed in 
these patterns. 
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C. Homeobox Genes Are Generally Expressed in Multiple Tissues 

John L. R. Rubenstein and Luis Puelles 

during Embryogenesis 

The expression of the homeobox genes outside of the CNS have not yet 
been described. In general, each of these genes is expressed in a variety 
of nonneuronal embryonic structures. For instance, the Hox and Dlx genes 
are expressed in the limbs, genital eminence, branchial arches, and other 
tissues. Thus, mutations in these genes can potentially simultaneously 
alter development of a variety of structures. In mice and humans, there 
are birth defect syndromes that are characterized by specific combinations 
of dysmorphic structures. For instance, in humans a single genetic locus 
can result in defects in the face and limbs (e.g., ectrodactyly-ectodermal 
dysplasia-clefting, Miller, Mohr, and Nager syndromes), some of which 
also cause mental deficiencies (e.g., oral-facial-digital, Shprintzen, Ruval- 
caba syndromes)(Smith, 1982). To date, mutations in four homeobox- 
containing genes have been linked to human and mouse developmental 
disorders (Table III), and it is likely that additional homeobox-containing 
genes will be implicated in other birth defect syndromes. 

It is tempting to speculate that whereas some mutations seriously disrupt 
development, others may lead to adaptive phenotypes in one or more of 
the structures where the gene is expressed. This hypothesis predicts that 
certain structures may coevolve. Thus, a mutation in the Dlx-2 gene may 
cause subtle alterations in the brain, face, and limbs, which if adaptive, 
could lead to a strain difference manifested in phenotypes in all three 
developmental fields. More restricted phenotypes would be caused by 
mutations in specific regulatory elements. 

The effect of mutations in vertebrate homeobox genes may be compli- 
cated because many of these genes exist within multigene families. For 
instance there are four homologous clusters of the Hox genes (although 
there are not always four paralogues of each gene), at least four Dlx and 
Nkx genes, and two En, Msx,  C b x ,  Otx,  and Emx genes. Are the functions 
of these genes redundant or do they each have unique and important 
regulatory roles? The answers are just beginning to come in. So far, there 
are no reported mutations of homeobox genes without phenotypes. It is 
interesting to note that mutations of the Pax genes are semidominant, 
while mutations of the Hox genes are recessive (Table 111). The reason 
for this is not known, but may relate to genetic redundancy within the 
Hox clusters. 

Homeobox genes that are in clusters, or that have structural homologues 
within the same genome, are not fully redundant, as illustrated by the fact 
that mutations of the Hox-AI ,  Hox-A3, Hox-B4, Hox-C8, En-2, and 
Msx-2 genes each disrupt development (Table 111). However, only a subset 
of the cells expressing these genes are affected. In zebrafish, there are 



1. Homeobox Gene Expression 51 

three known En genes, and each is expressed in a distinct set of cells 
in the region of the midbraidhindbrain junction (Ekker et al., 1992b). 
Likewise, functional analysis of Hox-A 1 and Hox-A3 provides evidence 
that these genes regulate development in different subsets of cranial neural 
crest cells. Therefore, while it is premature to make any firm generaliza- 
tions, it appears that multigene families of homeobox genes may provide 
additional genetic information that is utilized to regulate development of 
subsets of cells within a developmental field. This genetic complexity may 
also facilitate evolutionary changes. 

D. Do Homeobox Genes Define a Central Blueprint for Head 
Development in All Animals? 

Evidence is rapidly accumulating showing that many homeobox genes 
are expressed in analogous patterns in most or all animals (McGinnis 
and Krumlauf, 1992; Slack et al., 1993). This is particularly the case for 
genes that define the identity of body and head segments in Drosophila. 
For instance, the Hox genes (homologues of the Drosophila genes that 
specify body segment identity) are expressed along the A-P axis in a 
similar pattern in mice, frogs (Xenopus), fish (zebrafish), fruit flies (Dro- 
sophila), and worms ( C .  elegans) (Fig. 15). Similarly, homologues of 
the genes involved in development of the fly head (orthodenticle, empty 
spiracle, and distal-less) are expressed in the head of mouse embryos. In 
addition, the distal-less gene of Drosophila is expressed in the primor- 
dia of the limbs, facial appendages, and brain (Cohen, 1990); in verte- 
brates Dlx-I and Dlx-2 are expressed in limb buds, the anlage of facial 
structures and the forebrain [see Dolle et al. (1992) and Bulfone et al. 
(1993a)l. 

This relationship is not general for all homeobox genes, as many are 
not expressed in analogous patterns in vertebrates and invertebrates. For 
instance, genes involved in setting up segmentation in Drosophila, such 
as the engrailed, paired, and even-skipped genes, are not expressed in 
striped patterns during segmentation in vertebrates. This disparity may 
be due to the fact that the morphogenetic mechanisms that control segmen- 
tation are very different in Drosophila and vertebrates. 

The similarities of the expression patterns of homeobox genes that are 
implicated in defining the identity of parts of the embryo along the A-P 
axis have stimulated the hypothesis that these genes have a central, and 
highly conserved, role in defining positional information within all animal 
embryos (McGinnis and Krumlauf, 1992; Slack et al., 1993). Furthermore, 
there is evidence that these genes use similar regulatory mechanisms in 
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Fig. 15 The hypothesis that Hox and other homeobox genes may have a conserved role 
in specifying positional information in all animals. It is suggested (McGinnis and Krumlauf, 
1992) that a common ancestor to insects and vertebrates had a precursor of the Hox (HOM-  
C )  complex that controlled regional specification along most of the A-P axis. Furthermore, 
additional homeobox genes were involved in controlling development of the head [distal- 
less (Dll), empty-spiracle (ems), engrailed (en) orthodenticle (otd; not shown in this figure)] 
and of the tail [caudal (cad)]. The nematode, C. elegans, also has a cluster of homeobox 
genes that may correspond to a form of the Hox (HOM-C)  complex present in the simpler 
organisms that were the ancestors to insects and vertebrates (Wang et al., 1993). C .  elegans 
also has a homeobox gene called ceh-23, whose homeodomain is 52% homologous to the 
empty-spiracle and 50% to distal-less, that maps -30 kb from the other homeotic genes 
(Wang e f  a / . ,  1993). [From McGinnis and Krumlauf (1992) with permission.] 

various species. For instance, enhancer elements from mammalian genes 
express genes in analogous regions of the fly embryo (Malicki et a/ . ,  1992). 
This suggests that the genetic hierarchies in diverse species may be very 
similar. Thus information regarding upstream regulatory genes and down- 
stream target genes from one animal system may be applicable in other 
distantly related species. 
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A few years ago, there were no candidates for genes that encode regulators 
of vertebrate brain morphogenesis, regional specification and differentia- 
tion. Now there is no shortage of putative regulatory genes. This chapter 
has attempted to summarize information about homeobox genes but has 
omitted important results concerning many other types of molecules, in- 
cluding other transcription factors, secreted signals, their receptors, and 
intracellular signaling pathways. 

Several fundamental questions remain regarding development of the 
vertebrate brain that are now amenable to study at the molecular level. 
These include how early patterning of the neural plate and neural tube 
are accomplished; how morphogenetic signals are interpreted into specific 
patterns of gene expression of regulatory molecules; and how the hierarchy 
of transcriptional regulators result in the expression of tissue-specific 
genes. 

The answers to these complex problems will undoubtedly involve a 
variety of approaches. First, additional candidate regulatory genes will 
need to be identified using a number of methods, including hybridization 
and PCR screens for homology to known genes; genetic screens in worms, 
flies, fish, and mice; subtractive hybridization followed by screens of the 
expression patterns of the subtracted clones (Porteus er al., 1992); and 
functional screens using methods such as the two hybrid system in yeast 
(Chien er al., 1991). 

With putative regulatory molecules in hand, their functions can be 
tested. Loss of function analyses have been revolutionized by the ability 
to make mutations in specific genes in mice [for reviews see Capecchi 
(1989) and Joyner (1993)l. Since the discovery of this method, hundreds 
of genes have been mutated, and it seems likely that this approach will lead 
to the functional analysis of a significant fraction of the known candidate 
regulatory molecules in the next few years. Furthermore, additional loss- 
of-function approaches, including tissue-specific gene inactivation using 
recombinases, dominant negative molecules, and antisense and ribozyme 
methods, should provide additional avenues to study gene function. 

Gain of function studies, such as ectopic expression of regulatory genes 
in transgenic animals, are also extremely effective experiments to assess 
the role of a gene. The isolation of regulatory elements that confer highly 
specific temporal and regional expression has already been used to study 
the effect of ectopic expression of several Hox genes [e.g., Sham er al. 
(1993)l. As more of these regulatory elements become available, increas- 
ingly sophisticated experiments will be possible. Furthermore, the use of 
recombinant viral vectors, and possibly DNA transfection methods, will 
enable one to study the effect of ectopic expression in small sets of cells. 
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Experimental embryology and cell biology will be important approaches 
to study many types of developmental processes. Transplantation experi- 
ments will provide assays for the presence of, and response to, morphogen- 
etic signals (see section on midbrain development). Furthermore, a variety 
of experimental approaches will be needed to study the role of patterning 
molecules in organizing developmental compartments, in setting up com- 
partment boundaries, and in establishing the molecular blueprint that di- 
rects the trajectories of axons and cell migrations. 

Transgenic studies of gene function will provide information about the 
role of these genes in regulating development at the morphological and 
cellular level. Likewise, transplantation and cellular approaches can corre- 
late gene activity with complex developmental phenomena. However, 
none of these approaches address the underlying biochemical mechanisms 
that in fact control these processes. Because it is likely that there is an 
immensely complex hierarchy of transcription factors that operate as a 
network to regulate development, a combination of genetic and biochemi- 
cal approaches will be necessary to elucidate this subject. Inroads in this 
area are perhaps best exemplified by the studies of sex determination in 
yeast (Herskowitz, 1989). This work provides insights into how the binding 
specificity and affinity of homeodomain proteins (MAT-a1 and MAT-a2) 
are effected by their interaction with each other and with other protein 
cofactors (e.g., MCM-1) (Keleher et al.,  1988; Wolberger e f  al., 1991). 
Thus it is likely that protein-protein interactions between various classes 
of transcription factors and accessory proteins have general roles in regu- 
lating the function of homeobox genes. This is further illustrated by the 
interaction of the herpes simplex virus VP16 protein with the Oct-1 homeo- 
domain, an interaction that alters the activity of Oct-I(Stern and Herr, 
1991). 

Progress in discovering the genes that regulate expression of the homeo- 
box genes described in this chapter is also beginning [e.g., Krox20 regula- 
tion of H O X - B ~ ,  Sham et al. (1993)l. However, work in Drosophila may 
again provide shortcuts for solving this problem in vertebrates. For in- 
stance, the orthodenticle gene is regulated by the bicoid and torso genes 
(Finkelstein and Perrimon, 1991), the distal-less gene is regulated by the 
deformed gene (O’Hara et al., 1993) and the bithorax complex genes 
(Vachon et al.,  1992), and the homeotic selector genes are regulated by 
the extradenticle gene (Rauskolb et al . ,  1993) and polycomb genes (Ep- 
stein, 1992). Furthermore, advances in finding the targets of the homeobox 
genes are accelerating (Gould et al., 1990; Andrew and Scott, 1992; Tomot- 
sune et al., 1993). Thus, we are at the beginning of deciphering the “wiring 
diagram” of the transcriptional hierarchy that controls brain development. 

The development of the vertebrate brain is perhaps the most complex 
frontier in developmental biology. Reagents and methods are now avail- 
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able to study this important subject, and the results of these investigations 
will have an impact beyond developmental neurobiology that ranges from 
gaining insights into evolution of the nervous system to elucidating the 
molecular basis of some human neurodevelopmental disorders. 
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1. Introduction 

Inspired by the idea that the zebrafish (Brachydanio rerio) is an ideal 
vertebrate for the genetic analysis of development (Marcey and Nusslein- 
Volhard, 1986), investigators in several laboratories have begun studying 
the putative developmental regulatory genes in this organism. However, 
the progress in identifying developmental mutants in zebrafish has been 
very slow, perhaps because of limited resources. Since only afew interest- 
ing mutations have been described, one might argue that the potential of 
the zebrafish as a genetic model remains largely unexploited. Fortunately, 
the relatively simple features of the translucent zebrafish embryo offer 
Current Topics in Deuelopmental Biology. Val. 29 
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special opportunities for analyzing and manipulating the development of 
single identifiable cells in the central nervous system (CNS) and other 
tissues. As a consequence, in several cases it has been possible to analyze 
embryonic gene expression at higher resolution than has been achieved 
in other vertebrates. In addition, the evolutionary distance of more than 
400 million years between fish and mammals may allow the most essential 
functions to be identified on the basis of the degree of conservation of gene 
structure and expression. Thus, despite the recent initiation of molecular 
analysis of zebrafish (Eiken et al., 1987), studies of homeobox and pax 
genes in this species have made significant contributions to the field of 
vertebrate molecular embryology. 

I I .  Sequence Conservation between Zebrafish and 
Mammalian Homologs 

Most of the putative developmental regulatory genes characterized so far 
for zebrafish are members of the subfamilies of homeobox genes that have 
previously been analyzed in mammals and Drosophila. In many cases. it 
has been possible to unambiguously identify the fish homologs of specific 
mammalian genes. Interestingly, the degree of amino acid (aa) sequence 
conservation between the homologs varies considerably (from 50 to nearly 
100%). This relationship has been most extensively analyzed for the zebra- 
fish hox genes. 

A. Hox Genes 

Zebrafish counterparts of mammalian homeobox (hox)-containing genes 
located in both the Hox-B (Hox-2) and Hox-C (Hox-3) clusters have been 
isolated, but it is still unclear whether the fish genome also contains a 
Hox-A or a Hox-D complex. The identification of the two closely linked 
zebrafish genes hox-B5 (hox-2.1) and hox-B6 (hox-2.2). which correspond 
directly to a similar related pair of genes in the mammalian Hox-B complex 
(Fig. I ) ,  confirmed the existence of the Hox-B cluster in the zebrafish 
genome Njglstad et al., 1988b. 1990). Comparison of Ires-B.5 with its 
murine homolog revealed several highly conserved features (Njdstad et 
al., 1988b). The putative protein products are of similar length (about 275 
residues), and the 96 aa C-terminal. including the 60 aa homeodomain and 
the pentapeptide, are identical (Fig. 2). Within the N-terminal region. the 
first 25 residues are identical. but the remaining parts show less homology. 
These features are reflected in a total level of protein sequence conserva- 
tion of 81%. A significantly lower level (70%) of sequence identity between 
homologs was observed for the protein derived from the adjacent gene. 



Fig. 1 The organization of murine Hox genes and homologous genes in zebrafish. The 
entire Hox-B complex of mouse is shown, together with the identified zebrafish homologs 
(shaded). For the murine Hox-C cluster, only the 3’ part is shown. The zebrafish homologs 
hox-C.5 and hox-C6 are indicated below (shaded). The arrow on top of the figure indicates 
the direction of transcription in the Hox complexes. [Based on information from Njolstad 
et a/ .  (1990) and Molven et a/. (1993).] 

Fig. 2 The distribution of amino acid sequence homology in zebrafish homologs of the 
murine Hox-BS, Hox-CS, En-2 (eng-2). and Pax-6 (pax-[a]) proteins, respectively. The 
positions of the homeodomain (HD) and paired domain (PD) are shown. In the case of eng- 
2, the locations of the engraiied homology regions (EH 1-5; see text) are indicated by thick 
bars. The shading indicates the degree of sequence identity. [Based on information from 
Njolstad et tri. (1988b). Krauss et af. (1991~).  Piischel et a/.  (1992a). Fjose er a / .  (1992), and 
Ericson et a / .  (1993).1 
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hox-B6 (Njglstad et al., 1990). The conservation for this gene is also very 
high in the homeodomain-containing region and at the N terminus. A 
similar distribution of homology is present in the hox-C.5 (hox-3.4) protein 
(Fig. 1 ;  Ericson et ul., 1993). The homeodomain predicted from the zebra- 
fish hox-C.5 gene is identical to the corresponding sequences of the murine 
hox-C.5 and human HOXCS cognates (Fig. 2). Further comparison to 
the human HOXCS protein showed that the corresponding zebrafish and 
human proteins are quite diverged (56% sequence identity). This diver- 
gence reflects a smaller amount of conservation in the regions flanking 
the homeodomain and a particularly low level of sequence identity (18%) 
in the middle part of the protein (Fig. 2). 

The differences in divergence of hox-BS, hox-B6, and hox-CS show that 
the conservation of the individual genes in the vertebrate Hox clusters is 
quite variable. Moreover, the data suggest a faster divergence rate for 
the Hox-C genes. Supporting this interpretation, the C-terminal region 
encoded by the zebrafish hox-C6 (hox/i$-6l]) gene is also quite diverged 
relative to its murine counterpart (Njglstad et af., 1990). 

Zebrafish and mammalian homologs located in the Hox-B and Hox-C 
clusters show very similar embryonic expression patterns (see Section 
111) in addition to structural conservation. Therefore, the most essential 
elements of the regulatory network involving these Hox genes have proba- 
bly been maintained during evolution. To identify candidate control re- 
gions, noncoding sequences of the zebrafish and mammalian cognates 
have been compared. Surprisingly, the zebrafish and murine genomic 
regions, including the Hox-BS and Hox-B6 homologs, contain very few 
conserved sequences outside the open reading frames (Molven et al., 
1993). For both homologous pairs, the most significant conservation is 
present in stretches extending about 0.3 kb upstream from the initiation 
codons. In the case of Hox-B6, these zebrafish and mouse upstream se- 
quences are 67% identical, whereas the corresponding conservation of 
the Hox-B.5 homologs is 92%. Although these strong homologies in the 
upstream regions probably reflect a functional significance in transcrip- 
tional andlor translational control, the sequences appear to contain very 
few recognition elements for known transcription factors. In contrast, 
comparison among the noncoding sequences of the zebrafish, murine, and 
human Hox-C6 homologs revealed conserved elements that seem to be 
more directly linked to transcriptional control (Arcioni et al., 1992; Ericson 
et al., 1993). Within a 180-bp TATA box-containing region, the zebrafish 
gene has about 60% sequence identity with its murine and human cognates. 
The two homeodomain binding sites identified within this promoter region 
of the human Hox-C6 gene (Arcioni et al.,  1992) are also present in the 
zebrafish sequence. In addition, the promoter of the human gene contains 
a sequence recognized by an unknown protein in response to retinoic 
acid treatment, and this sequence is partially conserved in the zebrafish 
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cognate. Multiple stretches (15-140 bp) of homology (60-90%) are also 
scattered throughout the zebrafish and human Hox-C6 genes (Ericson et 
al., 1993). However, no common binding sites for known transcription 
factors were identified in these elements, which in most cases have differ- 
ent locations within the two cognates. 

It is not yet clear whether the structural organization of the zebrafish 
hox clusters correlates closely with the arrangements reported for the four 
mammalian complexes. The best evidence for such a correlation concerns 
the Hox-B cluster. In addition to hox-B5 and hox-B6, a homeobox se- 
quence with striking similarity to Hox-B4 has been identified (Njelstad et 
al., 1988a). Using the murine Hox-BI, Hox-B2 and Hox-B.3 genes as 
probes, several cross-hybridizing zebrafish cDNA clones have also been 
isolated ( J .  U. Ericson, personal communication). Despite these correla- 
tions, several observations suggest that the zebrafish and mammalian Hox 
complexes may differ somewhat in structural organization. In agreement 
with this idea, a zebrafish sequence (hox[zf-54]) closely related to Hox- 
B6 has been identified, which seems not to be a cognate of either of the 
two other mammalian genes of the same subgroup (Njelstad et al., 1988b). 
Therefore, this zebrafish gene seems to be the result of a unique H o x - B ~  
duplication in fish. To clarify this issue, it will be necessary to sequence 
the remaining part of the hox[zf-54] gene and to determine whether or 
where it is located within the zebrafish hox clusters. 

In the case of the hox[z$l14] gene, the correspondence to the mamma- 
lian Hox genes is even more complicated (Molven et al., 1992). Although 
the entire coding sequence of this gene is known, significant homologies 
have only been identified for the homeodomain and the pentapeptide. 
Among the known mammalian Hox sequences, the homeodomain of 
hox[zf-114] is most similar to that of Hox-B.3 (79%), but these two genes 
are definitely not true homologs (Molven et al., 1992). There are also 
differences (e.g., in the pentapeptide and in the expression pattern) indicat- 
ing that hox[.$lZ4] does not belong to the third group of paralogous Hox 
genes at all, but rather should be placed in group 5. Alternatively, hox[d -  
1141 could have evolved as a consequence of a separate duplication event 
after the divergence of fishes and tetrapods, thus being a fish-specific 
gene. Although the major features of the Hox clusters in fish and mammals 
are likely to be very similar, further analysis of the zebrafish hox genes 
could provide additional examples of divergence that may help to elucidate 
the evolution of this vertebrate gene family. 

B. engrailed-Related Genes 

Similar to the studies of hox genes, analyses of zebrafish engrailed (en)- 
related genes have revealed several features that diverge from those of 
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other vertebrates. Apart from zebrafish, only two genes of the engrailed 
type have been identified in the vertebrate species analyzed so far (Joyner 
and Martin, 1987; Joyner and Hanks, 1991). A potential zebrafish homolog 
of the mammalian En-2 gene was reported by Fjose and colleagues (19881, 
but this study suggested, based on Southern analysis, that the zebrafish 
genome might contain more than two engrailed sequences. This proposal 
has been confirmed by Ekker and colleagues (1992b), who have identified 
and characterized three distinct engrailed genes (eng-1, eng-2, and eng- 
3). Whether the zebrafish has additional engrailed-like sequences is still 
unclear, but the cross-hybridization analysis indicates the existence of at 
least four members of this gene family (Fjose et al., 1988). Multiple 
engrailed-related genes may not be a unique feature of fish. The finding 
of a third, and highly diverged, engrailed-like gene in Drosophila (U. 
Weber and M. Mlodzik, personal communication) provides some support 
for this assumption. 

Differences between zebrafish and mammalian engrailed genes are also 
clearly evident at the level of protein sequence homology. Although the 
putative cognates contain several highly conserved domains, the total 
level of sequence identity between the zebrafish and murine proteins is 
quite low (65-69%). Among the three known zebrafish engrailed se- 
quences, eng-1 is the most closely related to the murine En-1 gene. The 
conservation of the putative Eng-1 protein, which shares 65% sequence 
identity with En-1, is mainly located within the five engruiled homology 
regions (EH1-5) that are common to all known engrailed genes (Fig. 2; 
Logan et al., 1992). Thus, apart from the EHl region, no significant 
sequence conservation is present between the N-terminal domains of Eng- 
1 and the murine En-1 protein. 

Several characteristics indicate that eng-2 and eng-3 are products of a 
duplication of an ancestral En-2 gene. The putative protein products of 
eng-2 and eng-3 share 65 and 69% sequence identity, respectively, with 
the murine En-2 protein (Ekker et al., 1992b). The predicted zebrafish 
proteins have extended homologies in the EHl and EH5 regions relative 
to En-2. An additional serine-rich peptide sequence, which was initially 
found to be conserved in the N-terminal part of Eng-2 and Xenopus XEn- 
2 (Fjose et al., 19921, is also present in the proteins derived from zebrafish 
eng-3 and the mouse En-2 gene (Fig. 2). Moreover, these four genes have 
conserved sequences in the 3’ untranslated region (Ekker et al.,  1992b; 
Logan et a f . ,  1992). 

C. Other Homeobox-Containing Genes 

In addition to the engrailed genes, more than 15 distinct subgroups of 
vertebrate homeobox genes have been defined on the basis of differences 
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among their derived homeodomain sequences, and many of these groups 
are related to specific Drosophila genes (Scott et al., 1989; Laughon, 
1991). Zebrafish genes that belong to at least six of these subgroups have 
so far been isolated. When the zebrafish members of each of these groups 
are compared to the corresponding mammalian genes, the degree of se- 
quence identity is quite variable, perhaps because of differences in func- 
tional conservation. 

Although four zebrafish genes containing muscle segment homeobox 
(msh) type sequences have been characterized, their evolutionary relation- 
ship to the two known murine members of this subgroup, Msx-1 (Hox-7) 
and Msx-2 (Hox-8), remains to be determined (Holland, 1991; Ekker et 
al., 1992a). Comparison of the putative Msx-l/Msx-2 proteins with the 
aa sequences derived from the zebrafish msh-C and msh-D genes revealed 
a high degree of sequence identity (>90%) within an 88 amino acid region 
containing the homeodomain (Ekker et al., 1992a). However, outside this 
conserved region, there is very little sequence similarity among any of 
the four proteins. Thus, it is not possible to identify true homologs from 
sequence comparison alone, and the current information about the expres- 
sion patterns is not sufficient to resolve this issue. For the zebrafish msh- 
A and msh-B genes, where only the homeobox sequences have been 
determined (Holland, 1991), further sequencing is required to see how 
they relate to the two murine Msx genes. However, it also remains to be 
determined whether the zebrafish and mouse genomes contain the same 
number of msh-like genes. Since more genes of this subgroup have been 
identified for zebrafish, it could be that independent duplications have 
occurred in mammals and fish. 

For the zebrafish gene cdx[Zf-cadl], which belongs to the caudal group 
(Mlodzik et al., 1983, the extent of homology relative to the known 
members in mouse, chicken and Xenopus is quite limited (Joly et al., 
1992). The degree of sequence identity between the different homeodo- 
mains is moderate (80-86%), and only a few short stretches of conserved 
amino acids are present in the N-terminal region. Thus, for none of these 
vertebrate species have true homologs been identified. Further research 
is clearly required to determine how many caudal-like genes are present 
in these different vertebrate genomes and how these sequences are related. 

The putative protein products of the zebrafish, Xenopus, and murine 
cognates of the goosecoid gene are very similar to the Hox proteins with 
respect to the distribution of conserved sequences. While a C-terminal 
region of about 100 amino acids that includes the homeodomain is highly 
conserved (>93%), a moderate level of sequence identity (<65%) is pres- 
ent in the N-terminal parts (Stachel et al., 1993). As a consequence, these 
homologous proteins have an overall identity of about 75%. Whether the 
genes also share a significant degree of sequence identity in noncoding 
regions has not been determined. 
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Other subgroups of homeobox genes for which zebrafish members have 
been identified include Distal-less homeobox (dlx),  H2.0-like homeobox 
(hlx), and PitlOctlUnc (POU) type sequences. Since only limited sequence 
data have been obtained for the zebrafish genes (Ekker et al., 1992a; Fjose 
et a/., 1994; Johansen et al., 1993; Matsuzaki et al., 1992), it is premature 
to draw any conclusions regarding their conservation. It should also be 
mentioned that zebrafish homologs of several other categories of verte- 
brate developmental genes, including the wingless homolog int-l ( Wnt-1) 
proto-oncogene, Kriippel-related zinc finger (Krox-20), chicken ovalbu- 
mine upstream promoter (COUP) transcription factor, and the Brachyury 
(T) gene, have been reported (Molven e f  al., 1991; Oxtoby and Jowett, 
1993; Fjose et al., 1993; Schulte-Merker et al., 1992). The fish and mamma- 
lian proteins derived from these genes have a level of sequence identity 
(69-76%) comparable to that of the Hox and eng cognates. The exception 
is the zebrafish COUP homolog, sup[44], which displays the same profound 
evolutionary conservation as paxlzf-a] (see Section ILD; Fjose et al., 
1993). 

D. Pax Genes 

Of the eight paired box-containing genes (Pax) that are known for the 
mouse, four also encode paired type homeodomains (Gruss and Walther, 
1992). For one of these genes, Pax-6, a true homolog (pax[a ] )  has been 
identified in zebrafish (Krauss et al., 1991a,c; Piischel et al., 1992a). In 
contrast to the known hox and eng cognates in zebrafish, where only the 
homeoboxes and other discrete elements show a high degree of sequence 
similarity, the entire protein-coding regions of the two Pax-6 homologs 
are highly conserved (97%; Fig. 2). Both species also have a variant form 
of Pax-6 transcript that includes an identical insert of 14 amino acids in 
the paired domain (Piischel et al., 1992a). The functional importance of 
the insert is presently unclear. However, its location within the paired 
domain is likely to affect DNA binding and/or protein-protein interactions 
and thereby provide an additional mode for developmental regulation. 
Another zebrafish pax gene, pax[b], is highly conserved relative to three 
murine genes (Pax-2, Pax-5, Pax-8) that form a subgroup of Pax genes 
(Krauss et al., 1991a,b; Gruss and Walther, 1992). The putative protein 
products of Pax-2, Pax-5, and Pax-8 have a total similarity of 87, 71, and 
65%, respectively, to the predicted amino acid sequence of Pax[b] (Krauss 
et al., 1991b; Adams et al., 1992). Thus, pax[b] and Pax-2 seem to be 
true homologs. Potential zebrafish homologs of Pax-I, Pax-3, and Pax-7 
have also been identified (S. Krauss, H. G. Elken, S. Nornes, and A. 
Fjose, unpublished results), but the entire coding sequences have not yet 
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been determined. At present it is unclear whether the zebrafish genome 
contains additional members of the Pax-2IPax-SIPax-8 subgroup. 

Computer analysis of the putative Pax[b] protein sequence revealed the 
presence of a region homologous to the N-terminal half of the paired-type 
homeodomain (Krauss et al., 1991b). This conserved sequence, which is 
located roughly at the same relative position as the homeobox in other 
Pax genes, was discovered simultaneously in Pax-2 and P a x 4  (Krauss et 
al., 1991b; Walther and Gruss, 1991). A possible explanation for the exis- 
tence of this partial homeodomain is that the C-terminal half was lost in 
a process of exon shuffling. However, the subsequent conservation of the 
remaining N-terminal part is also likely to reflect functional constraints 
imposed by an involvement of this subdomain in DNA binding and/or 
protein-protein interactions. 

111. Patterning of the Hindbrain and Spinal Cord 

The spinal cord and hindbrain regions of the embryonic CNS have several 
features in common, indicating that the underlying developmental regula- 
tory mechanisms are similar. Because these are general properties of all 
vertebrates, any species could in principle be used as a model to investigate 
these mechanisms. However, in this context, the relatively simple organi- 
zation of the zebrafish hindbrain and spinal cord provide several advan- 
tages in analyzing the genetic networks controlling neural patterning. 

A. Segmentation and Anteroposterior Specification 

As in chicken and mice, the hindbrain of zebrafish embryos becomes 
transiently subdivided into a series of rhombomere segments that are 
morphologically visible (Hanneman et al., 1988; Kimmel, 1993; Trevarrow 
et al., 1990). Moreover, the seven most-anterior rhombomeres seem to 
be directly homologous in the different vertebrate species. In chicken, 
the morphologically visible rhombomeres are defined as segmental units 
on the basis of several criteria, including lineage restriction, mitotic pat- 
terning, arrangement of somatic motor nuclei, and the localization of 
transverse axons at the boundaries (Keynes and Lumsden, 1990). Some 
of these criteria have been confirmed for the zebrafish rhombomeres, and a 
segmental arrangement is observed at the level of single identified neurons 
(Metcalfe et al.,  1986; Hannemann et al . ,  1988; Kimmel, 1993). Thus, 
the reticulospinal interneurons can be assigned to different families of 
segmental homologs on the basis of morphological similarities (Metcalfe 
et al., 1986). 
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Consistent with the idea that rhombomeres are of developmental sig- 
nificance, several categories of regulatory genes have rhombomere- 
restricted expression (Wilkinson et al., 1988,1989a; Ruberte et al., 1991; 
McGinnis and Krumlauf, 1992). The various genes within the individual 
Hox clusters have overlapping expression domains, and the anterior ex- 
pression limit of each gene correlates closely with the position of the gene 
in the complex. In the hindbrain, the 3’ members of a particular complex 
are expressed in segment-specific patterns, with successive genes having 
borders at two-segment intervals (Wilkinson et al., 1989b; McGinnis and 
Krumlauf, 1992). This pattern suggests an involvement in segment forma- 
tion or specification of segment identities, and similar correlations would 
be expected for the neural expression of zebrafish Hox genes. 

In agreement with this prediction, analysis of the zebrafish Hox-B5-6 
and Hox-C5 cognates revealed that the anterior limits of expression are 
located in the region of junction between the hindbrain and spinal cord 
(NjBlstad and Fjose, 1988; Njalstad et al., 1990; Molven et al., 1990; 
Ericson et al., 1993). However, the limited resolution achieved in these 
experiments, together with the lack of distinct segmental boundaries in 
the posterior hindbrain, prevented direct comparison of these homologs 
in mouse and zebrafish. Thus, it has not yet been directly demonstrated 
that the 3’ Hox genes of zebrafish follow the same rules of collinearity 
and rhombomere-restricted expression as their murine counterparts. Nev- 
ertheless, indirect evidence for such a relationship has been obtained from 
studies on the zebrafish homolog (krx-20) of the murine Krox-20 gene, 
which encodes a protein with three C2H,-type zinc fingers (Chavrier et 
al., 1988; Oxtoby and Jowett, 1993). In mouse embryos, Krox-20 is ex- 
pressed at a high level in rhombomeres 3 and 5 (r3 and 1-9, both before 
and after they become visible (Wilkinson et al., 1989a). Accordingly, it 
has been postulated to be a segmentation gene regulating Hox expression 
(Wilkinson et al., 1989b; Wilkinson and Krumlauf, 1990), and direct evi- 
dence for this hypothesis was obtained for the expression of Hox-B2 
(Sham et al., 1993). In zebrafish, krx-20 transcripts are first detected in 
the primordia of r3 and r5 at 100% epiboly (9-10 hr), suggesting that 
segmentation in the zebrafish hindbrain, at the molecular level, occurs at 
this stage (Oxtoby and Jowett, 1993). This is several hours before the 
morphological manifestation of rhombomeres in 15- to 16-hr embryos, 
and it could therefore regulate the segment-restricted expression of zebra- 
fish hox genes. 

Another example of segmental expression in the zebrafish hindbrain is 
the hix-2 gene (Fjose et al., 1994), which belongs to the same group of 
homeobox genes as H2.0 in Drosophila (Barad et al., 1988). In this case, 
a transverse stripe of expression was first observed in the r5 primordium 
of 12-hr embryos (Fjose et al., 1994). At a later developmental stage 
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(15-16 hr), different levels of hlx-Z transcripts were also detected within 
rhombomeres 1-3 (Fig. 3). Because the expression domains are dorsoven- 
trally restricted, hlx-Z is probably not involved in segmentation. Moreover, 
the level of expression varies for the individual rhombomeres and could 
be regulated by factors such as Hox proteins, which are likely to specify 
segmental identities. 

Studies of the embryonic expression of pax[b] and the zebrafish eng 
genes have revealed aspects of segmentation and AP specification at the 
level of single cells. In both cases, the expression patterns have been 
investigated by in situ hybridization and immunohistochemical methods. 
However, for the eng genes, the results obtained with the two different 
methods are somewhat contradictory. In the hindbrain, the 4D9 antibody 
(Pate1 et af., 1989), which cross-reacts with all of the three known zebrafish 
Eng proteins (Ekker et al., 1992b), labels clusters of cells only in the three 
most-anterior rhombomeres (Hatta er af., 1991a). The other antibody, 

Fig. 3 The hindbrain expression of the hlx-1 gene in 15-hr embryos (A) and at 30 hr (9). 
The rhombomeres (rI-r7) and the boundary (stippled line) between midbrain (MB) and 
hindbrain (HB) are indicated. The different expression levels of the individual rhomborneres 
of the 15-hr embryo are illustrated by different shading. In 30-hr embryos (B) paired stripes 
of expression, which are connected by a column of expressing cells at the ventricular side, 
are located in the boundary regions of the rhomborneres. [Based on information from Fjose 
et al. (1994).] 
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originally generated against the mouse EN-2 homeodomain, aEnhb-1 
(Davis et al., 1991), revealed a more complex expression pattern in which 
clusters of stained cells were detected in all of the rhombomeres and the 
spinal cord (Hatta et al., 1991a). In comparison with observations in the 
mouse, where only the En-Z gene is expressed throughout the hindbrain 
and spinal cord (Davidson et al., 1988; Davis and Joyner, 1988), these 
observations are confusing, because Western blot analysis has revealed 
that aEnhb-1 only detects the Eng-2 and Eng-3 proteins (Ekker et al., 
1992b). Unfortunately, in siru hybridization analyses with specific probes 
from the three eng genes did not resolve this issue (Ekker et al., 1992b). 

Despite the problem of identifying which of the eng genes are expressed 
in the hindbrain and spinal cord cells, several interesting conclusions can 
be derived from these studies. The location of the expressing cells suggests 
that they consist of at least two different types of interneurons (Hatta et 
al., 1991). Cells labeled with aEnhb-1 are detected earlier by (18 hr) than 
the 4DPpositive cells (24 hr) and are not restricted to a specific AP level. 
The segmentally repeating aEnhb- 1 pattern also appears transiently in the 
spinal cord, where expression extends posteriorly over time. While the 
younger hemisegments have one or two labeled cells, the older segments 
(more anterior) show expression in additional cells that fill in the row until 
the periodicity is lost (Hatta et al., 1991a). This observation indicates that 
engraifed-expressing cells in the hindbrain and spinal cord are partially 
regulated by the same segmentally repeating information, even though 
most of the spinal cord neurons are not segmentally organized (Bernhardt 
et al., 1990; Kuwada and Bernhardt, 1990). 

It has been proposed by Kimmel(l982) and by Metcalfe and colleagues 
(1986) that the hindbrain rhombomeres exhibit unique segmental identities, 
with each segment containing a specific set of identifiable reticulospinal 
neurons. Results obtained from studies on the pax[b] gene are compatible 
with this model and demonstrate the advantage of using the zebrafish for 
analyzing these aspects at the molecular level (Krauss et af., 1991b; Mik- 
kola et al., 1992). A polyclonal antibody raised against the C-terminal end 
of the Pax[b] protein (which does not include the conserved paired domain) 
was used to investigate expression in zebrafish embryos (Mikkola et al., 
1992). At the 13-hr stage, Pax[b] staining was first detectable in a distinct 
set of 12-15 nuclei on either side of the neural keel in the region including 
the posterior hindbrain and anterior spinal cord. The Pax[b]-positive cells 
in the hindbrain of 21-hr embryos were identified by their location and 
by axonal trajectories made visible by double labeling with acetylated a- 
tubulin antibodies. According to this analysis, the pax[@ gene is expressed 
in the MiD2c primary commissural interneuron in r5 and in a pair of similar 
interneurons (MiD3c) in r6 (Fig. 4). In addition, a previously unclassified 
set of interneurons that was termed commissural caudal-rhombomere as- 
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Fig. 4 The location of  pax[b]-expressing commissural neurons in the hindbrain (HB) and 
spinal cord (SC). Only the neurons (on one side of the midline) that have projected axons at 
the 21 -hr stage are shown. The locations of the floor plate (FLP; shaded), lateral longitudinal 
fascicle (LLF), medial longitudinal fascicle (MLF), and boundary between hindbrain and 
spinal cord (stippled line) are shown. Arrowheads indicate the direction of the axons of the 
various commissural neurons. [Based on information from Mikkola ef a/. (1992).] 

cending (CoCaA) was shown to be Pax[b] positive in the caudal hindbrain. 
In the spinal cord, where the pax[b/ expression pattern does not have 
segmental features, the Pax[b]-positive neurons have also been identified 
(see Section II1,B). 

These observations suggest that pax[b] is in some way involved in 
determining the specific fates of particular neurons or their subsequent 
differentiation. In the case of the MiD2c and MiD3c cells, Pax[b] proteins 
are detectable 3 hr before these neurons start to project their axons. This 
timing of pax[bj expression is consistent with a role in determining cell 
fate, since some neurons in zebrafish embryos are unalterably specified 
as late as 1 hr before they project their growth cones (Eisen, 1991). 

Studies on zebrafish have also revealed neuron-specific distribution of 
Hox proteins. Using an antibody raised against the Xenopus homeodomain 
protein XlHbox 1, which probably is the homolog of Hox-C6, expression 
(commencing at the 16-hr stage) was detected in the anterior spinal cord 
(Molven et al., 1990). Within this region, adorsal row ofX1Hboxl-positive 
cells were identified as Rohon-Beard (RB) sensory neurons (Fig. 5). Inter- 
estingly, at 25 hr these neurons exhibit a graded decrease in staining 
intensity from anterior to posterior over the domain of expression. The 
spatiotemporal expression pattern indicates that the zebrafish Hox-C6 
homolog is involved in AP specification of these neurons. However, the 
gene probably does not play a role in specifying the RB cell type, since 
expression is first detected after these neurons start to differentiate (Bern- 
hardt et al., 1990). 
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Fig. 5 The trunk region of a 22-hr embryo with cells stained by the XlHboxl antibody 
indicated. There is a graded decrease in staining from anterior (left) to posterior (right). The 
large circles at the top represent the Rohon-Beard cells. [From Molven (1991).] 

B. Dorsoventral Patterning 

The spinal cord of vertebrates exhibits a characteristic dorsoventral (DV) 
pattern, with specific classes of neurons differentiating according to their 
DV position (Lumsden, 1991). Moreover, surgical manipulations of 
chicken embryos have shown that the notochord plays a crucial role in 
ventralizing the neural tube by inducing cells at the ventral midline to 
become floor plate cells (Yamada et al., 1991). Studies indicate that the 
Pax genes are of particular importance in controlling the embryonic DV 
patterning. The murine Pax-3 and Pax-7 genes are expressed in partially 
overlapping areas in the dorsal region of the ventricular zone (Gruss and 
Walther, 1992). Pax-7 is expressed in the alar plate region, excluding the 
roof plate and neural crest cells, while Pax-3 expression is detected in all 
three of these subregions (Jostes et al., 1991; Goulding et al., 1991). 
Similarly, the murine Pax-6 gene is active in the entire basal plate, exclud- 
ing the floor plate and cells directly adjacent to it (Walther and Gruss, 
1991). 

Analyses of the embryonic expression of the zebrafish Pax-6 homolog, 
puxlu], have revealed the same kind of DV restriction (Krauss et al. ,  
1991c; Piischel et al., 1992a). In addition, preliminary data from in situ 
hybridization analyses of the potential zebrafish homologs of Pax-3 and 
Pax-7 were consistent with the observations for the two murine genes 
(S. Krauss and A. Fjose, unpublished results). These results indicate an 
involvement of Pax genes in specifying DV identities of different popula- 
tions of mitotic cells in the ventricular zone. 

In chicken embryos, removal of the notochord or implantation of an 
additional notochord dramatically alters the DV expression patterns of 
the Pax-3 and Pax-6 homologues (Goulding et al.,  1993). The changes in 
the expression of both genes also show a close correlation with the changes 
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in cell phenotype (Yamadaet al., 1991; Goulding etal., 1993). This correla- 
tion suggests that the effects of the. notochord on the expression of genes 
such as Pax-3 and Paxd in neural progenitor cells may influence their 
subsequent pathways of differentiation. 

Pax genes may also be involved at later stages of neuronal differentia- 
tion. Consistent with this idea, the Pax-2, Pax-5, and Pax-8 genes are 
expressed in postmitotic cells located at specific levels in the intermediate 
zone in the spinal cord of mouse embryos (Nornes et al., 1990; Gruss and 
Walther, 1992). Although these cells are probably precursors of different 
types of interneurons, it has not been possible to determine their exact 
identities. In contrast, the relatively simple organization of the zebrafish 
spinal cord at early embryonic stages makes it a convenient model for 
analyzing neuron-specific expression patterns. A small number of identifi- 
able classes of neurons, including sensory RB cells, motor neurons, and 
several classes of interneurons, are present in 18- to 20-hr embryos (Bern- 
hardt et al., 1990; Kuwada and Bernhardt, 1990). By exploiting this knowl- 
edge, it was possible to determine the identity of spinal cord neurons 
expressing the zebrafish Pax-2 homolog, paxlb] (Mikkola et al., 1992). 
This identification, which in part relied on double labeling with antibodies 
recognizing specific neural antigens, showed that the pax[b] gene is ex- 
pressed in commissural secondary ascending (CoSA) interneurons. These 
cells are present at variable densities (one to five per spinal hemisegment) 
along the entire spinal cord (Bernhardt et al., 1990). As observed for the 
pax(b]-expressing reticulospinal neurons in the hindbrain (see Section 
IILA), the CoSA neurons project their axons several hours after the Pax[bl 
protein is detected. Accordingly, the differentiation of these neurons could 
also in part be determined by the pax(b] gene. 

Dorsoventrally restricted expression in the embryonic hindbrain and 
spinal cord has been observed for the murine Dbx and chicken ChoxE 
genes, which belong to the same group of homeobox sequences as the 
zebrafish hlx-1 gene (see Sections II,C and ii1,A; Rangini ef al., 1991; Lu 
et al., 1992). in both cases, bilateral columns of expression, restricted to 
the proliferating zone in the dorsal basal plate, extend throughout the 
hindbrain and spinal cord. For hlx-I, a similar expression pattern was 
observed (Fjose et al., 1994), but in this case more detailed information 
was obtained by whole-mount in situ hybridization analysis. After a seg- 
mental hlx-1 pattern appears in the hindbrain of 12- to 15-hr embryos (see 
Section III,A), expression extends as a contiguous column throughout the 
hindbrain and spinal cord. This dorsoventrally restricted column, which is 
located near the dorsal boundary of the basal plate, may include both 
mitotic and postmitotic precursors of particular types of neurons. Alterna- 
tively, the highly restricted hlx-1 expression domain could play a role in 
defining a boundary between the basal and alar plates. 
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C. Subdivisions within Rhombomeres 

Anders Fjose 

Analyses of the neural pattern of rhombomeres indicate that the individual 
segmental units can be subdivided along the AP axis. In the hindbrain of 
the chick, motor nuclei are in the segment centers, and early commissures 
are near the borders (Lumsden and Keynes, 1989). Also, the centers of 
rhombomeres have a higher mitotic density and shorter cell-cycle time 
than the boundaries (Keynes and Lumsden, 1990). Moreover, studies at 
the molecular level have revealed that expression of the neural-cell adhe- 
sion molecule N-CAM is localized to the central regions of the rhombo- 
meres, whereas Ng-CAM/Ll is restricted to the boundaries (Lumsden 
and Keynes, 1989). Despite this patterning of individual rhombomeres, 
none of the developmental regulatory genes analyzed so far is expressed 
selectively within particular subregions. 

In zebrafish, these aspects have been investigated in further detail with 
various monoclonal antibodies that stain different subpopulations of cells 
within the hindbrain (Trevarrow et al., 1990). This revealed an arrange- 
ment of neurons, commissural tracts, neuropil areas, and radial glial fibers 
that reflects an alternating pattern along a series of seven segments. In 
the model proposed from this pattern (Trevarrow et al., 1990), the rhom- 
bomere centers contain the first basal-plate neurons to develop and the 
first neuropil. The other region, surrounding the segment boundaries, 
contains the first alar-plate neurons. 

Studies of the embryonic expression of the hlx-1 gene revealed spatio- 
temporal changes in the hindbrain of 1-day-old embryos that seem to be 
consistent with this model (Fjose et al., 1994). Each longitudinal column 
of expressing cells transforms into series of transverse stripes, and by the 
30-hr stage a repeated pattern of paired stripes is clearly visible along 
both sides of the midline. The spacing between each pair of hlx-1 stripes 
correlates well with the width of hindbrain rhombomeres (Fig. 3). Interest- 
ingly, the pattern is very similar to the staining detected with the zn-5 
antibody, which labels clusters of commissural interneurons at the segment 
boundaries (Trevarrow et al., 1990). This indicates a possible involvement 
of hlx-Z in the subdivision of rhombomeres, in particular in the specifica- 
tion or differentiation of the zn-5-positive neurons. 

IV. Patterning of the Rostra1 Brain 

Expression studies of various types of vertebrate developmental genes in 
the hindbrain and spinal cord have revealed clear correlations with the 
neural patterning observed along the AP and DV axes. Because of the 
great complexity of the rostra1 brain in mouse embryos, a relationship 
between the expression domains of regulatory genes and morphological 
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subdivisions appears to be harder to elucidate. Studies on pax and eng 
genes have shown that the relatively simple organization of the zebrafish 
brain at  early embryonic stages may facilitate analysis of the genetic 
mechanisms responsible for its morphogenesis. 

A. Expression during Early Stages of Regionalization 

Whole-mount, in situ hybridization analysis of the zebrafish pux[b] gene 
revealed the earliest signs of regionalization in the rostral neurectoderm 
of 9-hr embryos (Krauss et ul., 1991b). At this late gastrula stage, pax[b] 
transcripts are detectable within two transverse bands of cells separated 
by a nonexpressing area at the dorsal midline (Fig. 6 ) .  Both the width 

Fig. 6 The early regional expression of pax[a] and pax[b]. (A-C) Dorsal view of the 
expression of pax[b] in the region of the presumptive midbrain-hindbrain boundary in 9- 
to 10-hr embryos (rostral end at the top). (D) Relationship between the expression domains 
ofpux[b] (dark shading) and paxlu] (gray shading) at the 10-hr stage. [Based on information 
from Krauss er al. (1991b) and E. Salaneck and A. Fjose (unpublished observations).] 
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and the length of these stripes, which point somewhat posteriorly at an 
angle of about 60" relative to the midline, increase simultaneously with 
the expression level during the subsequent hour of development. Probably 
as a result of convergence of cells that generate the neural keel, the two 
stripes start to fuse at the dorsal midline in 10-hr embryos. Thus, by the 
12-hr stage, the pax[b] expression domain is a solid transverse band in 
the neural keel. Analysis of later developmental stages showed that this 
area corresponds to a region including the midbrain-hindbrain boundary 
(see Sections IV,B,C). Pax[b] proteins were detected in 9-hr embryos 
using the pax[b] antibody (Section III,A), and the spatiotemporal pattern 
in subsequent stages appeared to be the same as for the transcripts (Mik- 
kola e? al., 1992). In the case of eng-2 andpax[u], the observed spatiotem- 
poral expression patterns are similar to those for pax[b]. However, while 
the transverse stripes of eng-2 expression are present at the same AP 
level aspax[b] (Fjose et al., 1992), thepax[u] gene is active in two separate 
domains, located in the forebrain and the hindbrain regions (Puschel e f  
al., 1992a; E. Salaneck and A. Fjose, unpublished results). In the anterior 
hindbrain, pax[a] is initially expressed within two transverse stripes that 
later are extended posteriorly throughout the hindbrain and the spinal 
cord (Fig. 6D; E. Salaneck and A. Fjose, unpublished results). The rostra1 
domain of paxlu] expression first appears as two triangular areas that fuse 
at the midline (Fig. 6D). For both of the pax[a] domains, the transverse 
expression boundaries are almost parallel to the pax[b] and eng-2 stripes. 
This pattern is reminiscent of the segmental expression domains of their 
Drososphila homologs paired and engrailed (Kilchherr et al . ,  1986; Fjose 
et al., 1985; Ingham, 1988) and suggests the involvement of related subdi- 
viding mechanisms in the midbrain region. It is interesting to note that 
the pax[b]leng-2 stripes are located within the gap between the two pax[a] 
domains. The expression of eng-1 and eng-3, which has not yet been 
analyzed at this early stage (Ekker et al., 1992b), is likely to be restricted 
to transverse stripes within this gap. Whether these relationships reflect 
repressor functions for pax[b] and the three engruiled genes in the regula- 
tion of pax[a] transcription remains to be demonstrated. 

B. Regional Expression Patterns and Neuromere Organization 

A periodic array of swellings, called neuromeres, is present in the neural 
tube during early embryonic stages of zebrafish and other vertebrates. 
Rostra1 to the seven segment-like hindbrain neuromeres (rhombomeres), 
three distinct neuromeres have been identified in zebrafish embryos (Kim- 
mel, 1993; Ross et al., 1992). These neuromeres, which become visible 
in 16-hr embryos, correspond to the definitive midbrain and the two divi- 
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sions of the forebrain, the diencephalon and telencephalon. Although the 
rostral brain neuromeres are about three times as long as the hindbrain 
rhombomeres, they have some related features of organization. 

Similar to the bilateral clusters of early differentiating neurons which 
appear in the basal plate of individual rhombomeres, two clusters positive 
for acetylcholinesterase (AChE) have been identified in the basal plate of 
the midbrain and diencephalon (Wilson et al., 1990; Chitnis and Kuwada, 
1990; Ross et al., 1992). However, reflecting their larger size, the initial 
clusters in the rostral neuromeres contain more cells. Like the rhombo- 
meres, the midbrain and diencephalon are separated by a commissure 
(Wilson et al., 1990; Chitnis and Kuwada, 1990). This prominent posterior 
commissure (PC) crosses dorsally, whereas the intersegmental commis- 
sures in the hindbrain are located ventrally. In contrast to the diencepha- 
Ion, midbrain, and hindbrain neuromeres, the first neural cluster of the 
telencephalon appears in the alar plate (Ross et al., 1992). Thus, on the 
basis of morphological criteria, it remains unclear whether the rostral 
neuromeres are segmental units. Analysis of the expression patterns of 
the genes that are regionally expressed in the rostral brain may help to 
resolve this issue. 

Several characteristics of the pax[u] expression pattern appear to link 
this gene to regionalization in the rostral brain. A restricted domain of 
expression is first detected at the 9- to 10-hr stage (see Section IV,A), 
more than 5 hr before the neuromeres are formed. Also, as expected for 
a regionalizing gene, the transcripts are uniformly distributed in all cells 
within the area of expression (Krauss et al., 1991a,c; Puschel et af., 
1992a). In addition, the posterior expression border coincides well with 
the boundary between the diencephalon and midbrain neuromeres that 
has become visible at the 17-hr stage (Krauss et al., 1991a,c). Moreover, 
the area of expression remains almost unaltered during the period when 
the first morphological subdivisions and neuronal differentiation occur. 
Within the forebrain, the paxla] expression domain is restricted to the 
presumptive thalamic part of the diencephalon (Fig. 7). Therefore, the 
gene is likely to play a role in specifying this subdivision of the diencepha- 
Ion. Surprisingly, preliminary studies of the phenotype of mice carrying 
mutant alleles of the homologous P a x 4  gene revealed no defects in the 
forebrain (Hill et al., 1991). One possible explanation for this finding is 
that subtle alterations were not detected, due to a lack of appropriate 
markers. Alternatively, the normal phenotype could reflect functional 
redundancy of Pax genes with overlapping expression domains. 

It is tempting to speculate that the stripes ofpax[b] and eng-2 expression 
observed at early embryonic stages (see Section IV,A) correlate with 
segment-like units. A double labeling experiment with pax[b] and the 
HNK-I antibody, which labels the hindbrain rhombomeres 1-2 and 1-4, has 
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Fig. 7 The relationship between the location of the earliest axon tracts (in 21-hr embryos) 
and the regional expression of paxla] and paxlb]. Expression of paxlb] at the midbrain- 
hindbrain boundary (black band) and in the optic stalk region (gray shading) among the 
anterior commissure (AC), postoptic commissure (POC), and supraoptic tract (SOT) is 
indicated. The areas of pax[a] expression in the diencephalon (DC) and hindbrain (HB) are 
indicated by dark shading. Apart from the diencephalic tract (not shown), the various tracts 
(thick lines) that are present at this embryonic stage are indicated. MLF, medial longitudinal 
fascicle; MB, midbrain; T, telencephalon; TPC, tract of posterior commissure. [Based on 
information from Krauss er al. (1991a,b,c).) 

revealed some evidence in support of this proposal (Mikkola et al., 1992). 
In 14-hr embryos, a periodic pattern was observed, in which a transverse 
stripe of pax[&] expression with a width similar to that of a rhombomere 
was located approximately one segmental unit anterior to the HNK-I 
labeling in r2. However, no morphological subdivisions seem to corre- 
spond to this pax[&]-positive, rhombomere-like unit at later developmental 
stages. Instead, the expression of pax[&] and several other genes related 
to Drosophila segmentation genes can be correlated with the formation 
of a deep furrow at the midbrain-hindbrain boundary in 20-hr embryos. 

C. Determination of the Midbrain-Hindbrain Boundary 

Results obtained from grafting experiments in chickens and targeted dis- 
ruption of the En-2 and Wnt-l genes in mice have provided strong evidence 
that these two vertebrate homologs of the segmentation genes engrailed 
and wingless in Drosophila are required for normal development of the 
regions flanking the midbrain-hindbrain boundary (McMahon and Brad- 
ley, 1990; Itasaki ei al., 1991; Joyner et al., 1991; McMahon et al., 1992). 
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Studies of the corresponding genes in zebrafish have provided more de- 
tailed information about the exact relation between the expression domains 
and the morphological boundary separating the midbrain and hindbrain 
(Hatta et al., 1991a; Molven et a f . ,  1991; Ekker et a f . ,  1992b; Fjose et 
a f . ,  1992). Moreover, the segment-like expression of pax[b] in the same 
region (see earlier) indicates an involvement in the formation of this bound- 
ary. It is interesting in light of this observation that the related Drosophifa 
paired box genes, paired and gooseberry, are required for proper expres- 
sion of engraifed and wingless during segmentation (DiNardo and 
O’Farrell, 1987; Ingham, 1988; Hidalgo and Ingham, 1990). A similar 
situation could exist in zebrafish, where pax[b] expression is initiated 
earlier than the eng-2 and wnt-1 domains and partially overlaps them 
(Krauss et al., 1991a,b; Fjose et a f . ,  1992; A. Fjose and A. Molven, 
unpublished results) . 

Further evidence for regulatory interactions among these three genes 
has been obtained from intracellular microinjection experiments with a 
Pax[b]-specific antibody (Krauss et al., 1992). Embryos injected with 
this antibody shortly after fertilization did not form the furrow at the 
midbrain-hindbrain boundary. This abnormality occurred even though 
the development of other tissues where pax(b1 is expressed appeared to 
be normal. To investigate the molecular mechanisms underlying these 
observations, Krauss and colleagues (1992) analyzed the expression of 
pax[b], eng-2, and wnt-1 by in situ hybridization. The expression of all 
three genes was greatly reduced within the transverse midbrain-hindbrain 
stripes, while other domains were unaffected. These alterations suggest 
an autoregulatory function for the Pax[b] protein in regulating transcription 
of the pax[bj gene. Moreover, the downregulation of eng-2 and wnt-Z 
provides experimental support for a regulatory network involving these 
three genes in the vertebrate embryo. 

Although these results indicate a key role for pax[b] in regulating the 
formation of the midbrain-hindbrain boundary, it remains unclear how 
the position of the furrow is determined. In this connection. it is of interest 
to consider the exact location of the expression borders of the individual 
genes found to be active in this region of the neural tube. As judged from 
the expression pattern of the eng-1 gene (Ekker et al., 1992b), this gene 
may be of particular importance in defining the location of the furrow. 
The anterior border of eng-Z expression has not been defined at high 
resolution, but it seems to coincide with the center of this morphological 
boundary (Ekker et al., 1992b). 

Similarly, recent analyses of wnt-1 expression by whole-mount in situ 
hybridization showed that the posterior border of the transverse wnt-1 
stripe is located close to the center of this furrow as well (A. Fjose and 
A. Molven, unpublished results). Thus, the eng-1 and wnr-1 domains may 
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be directly juxtaposed in the same way as the stripes of wingless and 
engrailed expression observed at the parasegmental boundaries in Dru- 
suphila (Ingham, 1988). This resemblance suggests important roles for 
eng-l and wnt-l in specifying the exact location of the midbrain-hindbrain 
furrow. Alternatively, the combinatory expression of several genes, in- 
cluding wnt-l ,  pax[b], and the three eng genes, could determine this po- 
sition. 

D. Eye Development 

The eye primordia of zebrafish are first detected as lateral swellings in the 
diencephalon of 11- to 12-hr embryos. The generation of these primordia is 
therefore one of the first morphological consequences of the underlying 
molecular regionalization of the neural tube. Studies of the embryonic 
expression patterns of pax[a] and pax[b] have provided evidence that 
regionalization within the eye primordium also occurs very early. Tran- 
scripts of pax[b] are first seen at the 12-hr stage, and expression is re- 
stricted to the region where the optic stalk appears (Krauss et al., 1991b). 
In 18-hr embryos, the expression level is higher, and the area of expression 
includes the optic stalk and the ventral part of the optic vesicle. This 
spatial pattern is also maintained in later developmental stages. A similar 
spatiotemporal expression pattern was observed for the murine homolog 
Pax-2 (Nornes et al., 1990; Puschel et al., 1992b), suggesting that the gene 
performs a role in eye development. 

Stronger evidence for a function in the specification of the vertebrate 
eye has been obtained for pax[a] and its highly conserved murine homolog 
Paxd.  In the case of pax[u], transcripts are first detected in the optic 
vesicles of 12-hr embryos (Krauss et al., 1991~). The initial expression is 
restricted to the portion of the eye primordium that faces the diencephalon, 
excluding most of the optic stalk region. This expression domain expands, 
and in 24-hr embryos a uniform transcript level is observed throughout 
the optic cup. 

At this stage,pax[a] transcripts are also detected in the ectoderm overly- 
ing the retina (Krauss er al., 1991c; Puschel et al., 1992a), indicating an 
involvement in inducing the lens and/or the cornea. An interesting feature 
in this context is that pax[a] is expressed in both the inducing (optic 
vesicle) and the responding tissue. The same results have been obtained 
for the murine Pax-6 gene (Walther and Gruss, 1991), and mutant alleles 
(Small eye; Sey) of this gene have been identified that cause abnormal 
eye development (Hill et al., 1991). In homozygotes, eyes do not develop, 
whereas in individuals carrying a single Sey allele, eyes are smaller than 
normal and have vacuolated lenses. These semidominant features proba- 



2. Homeobox and pax Genes in Zebrafish 87 

bly reflect a threshold requirement for the Pax-6 protein during the induc- 
tive interactions between the lens placode and the optic cup. 

Analyses of the embryonic expression of pax[@ and several homeobox 
genes of the msh and dfx type also provide circumstantial evidence for 
an involvement in ear development (Krauss et al., 1991b; Ekker e? al., 
1992a; Mikkola et al., 1992). Similar to the eye, several inductive interac- 
tions are essential for morphogenesis of the ear (Represa et af., 1991). 
The expression patterns of these zebrafish genes indicate that they could 
be involved in early steps of regionalization and during development of 
specific cell types at later stages (Ekker e? af., 1992a). 

E. Expression Domains and Axonogenesis 

A prominent feature of the first neuronal clusters of the rostral neuromeres 
in zebrafish embryos is that they project axons in a stereotyped pattern 
and thereby establish an early invariant scaffold of tracts. Axonogenesis 
occurs in a specific temporal sequence during the 16- to 24-hr stages of 
embryonic development (Wilson et al., 1990; Chitnis and Kuwada, 1990; 
Ross et al., 1992) and therefore correlates with the period when pax[u] 
and pax[b] are expressed within sharply defined areas in the rostral brain 
(Krauss et al., 1991a,b,c). A comparison of the axonal scaffold and the 
expression pattern (Fig. 7) suggests that several of the early tracts follow 
pathways along the expression borders of the twopaxgenes (Krauss et al., 
1991a). The reported positions of the tracts of the postoptic commissure 
(TPOC) and the PC appear to be at the ventral and caudal expression 
borders of paxla], respectively. Anteriorly, the TPOC lies near the border 
between the pax[b]-expressing optic stalk and the forebrain. In addition, 
the anterior commissure axons and supraoptic tract seem to follow path- 
ways in the forebrain that are closely juxtaposed to pax[b]-expressing 
cells in the optic stalk. In the posterior midbrain, the medial longitudinal 
fascicle, which is pioneered by neurons in the ventral midbrain cluster, 
also has a pathway near the ventral border of pax[b] expression. 

Although the correlations between pax gene expression and the forma- 
tion of early axonal tracts are intriguing, it remains to be demonstrated 
by double-labeling experiments that the tracts and expression borders 
coincide exactly. If this proves true, it will be of considerable interest to 
elucidate its molecular basis. The most simple explanation would be that 
the pax[a] and pax[b] proteins directly regulate the expression of genes 
encoding cell-surface molecules and have inhibitory effects on the pioneer- 
ing growth cones. This idea is consistent with the proposed function of 
homeodomain proteins in regulating the expression of molecules with 
important cell-adhesion functions (Jones et al., 1992a,b). 
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V. Expression Patterns in Mesodermal Tissues 

As discussed earlier, the neural expression patterns of many different 
homeobox and pax genes have been extensively analyzed in zebrafish 
embryos. Considerably less is known about the genes’ mesodermal expres- 
sion. In the case of hox genes, this is due to limitations in the sensitivity 
of the in situ hybridization method and the fact that the mesodermal 
transcript levels of these genes appear to be lower than in the CNS. 
However, recent improvements of the in situ hybridization techniques 
used for zebrafish and the application of immunohistochemical methods 
will undoubtedly facilitate future investigations of mesodermal patterning 
and differentiation in this species. 

A. Patterning of Somitic Mesoderm 

For the zebrafish hox-C6 gene, the limited sensitivity of the in situ hybrid- 
ization method was avoided by applying a cross-reacting antibody raised 
against the protein product of the Xenopus homolog XlHboxl (Oliver et 
al., 1988a; Molven et al., 1990). With this antibody, weak staining was 
first detected in anterior somites of 14-hr zebrafish embryos (Molven et 
al . ,  1990). By the 16-hr stage, more prominent staining was observed in 
the somitic mesoderm and expression was restricted to the lateral surfaces 
of somites 5 to 7. The anterior border of expression coincided exactly 
with the boundary between somite 4 and 5 ,  while in a posterior direction 
the expression decreased in a graded fashion over somites 6 and 7 (Fig. 
5 ) .  The XlHboxl staining detected in Xenopus and mouse embryos was 
similar, but the correlations between the expression border and somite 
boundary were defined less precisely (Oliver et al., 1988a). These results 
suggest a conserved role of hox-C6 in specifying the AP position of so- 
mites. 

Studies on the zebrafish eng genes have provided evidence for an 
involvement in patterning of the individual somites (Hatta et al., 1991a; 
Ekker et al . ,  1992b; Fjose et al., 1992). Using the 4D9 antibody (see 
Section III), Eng proteins were observed in clusters of cells located at 
the medial surface of the somites, facing the notochord (Hatta e f  al., 
1991a). This expression was detected after the 13-hr stage and followed 
a spatiotemporal sequence that directly correlated with the posteriorly 
directed wave of somite formation. Thus, for a particular somite, Eng 
staining appeared 1 to 2 hr after its formation. The Eng-labeled cells were 
identified as muscle pioneers, which are the first cells to differentiate 
within the myotome that develops from each somite (Felsenfeld et al., 
1991 ; Hatta et al., 1991a). The muscle pioneers undergo extensive morpho- 
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genetic changes, and a furrow appears where the horizontal myoseptum 
eventually forms and separates the dorsal and ventral muscles (Felsenfeld 
et al . ,  1991). On the basis of the correlation between eng expression and 
the generation of furrows both at the midbrain-hindbrain boundary (see 
Section IV) and in the myotome, it was proposed that one or more of the 
eng genes are critical in specifying the positions of these morphological 
boundaries (Hatta et al., 1991). 

The roles of the individual eng genes in the myotomes have been further 
investigated by in situ hybridization analyses with gene-specific probes. 
Expression of both eng-Z and eng-2, but not eng-3, was observed in the 
muscle pioneers (Ekker et al., 1992b; Fjose et al., 1992). Since eng-2 is 
only transiently expressed, the eng-1 gene is probably more essential in 
subdividing the myotomes. Reflecting the divergence of the eng genes, the 
murine and chicken homologs have somewhat different somitic expres- 
sion patterns (Davis et al., 1991). However, the En-Z gene is expressed 
in a lateral stripe in the middle of the dermatomes of both chicken and 
mouse embryos, indicating a similar role in subdividing the somitic meso- 
derm. 

B. Expression in Nonsomitic Mesoderm 

Both whole-mount in situ hybridization and immunohistochemical staining 
have shown that the embryonic kidney is a major site of pax[b] expression 
(Krauss et al . ,  1991b; Mikkola et al . ,  1992; Piischel et al . ,  1992b). Posterior 
to the position of the second somite, a continuous column of two to three 
cells expressing pax[b] forms a half circle at the edge of the constricting 
embryonic shield in 13-hr embryos (Mikkola et al . ,  1992). These mesoder- 
mal cells, which include the nephritic primordium and the Wolffian duct, 
still express the pax[b] gene at the 24-hr stage (Krauss et al . ,  1991b). This 
spatiotemporal pattern suggests an early involvement in specification and/ 
or differentiation of the cells generating the kidney. Consistent with this 
assumption, the murine homolog Pax-2 has a very similar expression 
pattern (Dressler et al . ,  1990; Piischel et al., 1992b), and deregulation of 
this gene in transgenic mice causes severe kidney abnormalities (Dressler 
et al., 1993). 

Studies of the embryonic expression of zebrafish hux genes have also 
revealed evidence for functional conservation in nonsomitic mesoderm. 
Using the XlHbox 1 antibody to investigate expression of the zebrafish hox- 
C6 gene, Molven and colleagues~( 1990) observed labeling of the pectoral fin 
bud. Expression was first detected in the fin-forming region, about 10 hr 
before the fin bud itself becomes visible in 29-hr embryos as a condensation 
of lateral mesodermal cells at the level of somites 2 and 3. During this 



90 Anders Fjose 

period, the expression becomes gradually restricted to the anterior part, 
and at 48 hr staining is maximal in the anterior and proximal region of 
the fin mesoderm. Interestingly, immunohistochemical analyses with the 
XlHboxl antibody on Xenopus and mouse embryos revealed very similar 
expression patterns in the forelimb bud (Oliver er af., 1988b). Thus, these 
studies have provided some molecular evidence supporting the assumption 
that the tetrapod forelimb and pectoral fin of early bony fishes have a 
common evolutionary origin. 

Additional evidence for conservation of the genetic mechanisms under- 
lying patterning of the forelimb has been gained from analyses of the eng 
genes. Engrailed proteins were detected with the 4D9 antibody in the 
epidermal cells of the pectoral fin bud of 26-hr embryos (Hatta et al., 
1991a). This uniform labeling was limited to the ventral-anterior half of 
the fin bud, and the boundary of expression at later stages followed the 
ridge of the flattened fin, which is the equivalent of the apical ectodermal 
ridge (AER) of other vertebrates (Wood, 1982). Using gene-specific 
probes, Ekker and colleagues (1992b) have shown by in situ hybridization 
that only the eng-1 gene is expressed in the pectoral fin bud. Similarly, 
En-1 expression was observed in the ventral ectoderm of the forelimb bud 
in mouse embryos (Davis et al., 1991). Also in this case the expression 
boundary coincided with the AER. These observations indicate a con- 
served role for the eng-l/En-l genes in defining differences between the 
dorsal and ventral regions of the bud and perhaps in specifying the posi- 
tion where the AER forms. In relation to these questions, it will be of in- 
terest to investigate whether cell lineage restrictions correlate with the 
compartment-like boundary. 

In addition to the muscle pioneers, eng expression has been detected 
in mesenchymal cells that develop to form two specific jaw muscles in 
the zebrafish (Hatta er al., 1990). Expression was initially observed in 
scattered mesenchymal cells, caudal to the eyes and lateral to the hindbrain 
in 24-hr embryos. In later developmental stages, the labeled cells moved 
rostrally and aggregated to form a single cluster in the mandibular arch, 
which eventually differentiated as two specific jaw muscles. Only tran- 
scripts of the eng-2 and eng-3 genes were detected in the muscle precursor 
cells by in situ hybridization (Ekker et af., 1992b). Interestingly, the growth 
cones of trigeminal motoneurons were associated with the eng-positive 
mesenchymal cells a few hours after onset of expression (Hatta et al., 
1990). These observations suggested that the eng genes play a role in 
specifying a particular subset of muscles from the pharyngeal arch meso- 
derm and that they indirectly contribute to neuromuscular target recogni- 
tion. These functions may be conserved, since the murine En genes are 
expressed in mandibular myoblasts (Logan et a/.,  1993). 



2. Homeobox and pax  Genes in Zebrafish 

VI. Signals Responsible for Establishing 
the Expression Patterns 

91 

The close similarities between the observed expression patterns of homol- 
ogous p a x  and homeobox genes in zebrafish and other vertebrates suggest 
that the essential mechanisms responsible for regulating embryonic ex- 
pression are highly conserved. These signaling pathways have been most 
extensively studied in Xenopus, chicken, and mouse embryos, and have 
provided preliminary evidence for the involvement of retinoids and several 
types of secreted proteins and their receptors. In the few cases where 
these aspects have also been investigated in zebrafish, the results are 
consistent with the findings in higher vertebrates. 

Two zebrafish homologs of Xenopus and mouse genes that are known 
to be involved in axial patterning during gastrulation have been analyzed 
in considerable detail. One of these, Zf-T, is directly homologous to the 
mouse Brachyury ( T )  gene, which is required for normal AP patterning 
of the mesoderm and the generation of a notochord (Wilson, 1990). As 
in mice, the T gene in zebrafish is expressed in the notochord and early 
mesoderm (Schulte-Merker et al., 1992). Both in Xenopus and zebrafish, 
transcription of the T gene can be activated by the mesodermal-inducing 
growth factor activin A (Smith et al., 1991; Schulte-Merker et al., 1992). 
This observation suggests that the fundamental inductive events have 
been conserved. 

The Xenopus homeobox gene goosecoid can also be induced by activin 
in the Spemann’s organizer region, and the gene probably plays a central 
role in both DV and AP patterning (Cho et al., 1991). Results obtained 
from analyses of the embryonic expression of the zebrafish goosecoid 
homolog are in agreement with this proposal (Stachel et af., 1993). Zygotic 
expression of the zebrafish gene is first detected at the midblastula stage 
in the presumptive dorsal lip region. In gastrulating embryos, expression 
is localized within the anterior axial hypoblast, suggesting that goosecoid 
might be specifically associated with the head organizer, as  has been 
proposed for the Xenopus homolog (Cho et al., 1991). One of the immedi- 
ate consequences of this expression in the anterior hypoblast could be 
the induction of genes involved in head patterning. Consistent with this 
assumption, a requirement for vertical signals from underlying axial meso- 
derm in patterning of the forebrain has been demonstrated in Xenopus 
(Ruiz i Altaba, 1992). 

Studies on the early expression of the zebrafish hlx-1 gene have shown 
that this gene could be located downstream of goosecoid in a regulatory 
cascade (Fjose et ui., 1994). At the 8-hr stage, hlx-1 is induced within 
a circular area in the rostra1 region, and following dynamic alterations 
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of the expression domain, the transcripts become restricted within 
prechordal plate cells underlying the midbrain and forebrain. Further 
studies are required to determine whether this spatiotemporal pattern re- 
flects an involvement of the hlx-1 gene in development of the rostra1 
brain. 

VII. Mutational and Transgenic Analyses 

Many properties of the zebrafish, including small size, large number of 
embryos, speed of development, and transparency of embryos, are favor- 
able for genetic analysis. In addition, the ability to generate haploids with 
almost normal embryonic development allows the detection of recessive, 
early acting mutations without breeding homozygotes (Kimmel and 
Warga, 1988). Taken together, these properties should facilitate saturation 
screening for developmental mutants in the zebrafish. Until recently, such 
screens have not been performed, and as a result few zebrafish mutations 
have been described (Grunwald et al., 1988; Kimmel et al., 1989; Hatta 
et al., 1991b). 

Despite this problem, the information obtained from the characterization 
of the cyclops (cyc-1) and spadetail (spr-l)  mutations has clearly shown 
that genetic analysis of zebrafish is a fruitful approach for investigating 
vertebrate development (Hatta et al., 1991b; Ho et ai. ,  1990). One of these 
mutations, spt-1, which acts autonomously in prospective mesodermal 
cells to misdirect their gastrulation movements (Ho et al., 1990), has also 
been used to investigate the regulation of homeobox genes. Despite the 
severe somitic abnormalities in the trunk region of spt-l embryos, staining 
with the XlHboxl antibody indicated that the hox-C6 gene was expressed 
within the appropriate AP domains in both the CNS and the mesoderm 
(Molven et al., 1990). Consequently, the positional information responsi- 
ble for regulating hux-C6 seemed unaffected by the abnormal somitic 
segmentation caused by the mutation. In contrast, the expression of eng 
genes in muscle pioneers was affected in spt-1 embryos (Hatta et al., 
1991a). In the trunk region of mutant embryos, the myotomes were poorly 
patterned and lacked horizontal myosepta, as well as eng-expressing mus- 
cle pioneers. This observation supported the interpretation that cells ex- 
pressing eng in the somite play an important role in the dorsoventral 
subdivision of the myotome (see Section V,A). 

To elucidate the functions of the various homeobox and pax genes 
identified in zebrafish, it is necessary to apply transgenic methods. Al- 
though transgenic zebrafish have been reported for several types of pro- 
moter-reporter constructions (Stuart et d., 1988, 1990; Culp et d., 1991; 
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Bayer and Campos-Ortega, 1992), further technical advances are clearly 
required before such methods can be efficiently exploited for functional 
studies of the developmental genes.' Using facZ as a reporter gene, various 
promoter-facZ fusions have been used for transgenic analysis of the cis- 
acting elements involved in regulating the embryonic expression of the 
murine Hox and En genes (Sham er a f . ,  1993; Logan et a f . ,  1993). Perma- 
nent germ-line transformants of promoter-facZ constructs have not been 
reported for any of the zebrafish homeobox or pax genes, but mammalian 
Hox promoters have been successfully analyzed in mosaically transgenic 
zebrafish (Westerfield er a f . ,  1992). Using the lacZ reporter gene, the 
activity of any promoter can in principle be assayed directly in microin- 
jected embryos. Using this approach, Westerfield and colleagues (1992) 
have shown that the promoters of the murine Hox-A7(Hox- l . l )  and human 
HOX-C6 can specify expression within the same spatial domains in the 
CNS and paraxial mesoderm of zebrafish embryos as in mice, suggesting 
conservation of the promoter functions. In these experiments, the expres- 
sion domains were defined on the basis of the mosaic expression observed 
in many embryos. Unfortunately, the resolution obtained by this strategy 
seems to be rather low and therefore will probably not allow detailed 
analysis of the spatial regulatory mechanisms. However, an advantage 
of generating transgenic lines with the facZ reporter is that these can be 
used as  sources of specific types of labeled cells in transplantation experi- 
ments. 

A stable transgenic line of zebrafish expressing facZ with enhancer-trap 
features was reported by Bayer and Campos-Ortega (1992). This line was 
generated by the injection of a construct containing a truncated mouse 
heat-shock promoter fused to facZ. It is hoped that further technical 
advances will improve the efficiency of generating such enhancer- or 
gene-trap lines in zebrafish. Such studies will also help to establish DNA 
insertional mutagenesis as an alternative method for the identification and 
cloning of developmental genes. 

The studies reviewed here have confirmed that the fundamental mecha- 
nisms of development are strongly conserved among vertebrates from fish 
to mammals. This is an important argument for further use of the zebrafish 
model. By exploiting the simple features of zebrafish embryos, it has also 
been possible to analyze the development of cells and morphological 
subdivisions at  a higher resolution than in other vertebrates. Thus, even 
without a large number of developmental mutants, the zebrafish provides 
opportunities for analyzing aspects that may not be accessible for investi- 
gation in mammals. Still, its success as a developmental model will 
strongly depend on the advances made in mutant screening and transgene 
technology during the next few years. 
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1. Introduction: Evolution and Developmental Change 

Scientists have sought to understand the basis of the evolutionary changes 
that generate species diversity ever since the theory of evolution was 
accepted. The connection between phyletic change and ontogenetic 
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change was already apparent to Darwin and his contemporaries [for a full 
discussion, see Gould (1977)l. Much of the work in this area has been 
restricted to descriptive comparisons of morphological development in 
different species. This approach has produced a bewildering array of 
abstractions (ranging from allomorphosis, anaboly, and archallaxis, 
through heterochrony, heterotopy , and hypermorphosis, to progenesis, 
proterogenesis, and terminal addition) that describe possible mechanisms 
of phylogenetic change. Simply put, the conclusions drawn from all this 
work seem to be that phyletic change can result from the addition or 
deletion of structures or processes at any point between the beginning 
and the end of development, and also from changes in the relative timing 
of one or more developmental processes. 

These conclusions, while valid, are unsatisfying because they exclude 
so few possibilities and also because the abstractions yield few insights 
into the cellular and molecular basis of either development or phyletic 
change. Nonetheless, it remains undisputed that changes in developmental 
processes underlie evolution and that the burden of elucidating the basis of 
evolutionary changes therefore falls largely on developmental biologists. 
Dramatic advances in understanding development in a few experimentally 
favorable species have been made in recent years. Therefore, using these 
data as a standard against which to measure evolutionary change in devel- 
opmental processes, we could in principle observe and analyze evolution- 
ary changes as they occur over time among wild populations of the animals 
we have studied. Using this approach, direct observations of evolutionary 
change and mechanistic explanations of the underlying developmental 
changes should be forthcoming within a few hundred thousand years, 
assuming that the various species involved (including our own) do not 
become extinct first. In the meantime, the only way to glean some under- 
standing of evolutionary change is to persist in the historical approach of 
interpreting comparative studies of development in light of phylogenetic 
relationships of the species being compared. From this work, it might be 
possible to draw inferences about the developmental processes of the 
ancestral species, and hence about the developmental changes that have 
occurred during evolution. 

II. The Contribution of Molecular Phylogeny 

In using comparative development to understand evolutionary change, it 
is important to consider how we arrive at the phylogenetic tree on which 
the comparisons are based. Obviously, the conclusions drawn from com- 
parative studies hinge on our assumptions about the phylogenetic relation- 
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ships of the species being compared. Unfortunately, to the extent that 
embryological characteristics have been used in constructing phylogenetic 
trees, the use of these same phylogenetic trees as a framework for compar- 
ative developmental studies can lead to circular reasoning. Fortunately, 
although DNA sequence comparisons per se are of little help in under- 
standing the evolution of development (see later discussion), they do 
provide a way of constructing phylogenetic trees independent of data from 
comparative morphology or comparative embryology. This means that, 
for the first time, the problem of constructing phylogenetic trees can be 
divorced from the problem of understanding the developmental changes 
by which the trees have arisen. 

111. Evolution as a Historical Process 

What sort of results can be expected from such comparative studies? One 
result will certainly be the identification of developmental processes that 
are widely seen in modern species and are therefore apt to have been 
inherited more or less intact from the ancestral species. The identification 
of such “universal” aspects of development is certainly exciting, but may 
be overemphasized in this age of the “central dogma.” It will be equally 
significant in understanding evolutionary change to characterize the differ- 
ences in developmental processes between species that account for the 
diversity of living forms. As a consequence, it should be appreciated that 
any attempt at explaining development on the basis of any one “model” 
system would be incomplete, because that explanation would fail to distin- 
guish between the general and the specific. 

Another approach to  this issue is to realize that evolution is truly a 
historical process. Each step in evolutionary history reflects a “tinkering” 
(Jacob, 1982) with previously existing forms. Moreover, the course of 
evolution is highly contingent upon chance occurrences (e.g., genetic 
mutations, weather patterns, geological and cosmological events) whose 
timing and consequences are unpredictable. Thus, even apart from the 
slow time scale involved, evolution is not deterministic in the way that 
colliding billiard balls are. This does not mean it is not worthwhile or 
interesting to try to understand what happened during evolution; other 
perfectly respectable areas of scientific inquiry, such as cosmology and 
geology, also have major historical components. But it does mean that 
not all of the interesting results will be universal truths, and it also means 
that conclusions having to do with the historical aspects of the inquiry will 
be based on plausibility rather than on the results of carefully controlled 
experiments. 
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David A. Weisblat et al. 

Since genetic mutations are a fundamental component of evolutionary 
change, one might propose to study phyletic change simply by comparing 
DNA sequences from the species of interest. But this approach is unwork- 
able because knowledge of genomic sequences is insufficient to explain 
developmental processes. This failure might simply reflect our present, 
rudimentary understanding of the cellular and molecular basis of em- 
bryogenesis or it might reflect a theoretical barrier to predicting the proper- 
ties of complex systems from the properties of their simple components 
[see also Stent (1981)l. 

Thus, at least for the time being, a satisfactory understanding of develop- 
mental processes and the changes they undergo during evolution requires 
the correlation of genetic change with developmental change at the cellular 
level. With this in mind, we study the development of glossiphoniid leeches 
and compare our results with observations in other kinds of animals. 

V. Distinguishing between Segmentation 
and Regionalization 

One aspect of leech development that we seek to understand is how the 
rostrocaudal patterning of the body plan is generated. In addressing this 
issue, it is important to distinguish between “segmentation” and “region- 
alization” as two distinct features of rostrocaudal patterning. Segmenta- 
tion refers to the organization of the body into a series of similar units, 
or segments, along the rostrocaudal axis. Regionalization refers to the 
division of the animal into dissimilar regions (e.g., head, trunk, and thorax) 
along its length. In segmented animals, regionalization is reflected in the 
fact that the segments are similar, but not identical, to one another along 
the rostrocaudal axis. 

The importance of distinguishing between segmentation and regionaliza- 
tion comes from the fact that these processes probably arose indepen- 
dently during evolution and therefore might operate independently during 
development. Regionalization in animal body plans had clearly evolved 
long before the separation of the lineages leading to protostomes and 
deuterostomes (Fig. 1 ) :  regionalization is obvious in various pseudocoelo- 
mate phyla that give no indication of segmentation. In contrast, segmenta- 
tion is usually regarded as having arisen independently in the chordate 
sublineage of the deuterostomes and in the protostomes, although the 
foundations of this process may already have been laid in flatworms (Ghy- 
sen, 1992). 
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Chordates 

Echinoderms 

Arthropods 

Annelids 

Nematodes 

Platyhelminthes 
Fig. 1 Appearance of regionalization and segmentation during evolution. A simplified phylo- 
genetic tree showing the postulated evolutionary relatedness of six different phyla, all of 
which have regionalized body plans, i.e, that exhibit distinct anterior-posterior polarity. 
Groups such as nematodes and platyhelminthes have regionalized body plans but are not 
overtly segmented; they are believed to have arisen by divergence from animals that were 
common ancestors of protostomes (arthropods and annelids) and deuterostomes (chordates 
and echinoderms). Thus it seems that segmentation arose long after regionalization and 
occurred independently within the protostome and deuterstome lineages (heavy black lines 
and hatched lines, respectively). 

The molecular-genetic basis of both regionalization and segmentation 
is relatively well understood in Drosophila [Fig. 2; for a concise review, 
see Tautz (1992)l. Moreover, the hierarchy of developmental regulatory 
genes controlling these processes in Drosophila is consistent with their 
evolutionary histories. Both processes depend on the establishment of 
longitudinal concentration gradients of maternal gene products, such as 
bicoid in the zygote and on the differential expression of “gap genes” 
such as  hunchback, kruppel, and knirps in response to different velues of 
the bicoid gradient. From there, quasi-separate genetic pathways exist 
for regionalization (via the homeotic genes) and segmentation (via the 
pair-rule and segment polarity genes). 

VI. Temporal and Spatial Modes of Segmentation in 
Annelids and Arthropods 

Comparing the segmentation processes in annelids and other segmented 
protostomes is particularly interesting because these groups are generally 
considered as having a common ancestor that was already segmented. 
Thus, it is expected that they share a common molecular-genetic basis 
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Fig. 2 Genetic regulation of regionalization and segmentation in Drosophila: a schematic 
overview. Rostrocaudal gradients of maternally deposited gene products, such as bicoid. 
regulate the expression of gap genes in broad regions along the length of the body. Further 
refinements of the regionalization process, leading to the establishment of specific segmental 
identities, entails the expression of specific homeotic genes, under the control of maternal 
and gap gene products. Evolutionary evidence suggests that this regionalization process 
(left side) is a modified version of one inherited from a regionalized, but unsegmented, 
ancestor of the arthropods. Segmentation (right side) involves the expression of pair-rule 
and segment polarity genes, also under the control of the maternal and gap genes, but acting 
relatively independently of the homeotic genes. Interactions between the two pathways 
(indicated by dotted lines) serve to coordinate regionalization and segmentation, for the 
production of the final rostrocaudal pattern. Anterior is to the left. 

for segmentation, as well as for regionalization. And yet the cellular pro- 
cesses of rostrocaudal pattern formation in protostomes vary dramatically, 
with long germ band insects and leeches at two extremes. 

A priori, one can imagine segments arising either simultaneously 
throughout the length of the embryo from a preexisting field of cells, or 
one by one in a strict progression starting at one end of the embryo (Fig. 
3). For convenience, these two logical extremes will be referred to as the 
“spatial” and “temporal” modes of segmentation, respectively. Most 
readers will probably recognize immediately that the spatial mode of seg- 
mentation is a good approximation of the course of events in the Drosoph- 
ila embryo and other long germ band insects. Less widely appreciated, 
however, is the fact that the temporal mode, commonly associated with 
chordate development, is also observed in protostomes. Leech develop- 
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Fig. 3 Representations of spatial and temporal modes of segmentation. In the spatial mode 
(A), segment primordia form simultaneously along the length of the anterior-posterior body 
axis. In the temporal mode (B), segmental primordia arise sequentially from anterior to 
posterior. Anterior is up in this and all subsequent figures. 

ment, as summarized later, is a paradigm of this latter mode of segmenta- 
tion. Moreover, in most other protostomes, including short germ band 
insects, crustaceans, and other arthropods, the segmentation processes 
are a mixture of the spatial and temporal modes (Anderson, 1973; Dohle 
and Scholtz, 1988). Thus, one might hope that an understanding of segmen- 
tation in fly and leech would aid in understanding protostome segmentation 
in general. 

VII. Three levels of Molecular-Genetic Homology 

A reasonable (though not inviolate) starting assumption for comparative 
developmental studies is that homologous developmental processes should 
exhibit homologies at the molecular biological and genetic levels. Thus, 
the extensive molecular-genetic studies of segmentation in Drosophila 
should provide a solid foundation for analyzing the process in leech, for 
which no genetic techniques are presently available. We are pursuing the 
now common procedure of identifying and characterizing homologs in 
leech of genes that have been identified as developmentally important in 
other organisms, especially Drosophila. One question that needs answer- 
ing is how to account for the dramatic differences between the cellular 
processes of temporal and spatial segmentation. To what extent do these 
two different processes involve completely different developmental regu- 
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latory genes rather than changes in the function or regulation of genes 
involved in the segmentation of the common ancestor? 

In describing this work, however, it is important to note that “homol- 
ogy” can exist on several different levels. Three distinct levels of molecu- 
lar-genetic homology have been defined (Weisblat et al., 1993). Similari- 
ties between two or more nucleic acid coding sequences constitute 
sequence homology; analyzing the divergence between sequence homo- 
logs allows the construction of phylogenetic trees independent of morpho- 
logical or embryological considerations [e.g., see Lake (199011. At a 
slightly higher level, biochemical homology denotes the conservation of 
biophysical properties between the polypeptides encoded and, as a result, 
the most proximal biological function of two or more sequence homologs. 
Neither sequence homology nor biochemical homology is particularly 
noteworthy from the standpoint of comparative development because 
neither one addresses the issue of how the gene(s) in question operates 
in creating the shape and pattern of the animal. 

The third and highest level of molecular-genetic homology takes into 
account how genes function at the operational level. Garcia-Bellido (1985) 
proposed that two categories of genes can play a role in development: 
realizator (i.e., structural and “house-keeping”) genes and selector (i.e., 
regulatory) genes. Selector genes are capable of regulating realizator gene 
expression as well as their own and other selector gene expression. There- 
fore, while a mutation in a realizator gene may affect developmental 
pattern, mutations in selector genes that lead to their misexpression can 
result in a cascade of gene misexpression and might therefore be expected 
to have a much greater impact on developmental pattern. 

Identified sets of interacting selector genes have been shown to play 
roles in specific aspects of early development of the Drosophila embryo. 
Moreover, the groups of selector genes involved in one aspect of develop- 
ment may operate quite independently of those involved in other aspects. 
For example, the groups of genes involved in establishing the dorsoventral 
patterning of the Drosophila embryo operate independently of those in- 
volved in rostrocaudal patterning. And among the genes involved in rostro- 
caudal patterning, as described earlier, those late-acting genes involved 
in regionalization operate quasi-independently of late-acting genes in- 
volved in segmentation. 

Such sets of cross-regulating selector genes (and their target loci) have 
been called syntagmata (Garcia-Bellido, 1985). Just which genes should 
be included in a particular syntagma in a given species is difficult to 
establish because the strengths of interactions between genes vary and 
cannot be experimentally determined with precision (or at all in most 
species!). But a corollary of Garcia-Bellido’s definition of the syntagma 
is that such interacting genes and their operational role in development 
should be transmitted and modified collectively rather than individually 
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during evolution. Accordingly, the term syntagmal homology will be used 
to refer to the conservation of developmentally significant gene function 
between species in addressing the question of what is preserved as devel- 
opmental processes change during evolution. 

Sequence homologs of many of the developmental regulatory genes 
from Drosophi/a have been identified outside of the arthropods. Insofar 
as different sequence homologs have been demonstrated to encode tran- 
scription factors, they can be classified as biochemical homologs as well. 
In addition, the homologs can be compared at the level of spatial and 
temporal expression patterns. For example, one can ask whether they are 
expressed in homologous tissues and at comparable times in development. 

In keeping with the evolutionary antiquity of the regionalization process, 
homologs of the homeotic gene complexes. designated as the HOM/Hox 
complex, appear to be involved in the regionalization of animals ranging 
from nematodes to vertebrates (McGinnis and Krurnlauf. 1992). In light 
of this, i t  is not at all surprising that HOMiHox genes appear to be 
conserved in annelids as well, and it seems likely that these genes are 
involved in the regionalization process of leeches. Thus, we are now 
in a position to ask whether syntagmal homologies also exist for the 
segmentation processes in leeches and flies. and if so, how homologous 
genes function in temporal and spatial modes of segmentation. 

VIII. Cellular Basis of Segmentation in Leech Development 

In all but the most primitive leeches, the tubular body is organized into 32 
segments (Fig. 4).  Most of its length is occupied by 21 rnidbody segments, 
numbered MI-M21. In addition, there are four fused rostra1 segments 
(RI-R4) and seven fused caudal segments (Cl-C7). Segments are strik- 
ingly similar to one another. especially within the midbody; for instance, 
each segmental ganglion consists of stereotyped numbers (Macagno. 1980) 
of individually identified neurons (Muller et ci l . ,  19811, most of which 
have obvious homologs in other ganglia along the length of the animal. 
Despite this similarity between segments. segment-specific differences in 
both neural and nonneural tissues provide evidence of regionalization of 
the leech body plan (Muller et a/ . ,  1981: Shankland et NI., 1991: Stent et 
N I . ,  1992). This. plus the fact that the number of segments is invariant, 
makes it clear that individual segments are assigned specific identities at 
some point in the development of leeches as in arthropods. In addition to 
the segmental tissues, the anterior end of the adult leech has nonsegmental 
tissues. such as a pharynx and a supraesophageal ganglion: collectively, 
these tissues are referred to as the prostomiurn. The gut and reproductive 
tissues are also generally regarded as nonsegrnental tissues (Sawyer. 1986) 
[see Nardelli-Haefliger and Shankland ( 199311. 
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R1-4 

M1-21 

Fig. 4 Designation of segments in the body plan of a leech. Segmental ganglia are shown 
as viewed through the dorsal body wall. Segmental borders are designated by dotted lines. 
Brackets indicate the 4 fused rostra1 segments (RI-R4), the 21 rnidbody segments (Ml-M21). 
and the 7 fused caudal segments (CI-C7). 

The embryonic development of glossiphoniid leeches is divided into 
11 stages (Stent et al., 1992). The overt cellular processes leading to 
morphologically recognizable segments occur during stages 6 to 9. In the 
species used in our research (primarily Helobdella triserialis, H.  robusta, 
and H .  stagnalis), eggs (each about 0.5 mm in diameter) are fertilized 
internally, but arrest in first meiosis until deposited in transparent cocoons 
attached to the ventral surface of the parent; zygotes and embryos can 



Stage 4c Stage 5 Stage 6a 

Stage 7 (early) Stage 8 (early) 

A 

Stage 8 (mid) Stage 9 Stage 10 

Fig. 5 Selected stages in the development of glossiphoniid leech embryos. Representations 
of embryos as viewed looking down at the animal pole (stages 4c through midstage 8) or 
ventral midline (stages 9 and 10). At stage 4c. the embryo consists of three macromeres. 
designated A' "-C' ". two teloblast precursors. designated DM" and DNOPQ' ". plus a 
group of micromeres clustered at the animal pole. By stage 7.  the teloblast precursors have 
cleaved further to generate five bilateral pairs of teloblasts. and the teloblasts have begun 
producing columns of blast cells called germinal bandlets (not visible here: see Fig. 7 )  
beneath a provisional epithelium derived from the micromeres. By early stage 8. the bandlets 
are organized into parallel arrays called germinal bands (stippling) that lie under the margins 
of the micromere-derived epithelium. During the rest of stage 8. the germinal bands move 
over the surface of the embryo. accompanied by an expansion of the provisional epithelium. 
During stage 9. the completed germinal plate expands. gradually displacing the provisional 
epithelium. By stage 10. the edges of the germinal plate have coalesced along the dorsal 
midline. completing the body tube of the leech. and organogenesis is well underway. The 
segmental body plan is manifest: the chain of ganglia in the ventral nerve cord is indicated 
in black. Nonsegrnental. prostomial tissues are present at the anterior end of the animal. 
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be easily removed for experimental manipulation at any time during devel- 
opment. Stages 1 to 6 consist of a series of highly stereotyped, holoblastic 
cleavages, giving rise to three distinct classes of individually identifiable 
blastomeres: macromeres, micromeres, and teloblasts (Fig. 5) .  

Cell lineage studies begun by C. 0. Whitman (1878, 1887, 1892) and 
refined extensively since the mid 1970s [summarized in Stent et al. (1992)l 
indicate that the three macromeres contribute to the gut [see also Nardelli- 
Haefliger and Shankland (1993)] and provide nutrition for the embryo. 
The 25 micromeres (3 arise from each of the A, B, and C quadrants of 
the embryo, and 16 arise from the D quadrant) contribute epithelical cells 
to a transient larval integument, as well as neurons, muscle cells, and 
epidermis to the prostomial tissues of the leech, whereas the 10 teloblasts 
generate the segmental tissues (Fig. 5) .  

Teloblasts are five bilateral pairs of embryonic stem cells that also arise 
from the D quadrant of the embryo (macromere D’; stage 4a). One pair 
of teloblasts, designated M, gives rise to the mesoderm; and four pairs 
of teloblasts, designated N, O/P, O/P, and Q, together give rise to the 
ectoderm, immediately overlying the mesoderm. Segmental organization 
of the ectoderm and mesoderm is first manifested in the direct descendants 
of the teloblasts (stages 6 and 7). Beginning an hour after its birth (i.e., 
stage 5 for the M cells and stage 7 for the O/P cells), each teloblast 
repeatedly divides (about once per hour and several dozen times in all) 
from a single anterior budding site, giving rise to much smaller primary 
blast cells. Each blast cell remains in contact with the one born immedi- 
ately before it and with the one born immediately after it. Consequently, 
the blast cells are organized into coherent columns (bandlets) in the order 
of their individual birth rank. Ultimately, the first-born blast cells contrib- 
ute their definitive progeny to anterior segments, and later-born cells 
contribute to the posterior segments. 

The five bandlets on each side of the embryo join together to form 
structures called germinal bands (stage 7) which lengthen as blast cells 
are produced at the posterior end of the bandlets. The germinal bands on 
each side of the embryo meet at the site of the future head and coalesce 
progressively from anterior to posterior along the future ventral midline, 
forming a structure called germinal plate (stage 8). 

In normal development, each teloblast contributes a distinct, segmen- 
tally iterated set of definitive progeny to the leech via its primary blast 
cell progeny. The composition of these segmentally iterated sets of cells, 
called M, N, 0, P, or Q kinship groups, can be predicted from the identity 
of the parent teloblast, except in the case of the O/P teloblasts; ipsilateral 
OIP teloblasts arise from an equal cleavage as indistinguishable sister cells. 
In fact, each O/P teloblast and its immediate progeny are developmentally 
plastic, capable of generating either 0 or P kinship groups. In any given 
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Helobdella embryo, the particular fate of the O/P teloblasts can be deter- 
mined retrospectively, at which point they can be designated as “genera- 
tive 0” and “generative P” teloblasts (Weisblat and Blair, 1984) [for an 
update, see Lans et al. (1994)l. 

During stage 9, segments become apparent in the germinal plate in an 
anterior-to-posterior progression, first through the delineation of mesoder- 
mal hemisomites and later through the appearance of segmental ganglia 
along the ventral midline. During stage 10, the edges of the expanding 
germinal plate meet along the dorsal midline, thereby closing the body 
tube. By the end of stage 1 1, the segmental tissues have differentiated to 
a state approximating their mature form. 

IX. Possible Points of Homology between 
Annelids and Arthropods 

One attractive but short-lived proposal for homology between leech and 
fly development held that each teloblast underwent five (or more) rounds 
of syncytial nuclear divisions to generate multiples of 32 nuclei, which 
were then parceled out by the subsequent blast cell divisions (G. S. Stent 
and D. A. Weisblat, unpublished). This proposal had the advantage of 
providing a point of homology between annelids and arthropods, as well 
as a mechanism for counting out the correct number of segmental founder 
cells. However, it was quickly shown that the teloblasts undergo one round 
of mitosis per blast cell produced (Zackson, 1982). Moreover, teloblasts 
generate supernumerary blast cells, which fail to generate segmental pri- 
mordia (Weisblat er al., 1984; Zackson, 1984). The mechanism by which 
segments are counted out remains a mystery. 

Cell lineage analyses of segmentation suggest other possible points of 
homology. One important set of observations concerns the relationship 
between primary blast cells and the final segments. In three of the segmen- 
tal lineages (M, 0, and P), a single primary blast cell makes one segment’s 
worth of progeny, whereas two primary blast cells are required in the 
N and Q lineages (Weisblat et ul., 1984; Zackson, 1984; Weisblat and 
Shankland, 1985). As discussed in greater detail in the next section, the 
two n and two q blast cells that contribute to a segment can be assigned 
distinct identities on the basis of various differences. The first to be ob- 
served was a difference in the timing of their first mitoses (Zackson, 1984); 
thus, they are referred to as nf (first-to-divide) and ns (second-to-divide) 
and qf and qs blast cells, respectively. 

A prominent feature of metamerism in Dvosophila is the establishment 
of subdivisions called compartments within the ectoderm of the embryo. 
Compartments were originally defined by the property that the cells in a 
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compartment would mingle readily among themselves, but not with cells 
in adjacent compartments (Garcia-Bellido et al., 1973; Garcia-Bellido, 
1975). Like the alternating nf and ns blast cells in the leech embryo, 
compartments arise along the length of the fly embryo at exactly twice 
the spatial frequency of the segments. Each metameric repeat therefore 
contains two compartments, which can therefore be defined as “anterior” 
and “posterior” compartments on the basis of their position within the 
traditionally defined segments. In fact, a variety of experiments indicate 
that the “parasegments” generated by pairing each “posterior” compart- 
ment with the caudally located “anterior” compartment are of greater 

Fig. 6 Comparison of compartments, segments, and parasegments in Drosophila ectoderm 
with the clonal contributions of the six classes ofectodermal blast cells in leech. (A)Drosoph- 
ila. Both the blastoderm (left) and the adult epidermis (right) are divided into anterior and 
posterior compartments (ac and pc) consisting of polyclones of indeterminate lineage (not 
shown). Adjacent pairs of compartments define segments (S) or parasegments (PS). The 
final distribution of clones arising from individual cells within a compartment in normal 
development has not been determined, but they are believed to be variable in size and 
shape. (B) Leech. In each half of the early germinal plate (left), clones arising from single 
primary ectodermal blast cells (nf, ns, 0, p, qf, qs) are aligned more or less according to 
the boundaries anticipated from a parasegmental organization. Whether these early clones 
experience compartment-like restrictions on cell mingling is unknown, but the final distribu- 
tion of the primary blast cell clones (right) crosses even segment boundaries, both in the 
central nervous system (hemicircles along ventral midline denote segmental ganglia) and in 
the body wall. vm, ventral midline; le, lateral edge of germinal plate; dm, dorsal midline. 
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embryological significance (Fig. 6A; Martinez-Arias and Lawrence, 1985). 
Each compartment is a polyclone [i.e., the sum of all the cells descended 
from each of a set of founder cells; Crick and Lawrence (197511 and 
extends across the entire epidermis. 

The similarity at the cellular level between the alternating nf and ns 
blast cells in leech and the alternation of compartments in fly is obvious, 
but whether this represents homology is less clear-cut. For example, leech 
segments are not polyclones founded by seven bilateral pairs of primary 
blast cells, because there is extensive interdigitation of adjacent clones, 
especially within the M, 0, and P lineages (Fig. 6B; Weisblat and Shank- 
land, 1985). This extensive interdigitation of blast cell clones also means 
that leech segments cannot be subdivided into compartments per se. 

These complications notwithstanding, the observation that two primary 
blast cells in each N (and Q) cell line are required to make one segment’s 
worth of definitive progeny had led, at least indirectly, to more promising 
comparisons between leech and fly at both the cellular and the molecular 
levels. Early lineage-tracing experiments showed that in normal develop- 
ment, the two n blast cells contributing to a given segment make distinct 
sets of definitive progeny, mainly neurons of the segmental ganglion (Weis- 
blat et al., 1984; Kramer and Weisblat, 1985; Weisblat and Shankland, 
1985). The blast cell clones that arise from alternate n blast cells can also 
be easily distinguished by their morphology in the germinal plate during 
stages 8 and 9 (i.e., one clone extends farther laterally than the other). 
Similar observations hold for the q blast cells, which mainly contribute 
dorsal epidermal progeny to the segment (Weisblat and Shankland, 1985; 
Torrence, 1991). Thus, the N and Q teloblasts constitute an intriguing 
variant of the stem cell division mode termed the “grandparental iteration” 
(Chalfie et al., 1981) [for a discussion, see Stent and Weisblat (1985)l. 

Obvious questions regarding this pattern exactly alternating cell fates 
are: when and by what mechanisms do the alternate primary blast cells 
in the n bandlet become determined to assume distinct fates? Do they 
start out as equipotent cells and then assume distinct fates through a 
rostrocaudal version of the mediolateral interactions regulating cell fate 
in the 0-P equivalence group? Or are they assigned distinct fates at birth? 
The distinction between these alternatives is important for guiding our 
thinking about the expression and function of segmentation genes in the 
leech embryo. 

X. Blast Cell Identity May Be Determined at Birth: 
nfhs Differences 

Various ablation experiments failed to reveal the plasticity in the fates of 
n blast cells that would be expected if their fates were determined by cell 
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interactions within the germinal bands (Bissen and Weisblat, 1987). While 
such negative evidence can never be convincing, several different sets of 
observations, summarized here, lend support to the alternative idea that 
primary blast cells have distinct identities from birth. 

Stereotyped differences in the timing and symmetry of early mitoses 
of the primary blast cells provide evidence that these cells are different 
from one another, at least by the time they enter their first mitoses. For 
example, the class of primary n blast cells designated nf has a cell cycle 
of 20 hr duration and then divides unequally to generate larger anterior 
and smaller posterior secondary blast cells (Zackson, 1984); nf contributes 
progeny mostly to the posterior portion of the segmental ganglion (Bissen 
and Weisblat, 1987). Alternate primary n blast cells, of the class designated 
ns, have a cell cycle of about 28 hr, divide equally, and contribute mostly 
to the anterior portion of the ganglion. 

To look for earlier differences among primary blast cells, the composi- 
tion of their cell cycles was examined in detail using BrdUTP incorporation 
to label S-phase nuclei (Bissen and Weisblat, 1989). However, since all 
the primary ectodermal blast cells lack G1 phase and have S phases of 
about the same length (about 4 hr), this analysis provided no earlier time 
point by which the cells were obviously different. For technical reasons, 
it is impossible to learn the precise composition of the cell cycles by which 
the parent teloblast generates nf and ns blast cells using the BrdUTP 
labeling technique. However, some intriguing observations with microin- 
jected lineage tracers provide evidence for a subtle difference between 
alternate cell cycles of N teloblasts (Bissen and Weisblat, 1987). 

If N teloblasts in a group of embryos are injected with lineage tracer 
at random times during stage 7, after they have begun producing primary 
blast cells, the most anterior-labeled primary blast cell (i.e., the first pri- 
mary blast cell produced after the microinjection) is equally as likely to 
be of the nf class as of the ns class. This observation indicates that the 
cell cycles by which nf and ns blast cells are produced are equal in overall 
length. Moreover, microinjected cell lineage tracers diffuse throughout 
the injected teloblast in minutes; and because the relatively large volume 
of the teloblast acts as a reservoir of lineage tracer, the primary blast cells 
to which the teloblast subsequently gives rise are usually labeled with 
equal intensity. However, in a significant proportion of embryos, the first 
blast cell produced after the injection is labeled with markedly less inten- 
sity than all the subsequent cells. For brevity, these faintiy labeled cells 
are called “faint first blast cells” (Fig. 7). The exact cause of this phenome- 
non is unknown; one possibility is that it results when the tracer is injected 
near the end of cytokinesis, before the membranes have completely sealed, 
but when the presence of the midbody prevents ready diffusion between 
the two compartments. A priori, one would expect that these faint first 
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Fig. 7 Evidence that nfins blast cell identity is determined at birth. When an N teloblast 
is injected with lineage tracer (stippling) during stage 7,  after blast cell production is already 
underway, the first blast cell in the resulting chain of tracer-labeled blast cells is equally 
likely to be of the ns (top) or nf (bottom) class. The nf and ns classes can be distinguished 
by the timing and symmetry of the first division (not shown), the shape of the clone in the 
germinal plate (center), or the location of the definitive progeny within the segment (right). 
Typically, all the blast cells born after the injection are labeled with equal intensity. But 
occasionally, as illustrated in both the bandlets here, the first cell born after the injection 
is less intensely labeled (light stippling) than all the subsequent cells (dark stippling). Such 
“faint first” blast cells are in fact more commonly found when the first labeled blast cell is 
of the nf class, indicating that teloblast cell cycles producing nf and ns blast cells differ in 
composition, despite being equal in overall length. 

blast cells would be equally likely to be of the nf and ns classes. But faint 
first blast cells are in fact more common when the first labeled blast cell 
is of the nf class than when it is of the ns class (Fig. 7). This result could 
reflect a longer telophase in cell cycles generating nf blast cells than in 
cell cycles generating ns blast cells. In any case, the difference in the 
distribution of faint first blast cells appears to reflect some inherent differ- 
ence in the cell cycles by which nf and ns blast cells are produced, and 
suggests that the two classes are different at birth. 
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XI. Blast Cell Identity May Be Determined at Birth: 
Regional Differences 

Another set of observations regarding the acquisition of specific identities 
by individual blast cells concerns regionalization, i.e., the generation of 
segment-specific differences in blast cell fates. Immunostaining with com- 
mercially prepared antibodies revealed segment-specific differences in the 
distribution of some of the neurons that exhibit small cardioactive peptide 
(SCP)-like immunoreactivity; double labeling with lineage tracer and anti- 
body showed that these neurons arise from the N teloblast in anterior 
ganglia R4 and MI-M3 (Shankland and Martindale, 1989). These neurons 
have no homologs in midbody ganglia M4-M 17. (Curiously, posterior 
homologs of these neurons in ganglia M18-M21 and CI-C4 arise from 
the M teloblast!) Using a photolesioning technique (Shankland, 1984) that 
causes blast cells in individual bandlets to be shifted several segments 
posterior to the segments to which they would normally contribute, Mar- 
tindale and Shankland (1990) showed that n blast cells still give rise to 
SCP-like immunoreactive neurons when shifted to segments that normally 
lack such neurons (Fig. 8). 

The n blast cells whose fates are assayed in these experiments are not 
shifted until several hours before their first mitosis, i.e., more than 12 hr 
after their birth; therefore, it cannot be concluded that they inherit a 
segment-specific identity at birth. However, when the photolesioning tech- 
nique was applied to the M lineage (Gleizer and Stent, 1993), and m blast 
cells were shifted either anterior or posterior to their normal location as 
soon as 2-3 hr after their birth, they still gave rise to ectopically situated 
progeny (in this case nephridia and gonadal tissues). 

Thus, it seems appropriate to look for molecular-genetic explanations 
of teloblast function that account for the generation of segment-specific 
identities in blast cells as they are produced, In  the N and Q lineages, 
this process needs to be overlaid with a separate process in which alternate 
blast cells are simultaneously assigned anterior and posterior identities 
within the segment. Within this framework of knowledge regarding the 
cellular processes of regionalization and segmentation, we can now ad- 
dress the issues of molecular-genetic homology in rostrocaudal patterning 
between leech and fly. 

XI 1. Molecular-Genetic Basis of Rostrocaudal 
Patterning in Drosophila 

The process of regionalization and segmentation in Drosophifu can be 
divided into five semidistinct steps, as defined by the action of different 
genetic syntagmata [for a review, see Tautz (1992)l. First, maternal regula- 
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tory gene products such as bicoid are deposited asymmetrically along the 
anterior-posterior (A-P) axis in the egg. These products determine where 
the second set of genes, that define broad regions along the A-P axis, the 
gap genes, are expressed in the syncytial blastoderm. Before cellulariza- 
tion, interactions between the gap genes and the maternal regulatory gene 
products allow the third set of genes, that control segment number, the 
pair-rule genes, to be expressed in metamerically repeated stripes along 
the A-P axis, separated by a single segment's width. The members of a 
fourth set of genes, called the segment polarity genes, operate at various 
times, each within a specific portion of a given segment, to establish 
A-P polarity. After cellularization of the blastoderm, further interactions 
between the pair-rule and gap gene products determine where along the 
A-P axis each of the fifth set of genes, the homeotic genes, is expressed. 
These genes affect regionalization, i.e., individual segment identity, by 
interacting with target realizator genes. With this wealth of molecular-ge- 
netic illumination available from the study of rostrocaudal patterning in 
Drosophila, where should we start to look for syntagmal homologs? 

XIII. Putative Regionalization Genes in leech: Expression of 
Homeotic Gene Homologs 

A frequent (though not universal) characteristic of homeotic genes in 
Drosophila is that the domain of action (Lewis, 1978) and expression 
(Harding et al., 1985) lies posterior to some rostrocaudal boundary, the 
exact position of which varies from one homeotic gene to another. One 
of the most dramatic, and yet to be understood, aspects of the homeotic 
genes is that they are physically arrayed along the chromosome within a 
single complex in the order reflecting the rostrocaudal progression of the 
boundaries defined by their expression. Moreover, not only are homologs 
of these genes found in other phyla, including chordates (McGinnis and 
Krumlauf, 1992), but this same correlation between expression pattern 
and chromosomal arrangement holds true (Graham et al . ,  1989; Duboule 
and Dolle, 1989). 

In light of the foregoing considerations, it is hardly surprising that sev- 
eral candidates for homologs of homeotic genes have been identified in 
leeches [summarized in Shankland et a / .  (1991)l. To date, the expression 
of only one of these genes, Lox-2, has been published ( Wysocka-Diller 
et al., 1989; Nardelli-Haefliger and Shankland, 1992). This gene bears 
equally close sequence homology to two Drosophilu homeotic genes, 
Ultrabithorax (Ubx) and abdominal-A (abdA). In Drosophila embryos, 
transcripts of the homeotic genes begin to accumulate at approximately 
the same time as do those of en (Harding et al . ,  1985). but Lox-2 transcripts 
accumulate in late stage 8 and stage 9, around the time when germinal 
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Fig. 8 Evidence that segmental identities of blast cells are determined early in development. 
A schematic representation of part of a germinal band (upper left) shows the normal relation- 
ships of blast cell clones in the ectodermal bandlets. Anterior is up; numbers indicate the 
birth rank ordering of the blast cells and their descendant clones. In normal development, 



3. Evolution of Developmental Mechanisms 121 

plate formation is completed and markedly later than the early expression 
of ht-en protein. Nonetheless, the pattern of accumulation shows striking 
parallels to that of homeotic genes in Drosophila. Lox-2 is expressed in 
all five bandlets, except possibly the p bandlet, beginning in segment M6 
or M7 and extending throughout all (or most, depending on the species 
of leech examined) of the more posterior segments. 

XIV. Putative Segmentation Genes in Leech: Expression of 
an engrailed Homolog 

Given the analogy between the subdivisions of the N (and Q) lineage in 
leech embryos and the anterior/posterior compartments in Drosophila, 
one obvious place to look for homology in their segmentation processes 
was with the Drosophila segment polarity gene called engrailed ( e n ) .  
At about the same time that compartment boundaries of established in 
Drosophila, a circumferential band of cells corresponding to the posterior 
compartment of each segment begins expressing the gene en (Kornberg 
et al . ,  1985; DiNardo, 1985). As one would expect when dealing with 
interacting regulatory genes, the assumption of anterior and posterior 
compartment fates does not reduce to simply whether the cells express 
en. But Drosophila embryos mutant for en do show signs that the identity 
of the posterior compartment has been perturbed; restrictions on cell 
mingling across presumptive compartment boundaries are lost and cuticu- 
lar structures appropriate for the anterior compartment are seen in 
the presumptive posterior compartment (Lawrence and Morata, 1976; 
Nusslein-Volhard and Weischaus, 1980; Kornberg, 1981a,b; Lawrence 
and Struhl, 1982). The en gene is also expressed during neurogenesis in 
Drosophilu, in a subset of segmentally iterated neurons, where it presum- 
ably participates in the specification of particular neuronal phenotypes 
(Pate1 et al., 1989). The question of whether this neural expression in later 
development is confined to cells of one compartment remains unanswered. 

Because en homologs had been cloned from a number of animal groups, 
including even vertebrates, it seemed likely that a homolog should be 

this section of germinal band contributes to the ipsilateral half of the portion of the ventral 
nerve cord indicated at top left, including R A S  neurons (black circles) which normally occur 
only in ganglia R4-M3 and are progeny of n blast cells numbered 7.9. 1 1 ,  and 13. respectively. 
If the n bandlet contains a photosensitizing lineage tracer (stippling). a laser beam directed 
through the microscope objective can be used to kill a single blast cell in the n bandlet 
(bottom left). Cells posterior to the lesion in the n bandlet then slip caudally with respect 
to the other bandlets (bottom center). As a result. these blast cells contribute their progeny 
ectopically and RAS neurons appear in segments M4 and MS. where they are not normally 
found (bottom right). 
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present in leech, and this proved to be the case. (That this point was even 
in question in the 1980s illustrates the dramatic progress made since then 
in the comparative aspects of our field at the molecular level.) The expres- 
sion of this engraifed-class gene (ht-en) was studied with the expectation 
or, more accurately, the hope that it might be a marker for the early 
differentiation of the two classes of blast cells produced in the n (and/or 
q) bandlets, e.g., nf and ns primary blast cells. Since it had been shown 
that primary blast cells initiate transcription immediately upon their birth 
(Bissen and Weisblat, 1991), it was hoped that ht-en would be expressed 
by alternate blast cells and their descendant clones in the n and q bandlets 
from the time of their birth, or even by the parent teloblast during every 
other cell cycle. Although the actual results are not that simple, they 
nonetheless strongly suggest syntagmal homology between the engrailed- 
class genes in annelids and arthropods. 

The expression pattern of ht-en was initially misinterpreted (Patel et 
a[ . ,  1989; Weisblat et al., 1988) through the use of a monoclonal antibody 
that cross-reacts with engrailed homologs in many, but not all, species 
(Patel et al . ,  1989). Leeches are among the exceptions (Wedeen and Weis- 
blat, 1991). Using a polyclonal antibody raised against a translation prod- 
uct of the leech gene, investigators have described in some detail the true 
expression pattern of ht-en (Wedeen and Weisblat, 1991; Lans et al., 
1993). The main features of this expression pattern are summarized in 
Fig. 9. ht-en is expressed in a highly stereotyped, segmentally iterated 
pattern, both in early development before gangliogenesis and later during 
neurogenesis. The early expression of ht-en is transient; the protein even- 
tually disappears from almost all of the cells that initially express it. Later 
expression arises de nouo in cells of the nervous system and body wall. 
In Helobdella, it is clear that many of these cells expressing ht-en later 
are not clonal descendants of cells that initially express hr-en (a point 
that remains unresolved for cells expressing engrailed in later Drosophila 
development). The later expression is predominantly, if not exclusively, 
in segmentally iterated neurons and appears to persist into adulthood. 

Before gangliogenesis, ht-en is expressed in a specific subset of cells 
in each of the bandlets, including the mesodermal (m) bandlet and the 
two ectodermal bandlets (0 and p), in which each primary blast cell makes 
one segment’s worth of progeny. The timing of ht-en expression varies 
among the five types of bandlets; within each bandlet, the timing of expres- 
sion is invariant with respect to age of the individual blast cell clones and 
therefore occurs in a rostrocaudal progression that mirrors the birth order 
of the blast cells. ht-en is not expressed by any of the primary blast cells 
or teloblasts. The earliest expression (e.g., in the p bandlet) is in blast 
cell clones comprising at least five cells. When cells expressing ht-en 
divide, ht-en may be expressed by one, both, or neither of the daughter 
cells. 
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Fig. 9 ht-en expression in Helobdella. Each panel respresents one hemisegment (large S) 
and parts of the hemisegments just anterior and posterior to it. In the germinal band and 
early germinal plate (left), ectodermal blast cell clones (squares and rectangles) are arrayed 
as shown in Fig. 68  (f and small s denote the two classes of n and q blast cells). ht-en 
expression in ectodermal nuclei (black circles) and underlying mesodermal nuclei (white 
circles) occurs asynchronously in different bandlets, but cells that express ht-en during this 
early period lie in a narrow rostrocaudal domain in the caudal portion of the prospective 
segment. During gangliogenesis (center) the nf and ns clones extend laterally (longer and 
shorter contours, respectively); ht-en is expressed by a transverse row of cells (black circles) 
that are a subset of the nf clone. Later still, hf-en expression (black circles) is observed in 
a specific subset of neurons in segmental ganglia (denoted by hemicircular contour) and in 
peripheral cells. Some cells expressing ht-en at this time are descendants of those that 
expressed it earlier; other are not. vm. ventral midline: le. lateral edge of germinal plate; 
dm. dorsal midline. 

The early expression of hr-en occurs in a transverse stripe of cells that 
defines the boundary between prospective ganglia. This stripe is most 
obvious in the cells that express hr-en in the N lineage, but all the cells that 
express ht-en during this early period line up within a narrow rostrocaudal 
domain of the prospective segment. 

In the n and q bandlets, the early expression of hr-en is confined to just 
one of the two types of blast cells. In the n bandlet, the transverse stripe 
of cells that express ht-en are members of the nf clone. In the q bandlet, 
the entire qf clone expresses ht-en during the period when the clone 
consists of four or five cells. 

XV. Comparison with Arthropods 

By comparing the expression patterns of engraifed-class genes in various 
organisms, we can try to infer the common features that would have 
been present in  their common ancestor. Until techniques are devised for 
manipulating the expression of ht-en in leech embryos, these comparisons 
can also guide speculation about the function of ht-en in leech devel- 
opment. 
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The features of engrailed-class gene expression that appear to be com- 
mon to leeches and flies include expression both before gangliogenesis 
and during neurogenesis in unrelated sets of cells. Early expression is 
known to play a role in segmentation in fly and is at least correlated 
with the formation of interganglionic boundaries in leech. Although the 
definitive segments in the leech body do not constitute polyclones and 
cannot be divided into compartments as in Drosophila, the alignment 
between bandlets of the cells that express ht-en suggests the possibility 
of a transient grouping of clones in the germinal plate during stages 8 and 
9 that is homologous to the Drosophila parasegment (Figs. 6 and 9). 

It was once assumed that the expression of en defined the posterior 
compartment throughout the lifetime of Drosophila and that the compart- 
ment boundaries were maintained by the clonal inheritance of en expres- 
sion from en+ cells in early embryogenesis. However, studies show that 
cells expressing en can divide and give rise to en- cells (Vincent and 
O’Farrell, 1992), and that in later development en cells are found within 
the boundaries of the posterior compartment (Blair, 1992). Therefore, 
in Drosophila, early en expression is not clonally transmitted, and en 
expression is not required in the entire compartment throughout the life- 
time of the animal. A similar transient and nonclonally transmitted expres- 
sion of ht-en was initially observed in leech. These features may be general 
features of the expression of engrailed-class genes in protostomes since 
other arthropods (crustaceans) do not show strict clonal transmission of 
en expression. Scholtz et al. (1993) found that a subset of en-expressing 
cells in a clone loses en expression, but that a partial subset of the nonex- 
pressing cells later regains expression. The finding that hr-en is expressed 
in the mesoderm of Helobdella contrasts with the findings in Drosophila. 
But mesodermal expression of engrailed-class genes is seen in other dis- 
tantly related groups, including chordates (Hatta et al., 1991; Davis el 
al., 1991) and onychophorans (Wedeen and Whitington, unpublished ob- 
servations). Thus, it seems likely that engrailed was expressed in both 
mesoderm and ectoderm of the common ancestor of these groups (if the 
common ancestor had mesoderm) and that it was lost from the mesoderm 
of arthropods after the annelid and arthropod lines separated in evolution. 

XVI. Expanding the Syntagrnata 

Given the similarity of expression patterns for engrailed-class genes in 
annelids and arthropods, the syntagma concept can be investigated by 
looking for annelid homologs of genes that interact with en in Drosophila 
and characterizing their expression patterns. Two genes that interact with 
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en in Drosophila are wingless (wg) and cubitus interruptus Dominant (ci- 
D): in the cellular blastoderm of Drosophila, wg is expressed in the band 
of cells just anterior to those expressing en in each segment (van den 
Heuvel el a/., 1989), and ci-D is eventually expressed in all the cells except 
those expressing en (Orenic et al., 1990). These genes are also segment 
polarity genes and (with others) can be considered as belonging to the 
same syntagma as en. This syntagma appears to function also in the 
development of the wing imaginal disc, presumably by operating on a 
different set of realizator genes (Blair, 1992). Both of these genes have 
homologs in other species, including vertebrates. wg, in particular, is 
part of the Wnt family, which has at least three members in Drosophila 
(Eisenberg et al., 1992; Russell et a/., 1992) and more in vertebrates 
(Sidow, 1992) (wg and its direct homologs in other species are now assigned 
to the wnt-f subfamily). 

In leech, a clear sequence homolog to ci-D (designated Hrr-ci-1) has 
been identified by PCR (Weisblat et al., 19931, and a sequence homologue 
to wnt-1 may have been found (R. Kostriken, unpublished observations). 
Given the detailed knowledge of the expression patterns of ht-en, clear 
predictions as to how these genes would be expressed if their syntagmal 
relationships were conserved can now be made (Fig. 10). 

Other possible leech homologs of Drosophila homeotic genes have also 
been isolated, and their expression patterns are being analyzed; these 
include LoxS, an Antennapedia-like gene; Lox6, a Deformed-like gene; 
and Lox7, a labial-like gene [reviewed in Shankland et al. (1991); M. 
Shankland, personal communication]. Obvious questions are how many 

Fig. 10 Expected expression patterns for hfr-ci and htr-wnt-1 in the germinal band and 
early germinal plate; compare with left panel in Fig. 9. If syntagmal interactions are conserved 
for the leech homologs of the Drosophila segment polarity genes, we expect that ci-D 
expression (stippling) will be seen in all the ectodermal cells that do not express ht-en (black 
circles) and that htr-wnt-1 (hatching) will occur in a narrow domain of cells just anterior to 
the cells that express hr-en. 
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and what other homologs of what is now termed the HOM/Hox complex 
(Akam, 1989; Graham et a f . ,  1989) will be present in leech and whether 
their organization along the chromosome(s) will also be conserved. 

XVII. Speculation on Temporal Mechanisms of Patterning 

As described earlier, embryological evidence suggests that blast cells’ 
fates are specified one by one as they arise from the parent teloblast. 
Thus, understanding how this cell cycle-dependent specification of cell 
fate proceeds, presumably with the involvement of homologs of the same 
genes that control regionalization in Drosophila, becomes the crux of the 
distinction between the spatial and temporal modes of regionalization and 
segmentation. 

For the rostrocaudal patterning gene homologs that have been described 
to date in leech, expression occurs only after proliferation of secondary 
blast cells is well advanced, and thus gives no definitive information about 
processes in the teloblasts. [LOX.~, the Antp homolog may be the first 
exception (M. Shankland, personal communication).] As yet, no leech 
homologs to Drosophila genes in the maternal, gap, or pair-rule classes 
of developmental regulatory genes have been identified. But assuming 
these classes of genes do exist in leech, can the results already obtained 
with the homologs of segment polarity and homeotic genes guide our 
thinking about what to anticipate for their occurrence and function? 

One means by which a cell cycle-dependent specification of blast cell 
fates might be achieved would be for the teloblast to undergo a heritable 
change with each cell cycle. Thus, each blast cells would receive an 
inheritance reflecting the state of the teloblast during the cell cycle of its 
birth. The results obtained so far suggest that the state of the teloblast 
might be dictated by the qualitative and quantitative mix of factors that 
regulate segment polarity and homeotic genes (Fig. 11).  For example, a 
bicoid homolog translated from a maternally inherited mRNA (if such 
exists) could be present at high levels in the newborn teloblast, and then 
decline continuously during blast cell production as the bicoid-homolog 
mRNA and protein are either degraded and/or partitioned into blast cell 
progeny. Thus, the bicoid homolog would exhibit a temporal concentration 
gradient within the teloblast, in contrast with its spatial concentration 
gradient in the Drosophila zygote. 

If homologs of gap genes were also present in leech and functioning in 
an evolutionarily conserved syntagma with the postulated bicoid homolog, 
we could further predict that a young teloblast would also contain high 
levels of hunchback homolog, whose expression would fall as bicoid levels 
dropped, permitting the expression of Kruppel and Knirps homologs to 
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Fig. 11 Speculation on a temporal mechanism for regionalization. A maternally inherited 
gene (analogous to bicoid in Drosophilu) that is active at high levels (dark shading, left) in 
young teloblasts (large circles) and declines gradually (progressively lighter shading, center 
and right) during production of blast cells (small circles) would effect a temporal gradient 
of gene activity within the teloblast. This temporal gradient could affect the transciptional 
activity of blast cells born at different times both directly and by affecting the phasic 
transcription of one or more zygotic gap-like genes (checkered, white and black circles) 
within the teloblast and blast cells that are turned on and off as the declining activity of the 
maternal gene product passes through different threshold values. 

rise and fall sequentially within the teloblast and their descendant blast 
cells (Fig. 11). Each chain of blast cells would be thereby subdivided into 
transcriptionally distinct groups of cells. These transcriptional subdivi- 
sions would then in turn differentially express genes such as the homologs 
of the HOM/Hox genes to specify segment identity. Thus a series of 
segment identity genes would be activated sequentially along the chains 
of blast cells descended from each teloblast. 

XVllI. Speculation on Temporal Mechanisms 
of Segmentation 

The temporal control of segmentation is relatively straightforward in the 
case of the 0, P, and M lineages. Since individual blast cells produced 
by M and O/P teloblasts give rise to one segmental complement of progeny, 
the simple reiteration of (approximately) the same developmental program 
by each blast cell produces a segmentally repeated pattern of tissues along 
the anterior-posterior body axis. 

The behavior of the N and Q lineages is more complex and appears to 
require an additional level of regulation, however. Each n and q bandlet 
consists of alternating cell types (nf and ns; qf and qs), so that for these 
bandlets, one segmental complement is descended from a pair of blast 
cells. As described here, it appears that the f and s blast cells differ 
at birth; moreover, since hr-en (the leech hornolog of engrailed) is not 
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expressed until the s and f blast cell clones are well along their separate 
developmental pathways, it seems unlikely that a putative syntagma of 
segment polarity gene homologs in leech is involved in the initial specifica- 
tion of different fates for f and s blast cells. Another possibility is that 
“upstream” regulators of the segment polarity genes are involved in distin- 
guishing the s from f cells; if we persist in seeking homology with Drosoph- 
ilu, homologs of the pair-rule genes (again, assuming that there are homo- 
logs of these genes in leech) would be logical candidates for such upstream 
regulators. 

In Drosophilu, it is believed that the expression of “primary” pair-rule 
genes, such as runt, euen skipped, and hairy, is regulated directly by levels 
of bicoid and gap genes (Small and Levine, 1991; Tautz, 1992). The large 
promoters of these genes contain many, relatively independent regulatory 
sites, each of which is capable of initiating expression in response to a 
particular concentration of bicoid and gap gene products. Thus, these 
promoters “read” the position of the nucleus along the lcngth of the 
embryo. Other secondary pair-rule genes, such asfushi tarazu, are regu- 
lated by the primary genes. 

In leech, the production off and s class cells could result from a further 
refinement of the heritable states through which the teloblast progresses, 
due to cyclic changes in the concentration (or activity) of one or more 
pair-rule gene products. Any such scheme requires that the pair-rule gene 
products be relatively short lived and also that the effects of pair-rule 
gene expression be reversible in some sense, so that the state of the 
teloblast can be “reset” from the state in which one pair-rule gene is on 
to the one in which it is off and vice versa. The cyclic changes in activity 
of the pair-rule genes would result from interactions among the products 
of the pair-rule genes themselves and with other genes, including presum- 
ably the gap genes, and one or more of the genes involved in controlling 
the cell cycle of the teloblast. Interaction with the cell cycle control 
mechanism is postulated to account for the fact that f and s blast cells 
arise in strict alternation during successive cell cycles of the N and Q 
teloblasts. 

The postulated network of interacting genes would constitute a biochem- 
ical oscillator. Activities of the components of such oscillators (in this 
case, presumably the various gene products) rise and fall in defined phase 
relationships. Here, one or more of these cycling gene products would 
also serve to determine the different states of successive blast cell progeny. 
In the simplest form of this model (Fig. 12A), a single pair-rule gene 
product would be expressed, during alternate cell cycles in the N and Q 
teloblasts. Alternatively, two or more pair-rule genes functioning within 
the teloblast, each with fewer but longer periods of overlapping expression, 
which define distinct states of the teloblast in a combinatorial manner 
(Fig. 12B). This latter model is appealing because it more closely resembles 
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Fig. 12 Two models for temporal control of segmentation by pair-rule homologs. Successive 
teloblast cell cycles. leading to the production of alternating f and s blast cells. are separated 
by vertical ticks on the time axis. A single pair-rule gene would suffice to determine distinct 
f and s types if the activity of its gene product (diagonal hatching) turns on and off in alternate 
cycles of the teloblast (A).  Alternatively ( B ) .  two or more genes expressed for longer. but 
overlapping periods could be used in a combinatonal manner to determine distinct f and s 
cell types. In this case. expression of either of two pair-rule genes (vertical and horizontal 
hatching) alone determines the s state. while expression of both or neither determines the 
f state. 

the current proposals for the role of pair-rule genes in specifying cell 
fates in the Drosoplzila blastoderm (Baumgartner and Noll, 1990). But 
evolutionary arguments notwithstanding. we must also bear in mind that 
this aspect of leech development may be controlled by a genetic mecha- 
nism that is unrelated to those involved in Drosophila (such as that used 
in yeast mating type switching) (Haber. 1992: Klar. 1992) or by a mecha- 
nism that is not directly related to gene expression at all. 
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XIX. Conclusions 

David A. Weisblat et al. 

Descriptive comparisons of morphology and development in different spe- 
cies indicate that developmental changes during evolution can occur either 
as “terminal variations” appended to highly conserved early processes 
or as modification of the intermediate steps leading to relatively well- 
conserved endpoints. Here, we have considered the paradox posed by 
the fact that the segmented body plans of leeches and flies, while surely 
homologous, arise by dramatically different “temporal” and “spatial” 
modes of segmentation, respectively. 

We have heightened this paradox by focusing on these two extremes 
in the continuum of possible modes of segment formation. But it is im- 
portant to bear in mind that many or most of the other arthropods (short 
germ band insects and crustaceans) are intermediate between the long 
germ band insects and the annelids in that they utilize aspects of both the 
spatial and temporal modes of segment formation, often in different regions 
of the embryo [e.g., see Dohle and Scholtz (198S)l. We suggest that the 
experimental analysis of segmentation can be simplified by focusing first 
on the two extremes exemplified by fly and leech. Nonetheless, despite 
the common notion that arthropods and other segmented protostomes 
arose from annelid-like ancestors, we cannot rule out the possibility that 
the spatial and temporal modes of segmentation may both be highly derived 
versions of an ancestral process. Further studies in comparative develop- 
ment, along with refinement of the underlying phylogenetic relationships 
by independent methods, should help to solve this puzzle. 
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1. Introduction 

The retinotectal system of lower vertebrates has been studied extensively 
in the three decades since Sperry proposed his chemoaffinity hypothesis 
(Sperry, 1963). The straightforward orderliness of the topographic map 
from retina to tectum, the accessibility of the pathway for anatomical 
and electrophysiological tracing techniques, and the relative simplicity of 
transplants, rotations, and other perturbations have combined to make 
these studies especially fruitful ones. This chapter describes what is known 
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about the early development of the retinotectal system of the African 
clawed frog Xenopus lueuis. Early work on the Xenopus retinotectal pro- 
jection was done by manipulating the embryo and assaying the effects 
after metamorphosis, but over the last decade attention has shifted to 
embryonic assays. Not only do embryonic experiments have the practical 
advantage of taking days instead of months, but they also have a great 
conceptual advantage. Postmetamorphic studies only show the distant 
shadows of initial development, twisted and confused by a long period of 
brain growth and elaboration. Embryonic experiments, on the other hand, 
allow direct observation of the processes of initial development. 

The task of the retinal growth cone finding its way to the tectum can 
be split into two parts: pathfinding and topography. Imagine the growth 
cone to be like a traveler on a long automobile journey to visit a friend. 
First she finds her way across the road map of the brain, stopping when 
she recognizes the right city (pathfinding); then, she remembers where 
her friend lives and find the right house within the city (topography). The 
development of topographically appropriate connections is a rich subject 
with an extensive and sometimes contradictory experimental history, 
which has been extensively reviewed [for discussions of topography in 
Xenopus and other species, see Cowan and Hunt (1983, Udin and Fawcett 
(19881, Fraser (1992), and Holt and Harris (1993)l. This chapter touches 
only briefly on topography, focusing instead on pathfinding. It concerns 
itself with the signs and landmarks the driver uses, how she reads the 
signs, and how she uses this information to steer her car. 

II. Xenopus as an Experimental System 

A. Experimental Tools 

Amphibians have long been favored for embryological studies (e.g., Holt- 
freter, 1943; Spemann and Mangold, 1924) because their external fertiliza- 
tion and development make them easy to observe and manipulate. Xeno- 
pus are especially useful because they are easily raised in captivity, can 
be induced to breed by hormonal injection, produce hundreds of embryos 
per mating, and develop very quickly during embryonic stages. Studies 
of the development of the retinotectal projection require methods for 
mapping the projection and for perturbing its development. The retinotec- 
tal projection was first mapped using light stimulation and electrophysio- 
logical recording ( Jacobson, 1968), and physiological mapping remains 
the only way to make a global retinotopic map from a single animal. 
However, visualizing the paths of individual axons requires anatomical 
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tracing methods. The use of anterogradely transported markers has im- 
proved greatly, progressing from tritiated proline (Scalia, 1973 ; Holt and 
Harris, 1983), to horseradish peroxidase (HRP; Fujisawa et al., 1981; 
Harris et al., 1985), fluorescent dextrans (O’Rourke and Fraser, 1986), 
Lucifer Yellow (Holt, 1989), and lipophilic dyes such as Dil and DiA 
(Harris et al., 1987; Easter and Taylor, 1989). The axon scaffold of the 
early brain can now be seen by staining with antibodies against acetylated 
tubulin (anti-AT; Easter and Taylor, 1989), and the location of the optic 
tract within the scaffold can be seen by HRP filling the eye, then double- 
labeling with anti-HRP and anti-AT (Cornel and Holt, 1992). At present 
there are few specific antibodies that work in Xenopus, apparently because 
Xenopus antigens rarely cross-react with antibodies made against birds, 
fish, or mammals, but this shortage is being relieved as antibodies are 
made specifically against Xenopus antigens. In situ hybridization has made 
it possible to see patterns ofgene expression (Harland, 1991). The develop- 
ment of whole mount techniques has made fiber tracing, antibody staining, 
and in situ hybridization studies especially convenient. The advent of 
fluorescent vital stains and low-light time-lapse imaging techniques has 
made it possible to follow particular retinal fibers as they grow over time 
(Harris et al., 1987; O’Rourke and Fraser, 1989). 

Perturbational methods have improved as well. Xenopus is an excellent 
preparation for classical embryological manipulations such as trans- 
planting or rotating specific tissues, and early studies took advantage of 
this by using eye rotations and transplantation of eye fragments ( Jacobson, 
1967). Modern techniques make it possible to perform specific molecular 
manipulations in uiuo, using blocking antibodies (Fraser et af., 1984, 1988), 
bath application of drugs to an exposed-brain preparation (Chien et al., 
1993), DNA transfection (Holt et al., 19901, and RNA injection (Harvey 
and Melton, 1988; Amaya et al., 1991). The ease and speed of RNA 
injection and DNA transfection largely make up for the lack of genetic 
techniques, which are impractical because of the long generation time and 
pseudotetraploid genome of Xenopus. Experiments in uitro are of course 
possible: retinal and tectal cells are easily maintained both as explants 
(Harris et ul., 1985; Gooday, 1990) and as dissociated cells (Harris and 
Messersmith, 1992; Johnston and Gooday, 1991). It will be especially useful 
to combine RNA and DNA perturbations with other techniques; for instance, 
transplanting an eye expressing an exogenous RNA into an untreated host 
and observing the behavior of “mutant” axons in a wild-type environment. 

Over the next few years, the combination of sophisticated anatomical 
techniques with molecular perturbations in uiuo and in uitro should be 
extremely powerful for studying the cellular and molecular basis of retinal 
axon pathfinding. 
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6. Natural History and Ontogeny of Xenopus 

Chi-Bin Chien and William A. Harris 

Before discussing the early development of the retinotectal projection of 
Xenopus, it is useful to describe its behavioral and ontogenetic context. 
Table I is a timetable of the early development of the Xenopus embryo, 
with particular attention given to the retinotectal system. Stages are given 
according to the revised normal table of Nieuwkoop and Faber (19671,with 
developmental times given for room temperature (about 24°C). Some 
stages are double-numbered (e.g., stage 33/34,35/36), which has led some 
authors to use unconventional numbers such as 33 or 34/35 to indicate 
intermediate stages. For clarity, we eschew these and stick to the stages 
given explicitly by Nieuwkoop and Faber. 

Initial development is extremely rapid. Half a day after fertilization, 
gastrulation is complete; within another half day, the neural tube has 
closed. During the third day after fertilization, the embryo hatches from its 
jelly coat, can swim a little, and responds to visual stimuli in a rudimentary 
fashion: turning the light off causes a brief bout of swimming. At 4 days, 
feeding begins. After this extraordinary initial burst, development slows 
to a more leisurely pace: the tadpole begins metamorphosis at 1 month, 
becomes a fully metamorphosed froglet at 2 months, and matures sexually 
at about 18 months. 

In the laboratory, pairs of Xenopus can be induced to breed by injection 
of human chorionic gonadotropin; they produce hundreds of embryos per 
mating. In uitro fertilization is also simple since the eggs are laid and 
fertilized externally. A female is primed by hormonal injection and 
squeezed to obtain mature eggs, which are then fertilized with sperm from 
minced testes. The eggs are large (1 rnm in diameter) and take several 
hours to undergo their first two cleavages, so this is an excellent time to 
inject RNA (Harvey and Melton, 1988) or fluorescent dextrans (O’Rourke 
and Fraser, 1986). When using small molecules such as dextrans, one can 
label the entire embryo evenly by injecting both blastomeres at the two- 
cell stage or all four blastomeres at the four-cell stage. Since the embryo’s 
volume is constant over the first 2 days of development, the injected 
molecule is partitioned among its cells without dilution. 

The need to survive unpredictable external conditions presumably ex- 
plains the hardiness of Xenopus embryos. They can survive between 14 
and 27°C and indeed developmental speed can be changed roughly three- 
fold by adjusting the incubation temperature. They recover well from 
tissue transplants and rotations: holding the transplant in place for half 
an hour with a shard of coverslip is usually sufficient for healing. Embryos 
use maternally derived yolk stores for 4 days before beginning to feed. 
Yolk granules are inconvenient for experiments because they are opaque 
and autofluorescent, but they enable different parts of the embryo to 
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develop quite autonomously. For instance, retinotectal axons grow for 
many hours in a decapitated head without any special need for oxygenation 
(Harris et al., 1987; Chien et al., 1993). 

By the third day after fertilization, at about stage 35/36, the embryos 
hatch and swim freely. Visual responses have been detected in the retina 
at stage 39 (Witkovsky et al., 1976) and in the tectum at stage 37/38 (Holt 
and Harris, 1983), and behavioral responses to visual cues can be detected 
at stage 37/38 (G. Recanzone and W. Harris, unpublished observations). 
Over the course of evolution, the need to respond to the environment 
soon after hatching must have applied selective pressure for rapid visual 
development, because the retina and the tectum both develop very 
quickly. At stage 24, 1 day after fertilization, the eye vesicle begins to 
evaginate and the first retinal cells become postmitotic (Holt er al., 1988); 
by stage 41, 3 days after fertilization, the lens and pigment epithelium 
have formed, and the central retina is completely postmitotic (Holt er al., 
1988) and has separated into three layers. The tectum develops slightly 
later: the first tectal cells become postmitotic at stage 41 (Gaze and Grant, 
1992a). 

As in other amphibians and fish, both the eye and the brain of Xenopus 
keep growing throughout life. The retina and tectum have different modes 
of growth: new cells are born around the entire periphery of the retina, 
but only at the caudal border of the tectum. Therefore retinal terminals 
must slowly shift across the tectum in order to stay topographically regis- 
tered (Gaze et al., 1979). The retina grows symmetrically until the begin- 
ning of metamorphosis (stage 54), when the ventral periphery starts grow- 
ing faster than the dorsal periphery. In early larvae, the eyes point laterally 
and have nonoverlapping visual fields, so it is not surprising that the retinal 
projection is largely uncrossed at larval stages. Once metamorphosis be- 
gins, the head flattens and the eyes rotate medially (Grobstein and Comer, 
1977); correspondingly, binocular responses develop in late larval life. 
The change from symmetric to asymmetric retinal growth correlates nicely 
with the transition to binocularity: extra ventral retina is needed in order to 
enlarge the binocular field. In fact, the metamorphosis-associated hormone 
thyroxine triggers both asymmetric retinal growth (Beach and Jacobson, 
1979a) and the development of ipsilateral retinothalamic projections (Hos- 
kins and Grobstein, 1985b). 

111. Normal Pathfinding 

The normal pathfinding that retinotectal axons use to get from the retina 
to the tectum will be discussed first (Fig. 1). This figure and the following 
description are based on studies using intracellular injection of Lucifer 



Table I Timetable of Early Xenopus Development 

Stage Age Overall Eye Tectum Leading retinal axons 

10 9 hr 
13 I5 hr 
28 32 hr 

31 38 hr 

32 40 hr 

33/34 44 hr 
35/36 50 hr 
37/38 54 hr 

Early gastrula 
Early neural plate 
Early tail bud Optic vesicle well formed (Holt, 1980) 

Beginning of ganglion cell dendritogenesis 

Migration from optic stalk complete (Holt, 

Beginning of pigmentation 

(Sakaguchi and Murphey, 1985; Holt, 1989) 

1980) 

Embryos hatch 

39 57 hr Beginning of 
lateral 
expansion 

tectal cells 
(Gaze and 
Grant, 1992a) 

41 76 hr Central retina completely postmitotic, well- First postmitotic 
laminated (Holt et al., 1988) 

45 4 days Feeding begins 
54 26 days Onset of Ventral retina starts growing faster than dorsal 

66 58 days Metamorphosis 
metamorphosis 

complete 

retina (Beach and Jacobson, 1979b) 

Beginning of axonogenesis 
(Sakaguchi and Murphey, 1985; 
Holt, 1989) 

At chiasm (Holt, 1984) 

At ventral optic tract (Holt, 1984) 
At midoptic tract (Holt, 1984) 
Dorsal fibers reach ventral tectum 

Ventral fibers reach dorsal tectum 
(Holt, 1984) 

(Holt, 1984) 

Arborization under way (Holt, 
1984; Sakaguchi and Murphey, 
1985; Holt, 1989) 

Major ipsilateral projections start 
(Hoskins and Grobstein, 1985a) 

~ ~ ~ 

Note. The stages and times of various events in the development of the overall embryo, the eye, and the tectum, and the progress of the leading 
retinotectal axons. Stages, times, and some events are taken from the normal table of Nieuwkoop and Faber (1967). 
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Fig. 1 Development of the retinotectal projection from the right eye, stages 28 to 39.Trans- 
verse views show the position of a typical leading growth cone relative to the right eye and 
brain (the left eye is omitted for clarity). Lateral views show the retinotectal projection on 
the contralateral (left) side of the brain. Projections to the basal optic nucleus are not shown. 
Based on Holt (1989) and Easter and Taylor (1989). (Inset) Approximate scale and different 
regions of the embryonic brain: Tel. telencephalon; Di, diencephalon; Mb, midbrain; Hb, 
hindbrain; pin. pineal fepiphysis); hy, hypothalamus; tec, rectum; bon, basal optic nucleus; 
ch, optic chiasm. Note the pistol shape of the embryonic brain. 

Yellow and HRP (Holt, 1989) and extracellular application of HRP and 
Dil (Easter and Taylor, 1989), which agree with earlier studies that used 
radioactive tracers (Holt and Harris, 1983; Holt, 1984). 

A. Normal Retinotectal Projection 

The central retina contains approximately 200 retinal ganglion cells, which 
are postmitotic by stage 31. Their births are asynchronous: birthdating 
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studies at stages 28-31 show postmitotic cells mixed in with mitotic cells 
(Straznicky et af., 1971; Holt et af., 1988). There is a slight dorsal-to- 
ventral gradient, so that dorsocentral cells develop a few hours before 
ventrocentral cells (Holt, 1984; Holt et al . ,  1988). After the central retina 
is formed, newborn cells are added in orderly rings at the retinal periphery. 
The number of retinal ganglion cells increases by about 860 cells per day 
until stage 51, then by about 660 cells per day thereafter (Gaze and Grant, 
1992b). The first retinal ganglion cells put out axons at stage 28, and put 
out dendrites by stage 31 (Holt, 1989; Sakaguchi et al., 1984). 

The development of the optic tract is quite reproducible, as retinal 
axons follow a stereotyped path (Fig. 1 ) .  Though the time course described 
here is typical, the development of the optic tract is occasionally found 
to be one stage earlier or later than the external development of the embryo 
would indicate. The axons proceed across the surface of the retina to the 
optic nerve head by stage 29/30, reach the optic nerve at stage 31, reach 
the chiasm at stage 32, and cross into the contralateral ventral optic tract 
at stage 33/34. By early stage 35/36, the axons have reached the middle 
of the optic tract and have started to execute a caudal turn to reorient 
toward the tectum; they round this turn by late stage 35/36. By stage 
37/38, the first fibers have reached the ventral optic tectum, and by stage 
39 these fibers have begun to arborize. The trip from chiasm to tectum 
(stage 32 to 37/38) covers about 430 pm in 13 hr at 22°C (Harris et al., 
1985). Later-born axons are continually adding to the optic tract. 

The retinal axons are tipped by standard vertebrate growth cones whose 
average dimensions are about 3 pm wide by 10 pm long, with an average 
of three or four filopodia (Harris et af., 1985; Holt, 1989). Growth cones 
are typically rather simple and club-like on the retinal surface, become 
more complex with backward-branching filopodia at the optic nerve head, 
and then maintain a relatively constant level of complexity from the optic 
nerve through the chiasm and optic tract (Holt, 1989). In the optic tract, 
the growth cones travel within a few microns of the pial surface, passing 
among the neuroepithelial cells and rarely contacting the basement mem- 
brane (Harris et af., 1985; Holt, 1989). 

At early larval stages, the great majority of retinal ganglion axons project 
to the contralateral tectum, but a few fibers project elsewhere. A small 
projection to the contralateral basal optic nucleus develops at the same 
time as the retinotectal projection (Sakaguchi and Murphey, 1985; Easter 
and Taylor, 1989). By stage 44, a few fibers project to contralateral and 
ipsilateral diencephalon, with an occasional fiber that arborizes in the 
diencephalon, then continues on and arborizes again in the tectum (Saka- 
guchi and Murphey, 1985). A very small number of fibers (<1%) seem to 
project to the ipsilateral tectum (Sakaguchi and Murphey, 1985), and 
indeed a small ipsilateral retinotectal projection has been reported to 
persist in the adult (Levine, 1980). Most of the ganglion cells that project 
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to the contralateral tectum have a single unbranched axon. However, 
between 5 and 10% have two or even three axons (Holt, 1989), and a 
small number have axons that branch within the optic tract (Sakaguchi 
and Murphey, 1985). It is not known whether occasional multiple axons 
persist into adulthood. 

By adult stages, the brain has grown both in size and in its number of 
retinal projections; these are discussed only briefly. The embryonic brain 
has what Easter and Taylor (1989) call a “pistol” shape , with the forebrain 
being the handle and the hindbrain the barrel (Fig. 1 ) .  In the adult, the 
ventral flexure has straightened so that the handle of the pistol is in line 
with the barrel. The brain has grown greatly, with the tecta bulging out 
dorsolaterally and the forebrain enlarged relative to the rest of the brain. 
The contralateral retinal projections have continued to grow and have 
been joined by substantial ipsilateral projections that begin developing at 
about stage 54, when the eyes start to move into position for binocular 
vision. The retina projects to both the contralateral and ipsilateral dien- 
cephalon, with terminal fields falling into three groups: anterior (nucleus 
of Bellonci, corpus geniculatum thalamicum, rostra1 visual nucleus), poste- 
rior (uncinate field, thalamopretectal field, pretectum), and the basal optic 
nucleus (Levine, 1980). Projections to ipsilateral diencephalon originate 
from the ventrotemporal retina (Hoskins and Grobstein, 1985a). Binocular 
vision is mediated by an interaction between the direct contralateral tectal 
projection and a polysynaptic ipsilateral projection that goes from the 
retina to the contralateral tectum to the contralateral nucleus isthmi, and 
then via a crossed isthmotectal projection to the ipsilateral tectum (Glasser 
and Ingle, 1978; Gruberg and Udin, 1978). How fibers decide to project 
to the diencephalon instead of the tectum is a very interesting, but unan- 
swered, question. 

B. Time-lapse Studies of Normal Pathfinding 

It is possible to use fluorescent vital stains and low-light fluorescence 
microscopy techniques to make time-lapse movies of individual living 
axons in uiuo (Harris el al., 1987; O’Rourke and Fraser, 1990; Kaethner 
and Stuermer, 1992; Sretavan and Reichardt, 1993; Chien ef af., 1993). 
Since time-lapse studies are labor- and equipment-intensive, fewer axons 
can be observed than in fixed tissue, but detailed observation of individ- 
ual living axons shows dynamic behaviors that can only be guessed at 
from fixed samples. Live and fixed studies are complementary: a few 
movies of living axons can make sense of hundreds of snapshots of 
fixed ones, but conversely the snapshots are needed to tell whether 
the behavior of particular axons seen in time-lapse is typical or idiosyn- 
cratic. 
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The growth of retinal axons in the optic tract has been observed in two 
sets of experiments (Harris et af., 1987; Chien et af., 1993). The first 
studied the normal growth of axons in the tract and the effects of removing 
the soma (Harris et af., 1987). The axons were labeled with the fluorescent 
membrane dye DiI and time-lapse movies were taken using a silicon- 
intensified-target (SIT) camera, a computer-controlled shutter, and a time- 
lapse videotape recorder. Figure 2 shows the development of a typical 
axon. Growth cones grew steadily while in the tract (average speed 
54 pm/hr at 20-24"C), and slowed down after passing the presumptive 
border of the tecturn (average speed 16 pm/hr). Axons did not branch 
while in the optic tract. The filopodia and lamellipodia of the growth cones 
were very active, changing shape over tens of seconds. Once in the tectum, 
the axons began to branch and form arbors, not by bifurcation of the 
growth cone, as had been previously assumed, but by the formation of 
backbranches along the shaft of the axon. If the labeled eye was removed 
to break off the axon's soma, the axon grew normally for up to 3 hr before 
suddenly dying. It apparently took some time for the growth cone to learn 
of the soma's disappearance. 

30 min intervals 

Fig. 2 An example of a single axon growing in the optic tract and arborizing in the tec- 
tum.Four phases are apparent: ( I )  steady growth in the tract, (2) deceleration near the target, 
followed by (3) loss of normal growth cone morphology, and (4) backbranching in the tectum. 
At the dotted line, the focus was switched onto a more superficial branch. On the right is 
a focus-through reconstruction of the terminal arbor. [From Harris et a/. (1987). Copyright 
Company of Biologists Ltd.] 
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The second study looked at the effects of using the drug cytochalasin 
to remove growth cone filopodia (Chien et al., 1993). Figure 3 is a diagram 
of the experimental preparation, modified from that used earlier in order 
to allow perfusion of drugs. Time-lapse movies, taken digitally to allow 
better time resolution and more accurate quantitation of growth, gave rise 
to several new observations about control axons. Growth was saltatory 
over short periods (minutes), but was steady over longer periods (30 min), 
in agreement with the earlier observations. Occasionally, a growth cone 
in the optic tract would bifurcate for a few minutes, then choose one of 
the two branches and follow it, leaving the other branch to be resorbed 
into the axon ((2.-B. Chien, unpublished data). If the axon should some- 
times follow both branches, such bifurcations could give rise to the 
branched axons seen by Sakaguchi and Murphey (1985). An axon that 
began arborizing in the diencephalon was also seen (C.-B. Chien, unpub- 
lished data); this was presumably part of the normal retinodiencephalic 
projection. 

St 28-29 

I7 incubate 20 h. 
expose brain aV 
decapitate, 
mount in chamber a 

side view 

flow in LW -+ top view 

flow out 

Fig. 3 Mounting in perfusion chamber for time-lapse video experirnents.Severa1 brains are 
exposed. a specimen is chosen with one or a few axons that are brightly labeled with dil, 
and its head is mounted in a coverslip chamber for viewing and perfusion. [Adapted from 
Chien et a / .  (1YY3).] 
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C. Normal Topography 

Chi-Bin Chien and William A. Harris 

As shown in Fig. 4, the normal projection to the contralateral tectum is 
a retinotopic map with both axes reversed: dorsal (D) retina projects to 
ventral (V) tectum, V retina to D tectum, anterior (A) retina to posterior 
(P) tectum, and P retina to A tectum. The image has previously been 
reversed by the lens, so that anterodorsal retina sees the posteroventral 
visual field. In the early embryo, when the eyes face laterally and the 
tectum is still flush with the rest of the midbrain, the topographic axes 
are dorsoventral (D-V) and anteroposterior (A-P). As the eyes move and 
the tecta expand during development, these directions no longer make 
sense, and so in the adult it is conventional to call the axes of the retina 
dorsoventral and nasotemporal, and those of the tectum mediolateral and 
rostrocaudal. The topography of the projection can be assayed electro- 
physiologically by sequentially placing a metal recording electrode in dif- 
ferent positions in the tectum and moving a spot of light to find the 

Fig. 4 The orientation of the normal retinotopic map. The retina and contralateral tectum 
of the embryo are shown schematically as circles, with the poles labeled: A,  anterior; P, 
posterior; D, dorsal; V, ventral. Numbers and arrows are retinotopically equivalent positions 
and axes: for instance, a ganglion cell at position 1 on the retina would project to position 
1 on the tectum. etc. (Inset) Labeling of the axes in the adult: N, nasal; T, temporal; M,  
medial; L,  lateral; R, rostral; C, caudal. 
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visual receptive field that best stimulates each position (Jacobson, 1968). 
Anatomically, it can be assayed by placing HRP or another anterograde 
marker on a small area of the retina and looking at the corresponding 
tectal projection. 

The retinotectal projection is topographically ordered very early on, 
with D-V order being evident earlier than A-P order. Holt and Harris 
(1983) found order in both axes at stage 39, using tritiated proline as an 
anterograde label to assay D-V order and using electrophysiology to assay 
A-P order. Using cobalt fills to visualize individual arbors, Sakaguchi 
and Murphey (1985) found that both axes are well ordered at stages 40-45. 
The cobalt-filled retinal arbors tended to be narrow in the D-V axis and 
elongated along the A-P axis. 

O’Rourke and Fraser (1986) have studied early topography in greater 
detail. They first used fluorescent dextrans to vitally stain populations of 
fibers, finding that D-V order was present from stage 47, the earliest stage 
studied, but that A-P order developed between stages 47 and 49. They 
then followed the development of A-P topography by using confocal 
microscopy of DiI-stained arbors to watch individual arbors developing 
over time (O’Rourke and Fraser, 1990). At stage 45, arbors of nasal and 
temporal fibers covered most of the A-P extent of the tectal neuropil, 
overlapping completely. The only difference seen was in anterior tectum, 
where temporal arbors branched slightly more than nasal arbors. As the 
tectum grew over time, nasal arbors selectively lost anterior branches and 
elaborated posterior branches, giving rise to clear A-P separation by stage 
49. The lack of A-P order at stage 45 is at odds with the results of 
Holt and Harris (1983), who found A-P order earlier, at stage 39. This 
discrepancy is presumably due to a difference in technique: the electro- 
physiological assay used by Holt and Harris averages over the responses 
of many arbors and thus may be able to detect a slight difference in 
branching patterns between nasal and temporal arbors, even though they 
overlap in rostrocaudal extent. 

IV. Nature of Guidance Cues 

A. Autonomous Pathfinding by Growth Cones 

As the retinal growth cones navigate through the brain and recognize the 
tectum, they respond to signals of some kind. The first question is whether 
these signals come from within the cell. An internal timing mechanism 
seems unlikely since retinal axons can find the tectum and terminate 
there after starting from ectopic positions (Harris, 1986). which should 
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drastically disrupt the normal timing. The cell body is not required since 
axons can pathfind and arborize normally for several hours after the soma 
has been broken off (Harris et al., 1987). Sodium-based action potentials 
in the axon are also probably not required, since normal retinotectal 
projections form in axolotls in the presence of blocking levels of tetrodo- 
toxin (TTX) (Harris, 1980, 1984), and similar observations have been 
made in Xenopus (Ferguson, 1983) and zebrafish (Stuermer et al., 1990). 
A role for calcium action potentials remains a formal possibility, although 
no such spikes were detected electrophysiologically in TTX-blocked axo- 
loth (Harris, 1980). Microtubules in the axon may bias it toward straight 
growth: axons in culture seem to have an inherent tendency to grow 
straight (Katz, 1985), and in uiuo, retinal axons that have been disoriented 
by cytochalasin miss a normal turn and instead grow straight (Chien e? 
af., 1993). In general, though, the growth cone seems to act autonomously 
of the cell body and axon, making pathfinding decisions based on the 
external signals that it encounters. 

What is the nature of these external guidance signals? This question is 
discussed in three parts: first the distribution of the cues in the brain, then 
their cellular location, and finally what is known about their molecular 
nature. 

B. Distribution of Positional Guidance Cues 

How are pathfinding cues distributed in the brain? Several groups have 
studied this question using embryological manipulations that Taylor (1991) 
likens to a game of hide and seek. Either the eye or the tectum is trans- 
planted to an ectopic position, and retinal axons are then assayed to see 
if they can overcome this challenge and find the tectum. 

One might expect pathfinding cues to be narrowly restricted to the optic 
pathway, but this does not seem to be the case. When eyes are transplanted 
to ectopic positions in the brain, retinal axons still find their way to the 
tectum (Harris, 1986; Fig. 5A), although in some eyes transplanted to the 
hindbrain, a subset of axons went the wrong way and headed down the 
spinal cord. Furthermore, this ectopic pathfinding is not a random search: 
the axons orient correctly as soon as they enter the brain. Thus there are 
globally distributed positional cues that allow a growth cone to set its 
compass toward the tectum. 

What is the range of influence of the positional cues? If a small 
(100 pm) patch of neuroepitheliurn in the optic tract is rotated by 90" at 
stages 26-28, axons that later enter the rotated tissue are deflected in the 
direction of rotation (Fig. 5B; Harris, 1989; Taylor, 1991). When the 
tectum is excised, retinal axons grow right up to its normal position before 
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St 24 e.- G 

90" ccw 90" cw 

Fig. 5 Hide and seek with the tectum: embryonic manipulations and their effect on the 
retinal projection. (A) Ectopic eye transplants. When the eye is transplanted to an ectopic 
location, retinal fibers not only find the tectum in most cases, but orient toward the tectum 
as soon as they enter the brain (arrows indicate entry point). [Adapted from Harris (1986LI 
(B) Tract rotations. When a small patch of presumptive optic tract is rotated by 90", retinal 
fibers that later enter the patch follow a path that is rotated similarly. The small black dot 
indicates the direction of rotation. [Adapted from Harris (1989).] ( C )  Tectal deletions. When 
the presumptive tectum is deleted, retinal fibers grow right up to the edge of the deletion 
before turning in an aberrant direction (aberrant projections not shown). [Adapted from 
Taylor (1990).] 

growing across the midline into the contralateral optic tract or heading 
down the spinal cord (Fig. 5C; Taylor, 1990). Thus the positional cues 
have short-range effects and seem to be finely distributed and tightly 
associated with the developing neuroepithelium. Furthermore, the posi- 
tional fate of the neuroepithelial cells seems to be determined early, by 
stage 24, since the cues do not become respecified after rotation or tectal 
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deletion. When are the positional cues first expressed? Using hetero- 
chronic transplants, Cornel and Holt (1992) showed that retinal axons 
forced to grow into a young brain can pathfind to the tectum and reach 
it at stage 32, 8 hr before they would normally arrive. Thus, cues are 
present quite early. The authors point out that most neuroepithelial cells 
are mitotically active at this stage, so positional cues are apparently ex- 
pressed before the neuroepithelium has undergone terminal mitosis. 

__-- 

- 
0.8 
- 
0.9 

0.1 

Fig. 6 Models of positional cues. (A) Highways. Early growing axons act as highways for 
later-growing axons. (B) X-Y coordinates. Two molecules, X and Y, are distributed in 
gradients over the brain; lines indicate contours of constant X or Y .  The growth cone senses 
these gradients and navigates to a particular coordinate position. (C) Patchwork cues. Shaded 
patches indicate the distribution of different cue molecules; patches sometimes overlap. 
Growth cones follow the edges of these patches. 
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C. Models for Positional Guidance Cues 
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Figure 6 schematizes three possible models for the pattern of positional 
cues: highways, X-Y coordinates, and patchwork cues. As in other as- 
pects of axonal guidance, the different mechanisms are not mutually exclu- 
sive: axons could use a combination of all three. 

1. Highways 

In this model, the retinal growth cone grows along preexisting axons, 
switching at certain points in order to reach the tectum. This method is 
much like driving on highways, where a route to a destination can be 
specified as a sequence of turns onto the next highway. Axons from 
ectopically transplanted eyes would presumably follow an alternate high- 
way that also reached the tectum. Easter and Taylor (1989) described the 
pattern of early axonal tracts that form in the Xenopus brain, and by 
analogy with the “labeled pathways” hypothesis proposed for grasshopper 
and Drosophila (Raper et al., 1983), proposed that later-growing axons 
selectively fasciculate with early tracts. In particular, they found that 
ingrowing optic fibers form a tight bundle along the rostrodorsal border 
of the tract of the postoptic commissure (TPOC), and therefore proposed 
that fasciculation with the TPOC is an important factor in guidance. One 
weakness of this hypothesis was that electron microscopic (EM) observa- 
tion showed only occasional contacts between retinal axons and axons 
of the TPOC (Easter and Taylor, 1989; Holt, 1989). This lack of fascicula- 
tion was later confirmed by EM observations in developing zebrafish 
(Burrill and Easter, 1991) and double-label confocal microscopy in Xeno- 
pus (Cornel and Holt, 1992). The most definitive evidence against a high- 
way model is from the heterochronic transplant experiments of Cornel 
and Holt (1992), who showed that retinal axons could find the tectum in 
brains that were young enough that no other axonal tracts were present. 
Though preexisting tracts may contribute to normal guidance, they are 
clearly not necessary for retinotectal pathfinding. 

2. X-Y Coordinates 

The second and third models are much more theoretical, as there is little 
direct evidence either for or against them. In an X-Y coordinate model, 
two positional molecules are distributed over the surface of the brain, and 
the growth cone reads out their local concentration in order to find its 
map coordinates. This is the strategy of a driver in a city where the streets 
are numbered sequentially in one direction and lettered in the other. Gierer 
(1987) discusses very nicely how a retinal growth cone could find its way 
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using global positional gradients. Chemical gradients are often used in 
modeling of Sperry’s chemoaffinity theory (Sperry, 1963; Fraser and Per- 
kel, 1990), and indeed Trisler, Bonhoeffer, and their respective collabora- 
tors have found molecules that are distributed in gradients across the retina 
and tectum (discussed later). However, there is at present no experimental 
evidence for global gradients distributed across the whole brain, and unfor- 
tunately there is no obvious way to find them except to screen monoclonal 
antibodies. An unattractive feature of this model is that it requires the 
signal molecules to be set up in a smooth gradient across the whole brain. 
Such gradients would require exquisite developmental control. Moreover, 
reconciling this model with the results of tract-rotation experiments would 
require that growth cones could navigate based on very small differences 
in gradient concentration. 

3. Patchwork Cues 

In the third model, the surface of the brain is a patchwork quilt made 
up of patches of neuroepithelium that express different cell-surface or 
extracellular matrix molecules. Retinal axons navigate along the seams 
between neighboring patches, skirting around several different patches 
until they reach the tectum. If the growth cone was a car in the countryside, 
its driver might follow these instructions: “go between the woods and 
the meadow, then follow the edge of the cornfield until you reach some 
haystacks.” Several mechanisms could constrain axons to patch bound- 
aries: for instance, two neighboring patches of outgrowth-promoting activ- 
ity might overlap slightly, so that the axons grew best along the border. 
Alternately, if the patches were inhibitory, the axons might prefer to stay in 
a narrow gap between patches. There is some evidence for such guidance 
patches in grasshopper limb bud, where adjacent bands of cells express 
the cell-surface proteins fasciclin IV (fas IV) and alkaline phosphatase, 
and the intracellular protein annulin (Kolodkin et al., 1992; Singer et al., 
1992). Not only is fas IV expressed in a narrow band along the trochan- 
ter-coxa boundary, but it also seems to function in the guidance of Ti1 
pioneer axons, since antibodies to fas IV disrupt the path taken by Ti1 
axons at this boundary (Kolodkin et al., 1992). An attractive feature of a 
patchwork model is the ease with which the patches could be set up: the 
signal molecules could be controlled by the same genes (as yet undeter- 
mined) that determine regional fate in the brain. This would fit with the 
early expression of guidance cues (Cornel and Holt, 1992) and the fact that 
small pieces of neuroepithelium retain their guidance cues when rotated 
(Harris, 1989). In fact, some homeobox genes are known to be expressed 
in patches in the zebrafish brain (Krauss et al., 1991; see Holt and Harris 
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(1993) and Figdor and Stern (1993) €or related discussions). The molecules 
sensed by the growth cones could be cell-surface molecules, extracellular 
matrix (ECM) molecules, growth factors bound to the ECM, or some 
combination thereof. In the end, proof of a particular model will require 
molecular characterization of the signals involved. 

D. Cellular Localization of Guidance Cues 

There are four possible cellular sources for the pathfinding signals in the 
neuroepitheiium: a diffusible molecule, the surfaces of axons, the surfaces 
of neuroepithelial cells, or the extracellular matrix. 

1. Diffusible Signals 

Two lines of evidence, one in uitro and one in uiuo, make a diffusible 
chemotropic factor unlikely in the retinotectal system. In other systems, 
the definitive experiment showing that a chemotropic factor exists has 
been to coculture explants, using a three-dimensional gel to stabilize diffu- 
sional gradients, and show that axons from one explant are attracted to 
another explant (Lumsden and Davies, 1983). When Xenopus retinal and 
tectal explants are cultured together in a collagen gel (Harris et af., 1985), 
retinal axons show no propensity to grow toward the tectal tissue; in fact, 
retinal axons sometimes pass very close to tectal tissue without deflection. 
Thus, at least under these culture conditions, tectal tissue does not appear 
to make a chemotropic factor. 

As mentioned earlier, in uiuo experiments with tract rotation (Harris, 
1989) and tectal deletion (Taylor, 1990) show that the guidance cues are 
tightly associated with the neuroepithelium: they are carried along when 
the neuroepithelium is rotated, and remain if the tectum is removed. This 
rules out a freely diffusible factor. It is conceivable that a molecule diffuses 
out of the presumptive tectum at a very early stage and then binds tightly 
to the extracellular matrix or cell surfaces, thus setting up a fixed gradient. 
However, the evidence weighs against a diffusible factor that attracts 
axons toward the tectum. 

2. Axonal Cell-Surface Molecules 

As discussed earlier for the highway model, interactions with nonretinal 
axons do not seem to be necessary for pathfinding in the optic tract. 
Retinal axons do interact with each other, although it is not clear that this 



154 Chi-Bin Chien and William A. Hams 

is important for guidance. Retinal axons bundle tightly to each other and 
show specialized membrane contacts at the EM level (Easter and Taylor, 
1989). In time-lapse video experiments in which more than one axon is 
labeled, a growth cone will occasionally make filopodial contact with 
another axon or grow along another axon for a short distance, but there 
is no tendency for growth cones to follow along preceding axons (C.-B. 
Chien, unpublished observations); however, this evidence is far from 
compelling because only a small fraction of axons were labeled in these 
experiments. In the mammalian optic chiasm, time-lapse video experi- 
ments show that axons sometimes turn and project ipsilaterally after con- 
tact with axons from the other eye (Sretavan and Reichardt, 1993). Interac- 
tions between axons may be important for the retinotectal topographic 
map, and several models of the development of topography have incorpo- 
rated interactions between fibers (Fraser and Perkel, 1990). 

The first retinal axons to grow out in Xenopus are from dorsocentral 
retina. Do these temporal pioneers guide later axons? Holt (1984) tested 
this idea by transplanting young dorsal retina into older embryos, thus 
delaying the dorsal fibers so that ventral fibers grew in to the brain first. 
This reversal of the normal temporal order had no effect on pathfinding. 
Therefore the dorsal pioneers have no special function that cannot be 
performed by ventral fibers. In summary, there is little evidence that 
retinal axons need each other to find the tectum. 

3. Neuroepithelial Cell Surfaces and Extracellular Matrix 

Since evidence is either lacking or negative for chemotropic factors and 
signals from other axons, it seems likely that guidance signals come from 
the cells and ECM of the optic tract neuroepithelium. In some invertebrate 
systems, growing axons form gap junctions with guidepost cells, as demon- 
strated by dye coupling (Bentley and Keshishian, 1982); however, Lucifer 
Yellow-filled retinal axons show no evidence of dye coupling to cells in 
the optic tract (Holt, 1989). Therefore the pathfinding signals must reside 
on the surfaces of the neuroepithelial cells or in the ECM that is presum- 
ably made by them. Although specialized membrane contacts have not 
been described, the growing retinal axons are closely apposed to the 
surfaces of these cells and sometimes plunge filopodia into them (Holt, 
1989). One way to test for positional cues is to culture cells from different 
parts of the brain and see whether they affect axons differently. Indeed, 
temporal retinal axons can distinguish between diencephalic and tectal 
glia cultured from stage 54 embryos, fasciculating more on the tectal cells 
(Gooday, 1990). The fasciculation is especially marked on cells from the 
caudal third of the tectum (Jack et at., 1991); in time-lapse video re- 
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cordings, individual retinal growth cones collapse upon contacting caudal 
tectal glia (Johnston and Gooday, 1991). 

Thus, the results of embryological manipulations encourage us to search 
for guidance signals in neuroepithelial cells and the ECM. However, em- 
bryological manipulations can only go so far: there is no obvious way to 
specifically transplant or delete the ECM. What remains, then, is to start 
the molecular characterization of guidance cues. 

V. Molecules Involved in Guidance 

In the last part of this chapter, the molecular nature of guidance cues in 
the Xenopus retinotectal system is discussed, concentrating especially on 
the molecular studies that have already begun in the Harris and Holt 
laboratories. 

A. Molecular Perturbations 

Figure 7 illustrates two main experimental tools. The first is an exposed- 
tract preparation in which the skin, dura, and eye are dissected off one 
side of the brain in order to expose the optic tract. The growth cones 
from the contralateral eye can then be easily observed and exposed to 
bath-applied reagents. This is essentially the same preparation that was 
first used for time-lapse video experiments (Harris et al., 1987); indeed, 
by mounting the head in a perfusion chamber, time-lapse movies can be 
made of growth cones as drugs are washed on and off (Chien et al., 1993). 
Effects of a particular reagent on pathfinding can be studied by exposing 
the tract to the reagent overnight, then filling the retinal fibers with HRP 
and viewing them in whole mount (Fig. 7A). The second tool is in uiuo 
lipofection (Holt et al., 1990), which allows the introduction of a specific 
gene construct into retinal cells. The DNA is lipofected into the eye at 
an early stage, along with a marker construct. Since the frequency of 
cotransfection is very high (Holt et al., 1990), the transfected cells can 
be identified using antibodies to the marker. Thick sections (50 pm) cut 
on a vibratome make it easy to find the transfected cells and see if their 
morphology has been affected by expression of the construct. 

B. Criteria for Guidance Molecules 

How does retinotectal guidance work on a molecular level? As in other 
parts of the nervous system, only rudimentary knowledge of the molecules 
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Fig. 7 (A) Exposed-brain preparation. At stage 33/34, the embryo is partially dissected to 
expose the left optic tract to bath-applied agents, and allowed to develop overnight. At stage 
39, the right eye is filled with HRP to reveal the course of the retinal fibers. [Adapted from 
Chien et al. (1993).] (B) I n  uivo lipofection of DNA. A DNA construct of interest, mixed 
with lipofection agent and a luciferase construct as a cotransfected marker, is injected into 
the eye at stage 20, and the embryo is allowed to develop for 2 days. At stage 40, the embryo 
is fixed and sectioned, and the morphology of the transfected cells is observed using an 
antibody against luciferase. [Adapted from Holt et al. (1990).] 

involved exists. Particular molecules might be specifically involved in 
axon outgrowth, in axon steering, or in target recognition. Too little is 
known about growth-cone cell biology to say whether growth, steering, 
and target recognition are separate cellular functions, so some molecules 
might be involved in all three. Candidate molecules must satisfy three 
criteria: the molecule must be distributed appropriately in the brain; it 
must show appropriate biochemical function in cell extracts or in culture; 
and, most critically, its function must be demonstrated by disruption in 
uiuo. At present, no molecules are known to satisfy all three criteria, and 
only a few satisfy two. 
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C. Adhesion Molecules 
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The most abundant and best characterized neural-cell adhesion molecules 
are NCAM and N-cadherin [reviewed by Jessell (1988)l. In uitro, these 
transmembrane proteins mediate cell binding via homophilic adhesion 
mechanisms, calcium-independent in the case of NCAM and calcium- 
dependent in the case of N-cadherin. The best characterized substrate 
adhesion molecules are the integrins, a class of heterodimeric transmem- 
brane proteins that mediate binding to various molecules in the ECM 
(Jessell, 1988). In culture, the outgrowth of chick retinal axons on 
astrocytes depends on NCAM, N-cadherin, and integrins, since blocking 
antibodies to all three have additive outgrowth-blocking effects (Neugeb- 
auer et al., 1988). These three molecules are not the only ones used by 
neurons since there was some residual adhesion to astrocytes even in the 
presence of all three blocking antibodies. As in other species, antibody 
staining in Xenopus shows that NCAM, N-cadherin, and integrins are 
present on retinal axons and widely distributed throughout the rest of the 
brain (Gawantka et al., 1992; R. Riehl, A. Walz, and C. Holt, unpublished 
data). 

There have been several studies in uiuo using blocking antibodies to 
NCAM. When Fraser and collaborators (1984, 1988) implanted antibody- 
laden agarose spikes into the tectum of adult frog, they found that retinal 
axons avoided the area around the spike and that the retinotopic map 
became less precise. The observation that Fab fragments of monoclonal 
antibodies produced these effects, but control antibodies did not, sug- 
gested that they were caused by inhibition of homophilic binding. In 
chicks, intraocular injection of NCAM antibodies caused minor disruption 
of retinotopic order in the optic nerve and optic tract, but did not prevent 
axons from finding the tectum and establishing a topographic map there 
(Thanos et al., 1984; Silver and Rutishauser, 1984). These results suggest 
that NCAM function could be important for pathfinding in the optic tract. 
To test this idea, Walz applied blocking NCAM antibodies to the exposed- 
tract preparation and found that intact polyclonal antibodies reduced the 
length of the optic tract but did not appear to affect its course (A. Walz 
and C. Holt, unpublished observations). Together with the global distribu- 
tion of NCAM, this observation suggests that NCAM is important for the 
elongation, but not the guidance, of retinal axons. 

The roles of cadherins and integrins in pathfinding in uiuo have been 
studied only recently. Sakaguchi and co-workers injected blocking anti- 
bodies to both N-cadherin and the pl subunit of integrin into the optic 
tract, and found that each antibody alone has only subtle effects, but that 
both applied together cause some retinal fibers to take aberrant paths 
(Sakaguchi and Radke, 1992; E. Stone and D. Sakaguchi, personal commu- 
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nication). Riehl and Lilienbaum used lipofection in uiuo to express DNA 
constructs that encode putative dominant negative mutant forms of N- 
cadherin or pl  integrin (Lilienbaum et al., 1993). The results for both 
molecules are similar: of the retinal ganglion cells (RGCs) that express 
either mutant N-cadherin or mutant pl  integrin, most lack axons. This is 
in marked contrast to RGCs that were untransfected or only transfected 
with the luciferase marker, which nearly all have axons. The few axons 
that are seen on mutant-transfected RGCs seem to project properly to the 
tectum. Thus, N-cadherin and pl integrin seem to be necessary for axon 
elongation and may play a cooperative role in guidance. 

D. Other Cell-Surface Molecules 

MAb-A5 is a monoclonal antibody that seems to specifically label retinal 
targets: the optic tectum, basal optic nucleus, and several diencephalic 
nuclei, but not the optic nerve or optic tract (Takagi et al., 1987). Staining 
in the tectum is first detectable at stage 39, at the same time that retinal 
fibers first arrive. Intriguingly, A5 also labels the general somatosensory 
tract in the spinal cord, which is a pathway sometimes taken by retinal 
axons making aberrant projections from ectopically transplanted eyes 
(Fujisawa e f  al., 1989). The A5 antigen appears to be a cell-surface protein 
of approximately 140 kDa; however, a functional role for this antigen has 
yet to be demonstrated. 

E. ECM Molecules 

NOB 1 (neurite-outgrowth-blocking- 1)  is a polyclonal antiserum that in- 
hibits the outgrowth of retinal neurites on ECM made by cultured 
XRl cells (Sakaguchi et al., 1989). XRl is an astroglial cell line derived 
from embryonic Xenopus retina that serves as an excellent substrate for 
retinal neurite outgrowth. When XRl cultures are osmotically lysed and 
extracted to remove cellular components, the ECM that is left behind re- 
tains outgrowth-promoting activity. This activity is sensitive to protease 
and does not seem to be associated with laminin or fibronectin. The 
NOBl antigen is generally distributed throughout the eye and brain (D. 
Sakaguchi, personal communication). Thus, the NOB 1 antigen seems to 
be a general outgrowth-promoting factor laid down in the ECM by glial 
cells. No function has yet been shown in uiuo. 

Recent work has shown that growth factors can bind to the ECM and 
that regulation of their concentration may be one of its important functions. 
Antibodies to basic FGF and to heparan sulfate label the developing 
Xenopus diencephalon (A. Walz, S. McFarlane, and C. Holt, unpublished 
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results). Walz has found that 100 pg/ml heparin applied to the exposed- 
tract preparation appears to have a dramatic effect on target recognition, 
causing the retinal axons to skirt around the tectum rather than entering 
it (McFarlane et al., 1993). Heparin is a heparan-related carbohydrate 
that affects the binding of growth factors to heparan sulfate proteoglycans 
(Kan et al., 1993), which are a major component of the ECM. Though 
heparin has several other known actions, it is plausible that it affects some 
growth factor involved in target recognition by preventing the growth 
factor from binding to the ECM. 

F. Topography Molecules 

Although implicated in topographic specificity rather than pathfinding, the 
TOP proteins described by Trisler and collaborators (Trisler, 1990) and 
the 33-kDa repulsive molecule identified by Bonhoeffer and collaborators 
(Stahl et al., 1990) deserve mention here. TOP,, and TOP,, are cell- 
surface proteins in chick, identified as antigens to particular monoclonal 
antibodies. They are distributed in steep dorsal-to-ventral and posterior- 
to-anterior gradients in the retina and are also present in tectum, distrib- 
uted in retinotopically corresponding (i.e., inverted) gradients. The TOP 
proteins are obviously candidates for chemoaffinity molecules a la Sperry , 
though as yet the only evidence as to their function is that synaptogenesis 
in the retina is delayed by injection of antibody to TOP,, (Trisler, 1990). 

Bonhoeffer and collaborators found that chick temporal retinal axons 
grown in culture can choose between lanes of anterior and posterior tectal 
membranes, preferring to grow on the topographically appropriate anterior 
membranes (Walter et al., 1987). This preference is due not to an attractive 
anterior molecule, but rather to a repulsive posterior molecule. This mole- 
cule has an apparent molecular weight of 33 kDa and is anchored in 
the membrane by a phosphatidylinositol linkage. In cross-species assays 
between mouse and chick (Godement and Bonhoeffer, 1989) and fish and 
chick (Vielmetter et al., 1991), temporal retinal axons from one species 
grown on tectal membrane stripes from another species always showed 
a preference for the anterior stripes. Since the repulsive activity is func- 
tionally conserved across a wide evolutionary range, it seems certain 
that the Xenopus homologue of this molecule plays a role in topographic 
specificity. 

G. Transduction Machinery 

After receiving external guidance signals, the growth cone must transduce 
these into intracellular effects: cytoskeletal movements for steering, cy- 



160 Chi-Bin Chien and William A. Harris 

toskeletal rearrangements to form an arbor, and changes in gene expres- 
sion upon beginning synaptogenesis. Presumably this signal transduction 
uses the same second messenger systems as other cells (Strittmatter and 
Fishman, 1991). The src family of nonreceptor tyrosine kinases is ex- 
pressed in growth cones (Sobue, 1990; Matten e t  al., 1990), making tyro- 
sine phosphorylation a candidate step in the signaling cascade. On the 
cell biological level, it is commonly assumed that growth cone filopodia, 
which continually undergo a striking cycle of extension and retraction, 
play a role either in detecting signals by sampling the environment or in 
steering the growth cone by pulling it in particular directions. In culture, 
there is evidence for both sensory (Davenport ef af., 1993) and motile 
(Wessells and Nuttall, 1978) roles for filopodia. 

Using the exposed-brain preparation, a series of second-messenger 
drugs were screemed for their effects on pathfinding (Chien e t  al., 1992, 
and unpublished results). The strategy is to apply a range of concentrations 
of a membrane-permeant drug for an 18-hr exposure, then fill the retinal 
fibers with HRP. The lowest concentrations have no effects at all, while 
the highest are usually toxic to the embryo. The goal is to find an agent 
to which growth cones are especially sensitive, so that pathfinding or 
growth-cone morphology is disturbed at some intermediate concentra- 
tion. High levels of permeant cyclic nucleotide analogs (8-bromo- and 
dibutyryl-CAMP and cGMP), calcium ionophore (A23 187 and ionomycin) 
and the protein kinase C activator TPA have not yielded detectable effects. 
It has been found that low levels of external calcium (100-200 p M )  seem 
to perturb pathfinding, resulting in shortened tracts that travel anterior of 
their normal path. Further experiments will be needed to see if these 
effects are due to reduced calcium influx or to some other cause. Experi- 
ments indicate that mastoporan, a peptide that activates G-proteins and 
has been shown to cause collapse of chick growth cones in culture (Igarashi 
ef al., 1993), causes collapse of Xenopus  retinal growth cones in uiuo. 
Experiments are underway to see if this collapse can be prevented by 
pretreatment with pertussis toxin. Though it seems likely that growth 
cones use one or more of the classical second messenger systems, it 
remains to be seen whether this in uiuo screen will successfully reveal 
them. 

To study the role of tyrosine kinases in retinal axon growth in uiuo, 
Worley applied tyrosine kinase inhibitors to the exposed-tract preparation 
(Worley and Holt, 1992; T. Worley and C. Holt, in preparation). Herbi- 
mycin A and lavendustin A reduce the length of the retinal tract in uiuo 
and cause greatly reduced staining of the exposed tracts with a phosphotyr- 
osine-specific antibody. When applied to dissociated retinal ganglion cells 
in culture, herbimycin A causes axons to be shorter and growth cones to 
be larger. Together with the finding that basal levels of cell death and 
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protein synthesis are not affected in exposed tracts, these observations 
suggest that herbimycin inhibits the growth of retinal axons in uiuo directly, 
rather than through some toxic effect on the neuroepithelium. 

To test whether filopodia are necessary for pathfinding in uiuo, cytocha- 
lasin B (CB), a microfilament-disrupting drug, was used to remove filo- 
podia (Chien et al., 1993). Cytochalasin experiments in the grasshopper 
limb bud had previously shown that loss of filopodia correlated with dis- 
rupted pathfinding by the Ti1 pioneer axon (Bentley and Toroian-Ray- 
mond, 1986). The effects of cytochalasins on retinal axons were similar. 
At a concentration of 0.15 pgiml CB, retinal growth cones were largely 
devoid of filopodia, and retinal tracts missed their normal caudad turn in 
the diencephalon and instead continued straight toward the pineal (Fig. 
8). The action of CB on filopodia was rapid and reversible: viewed in 
time-lapse, growth cones in uiuo lost their filopodia within about 30 min 
after CB was applied, and regenerated them after CB was removed. The 
dose dependences of aberrant pathfinding and of filopodial loss both in 
uiuo and in uitro all roughly agree: at 0.15 pg/ml CB, retinal fibers took 
an aberrant route and filopodia were absent, while at 0.05 pg/ml CB, 
retinal fibers took their usual route to the tectum and filopodial numbers 
were normal. From this agreement, it is concluded that filopodia are 
required for normal pathfinding. 

VI. Conclusions 

The great advantages of the Xenopus visual system for studying axonal 
pathfinding have been its accessibility and amenability to embryonic ma- 
nipulations. The results from transplant and deletion experiments give the 
following picture: The retinal growth cone acts autonomously, without 
instruction from the cell body. It does not require the presence of other 
axons (though it may use them if they are present), but instead follows 
cues on the surfaces of neuroepithelial cells or in the extracellular matrix. 
These cues are distributed globally across the brain. 

The next step is clearly to dissect the molecular mechanisms that under- 
lie pathfinding. This has already begun, using new methods that allow 
addition and deletion of specific molecules. As gravity holds the car to 
the road and permits it to travel forward, a combination of NCAM, N- 
cadherin, and integrin binding seems to attach the growth cone to the 
neuroepithelium and allow it to elongate. Tyrosine kinases are at work 
somewhere in the transmission, and are required for elongation. Target 
recognition at the tectum seems to be a distinct event, blockable by hepa- 
rin. The growth cone seems to require filopodia to navigate properly; 
whether they are radio antennae or wheels used for turning is not yet 



Fig. 8 Dose-dependent effect of cytochalasin B on pathfinding. Retinal fibers have been 
filled with HRP. Arrowheads indicate the optic chiasm and posterior edge of the tectum. 
(A) 0.15% DMSO control, St 39. Fibers have turned and arborized normally. (B) 0.05 pg/ 
ml cytochalasin B (CB), St 40. Fibers have reached tectum, tract appears essentially normal. 



The HRP fill in this sample was unusually light. (C) 0.10 pg/ml CB. St 39. Intermediate 
effect: some fibers have reached the tectum, but most are going straight. (D) 0.15 &ml 
CB, St 39. Tract has taken an anterior path and failed to reorient; the leading fibers extend 
nearly to the dorsal midline. [From Chien P f  ul. (1993). Copyright Cell Press.] 
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known. The guidance molecules used by the growth cone are still mysteri- 
ous. The eventual goal is a complete understanding of the process that 
leads from the genes controlling the guidance cues, through the guidance 
molecules themselves, through the signal transduction apparatus, and 
finally to the end effects on the cytoskeleton and gene expression. 
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1. Introduction 

Normal development of the reproductive organs and germ cells is essential 
for an organism to transmit its genes to future generations and, moreover, 
for the continuation of the species. This chapter focuses on the role of 
the gonadal hormone, Mullenan-inhibiting substance (MIS), during mam- 
malian sexual differentiation and germ cell development. In uiuo ap- 
proaches for studying MIS function, especially those utilizing transgenic 
mice (Palmiter and Brinster, 1986) and gene targeting technologies in 
mouse embryonic stem (ES) cells, are emphasized (Capecchi, 1989). Read- 
ers interested in the biochemical, cellular, and molecular biological aspects 
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of MIS are directed to reviews by Donahoe ef ul. (1987); Cate et al. (1990); 
Cate and Wilson (1993); and Josso ef al. (1993). 

11. Mammalian Sex Determination and Differentiation 

I t  has become clear in recent years that a gene termed SRY in humans 
and Sry in mouse and located on the Y chromosome encodes a transcrip- 
tion factor that presumably regulates the expression of subordinate genes 
to direct the differentiation of the pair of indifferent fetal gonads (genital 
ridges) into testes (Sinclair ef al., 1990; Gubbay ef al., 1990; Koopman 
ef al., 1991). In the absence of this gene, as in the case of XX individuals, 
the undifferentiated gonads develop into ovaries. Thus, during the process 
of sex determination in mammals the activity or lack of activity of Sry 
specifies the fate of a single paired primordium to either a male or a female 
phenotype. Once sex determination is established (i.e., testes form), the 
production of hormones secreted by the fetal gonads controls the differen- 
tiation of the genital duct systems and external genitalia. 

During mammalian embryogenesis, both XX and XY individuals de- 
velop two pairs of genital ducts associated with the mesonephroi and 
undifferentiated gonads (Fig. 1 ). The paramesonephric ducts (also known 
as the Miillerian ducts) have the potential to differentiate into female 
reproductive organs including the uterus, oviducts, and upper portion of 
the vagina. The mesonephric ducts (also known as the Wolffian ducts) are 
the primordia of male reproductive organs that include the vas deferens, 
epididymides, and seminal vesicles. Since each individual, regardless of 
sex chromosome genotype, has the potential to develop both male and 
female reproductive organs, one genital duct system must differentiate 
while the other must regress for normal male or female development to 
occur. Therefore, a mechanism is required to produce individuals that 
possess only one sexual type of reproductive organs. This is in contrast 
to the situation for development of the gonads, where there is only a single 
pair of primordia that can differentiate into either sexual type depending 
on the SR YISry genotype. 

I I I. Mullerian In hi biting Substance 

A. Alfred Jost and I’hormone inhibitrice 

In the middle of this century, Alfred Jost at the University of Paris per- 
formed pioneering experiments that investigated the influence of fetal 
hormones during development (Jost, 1947, 1953). He surgically manipu- 
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Fig. 1 Mammalian sexual differentiation. The Miillerian ducts (paramesonephric ducts) 
give rise to the uterus, oviducts, and the upper portion of the vagina. The Wolffian ducts 
(mesonephric ducts) give rise to the epididymides, vas deferens, and seminal vesicles. MIS 
produced by the Sertoli cells of the fetal testes causes t h e  regression of the Miillerian ducts, 
and testosterone (T) produced by Leydig cells induces the differentiation of the Wolffian 
duct system. The absence of both hormones during female fetal development permits the 
development of the Miillerian duct system while the Wolffian ducts passively regress. 

lated the gonads of fetal rabbits before or at the beginning of, during, and 
at the later stages of somatic sexual differentiation. Removal of the ovaries 
from female fetuses at the beginning of somatic sexual differentiation 
resulted in female development. Castration of male fetuses at this stage 
also resulted in differentiation to the female phenotype. The Wolffian duct 
system regressed and the Miillerian ducts persisted and differentiated. 
Jost noted that development began toward the male phenotype but re- 
versed upon removal of the gonads. These observations led to the hypothe- 
sis that the fetal testis secreted two types of hormones: the first hormone 
possessed stimulatory activity to induce the differentiation of the urogeni- 
tal sinus and Wolffian duct system while the second hormone possessed 
inhibitory activity that caused the retrogression of the Miillerian ducts. 

Three additional lines of evidence supported the idea of a Mullerian duct 
regression hormone secreted by the fetal testis. First, unilateral removal of 
the fetal testis yielded individuals in which the urogenital sinus and exter- 
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nal genitalia were masculinized. The Wolffian duct on the unoperated side 
was normal; however, on the operated side, the Wolffian duct was not 
fully normal and remnants of a uterine horn or a well-developed uterine 
horn were found. These observations suggested that a Mullerian duct 
inhibitory factor was normally produced by the testis that was removed 
and that the factor had a limited distance of action. Second, when a 
testicular graft was introduced into a female fetus, a local inhibition of 
the Miillerian duct and stabilization of the Wolffian duct resulted. These 
findings also supported the idea of a Miillerian duct inhibitory activity 
produced from the fetal testis. Finally, when a crystal of synthetic andro- 
gen was introduced into the abdominal cavity of a castrated male fetus, 
the development of male structures was stimulated but the Mullerian 
ducts were not inhibited in their development. These results separated 
the masculinizing activities of androgens and the Miillerian duct inhibitory 
activity. These elegant embryological experiments clearly demonstrated 
the existence of a novel fetal testicular hormone that caused the regression 
of the Mullerian ducts. Jost initially termed this activity l’hormone inhib- 
itrice or, in his English publications, the Mullerian inhibitor (Josso er al., 
1993). The hormone is more commonly known as anti-Miilierian hormone 
(AMH) or Miillerian-inhibiting substance (Josso et al., 1993). 

In summary, the pathways of male or female sexual differentiation are 
controlled by the presence or absence of hormones produced by the fetal 
gonads (Fig. 1). During male development, XY fetuses usually develop 
testes that initially produce MIS. MIS in turn actively induces the regres- 
sion of the Miillerian ducts, thereby preventing the development of female 
reproductive organs. This regression must occur during a specific window 
of development because at latter stages the Mullerian ducts become insen- 
sitive to MIS (Picon, 1969; Josso et al., 1977). Subsequently, testosterone 
is produced by the Leydig cells of the testes to induce the differentiation 
of the Wolffian ducts. During female development, XX fetuses usually 
develop ovaries that do not express MIS, which creates a permissive 
environment for the differentiation of the Mullerian ducts. In addition, 
the lack of testosterone leads to the passive regression of the Wolffian 
ducts. Thus, MIS and testosterone mediate a switch between the differenti- 
ation of the male and female extragonadal reproductive organs. 

6. Assays for MIS Activity and Molecular Cloning 

In 1969, Picon developed an organ culture system to assay for MIS activity. 
This assay was instrumental in the purification of the hormone and the 
subsequent molecular cloning of the gene. In this assay, morphological 
changes of the Miillerian duct of day 14.5 fetal rat urogenital ridges induced 



5.  Miillerian-Inhibiting Substance 175 

by MIS are scored histologically. A more quantitative assay for MIS 
activity has been developed that is based on the ability of MIS to repress 
aromatase biosynthesis in the fetal ovary (Vigier et al., 1989; di Clemente 
et al., 1992). 

The MIS cDNA was initially cloned by two independent groups (Cate 
et al., 1986; Picard er al., 1986). One approach sequenced tryptic peptides 
of bovine MIS and subsequently used degenerate oligonucleotides as 
probes to screen a newborn bovine testis cDNA library (Cate et al., 1986). 
The other approach screened a newborn bovine testis cDNA expression 
library using antisera raised against bovine MIS (Picard et al., 1986). Since 
then, the MIS gene has been isolated in cow, human, rat, and mouse 
(Cate et al., 1986; Picard et al., 1986; Haqq er al., 1992; Munsterberg and 
Lovell-Badge, 1991). 

The MIS gene is subdivided into five exons encompassing approximately 
2.75 kb. In humans, MIS maps to the short arm of chromosome 19 and 
in mouse to chromosome 10 between phenylalanine hydroxylase and mast 
cell growth factor (Cohen-Haguenauer et al., 1987; King et al., 1991). 
DNA sequencing of MIS revealed a similarity between the C-terminal 
portion of MIS and members of the transforming growth factor-@ (TGF- 
@) gene superfamily of growth and differentiation factors (Cate et al., 
1986). The members of this large gene family include activins, inhibins, 
and bone morphogenetic factors (Massague, 1990). MIS is a homodimer 
and, like the other members of the TGF-p gene family, is synthesized as a 
precursor protein that requires proteolytic cleavage to generate C-terminal 
bioactive polypeptides (Pepinsky et a/ .  , 1988). The N-terminal portion is 
apparently important for the maintenance of MIS biological activity (Wil- 
son et d., 1993). 

C. MIS Expression Pattern 

MIS expression is restricted to Sertoli cells of the fetal and adult testis 
and granulosa cells of the postnatal ovary (Cate er al., 1990). It is initially 
detected at the time of seminiferous tubule formation (Picon, 1970; Tran 
et al.,  1977; Vigier et al., 1983; Munsterberg and Lovell-Badge, 1991). 
The highest levels of MIS in males are detected during the period of 
Mullerian duct regression but remain high until birth, when they precipi- 
tously drop during pubertal maturation. In the ovary after birth, MIS is 
found in granulosa cells of preantral and antral follicles and is not detect- 
able in primary and growing follicles or corpus lutea (Takahashi et al., 
1986; Bezard et al., 1987; Ueno et al., 1989; Munsterberg and Lovell- 
Badge, 1991). MIS protein is detected most abundantly in granulosa cells 
that contact the oocyte and line the antrum. The levels of MIS in the 
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ovary after birth are 0.1% of the levels produced by the fetal testes (Josso, 
1986). The expression pattern observed in male and female gonads suggests 
that, in addition to its Miillerian duct inhibitory activity, MIS may regulate 
gonadal function and gametogenesis. 

IV. Gain of Function 

A. The Freemartin 

In certain species, such as the bovine, exposure of a female fetus to a 
male twin’s blood by chorioallantoic anastomosis results in regression of 
the Miillerian ducts, a condition known as freemartinism (Jost et al., 
1972). In addition, freemartin ovaries cease to grow, become depleted of 
germ cells, and may develop seminiferous tubules containing Sertoli cells. 
Some aspects of the freemartin effect, including inhibition of germ cell 
proliferation and the development of seminiferous cord-like structures, 
can be reproduced in uitro when fetal rat ovaries are exposed to purified 
MIS (Vigier et al., 1987). Therefore, as Jost first suspected, a proportion 
of the abnormal phenotypes associated with the freemartin are likely to 
be due to the ectopic exposure of a female fetus to MIS (Jost et al., 1972). 

B. Transgenic Mice That Chronically Express Human MIS 

To investigate the potential functions of MIS during mouse development, 
the human MIS gene was ectopically expressed in transgenic mice by 
means of the mouse metallothionein (MT) promoter (Behringer et al., 
1990). The MT promoter was chosen because it can direct the expression 
of heterologous genes to a variety of fetal and adult tissues in transgenic 
mice (Palmiter and Brinster, 1986). As a result, lines of transgenic mice 
were established that possessed circulating levels of human MIS in plasma 
ranging on average from 40 to 4400 ng/ml. As one might predict, female 
transgenic mice expressing the human MIS gene lacked a uterus and 
oviducts. Surprisingly, in nearly all cases ovaries were also absent in adult 
transgenic females. However, some transgenic females, predominantly 
those in the lower-expressing lines, lacked a uterus but retained one or 
both ovaries. Apparently, the effects of ectopic MIS exposure were titrat- 
able, with the Miillerian ducts being the most sensitive to MIS action. 
When the absence of ovaries in the adult transgenic females was investi- 
gated in the highest-expressing line, it was determined that ovaries were 
present in newborn transgenic females but that germ cells were subse- 
quently lost and the somatic components of the ovary reorganized into 
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structures reminiscent of the seminiferous tubules of the male gonad (Fig. 
2). These virilized ovaries subsequently degenerated since they were never 
found in adult female transgenic mice. 

Interestingly, abnormal phenotypes were also observed in a proportion 
of the males (5/21) from the highest-expressing lines. Externally, these 
transgenic males were feminized, exhibiting mammary gland development, 
internally, Wolffian duct differentiation was arrested, and the testes were 
undescended (Fig. 3). It was postulated that this feminization phenotype 
was most likely due to a defect in androgen biosynthesis, suggesting that 
high levels of MIS could influence the function of Leydig cells. 

A number of conclusions can be drawn from the results of these 
transgenic mouse studies. First, MIS can act in uiuo as the Miillerian 
inhibitor. Second, the virilization of the postnatal ovaries and the alteration 
in Leydig cell function suggest a role for MIS in testicular differentiation. 
Finally, the observation that altered levels of MIS resulted in abnormal 
testicular descent is consistent with the idea that regulated levels of MIS 
are required for proper descent of the testes (Hutson and Donahoe, 1986). 

Fig. 2 Histological sections of virilized ovaries from 16-day-old female transgenic mice 
that chronically express high levels of human MIS. (A)  Nontransgenic littermate; (B-D) 
transgenic. Note that the transgenic ovaries have become depleted of germ cells and the 
somatic components of the gonad have been reorganized into structures similar in appearance 
to the seminiferous tubules of the male testis. 
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Fig. 3 External appearance of transgenic mice that chronically express human MIS. (A, 
B) Females: (C, D) males. (A, C) Nontransgenic; (B ,  D) transgenic. Note that the females 
are similar in appearance while the transgenic male is feminized. The feminization of 
transgenic males occurred in the highest MIS-expressing lines in about a quarter of the 
transgenic males. 

V. Loss of Function 

A. A Dominant Negative Approach in Transgenic Mice 

While the gain-of-function studies discussed earlier demonstrated the po- 
tential roles that MIS can play during development, they did not reveal 
the required functions of this hormone. Answers to those questions require 
animals lacking MIS  function. Therefore, to create mice that lacked MIS 
function, a dominant negative strategy was employed using transgenic 
mice. 

A mutant human MIS protein in which Arg 427 is converted to Thr 
cannot be cleaved and is not active in the in v i m  regression assay (Cate 
el af., 1990). Therefore, an MT-MIS gene construct in which Arg 427 
was mutated to Thr was produced and used to generate transgenic mice 
(Behringer and Cate, 1994). The expectation was that the mutant human 
MIS (hMIS) polypeptides would heterodimerize with the endogenous 
mouse MIS polypeptides and that the resulting heterodimers would not be 
processed into biologically active C-terminal molecules. Three transgenic 



5. Miillerian-Inhibiting Substance 179 

mouse lines were established that expressed 100-3500 nglml mutant hMIS 
in plasma. However, all males and females from the three lines developed 
normally and were fertile. Perhaps the levels of mutant MIS or  cell speci- 
ficity and timing were not appropriately regulated in Sertoli and granulosa 
cells by the MT promoter. Nevertheless, these experiments supported in 
uiuo the requirement of proteolytic processing for MIS biological activity 
(Pepinsky ef al., 1988, Wilson er al., 1993). 

6. Spontaneously Occurring Loss of Function: The Persistent Mullerian 
Duct Syndrome 

In humans, persistent Mullerian duct syndrome (PMDS) is a rare form of 
male pseudohermaphroditism characterized by the presence of a uterus 
and Fallopian tubes in XY individuals that are overtly male in phenotype 
(Guerrier Pt  al., 1989). PMDS is usually detected during surgery for correc- 
tions of cryptorchidism or  inguinal hernia. Thus, testicular tissue develops 
but abnormalities in testicular descent are associated with this syndrome. 
Mutations in the MIS gene have been found in a proportion of the PMDS 
cases with undetectable or  low levels of serum MIS (Knebelmann et al., 
1991; Carre-Eusebe et al., 1992; Imbeaud er al., 1994). Interestingly, the 
first three exons appear to be especially prone to mutation (Imbeaud et 
d., 1994). Presumably, the PMDS cases in which normal levels of serum 
MIS are detected are due to the insensitivity of target tissues to the 
hormone. One dog model for PMDS exists that produces functional MIS 
and may carry a mutation in the receptor for MIS (Meyers-Wallen el af., 
1989). 

Thus, mutations in the MIS gene of humans can result in PMDS and 
confirm the requirement of this fetal hormone for the regression of the 
Mullerian ducts during male development. However, to fully examine 
the requirements of this hormone during development and fertility, an 
experimental animal model for MIS deficiency is required. 

C. MIS Mutant Mice 

Gene targeting in mouse ES cells makes it possible to generate mice 
carrying mutations in specific genes (Capecchi, 1989). Therefore, to under- 
stand the required functions of MIS during embryogenesis and germ cell 
development, the MIS gene was mutated by homologous recombination 
in ES cells to generate MIS mutant mice (Behringer et af., 1994). The 
mutation was engineered to simultaneously delete a portion of the first 
exon, the first intron, and the second exon and insert a neomycin resistance 
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expression cassette in reverse orientation relative to the direction of MIS 
transcription. Correctly targeted ES clones were obtained and injected 
into blastocysts to produce mouse chimeras to regenerate mice heterozy- 
gous for the MIS mutation. 

Males and females homozygous for the MIS mutations were recovered 
from heterozygous intercrosses at the predicted Mendelian frequencies 
and were externally indistinguishable from their heterozygous or wild- 
type littermates. Since a loss of MIS function could possibly alter overt 
sexual phenotypes, male and female homozygous mutants were genotyped 
for the presence of the Y chromosome. All phenotypic males were Y 
chromosome positive, and all phenotypic females were Y chromosome 
negative. 

All of the female homozygous mutants possessed a uterus with oviducts 
and ovaries that were morphologically normal. In addition, all of the 
females were fertile. Therefore, although MIS is expressed in a regulated 
manner in the ovary after birth, there is apparently no requirement for 
MIS expression for normal ovarian function. Perhaps related molecules 
that are also expressed in granulosa cells might provide redundant or 
compensatory functions in the absence of MIS. Candidates for such related 
molecules include activins and inhibins (see the subsequent discussion). 

Morphological abnormalities of the reproductive tract were limited to 
male homozygous mutants. These animals possessed morphologically nor- 
mal testes that were completely descended and a fully differentiated 
Wolffian duct system. But, they also had a uterus. The uterine horns were 
physically attached to the vas deferens by connective tissue. While no 
coiled oviducts were found in these animals, oviductal tissue was detected 
histologically at the distal regions of the uterine horns. 

Nearly all (90%) of the MIS-deficient males were infertile. These males 
were able to mate with females, but sperm were rarely detected in the 
uteri of the recipient females. Normal numbers of motile sperm were 
detected in the vas deferens and epididymides of the mutant males, and 
these were capable of fertilizing oocytes in uitro. Restoration of the fertility 
defect in MIS homozygous mutant mice occurred when the MT-hMIS 
transgene was bred onto the MIS mutant background (i.e., males that 
were homozygous for the MIS mutation and carried the MT-hMIS 
transgene were fertile). The conclusions from these observations were 
that MIS-deficient males produced functional germ cells but that the simul- 
taneous development of the Miillerian and Wolffian duct systems structur- 
ally interfered with the transfer of the sperm into the reproductive tract 
of females. 

Histological examination of the testes of the MIS-deficient mice revealed 
Leydig cell hyperplasia and, at a low frequency, testicular tumors. The 
development of tumors in MIS-deficient mice is intriguing because a tar- 
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geted deletion of the related a-inhibin gene in mice leads to the develop- 
ment of testicular and ovarian tumours (Matzuk er al., 1993). Thus, like 
inhibin, MIS also appears to function as a gonadal tumor suppressor. 

Together, these loss of function studies demonstrate that MIS is the 
Mullerian inhibitorll’hormone inhibitrice and that regression of the Mulle- 
rian duct system during fetal male development is important for male 
fertility. In addition, MIS is not required for male or female gametogenesis. 
Furthermore, the Leydig cell hyperplasia and development of tumors 
suggest that MIS functions in the male gonad to influence Leydig cell 
proliferation. The effect on Leydig cells is particularly interesting because 
in the MIS gain-of-function experiments Leydig cell function was ap- 
parently also altered in a subset of transgenic males from the highest- 
expressing lines (Behringer et al., 1990). Finally, the viability of the MIS- 
deficient mice and the fertility of the homozygous mutant females facilitate 
subsequent crosses with other relevant mouse mutations. 

VI. Mice Mutant for MIS and Other Gene Products 

A. MIWnhibin Double Mutant Mice 

Matzuk et al. (1993) generated mice lacking the TGF-@-related hormone 
inhibin. Surprisingly, both male and female homozygous mutant mice 
were viable and developed gonadal tumors of stromal cell origin. These 
findings suggested that inhibin was a negative regulator of gonadal stromal 
cell proliferation and identified this secreted hormone as having tumor 
suppressor activity. Like MIS, inhibin expression in the gonads is most 
abundant in Sertoli and granulosa cells. Prior to tumor formation in the 
inhibin mice, germ cell development was normal, indicating that inhibin 
was also not required for male or female germ cell development. Since 
MIS and inhibin are related hormones and are produced by the same 
gonadal cell types, and since both loss-of-function mutants develop go- 
nadal tumors, it seems reasonable that MIS and inhibin might share func- 
tions in the gonad. Therefore, genetic crosses were initiated to generate 
double mutant mice lacking both MIS and inhibin (Matzuk et al., 1994). 

Both male and female MIS/inhibin double mutant mice were generated 
at the expected Mendelian ratios. To date, the analysis has primarily 
focused on the development of testicular tumors in the MIShnhibin double 
mutant males. The most prominent phenotype observed upon sacrifice 
was a fluid-filled uterus and testicular tumors that had retracted from their 
scrota1 position into the abdomen. Fluid secretion into the lumen of the 
uterus is a typical response of this organ to estrogens (Aitken, 1979). 
Injections of these double mutant males with an estrogen antagonist elimi- 
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nated the fluid-filled uterine phenotype. These observations suggested that 
the gonadal tumors were producing estrogen, and this was confirmed 
by examining serum estrogen levels. Histologically, the double mutant 
testicular tumors were similar in character to the inhibin tumors. In addi- 
tion, the double mutant tumors developed at a significantly faster rate than 
the tumors that arose in mice mutant for inhibin alone. These observations 
suggested that MIS can influence the development of testicular tumors 
initiated by the absence of inhibin. In addition, the production of estrogens 
from the testicular tumors suggested that their biochemical characteristics 
had been modified. Further experiments are necessary to determine the 
nature of these biochemical differences. 

Female MWinhibin double mutants also developed ovarian tumors but 
these have not been characterized in detail yet (unpublished observations). 
It will also be of interest to analyze the testes and ovaries from the MIS/ 
inhibin double mutant mice prior to tumor formation to determine if germ 
cell development is altered when these two hormones are absent. 

B. MISITfm Double Mutant Mice 

After formation of the testis, male sexual differentiation is primarily con- 
trolled by two hormones, testosterone and MIS. With the availability of 
MIS mutant mice, it became possible to generate mice through genetic 
crosses that lack both MIS and androgen function (Behringer et al., 1994). 
This was accomplished by exploiting the classic mouse mutation known 
as testicular feminization (Tfm) (Green, 1990), an X chromosome-linked 
mutation that results in feminization of XY mutant individuals. The muta- 
tion is located in the gene encoding the androgen receptor and causes 
mutant males to become androgen insensitive (He et al., 1991; Charest 
et al., 1991). Thus, TfmlY males are overtly feminized, lack Wolffian duct 
differentiation, and have undescended testes in which spermatogenesis is 
arrested at meiotic prophase. TfmlY males do, however, produce MIS as 
evidenced by the regression of the Miillerian duct system. 

TfmlY MIS-deficient mice were generated by interbreeding the Tfm 
and MIS mutants. These animals were overtly feminized with improperly 
descended testes. Also, Wolffian duct differentiation was eliminated and 
a uterus had developed. Interestingly, coiled oviducts were present, 
whereas no coiled oviducts were found in the MIS-deficient male pseudo- 
hermaphrodites. These results suggest that the elimination of the Wolffian 
duct during female development may be required for oviductal morpho- 
genesis. 
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VII. Summary 
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The fetal testis functions as the sex differentiator by imposing a masculine 
pattern of development upon a genetic program that is inherently female. 
Two hormones produced by the fetal testis mediate the differentiation of 
the Mullerian and Wolffian ducts (Figs. 1 and 4). MIS actively inhibits 
the development of the Mullerian ducts, and testosterone induces the 
differentiation of the Wolffian ducts. The absence of these two hormones 
during fetal development in the female (the hormonal equivalent of no 
testes) permits Mullerian duct differentiation and does not induce Wolffian 
duct development. The in uiuo outcomes of ectopic MIS exposure or MIS 

Fig. 4 Male pseudohermaphroditism in XY individuals that lack MIS. XY individuals that 
only lack MIS differentiate both the Mullerian and Wolffian duct systems and are male in 
appearance. The presence of both types of reproductive organs severely hinders fertility. 
The physical association of the resulting oviductal tissue with the Wolffian duct derivatives 
blocks oviduct coiling. XY individuals that lack MIS and are insensitive to androgens because 
of the Tfm mutation differentiate the Mullerian duct system but the insensitivity to androgens 
also results in the passive regression of the Wolffian duct system. While these mice have 
testes, they are female in appearance. Since the Wolffian duct system has been eliminated 
in these mice the oviductal tissue assumes its normal coiled morphology. 
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deficiency illustrate the balance required to coordinately differentiate and 
cause regression of the respective male and female genital ducts. The 
observations made in the MIS-deficient mice demonstrate that codevelop- 
ment of both genital duct systems interferes with normal development of 
both systems and ultimately interferes with reproduction and fertility. 
Thus, reproduction and fertility in mammals appear to be most efficient 
if only one type of genital duct system develops. 

The phenotypes of the MIS-overexpressing transgenic mice and the 
MIS-deficient mice are similar yet different. Some of the explanations 
that might reconcile these differences probably lie with the receptor for 
MIS. Since the MIS-overexpressing transgenic mice are exposed to phar- 
macological levels of MIS during development, it seems possible that 
this may lead to productive interactions with other related receptors. 
Candidate genes have been isolated for the MIS receptor that are 
membrane-bound serinehhreonine kinases (Baarends et al.,  1994; di Cle- 
mente er al., 1994) similar to those cloned for the TGF-/3 (Lin er al., 1992) 
and activin (Mathews and Vale, 1991) type I1 receptors. Interestingly, 
expression of these putative MIS receptor genes is localized by in situ 
hybridization to the mesenchymal cells adjacent to the Miillerian ducts, 
suggesting that MIS most likely alters the surrounding mesenchyme to 
elicit Miillerian duct regression. Experiments are underway to isolate the 
mouse MIS receptor gene to thereby generate MIS receptor-deficient mice 
and to compare the phenotype with the MIS gain-of-function and loss-of- 
function animals. 

Isolation of the human MIS receptor gene will facilitate the identification 
of human PMDS patients with normal levels of MIS that have mutations 
in the MIS receptor gene. Finally, studies of the MIS receptor gene will 
open up avenues for the molecular characterization of signal transduction 
pathways that mediate Miillerian duct regression and Leydig cell prolifera- 
tion control. 
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1. Introduction 

A. Scope 

The development of the germ line in the mouse embryo involves a number 
of distinct processes or phases leading to the establishment of the meiotic 
population (Fig. I ) .  Primordial germ cells (PGCs), the embryonic precur- 
sors of the sperm and ova of the adult animal, arise as a small population 
of cells in the early postimplantation embryo at about 7 days postcoitus 
(dpc) (Ginsburg e? al. ,  1990). These PGCs are classically identified as cells 
expressing alkaline phosphatase (EC 3.1.3.1) and are thought to represent 
a subpopulation of the total number of PGCs present in the embryo at 
that time (Ginsburg et a/., 1990). During the subsequent 5 or 6 days of 
embryonic development, PGC numbers increase dramatically and they 
migrate to the gonad anlagen (Chiquoine, 1954; Mintz and Russell, 1957; 
Ozdzenski, 1967; Tam and Snow, 1981). Once in the gonad, male germ 
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Fig. 1 Life cycle of a germ cell in the mouse. Following fertilization emergence of PGCs 
takes 7 days of embryonic development. PGCs migrate to the gonad anlagen over the next 
4-5 days of development. During this time, and for about two days after they reach the 
gonad, they proliferate to establish the meiotic population. Mutations at the W, SI, an and 
gcd loci affect PGC development and can cause sterility. Once in the gonad female PGCs 
enter directly into meiosis, arrest at meiotic prophase and reenter meiosis after birth. Male 
PGCs enter a mitotic arrest in the embryonic gonad and do not reenter mitosis until after 
birth. At puberty, male germ cells (spermatogonia) give rise to meiotic derivatives. Teratocar- 
inogenesis represents an alteration of the normal pathway of PGC development and a number 
of genes (SI,  iu, ter and A) are known to affect this process also. 

cells enter mitotic arrest while female germ cells enter directly into meiosis 
(McLaren, 1981). Thus the establishment of the germ line in the embryo 
involves the segregation of PGCs from the somatic lineages, proliferation 
of PGCs, migration of PGCs to the gonad anlagen, and finally differentia- 
tion in the gonad (Fig. l). These processes are of interest in their own 
right but are also used as model systems to study cell proliferation, cell 
migration, and cell differentiation. Surprisingly, although the survival of 
the germ line is essential to the survival of animal species, until recently 
very little was known about the factors regulating these distinct phases 
of PGC development. This chapter focuses on growth factor regulation 
of PGC development in the mouse embryo. 

B. Embryonic History of the Germ Line 

PGCs are classically identified as alkaline phosphatase-positive cells (Fig. 
2) and are first identified as a population of approximately eight cells in 
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the extraembryonic mesoderm of the early 7 dpc embryo (Ginsburg et 
al., 1990). These alkaline phosphatase-positive PGCs probably represent 
a fraction of the PGCs present in the embryo at that time and which have 
differentiated from cells originating in the epiblast (Lawson and Hage, 
1994). Expression of alkaline phosphatase, therefore, occurs gradually 
during this period of germ cell differentiation. By 8.0 dpc, approximately 
125 alkaline phosphatase-positive PGCs can be identified at the caudal 
end of the primitive streak near the allantoic rudiment. By this time it is 
thought that all PGCs express alkaline phosphatase and thus this number 
represents the total number of PGCs present in the embryo. During the 
next 24 hr of development PGCs are incorporated into the hind gut as it 
invaginates. This movement of PGCs is thought to be a passive process 
brought about by the morphogenetic movements of the embryo (Spiegel- 
man and Bennett, 1973; Clark and Eddy, 1975). 

At this point in their development the PGCs are some distance from 
the site at which they will undergo their final differentiation into meiotic 
cells. During the subsequent 4 days of development, PGCs undergo active, 
directed migration to colonize the gonad anlagen (Chiquoine, 1954; Mintz 
and Russell, 1957; Ozdzenski, 1967; Tam and Snow, 1981). They migrate 
out of the hind gut, up the dorsal mesentery of the gut toward two thickened 
ridges of tissue (the genital ridges or gonad anlage) lying either side of 
the hind gut mesentery on the dorsal body wall. In the course of migration, 
and following colonization of the gonad anlage, PGC numbers increase 
dramatically so that by 13.5 dpc they form a population of about 25,000 
cells in the gonad (Chiquoine, 1954; Mintz and Russell, 1957; Ozdzenski, 
1967; Tam and Snow, 1981). By this time the somatic cells of the gonad 
have undergone sexual differentiation, and the testis and ovary are mor- 
phologically distinguishable (McLaren. 198 I ) .  Also at this time PGCs begin 
the next phase of their own differentiation. In  the male, PGCs undergo 
mitotic arrest but continue to grow in size. They reenter mitosis about 5 
days after birth, forming the mitotic stem cell of the postnatal testis, the 
spermatogonium. These cells give rise to meiotic derivatives that will 
undergo spermiogenesis and form the functional sperm of the mature 
adult animal (for a review see Bellve, 1979). In the female, however, PGCs 
enter directly into meiosis in the embryo, arrest at meiotic prophase, and 
reenter meiosis a few days after birth (for a review see Siracusa et al., 
1985). Up to the time of birth considerable loss of female PGCs occurs 
through a process known as atresia. These differentiation events occur 
gradually in the PGC population as is the case with the acquisition of 
alkaline phosphatase activity earlier in their development. Thus not all 
male PGCs enter mitotic arrest as a cohort nor do all female PGCs enter 
meiosis simultaneous1 y . 

Coincident with these differentiation events are changes in PGC surface 
antigen expression (Donovan et al., 1986) (Fig. 2). Many of these cell 
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Fig. 2 Identification of PCGs by alkaline phosphatase histochemistry and reactivity with 
an anti-SSEA-1 antibody. A. PGCs in a 12.5 dpc gonad stained for alkaline phosphatase 
(left panel) and with an anti-SSEA-I antibody (right panel). B. Three PGCs identified in 
culture on STO cell feeder layers by alkaline phosphatase histochemistry (left panel) and 
anti-SSEA-l antibody staining (right panel). Not to scale. 

surface antigens are carbohydrate differentiation antigens and represent 
post-translational modifications of glycolipids and glycoproteins (Childs 
et al., 1983; Ozawa, 1985). Perhaps the best studied of these antigens is 
the stage-specific embryonic antigen-] (SSEA-1) (Solter and Knowles, 
1978) which represents a fucosylated lactosamine modification of glyco- 
protein and glycolipid cores (Ozawa er al., 1985). The SSEA-l antigen is 
expressed on the PGC surface from 8.5 dpc, through the period of migra- 
tion, and is lost after PGCs colonize the gonad anlagen (Fox et a / . ,  1981; 
Donovan et al., 1986). Analysis of the role of the SSEA-1 antigen in 
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preimplantation development led to the hypothesis that these carbohydrate 
residues might be involved in compaction and cell adhesion (Bird and 
Kimber, 1984). Similar studies on the role of the SSEA-1 antigen in PGC 
development also led to a similar conclusion, namely that the SSEA-1 
antigen might be part of a PGC cell adhesion molecule (Donovan et al . ,  
1987). The functional significance of antigenic modulation during the devel- 
opment of PGCs remains unclear but the presence of these antigens on 
the surface of PGCs represent useful tools for the purification of PGCs 
from embryonic gonads and their identification in culture (Donovan et 
al . ,  1986; McCarrey e f  al . ,  1987) (Fig. 2 ) .  

This brief sketch describing the embryonic history of the germ line 
illustrates some of the questions still outstanding about the emergence of 
the germ line in animal species: ( 1 )  When and where is the germ line set 
aside in the embryo? (2) How is the germ line segregated from the somatic 
lineages? (3) What triggers PGCs to begin migration to the gonad anlagen? 
(4) What factor(s) guides PGCs to the gonad anlagen? ( 5 )  Upon gonadal 
colonization, what factor( s) causes cessation of PGC migration? (6) What 
factor(s) regulates PGC proliferation? (7) What factor(s) regulates PGC 
differentiation in the gonad? (8) What factors regulate mitotic or meiotic 
arrest of male and female PGCs? 

In vitro analysis has been used to investigate many of these questions. 
Moreover, like a number of other migratory embryonic cell types (most 
notably neural crest cells), PGCs have been used as a model system to 
study the control of cell migration, and much of this analysis has been 
carried out using in vitro systems. PGCs begin and end migration at a 
specific time in development and migrate to a single site, the gonad anla- 
gen. Their migration is therefore controlled very strictly both temporally 
and spatially. Like many tumor cells PGCs migrate through solid tissues 
rather than through pathways of extracellular matrix that form intercellular 
spaces. Thus PGCs represent a useful model system by which to study 
the normal control mechanisms that regulate cell migration in tissues 
and the breakdown of these control mechanisms during tumor metastasis 
(Wylie et al . ,  1985; Donovan et al . ,  1986; Stott and Wylie, 1986). The 
following sections discuss how in vitro systems have been used to analyze 
growth factor regulation of PGC development and what further develop- 
ments and advances are likely in the near future. 

Two conditions which alter the normal pathway of PGC development 
identify genes involved in that process. A number of mutations in the 
mouse cause sterility in the homozygous condition, thereby identifying 
genes involved in germ cell development (Silvers, 1979). Some of these 
have been shown to act during the period of PGC development, including 
Dominant White Spotting ( W ) ,  Steel (SI), Herrwigs’ macrocytic anemia 
(an) ,  and germ cell dejkient ( g c d )  (Bennett, 1956; Mintz and Russell, 
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1957; McCoshen and McCallion, 1975; Russell et al., 1985; Pellas et al., 
1991). The genes encoded at the W and Sl loci have been characterized 
at the molecular level and will be described in detail. 

A second situation in which PGC development is altered is when PGCs 
give rise to tumors, benign teratomas, and malignant teratocarcinomas 
(Stevens, 1967b). In this case the PGC gives rise to a pluripotent stem 
cell, the embryonal carcinoma (EC) cell, which can differentiate into many 
cell types representative of all the three primary germ layers. In teratomas, 
all the EC cells differentiate, thereby forming a benign tumor whereas in 
teratocarcinomas, some of the EC cells fail to differentiate and continue 
to proliferate thereby forming a malignant tumor (Stevens, 1967a; Stevens 
and Pierce, 1975). Some of the genes affecting these processes have been 
identified by analyzing teratoma and teratocarcinoma incidence in inbred 
strains of mice and congenic derivatives carrying specific gene mutations. 
The genes identified that affect teratocarcinogenesis include Sl ,  situs inuer- 
sus uiscerum (iu), agouti (A) ,  and teratocarcinoma (ter) (Stevens, 1983). 
Understanding the role of these genes in teratocarcinogenesis may provide 
useful information as to their role in normal PGC development. 

11. Growth Regulation of Primordial Germ Cells 

A. Primordial Germ Cell Culture 

PGCs can be cultured in a variety of conditions, including organ culture, 
feeder cell-dependent culture, and feeder cell-independent culture (for 
reviews see Cooke etal . ,  1993; Buehrand McLaren, 1993). Each technique 
has its uses and problems. The earliest attempts to culture PGCs were 
aimed at understanding PGC migration. Blandau and colleagues (1963) 
derived squash preparations of fetal gonads in order to study the migratory 
properties of mouse PGCs. These cultures were not aimed at maintaining 
PGCs in culture for long periods of time. Although PGCs can be cultured 
on glass, plastic, agar, or gelatin-coated substrata, their survival is poor 
(DeFelici and McLaren, 1983). Moreover, the number of cells that can 
be recovered from the embryo onto these substrates makes these experi- 
mental conditions unfavorable for most purposes. Extracellular matrix 
components such as fibronectin, laminin, and type IV collagen can improve 
recovery of PGCs, but their viability remains low (Alvarez-Buylla and 
Merchant-Larios, 1986; Wylie et al., 1985; DeFelici and Dolci, 1989; 
FFrench-Constant et al., 1991). Most long-term cultures of PGCs have 
therefore involved growing them in conjunction with feeder layers of 
mitotically inactive somatic cells. Heath (1978) and Evans (1981) both 
reported that mouse or rat PGCs could be maintained in culture for about 
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5 days when cultured on top of feeder layers of their own embryonic 
somatic cells or fibroblast feeder layers. Nevertheless, even in these condi- 
tions, PGC numbers declined over the 5-day culture period, and PGCs 
did not divide or incorporate tritiated thymidine into their DNA (Heath, 
1978; Evans, 1981). Although it was not possible at that time to derive 
long-term cultures of PGCs (or to establish PGC-derived cell lines), various 
improvements in the culture conditions led to the establishment of cultures 
in which PGCs could both survive and proliferate for about 7 days. The use 
of STO cells (a SIM mouse embryo-derived, Thioguanine- and Ouabain- 
resistant fibroblast cell line) (Ware and Axelrad, 1972) or TM4 cells (a 
mouse Sertoli cell-derived cell line) (Mather, 1980) allows culture of PGCs 
in conditions in which they both survive and proliferate for up to 7 days 
(Donovan et al . ,  1986; DeFelici and Dolci, 1991). 

PGCs can be identified in feeder layer culture by alkaline phosphatase 
histochemistry and by reactivity with antibodies directed against cell sur- 
face differentiation antigens such as SSEA-1 (Donovan ef d., 1986) (Fig. 
2). The major problem with these cultures is their complexity since they 
contain not only PGCs and feeder cells but also mitotically active embry- 
onic somatic cells. Thus the interpretation of the action of growth factors 
in these conditions is difficult. Any conclusions about the direct action of 
a growth factor on PGCs must be supported by a rigorous demonstration 
that PGCs express a particular growth factor receptor. The use of feeder 
layer culture for PGCs gradually led to improvements in PGC culture and 
the identification of conditions for stimulating PGC proliferation. When 
isolated into culture, PGCs are initially identified as single cells growing 
on top of the feeder layer. After a few days of culture, small groups of 
PGCs form either by clonal division or by aggregation. These groups 
enlarge over the next 3 or 4 days of culture but they eventually disappear. 
Whether they differentiate into an alkaline phosphatase-negative cell pop- 
ulation or simply die is unknown. When isolated from the embryo and 
placed into culture their mitotic period mirrors that seen in uiuo as does 
expression of the carbohydrate differentiation antigen SSEA- I .  These two 
observations suggest that PGCs may differentiate in uitro according to 
their normal schedule in uiuo (Donovan et al., 1986). The appearance 
(rather than the disappearance) of differentiation markers would defini- 
tively answer this question but no such markers exist at the present time. 

Using feeder-dependent culture systems it is possible to investigate 
factors affecting PGC survival, proliferation, and differentiation. One im- 
portant observation from in uitro assays was that the serum concentration 
could influence the rate of PGC proliferation-proliferation was greater 
in medium containing 15% fetal calf serum (FCS) than in 10% FCS (P. J. 
Donovan, unpublished observations). Another important observation was 
that CAMP agonists such as forskolin and cholera toxin could greatly 
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stimulate proliferation (Dolci et al., 1993; P. J.  Donovan, unpublished 
observations). Although these improvements are useful in maintaining 
PGCs in culture, little was known about the growth factor requirements for 
PGC survival, proliferation, and differentiation. The major breakthrough 
in understanding the factors regulating PGC survival and proliferation 
came from the characterization of the genes encoded at the Dominant 
White Spotting and Steel loci. 

B. Dominant White Spotting and Steel 

Many mutations at both the W and SI loci, in addition to their effects on 
the hemopoietic system and melanoblasts, cause sterility in the mouse, 
thereby identifying genes involved in germ cell development. W and Sl 
mutations are semidominant and can be identified as heterozygotes by 
their effect on coat pigmentation (Silvers, 1979). A large number of W or 
SI alleles, when homozygous, cause lethality: Wl W animals die around 
the time of birth, while SIISI animals begin to die at around day 15 of 
gestation. Most probably this is because of the dramatic effect of these 
mutations on the hemopoietic system-both Wl W and SlISI animals are 
severely anemic. In W and SI homozygote mutant embryos, PGCs are 
formed, but fail to divide, and their numbers remain low (Mintz and 
Russell, 1957; McCoshen and McCallion, 1975). The few PGCs that reach 
the gonad do not survive and the animals are generally sterile. Transplanta- 
tion and grafting studies demonstrated that W acts in the affected cells 
themselves (intrinsically) while S1 acts in the cellular environment (extrin- 
sically). 

The W locus is now known to encode c-kit, a receptor tyrosine kinase 
(RTK) with homology to the receptors for colony-stimulating factor- 1 
(CSF-1) and platelet-derived growth factor (PDGF) (Chabot et al., 1988; 
Geissler et al., 1988). These receptors are characterized, in part, by having 
a unique insert in the tyrosine kinase domain (see Fig. 3). In the embryo, 
c-kit is expressed in cells affected by W mutations, that is, hemopoietic 
stem cells, mast cells, melanoblasts, and PGCs and thus coincides with 
the cells affected by W mutations (Nocka et al.,  1989; Motro et al., 1991). 
A large number of mutations at the W locus have been identified, each 
differing in the severity of their effects on hemopoietic stem cells, germ 
cells, and melanoblast (Bernstein et al., 1990). Thus some W alleles are 
viable and fertile but lack coat melanocytes, while others impair the hemo- 
poietic system, are severely anemic, and are perinatal lethals. The molecu- 
lar bases of many W mutations have been characterized. Severe W muta- 
tions (i.e., those causing lethality), such as W42,  are characterized by 
having mutations or deletions in the c-kit kinase domain and have impaired 
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Fig. 3 W and SI encode a receptor/ligand pair. The W gene (chromosome 5 )  encodes a 
receptor tyrosine kinase (c-kit) expressed in PGCs. C-kit is characterized in part by 5 
immunoglobulin-like domains in the extracellular domain and a split tyrosine kinase domain. 
Mutations affecting c-kit activity are shown. The SI gene (chromosome 10) encodes a trans- 
membrane growth factor (SLF) expressed in somatic cells that exists in two forms, generated 
by alternate splicing. One form (left) has a proteolytic cleavage site in the extracellular 
domain which can be cleaved to release a soluble factor (middle). The other form (right) 
lacks the cleavage site and is thought to remain largely as a membrane-bound factor. 

or no c-kit kinase activity (Nocka et a / . ,  1990; Reith et al., 1990; Tan et 
al., 1990). Less severe W alleles (viable), such as W-sash (W"')), are 
regulatory mutants that affect the level rather than the activity of c-kit 
protein (Duttlinger et a / . ,  1993). Evaluation of many weak, moderate, and 
severe W mutations reveals a correlation between the degree of severity 
in homozygotes and the level of c-kit kinase activity. Thus the simplest 
explanation for the sterility seen in W mutant mice is an impaired c-kit 
signaling pathway in PGCs. 

The SI locus is now known to encode the ligand for c-kit, known as 
mast cell growth factor (MGF), kit-ligand (KL), stem cell factor (SCF), 
and Steel Factor (SLF) (Copeland et al., 1990; Flanagan and Leder, 1990; 
Zsebo et al.. 1990; Williams and Lyman, 1991). For the purposes of this 
chapter this factor is referred to as Steel Factor. SLF is a transmembrane 
growth factor that exists in two forms generated by alternate splicing (see 
Fig. 3 )  (Flanagan et al., 1991). One of these forms can be efficiently 
cleaved to release the extracellular domain as a soluble factor while the 
other form is presumed to remain membrane bound. In situ hybridization 
analysis reveals that SLF mRNA is expressed not in the cells affected 
by S /  mutations (hemopoietic stem cells, germ cells, and melanoblasts) 
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themselves, but rather in the surrounding tissues (Matsui et al., 1990; 
Keshet et al., 1991). This is entirely consistent with earlier transplantation 
and grafting studies demonstrating that the Sl gene product acts in the 
cellular environment. A number of Sl mutations have now been character- 
ized. Generally, the most severe Sl mutations (lethal), such as SI, Sl', 
S1'2H, S1-grizzle belly (Slgbh), and S1'8H, represent complete deletions of 
the Sl gene (Copeland et al . ,  1990), while viable SI alleles, such as Sld, 
Sl'7H, and Sl-Panda (SIPan), involve small deletions or alterations in the 
Sl coding sequence (Sld and Sl'7H) (Brannan et al.,  1991, 1992; Flanagan 
et al . ,  1991) or in genomic regulatory regions (Slpan) (Huang et al., 1993; 
M. A. Bedell, personal communication). 

What role does SLF play in PGC development? In principle SLF could 
have a role in PGC survival, proliferation, migration, or differentiation. 
Four pieces of evidence suggest that SLF is required for PGC survival. 
First, the role of SLF expression by somatic cells was examined in in 
uitro assays. In culture, PGCs will survive for up to 7 days when grown 
on feeder layers of certain fibroblasts. The ability of PGCs to survive and 
proliferate on fibroblasts is dependent, in part, on the production of SLF 
by these cells (Dolci et al., 1991). PGCs could not survive for even 24 hr 
on feeder layers of CV-1 cells that did not produce SLF, although they 
could adhere to these feeder layers in short-term adhesion assays. When 
CV-1 cells were reconstituted with SLF by transfection, these reconstitu- 
ted cells could now support PGCs for up to 3 days. Thus SLF is both 
necessary and sufficient for PGC survival in culture (Dolci et al., 1991). 
Second, when a soluble, recombinant form of SLF (rSLF) was added to 
PGCs grown on STO cells, it increased both the numbers of PGCs and 
size of PGC colonies in culture. However, in these conditions rSLF did 
not stimulate PGC proliferation as assessed by bromodeoxyuridine (BrdU) 
labeling (Godin et al., 1 9 9 1 ) .  Similarly, addition of rSLF was unable to 
stimulate PGC proliferation on NIH-3T3 feeder layers (Dolci et al., 1991). 
When rSLF was added to PGCs grown in the absence of feeder cells on 
gelatin-coated substrata it increased PGC survival (but only for 48 hr) and 
was unable to stimulate proliferation (Godin et al., 1991). Third, signaling 
via the c-kit receptor was blocked by the addition of an anti-c-kit antibody 
(ACK2) (Matsui et a f . ,  1991). This antibody not only blocks PGC prolifera- 
tion in culture but also seems to inhibit PGC survival (Matsui et al., 1991; 
L. Cheng and P. J. Donovan, unpublished observations). These data can 
be interpreted to show that SLF is not a mitogen by itself but is a PGC 
survival factor. Fourth, rSLF suppresses apoptosis (programmed cell 
death) of PGCs in culture consistent with the notion that the c-kit signaling 
pathway is required for PGC survival (Pesce et at., 1993). This is a some- 
what controversial issue since rSLF can stimulate PGC proliferation on 
feeder cells that themselves do not express SLF, although PGC survival 
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in these conditions is short lived (48 hr) (Matsui er al., 1991). Distinguishing 
between proliferation and survival in feeder-dependent cultures may be 
very difficult. An important point to bear in mind, however, is that addition 
of a survival factor (that itself is not a mitogen) may allow cells to respond 
more efficiently to available mitogens. Thus addition of rSLF may improve 
PGC survival sufficiently to allow the cells to respond to other factors. 
Moreover, factors which can promote cell survival may, in the presence 
of other factors, act as mitogens. For example, neurotrophin-3 (NT-3) 
alone can promote short-term survival of oligodendrocytes and their pre- 
cursors, but in combination with PDGF and ciliary neurotrophic factor 
(CNTF) (or related factors) it can promote long-term survival and also 
stimulate proliferation (Barres et al., 1993, 1994). 

Evidence for SLF acting in other ways, for example, as a chemoattrac- 
tant, remains inconclusive. In in uitro assays rSLF was unable to act as 
a chemoattractant (Godin et al., 1991) but these assays were carried out 
in the presence of STO cells which produce SLF, so interpretation of 
these data is complicated. Evidence for SLF acting as a PGC adhesion 
molecule will be presented next. In summary, SLF seems to be required 
for long-term survival of PGCs in culture and, together with other factors, 
can stimulate PGC proliferation. 

C. Soluble versus Membrane-Bound Steel Factor 

As described earlier, SLF exists in two forms generated by alternate 
splicing (Flanagan et al., 1991). One form is predicted to be a membrane- 
bound factor whereas the other form can be cleaved to generate a soluble 
factor. Important questions include why two different forms of SLF exist 
and whether there are differences in their effect on PGCs? Evidence for 
the importance of membrane-bound SLF in PGC development comes not 
only from cell culture analyses but also from the analysis of two SI muta- 
tions, Sld and Sl'7H. The Sld allele has been characterized at the molecular 
level and results from a discrete 4.0-kb intragenic deletion that removes 
sequences encoding the SLF cytoplasmic tail and transmembrane region 
(Brannan et al., 1991; Flanagan et al., 1991). Thus SldISld (or S l l S l d )  
animals can produce only a soluble form of SLF (Fig. 4). The sterility 
seen in SIISld animals suggests that soluble SLF encoded by the Sld allele 
may not be sufficient to support PGC survival. This hypothesis was tested 
in in uitro culture by transfecting CV-I cells with a gene encoding the Sld 
allele. These cells could support limited PGC survival for only 24 hr 
whereas cells transfected with the wild-type allele could support PGC 
survival for at least 3 days (Dolci er al., 1991). Similar experiments were 
carried out using two bone marrow-derived cell lines generated from con- 
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Fig. 4 Structures of wild type and mutant Steel gene products. The wildtype gene generates 
two transmembrane forms of SLF. The Sld allele encodes a factor lacking the cytoplasmic 
tail and transmembrane region and can only generate a soluble protein. The SI"" allele 
encodes a factor that is identical with the wildtype factor from the N-terminus to the first 
amino acid of the cytoplasmic tail. The rest of the cytoplasmic tail is encoded from an 
alternate reading frame. This mutation removes some juxtamembrane lysine residues as 
well as a terminal valine residue. These residues may be important for membrane anchorage 
or ectodomain cleavage of SLF. 

genic lines of mice. One cell line (BM-WT) produces membrane-bound 
factor, while the other cell line (S1/Sld) produces only soluble factor. Once 
again, PGCs could only survive on the cells expressing the full-length, 
membrane-bound factor. Addition of further soluble rSLF improved initial 
survival over 24 hr but was unable to effect long-term survival of PGCs 
(Dolci et al., 1991). Similarly, Hogan and colleagues have demonstrated 
that membrane-bound factor is more efficient at supporting PGC prolifera- 
tion (Matsui et al., 1991). PGC proliferation was assayed in the presence 
of saturating amounts of soluble, recombinant SLF on a SLF-null cell 
line (SUS14) or on a recombinant derivative cell line (Sl-m220) expressing 
a noncleavable form of SLF. The conclusion drawn from this experiment 
was that even in the presence of saturating amounts of soluble SLF, PGC 
proliferation was greater in the presence of membrane-bound SLF and 
therefore that membrane-bound SLF is required in addition to soluble 
SLF for optimal effects on PGCs (Matsui et al.,  1991). Studies on the 
effect of SLF on hemopoietic stem cells have also shown that transmem- 
brane forms of the factor enhance stem cell survival and proliferation 
(Toksoz et al., 1992). Since Sld/Sld animals lack all coat melanocytes, 
these data suggest that, like PGCs, melanocytes require full-length trans- 
membrane forms of SLF for their survival and/or proliferation in v i m .  In 
culture rSLF is required for the maintenance but not the differentiation 
of melanoblasts (Steel et al., 1992), while analysis of melanoblast develop- 
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ment in Sld/Sld embryos shows that transmembrane forms of SLF are 
required for melanoblast survival (Steel et a[., 1992). 

Further evidence for a role for the cytoplasmic tail of SLF (and hence 
for the role of full-length, transmembrane factor) comes from the analysis 
of another mutant Sl allele, Sl'7H. This ethyl nitrosourea (ENU)-induced 
SI allele is of interest because of its differential effect on the fertility of 
males and females. Heterozygotes have a lightening of the coat with a 
pronounced headspot but otherwise are viable and fertile. Homozygotes, 
on the other hand, are black-eyed but have a white coat. They are fully 
viable but are fertile only in the female. Molecular analysis of the Sl'7H 
allele revealed the complete absence of exon 8 from Sf"H mRNA. Exon 
8 encodes 23 of the 36 amino acids of the SLF cytoplasmic tail and begins 
1 amino acid C-terminal to the transmembrane domain. Thus the SLF 
encoded by the Sl'7H allele encodes a protein with identity to the wild- 
type protein from the N terminus up to the first amino acid of the cyto- 
plasmic tail (Fig. 4). The rest of the SII7" SLF cytoplasmic tail is produced 
from an alternate reading frame that encodes 27 amino acids before reach- 
ing a stop codon. The cytoplasmic tail of the SLF encoded by the Sl'7H 
allele is, therefore, not only substantially different from the wild-type 
protein but also shorter (Fig. 4). Two explanations seem possible for this 
mutation: a point mutation in the 3' splice acceptor site of intron 7 or a 
deletion of exon 8. Analysis of Sl'7H DNA revealed a T+A transversion 
in the splice acceptor site of intron 7 by comparison with wild-type DNA 
and DNA from other strains of mice, confirming the former possibility 
(Brannan et al., 1992). 

Although the protein encoded by the Sl'7H allele is altered in its cyto- 
plasmic tail, it is biologically active and can stimulate mast cell prolifera- 
tion (Brannan et al., 1992). This is perhaps predictable since Sl'7H/Sl'7H 
animals are viable and have only mild defects in their hemopoietic system. 
While the factor encoded by the Sl'7H allele has not been tested for its 
effects on melanoblasts, it can support PGC survival in culture, albeit at 
a reduced level in comparison to wild-type protein (C. I .  Brannan and 
P. J. Donovan, unpublished observations). In terms of its activity on PGCs 
it seems to fall somewhere between that of wild-type protein and the 
protein encoded by the Sld allele, or soluble, recombinant protein. How 
then can the male sterility of Sl'7H animals be explained? 

homozygote embryos were examined, it was 
found that PGC numbers were equally reduced in both males and females 
even though adult females are fertile. Examination of postnatal and adult 
gonads of homozygotes identified a defect in spermatogenesis but 
seemingly no effect on oogenesis apart from a reduction in the number 
of oocytes. This reduction is most likely to be due to the reduction in 
numbers of PGCs entering and surviving in the embryonic gonad. Over 

Surprisingly, when 
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time all the oocytes and follicular tissue seem to be lost from the ovaries 
of adult Sl'7H/Sl'7H animals and the ovary shows invaginations of the 
surface epithelium and tubular adenoma. This tumor phenotype is also 
observed in germ cell-deficient W"/W" females and is thought to be due 
to overproduction of pituitary gonadotrophins (Murphy, 1972). 

Following colonization of the gonad, germ cell development in male 
mice is quite distinct from germ cell development in females. While female 
PGCs enter directly into meiosis in the embryo, male PGCs enter mitotic 
arrest. In the postnatal animal these mitotically arrested cells, now called 
gonia, begin to divide mitotically again about 5 days after birth and estab- 
lish a stem cell population. These spermatogonia give rise to spermato- 
cytes that divide meiotically generating haploid cells. The final stage of 
male germ cell development, spermiogenesis, involves the complex mor- 
phogenetic changes that result in the formation of the spermatozoon. How 
does the SIl7" mutation affect this process'? In wild-type animals at 12 
days of age all testis tubules contain spermatogonia and 90% of tubules 
show all stages of germ cells up to meiotic prophase. In Sl'7H homozygotes, 
on the other hand, 12-day-old postnatal testes lacked spermatogonia in 
50% of their testis tubules. While some tubules (27%) contained spermato- 
gonia, in only 23% of tubules had germ cells advanced to the spermatocyte 
stage. Germ cells in the testes of Sl'7H homozygote males continue to 
develop, such that by 5 weeks of age 52% of the tubules contain germ 
cells advanced to the elongating or maturing spermatocyte. However, 
these tubules are severely deficient in spermatocytes, indicating that the 
next round of spermatogenesis has failed to occur. In 8-week-old animals 
most of the tubules in mutant homozygotes were completely devoid of 
germ cells with only afew spermatogonia remaining (Brannan et ul., 1992). 
Spermatogenesis in these animals is therefore late in inception and early 
in cessation. The conclusion drawn from these studies was that the cyto- 
plasmic tail of transmembrane forms of SLF are required for postnatal 
germ cell development in the male but not the female. 

That membrane-bound forms of SLF are more efficient at supporting 
PGC survival and/or proliferation is one explanation for the sterility found 
in SIISI" animals. Thus it seems likely that the sterility seen in Sl" mice 
is due to a specific role for transmembrane forms of SLF. The inability 
of the soluble form of SLF to support long-term survival of PGCs in uiuo 
or in uitro could imply (1)  a role for membrane-bound SLF in a prolonged 
receptor-ligand interaction, (2) a requirement for a localized high concen- 
tration of SLF, (3) a particular conformation of SLF precluded by soluble 
factor, or (4) a role for SLF in promoting cell adhesion. A requirement 
for a transmembrane factor could provide a mechanism for PGC guidance 
to the gonad anlagen along a haptotactic gradient of SLF. SLF mRNA 
is expressed in somatic cells along the germ cell migratory route and, 
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interestingly, Keshet and co-workers (1991) have suggested that a gradient 
of SLF mRNA may exist along the pathway. However, without knowing 
precisely where the SLF protein is expressed and localized or how its 
cleavage is regulated, these data must be interpreted with caution. Interest- 
ingly, rSLF can promote PGC adhesion to plastic substrates in uitro, 
supporting the idea that SLF may constitute part of the extracellular 
substrate required for PGC migration (S. Dolci and P. J. Donovan, unpub- 
lished observations). Consistent with this notion, previous studies demon- 
strated that a transmembrane form of SLF could mediate mast cell adhe- 
sion to cellular substrates (Flanagan et a l . ,  1991). 

One piece of data that is pertinent to this point is the analysis of PGC 
migration in S1/Sld animals (McCoshen and McCallion, 1975). Since the 
Sl allele is completely deleted for SLF coding sequences (Copeland et 
a l . ,  19901, SllSld animals can only produce soluble SLF. As adults these 
animals are sterile, but PGCs are produced in Sl/Sld embryos and migrate 
to the genital ridge. Analysis of PGC migration in these embryos reveals 
that many PGCs are not on the correct migratory pathway at 11.5 days 
of development. In wild-type embryos at this stage approximately 70% 
of PGCs have reached the genital ridge and the remaining 30% are at the 
coelomic angle (the junction between the mesentery and the dorsal body 
wall). In the embryos identified as S1/Sld compound heterozygotes, only 
24% of PGCs have reached the gonad while 40% are ectopic to the normal 
pathway of migration (McCoshen and McCallion, 1975) (Table I). While 
the authors did not present data describing the positions of aberrantly 
migrating PGCs, it will be interesting to analyze PGC migration in Sld 
animals now that the molecular basis of this locus is understood. Analysis 
of PGC migration in other SI alleles will also be of interest. Similar studies 
of PGC proliferation and migration in W e /  W e  embryos also demonstrate 
that many PGCs are found ectopic to the normal pathway of migration 
(Buehr et a l . ,  1993). Moreover, these studies demonstrated that many 

Table I 
Embryos" 

Analysis of PGC Migration in H I S d  

~ 

Site-colonized Wt Si/Sid 

Genital ridges 70% 23% 
Coelornic angle 30% 12% 
Gut endoderm 0 21% 
Ectopic sites 0 44% 

Note. Wt, wild-type; S I / S I * ,  steellsteel-dickie. 
" Modified from McCoshen and McCallion 

(1975). 
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PGCs in W e /  W e  embryos were clumped together rather than spread out 
along the migratory route. These data lend support to the idea that the c- 
kitlSLF interaction could play a role in cell adhesion. In W e /  W e  embryos 
in which this interaction is altered, adhesion between PGCs could predomi- 
nate over cell-substratum interactions. Thus SLF factor could regulate 
both PGC survival and migration, providing an exquisite mechanism for 
controlling the temporal and spatial development of PGCs in the mouse 
embryo. 

The drastic effect of the Sf'7H mutation suggests an important role for 
the SLF cytoplasmic tail not only in PGC development but also in postnatal 
male germ cell development. The SLF cytoplasmic tail could be important 
for a number of different functions. Dimerization is required for activation 
of the c-kit RTK, and it is possible that SLF also needs to dimerize to 
function correctly and that the cytoplasmic tail plays a key role in this 
process. It is also possible that the SLF tail is involved in signaling inside 
the cells expressing it. Therefore, when SLF and c-kit interact, PGCs 
would receive a signal via c-kit and somatic cells would receive a signal 
via SLF. Another possibility is that the amino acids comprising the cyto- 
plasmic tail of SLF are important for stabilizing the protein in the cell 
membrane. In this regard it is important to note the loss of a number of 
juxtamembrane lysine residues from the SLF encoded by the Sl'7H allele 
(Brannan et a f . ,  1992). These charged residues could be responsible for 
holding the factor in the membrane. A final possibility is raised by work 
analyzing the function of the cytoplasmic tail of pro-TGFa. Like SLF, 
pro-TGFa is a transmembrane growth factor that has an extracellular 
cleavage site that allows proteolysis and release of the extracellular domain 
(Pandiella et a f . ,  1992). Studies of the structure of pro-TGFa identified a 
terminal valine residue to be important for ectodomain cleavage of pro- 
TGFa (Bosenberg et d., 1992). Mutation of the terminal valine resulted 
in a pro-TGFa molecule that could not be efficiently cleaved to release a 
soluble factor. Domain swapping experiments between pro-TGFa and 
SLF demonstrated that the same regulatory elements exist in the cyto- 
plasmic tail of SLF (Bosenberg et a f . ,  1992). Like pro-TGFa, the C- 
terminal amino acid of wild-type SLF is a valine residue, and this is altered 
in the factor encoded by the Sf'7H allele. The factor encoded by the 
allele would therefore be expected to show altered regulation of ectodo- 
main cleavage and possibly is not cleaved at all. Thus developmentally 
regulated cleavage of SLF may play an important role in PGC and postnatal 
germ cell development. 

In conclusion, the differential effects of soluble versus transmembrane 
SLF in vitro, the sterility of Sl lSfd  (or S l d l S f d )  animals, and the severe 
effects of the Sf17H mutation on PGC development suggest an important 
role for transmembrane forms of SLF. Further studies using antibodies 
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to SLF or mutational analysis of SLF should reveal important new data 
about the function of soluble and transmembrane forms of this factor. 
Although the precise action (proliferation versus survival) of SLF on PGCs 
remains unclear, the analysis of SLF function in in uitro systems showed 
that another factor(s) must be acting on PGCs. One such factor is leukemia 
inhibitory factor (LIF). 

D. Leukemia Inhibitory Factor 

Examination of PGC proliferation on different embryonic fibroblast cell 
lines (STO and NIH-3T3 cells) demonstrated that PGC proliferation 
does not correlate well with the amount of SLF produced by the feeder 
layer (Dolci er al., 1991). NIH-3T3 cells produce more SLF mRNA and 
stimulate greater mast cell proliferation than STO cells. Moreover, addi- 
tion of recombinant SLF to PGCs cultured on NIH-3T3 cells has no effect 
on PGC proliferation. The conclusion drawn from these data was either 
that another factor produced by STO cells could stimulate PGC prolifera- 
tion or alternatively a factor produced by NIH-3T3 cells could inhibit 
PGC proliferation (Dolci et al., 1991). Addition of STO cell-conditioned 
medium (STO-CM) to PGCs cultured on NIH-3T3 cells stimulated PGC 
proliferation, thus making the former possibility more likely. Similarly, 
STO-CM stimulates proliferation of PGCs cultured on SLm220 cells (Mat- 
sui e? al., 1990). The conclusion drawn from these studies is that STO 
cells produce, in addition to SLF, another soluble factor that is a PGC 
mitogen. One of the factors made by STO cells is LIF and indeed LIF 
stimulates PGC proliferation on Sl-m220 cells (Matsui et al., 1990). It 
seems likely, therefore, that one soluble, mitogenic activity produced by 
STO cells is LIF. 

LIF is a pleiotropic cytokine produced by a variety of different cells 
that can act in a variety of different ways on a plethora of other cells 
(Gearing, 1992; Metcalf, 1992; Gough, 1992). The LIF cDNA encodes a 
protein with a predicted molecular mass of 20,000 kDa but the purified 
protein is a disulfide-linked monomer with a molecular mass of 50- 
58 kDa. Known by a variety of different names (including differentiation 
inhibiting activity, DIA; differentiation retarding factor, DRF; differentia- 
tion inducing factor, DIF; cholinergic nerve differentiation factor, CDF; 
melanoma-derived lipoprotein lipase inhibitor, MLPLI ; human interleukin 
for DA cells, HILDA; and hepatocyte stimulating factor 111, HSFIII), 
LIF can stimulate proliferation, induce or inhibit differentiation, and act 
as a positive or negative cellular activator (for reviews see Gearing, 1992; 
Metcalf, 1992; Gough, 1992). 
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How does LIF act on PGCs? On STO cells and Urn220 cells LIF 
clearly stimulates PGC proliferation measured by BrdU incorporation 
(Matsui er al., 1991; Resnick et al., 1992). On TM4 cells, on the other 
hand, LIF promotes PGC survival (Dolci et al., 1993). Moreover, like 
SLF, LIF can suppress apoptosis of PGCs in culture (Pesce et al., 1993). 
As in the studies on the effects of SLF, analysis of PGC survival/prolifera- 
tion in different experimental systems seems to lead to different conclu- 
sions. It seems likely, however, that multiple factors may be required for 
the survival of all animal cells except for blastomeres (Raff, 1992). Thus 
both SLF and LJF could promote PGC survival and, together with other 
factors, stimulate proliferation. 

Another potential mechanism for LIF action, not necessarily excluded 
by its role as a survival factor, is as a differentiation inhibiting activity. 
Once in the gonad PGCs cease mitotic proliferation and enter either a 
mitotic or a meiotic arrest depending on the sex of the embryo (McLaren, 
1991). Previous studies, analyzing alkaline phosphatase activity and anti- 
SSEA-1 reactivity of cultured PGCs, led to the suggestion that PGCs may 
develop on schedule in culture (Donovan et a/. ,  1986). If LIF were able 
to inhibit this differentiation step in vitro then the observed effect would, 
presumably, be increased proliferation since PGCs would not progress to 
a nonmitotic phase. This action of LIF would not be unprecedented since 
one of its earliest identified activities was as an inhibitor of ES cell differen- 
tiation (Smith et at., 1988; Williams er al., 1988). The analysis of the 
effects of LIF on the expression of PGC stage-specific antigens may allow 
this question to be addressed. 

Whatever the true function of LIF it clearly acts on PGCs and synergizes 
with SLF to stimulate PGC proliferation in vitro. Because of the complex 
nature of the culture system it is difficult to determine if LIF acts directly 
on the PGCs or indirectly via STO cells or embryonic somatic cells. A 
low-affinity, LIF-binding, LIF receptor (LIFR) was cloned and was found 
to have homology with gp130, the IL-6 signal tranducer (Gearing er al., 
1991). This receptor, together with gp130, forms a high-affinity LIF recep- 
tor capable of transducing signals in response to LIF (Gearing et al., 1992) 
(Fig. 5) .  PGCs isolated from the genital ridge and labeled with an anti- 
SSEA-1 antibody can also be labeled with an anti-LIFR antiserum, sug- 
gesting that PGCs express a LIF receptor (L. Cheng and P. J. Donovan, 
unpublished observations). These data strongly suggest that PGCs are a 
direct target of LIF action in culture. 

Does LIF play any role in PGC development in vivo? In the mouse 
embryo the greatest expression of LIF transcripts occurs at the time of 
implantation in the endometrial glands of the mother (Bhatt et al., 1991; 
Shen and Leder, 1992). LIF mRNA expression declines rapidly after 
implantation. Consistent with these data, female mice lacking LIF (created 
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Fig. 5 Comparison of the proposed receptors for LIF. 11-6, OSM and CNTF. The IL-6 
receptor comprises an IL-6-binding subunit, IL-6Ra and a signal transducer, gp130. The 
LIF, OSM and CNTF receptors also contain gp130 as well as a subunit originally identified 
as a LIF-binding, low affinity receptor. LIFR. The combination of LIFR and gp130 forms 
a high affinity receptor for LIF and OSM. When combined with the CNTF receptor 
(CNTFRa) this complex is converted into a high affinity LIF receptor. (Modified after 
Gearing, 1992) 

by targeting the LIF gene by homologous recombination in embryonic 
stem cells) cannot support blastocyst implantation (Stewart et al., 1992). 
When LIF-/LIF-embryos are transplanted into a pseudopregnant, wild- 
type female they develop normally and are viable and fertile (Stewart er 
al., 1992). This suggests that the major role of LIF is to support embryo 
implantation. Although LIF-deficient mice are fertile in both sexes, it is 
possible that PGC numbers could be reduced in these animals since mice 
with severe deficiencies in PGC numbers can still be fully fertile (e.g., 
female S1’7HIS1’7H animals or male S I P u n I S I P u n  animals). It will be important, 
therefore, to determine if PGC numbers are normal in LIF-deficient ani- 
mals. If PGC numbers are normal in these animals then this suggests that 
either LIF is not the natural ligand for PGCs or another closely related 
cytokine can substitute for LIF in the absence of LIF. 

LIF  is a member of a family of cytokines that are related by primary 
amino acid sequence, secondary structure, and genomic organization 
(Bazan, 1991; Rose and Bruce, 1991). The related cytokines include 
interleukin-6 (IL-6), ciliary neurotrophic factor (CNTF), oncostatin M 
(OSM), and granulocyte-colony-stimulating factor (G-CSF). Understand- 
ing of the pleiotropic functions of LIF  was advanced by the molecular 
characterization of the cell surface receptor for LIF (Gearing et al., 1991). 
The LIF  receptor comprises a low-affinity, LIF-binding subunit (referred 
to here as LIFR) and a second signal transducer molecule, gp130 (Gearing 
et al., 1992) (Fig. 5 ) .  Activation of the LIF receptor complex requires 
heterodimerization of LIFR and gp130 and is accompanied by tyrosine 
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phosphorylation of both subunits. As members of an emerging cytokine 
receptor family, LlFR and gp130 serve as components of bi- or tripartite 
receptors for multiple cytokines. For example, the LIFR/gp130 complex 
also functions as a high-affinity receptor for the cytokine OSM (Gearing 
et ul., 1992). Addition of a third component, the low-affinity receptor for 
CNTF (CNTFRa), converts the bipartite LIFR/gpl30 complex into a high- 
affinity receptor for CNTF (Ip et ul., 1992, 1993; Davis et ul., 1993). Thus 
both LIFR and gp130 are required for the signal transduction of multiple 
cytokines, including LIF, OSM, and CNTF (Fig. 5 ) .  These data provide 
some explanation for the overlapping functions of these cytokines as well 
as suggesting that some of these factors may be functionally redundant. 
It seems likely, therefore, that in the absence of LIF another cytokine 
could substitute for its proposed function in PGC development. Of the 
LIF-related cytokines, OSM is the most closely related to LIF and it is 
localized next to LIF on human chromosome 22. I t  is predicted that OSM 
could perform all the functions of LIF as well as some others of its 
own (Gearing, 1992). Whether OSM could substitute for LIF in PGC 
development remains uncertain since the OSM gene has only been identi- 
fied in humans and simians-a murine homolog has never been cloned. 
Mice lacking CNTF or 1L-6 have been created by gene targeting in ES 
cells and like LIF-deficient mice these animals are fertile (Maw et ul., 
1993; Poli et ul., 1994). However, in CNTF- or IL-&deficient animals 
other members of this cytokine family could potentially substitute for the 
missing cytokine. Animals deficient in two or more cytokines in this family 
may allow the roles of these factors in PGC development to be determined. 
At the present time, therefore, the precise role of LIF in PGC development 
in uiuo remains unclear. 

Although SLF and LIF can synergize to stimulate PGC proliferation in 
uitro the observed proliferation rate compares poorly with that observed 
in uiuo. These observations led to the identification of another factor 
capable of stimulating PGC proliferation, namely basic fibroblast growth 
factor (bFGF). 

E. long-Term Proliferation of Primordial Germ Cells 

While STO cells can produce LIF, the addition of further recombinant 
LIF to PGCs cultured on STOs stimulates their proliferation. Even in 
these conditions PGC proliferation is limited, suggesting that other factors 
might regulate their growth. Of the numerous factors tested in uitvo, bFGF 
showed the greatest stimulation of PGC proliferation both on STO cells 
and on SI-m200 cells (Matsui et ul., 1992; Resnick et ul., 1992). bFGF 
might stimulate PGC proliferation directly or could act indirectly via stimu- 
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lation of the feeder layer. At the time of writing no clear picture has 
emerged. bFGF can stimulate production of LIF (Rathjen et a/ . ,  1990) 
and SLF ( J .  Resnick and P. J .  Donovan, unpublished observations) by 
feeder cells but could equally act directly on PGCs via a FGF-receptor 
(FGFR). Until it is known whether PGCs express a FGFR, this question 
will remain unanswered. Even though bFGF is mitogenic for PGCs, it 
does not on its own affect the long-term survival of PGCs in culture. The 
normal pattern of PGC proliferation in culture involves proliferation as 
single cells; formation of small clones (5-10 cells), either by clonal division 
or aggregation; and, finally, disappearance of clones between 7 and 10 
days after isolation from the embryo. Binary combination of factors (e.g., 
SLF and LIF or SLF and bFGF) had no effect on this time course of 
events. However, when PGCs were cultured in the presence of bFGF, 
LIF, and SLF, long-term proliferation of PGCs was achieved (Matsui et 
a/. ,  1992; Resnick rt al., 1992). On fibroblast feeder layers, and in the 
presence of these three factors, PGCs form clones (5-10 cells) which 
initially expand as a cellular monolayer and eventually form multilayered 
colonies that continue to grow and proliferate (Fig. 6). These multilayered 
colonies can be isolated, trypsiriized, and replated to generate clonal cell 
lines that continue to proliferate in culture. In the presence of bFGF, 
therefore, PGC proliferation is maintained indefinitely. The resultant cell 
lines, which have been termed embryonic germ cells or EG cells, closely 
resemble feeder-dependent embryonal carcinoma cells, pluripotent cells 
derived from PGC-derived or embryo-derived tumors, and embryonic 
stem cells, pluripotent cells derived from the inner cell mass of a preimplan- 
tation embryo. EG cells also continue to express alkaline phosphatase 
activity and to express other PGC markers such as the stage-specific 
embryonic antigen-I (Matsui rt a/. ,  1992; Resnick et a / . ,  1992). These 
markers are also shared with EC and ES cells. 

Because of the similarity between these EG cells and EC and ES cells 
they have been tested for their pluripotentiality in a number of assays 
(see Table 11). These assays include teratoma formation in histocompatible 
adult hosts, embryoid body formation in uitro, and, finally, chimera forma- 
tion when introduced into genetically marked host blastocysts. In these 
assays both EC and ES cell lines are pluripotent, that is they differentiate 
into tissues derived from all three primary germ layers (for reviews see 
Martin, 1980; Robertson, 1991). The major difference between EC cells 
and ES cells is the efficiency with which they give rise lo germ line 
chimeras when introduced into the blastocyst. ES cells show high levels 
of contribution to the germ line in chimeras while EC cells rarely do 
so (Martin, 1980; Robertson, 1991). EG cells (or PGC-derived ES cells) 
generate teratomas in histocompatible hosts and make embryoid bodies 
in culture (Matsui et al., 1992; J .  L. Resnick, L. S. Bixler, L. Cheng, 
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Table I1 Assays of Developmental Pluripotency 

ICMIES PGC EC EG 

Chimera formation 
+ + +  + + +  
- + / -  

- Soma + + +  
Germ line + + +  - 

Teratoma formation + + +  + + + +  + + +  
Embryoid body formation + + + - + + +  + + +  

Note.  ICM. inner cell mass: ES. embryonic stem cells: PGC, 
priniordial germ cells: EC, embryonal carcinoma cells; EG. 
embryonic germ cells. 

and P. J. Donovan, unpublished observations). When introduced into 
genetically marked blastocysts, EG cells contribute to all the tissues of 
the embryo and, in a growing number of cases, to the germ line (Matsui 
e t a / . ,  1992; Stewart et al., 1994; Labosky el al., 1994; L. Jackson-Grusby 
and R.  Jaensich, personal communication; U. Klemm, personal communi- 
cation). These data are in dramatic contrast to the results obtained when 
PGCs are tested in these assays. Although purified populations of PGCs 
have not been tested experimentally for their ability to give rise to terato- 
mas or teratocarcinomas, clearly they can do so under certain circum- 
stances since spontaneous teratomas are naturally derived from PGCs 
(Stevens, 1983). The ability of PGCs to give rise to embryoid bodies in in 
uitro assays has not been tested. However, PGCs have been introduced 
into blastocysts and have not contributed to any somatic lineage or to the 
germ line (P. J. Donovan and E. J. Robertson, unpublished observations; 
V .  E. Papaioannou, personal communication; C. L. Stewart, personal 
communication). Thus mouse PGCs seem to be developmentally restricted 
and committed to the germ line (see Fig. 8). Clearly, however, develop- 
mental totipotency must be restored to the germ line at some point in 
development since the germ cells, uniquely, carry the genome from genera- 
tion to generation (Fig. 8). Adding bFGF (together with LIF and SLF) 

Fig. 6 Derivation of EG cells in culture. When initially plated into culture PGCs. detected 
by alkaline phosphatase histochemistry. are identified as single cells growing on the STO 
cell monolayer (A). Over the next 4-5 days of culture they form small colonies, either by 
clonal proliferation or by aggregation ( B  and C).  In binary combinations of factors these 
colonies of PGCs would disappear from the cultures between 7-10 days after their isolation 
from the embryo. In the presence of SLF. LIF and bFGF. colonies continue to expand (D). 
Initially expansion occurs by outgrowth of colonies as a cellular mnolayer but eventually 
the colonies become multilayered and form clumps growing on top of the STO cells (E). 
Bar = 100pm. 
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seems, therefore, to alter not only the morphology and proliferative capac- 
ity of PGCs, but also broadens their developmental potential. These obser- 
vations suggest that under certain circumstances PGCs can be made to 
alter their normal differentiation pathway and regain developmental pluri- 
potency. This observation may have important consequences for the un- 
derstanding of the mechanism of teratocarcingenesis in mice and humans. 

Since SLF, LIF, and bFGF modify the in uitro and in uiuo developmental 
and proliferative potential of PGCs, a key question is whether PGCs are 
exposed to LIF or FGF2 (or other fibroblast growth factors) during the 
course of normal development. Presumably if PGCs were exposed to all 
three factors in viuo they would continue to proliferate and could poten- 
tially give rise to teratomas and teratocarcinomas. The expression of these 
factors must, therefore, be tightly regulated in the embryo. Since SLF is 
expressed in somatic cells surrounding PGCs (Matsui et a!., 1990; Keshet 
et al., 1991), the factor that “modifies” their developmental and prolifera- 
tive potential in culture must be either LIF or bFGF or a combination of 
the two factors. A discussion of whether LIF is expressed in the embryo 
and whether PGCs express a LIF receptor was presented earlier. The 
precise role of bFGF is unclear. Two possibilities seem likely: either PGCs 
never encounter all three factors at once or the combined action of these 
factors is modified by a negative regulator. To date nine FGFs have been 
identified: acidic FGF (FGFl), basic FGF (FGF2), FGF3, hst-l/Kaposi 
FGF (FGF4), FGFS, FGF6, keratinocyte growth factor (KGF) (FGF’I), 
androgen-induced growth factor (FGF8), and glia-acting factor (FGF9) 
(Basilico and Moscatelli, 1992; Tanaka et al., 1992; Miyamoto et al., 
1993). Although the expression pattern of some of these factors has been 
described, none have been localized to the developing gonad. FGF4 is 
expressed in the primitive streak and could potentially stimulate prolifera- 
tion of pregonadal PGCs (Niswander and Martin, 1992; Drucker and Gold- 
farb, 1993). Despite the fact that bFGF can stimulate PGC proliferation 
in uitro, whether it can do so in uiuo remains unclear since it lacks a signal 
sequence and may not be secreted by cells (for a review see Basilico and 
Moscatelli, 1992). One potential scenario, therefore, is that PGCs never 
normally encounter bFGF but that tissue damage (or another mechanism) 
could cause release of bFGF that, together with pre-existing SLF and 
LIF, would then alter the developmental and proliferative potential of 
PGCs. In order to clearly understand the potential role of FGFs the most 
important information will be gained from examining the expression of 
FGFs or their receptors in somatic and germ cells during development. 
Since EG cell lines have also been derived from both migratory and 
gonadal PGCs, this suggests that PGCs of many developmental stages 
could express a FGF receptor. 
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A second possibility is that the stimulatory effects of these three factors 
(SLF, LIF, and bFGF) could be modified in uiuo by the action of negative 
regulators such as members of the transforming growth factor (TGF) 
superfamily. When genital ridges are cultured in uitro they produce a 
factor that has a chemotrophic effect on PGCs and can attract PGCs 
toward the genital ridge in chemotaxis assays (Godin and Wylie, 1991). 
A similar effect is seen when TGFPl is used in place of genital ridge- 
conditioned medium, suggesting that the chemotrophic factor is TGFPl. 
Moreover, antibodies to TGFpl inhibit the chemotrophic effect of genital 
ridge-conditioned medium. Analysis of TGFPl expression in the embryo 
by indirect immunocytochemistry also reveals the presence of TGFpl in 
the genital ridge. In addition to its chemotrophic properties, TGFpl is 
also a potent inhibitor of PGC proliferation (Godin and Wylie, 1991). 
Again it is important to note that interpretation of the role of TGFpl in 
culture is complicated by the presence of feeder cells and embryonic 
somatic cells. Direct action of TGFpl on PGCs could be demonstrated 
if a truly feeder-independent culture of PGCs becomes possible or by 
demonstration that PGCs express a TGFpl receptor. Nevertheless, the 
mitogenic effects of SLF, LIF, and bFGF on PGCs could be constrained 
at the appropriate time in development through negative regulation (di- 
rectly or indirectly) by TGFpl. Mice lacking TGFpl will be an important 
tool in elucidating the role of this growth factor in PGC development 
(Shull et al . ,  1992). 

Another candidate negative regulator of PGC development is another 
member of the TGFp superfamily, namely Mullerian inhibitory substance 
(MIS) (reviewed in Chapter 5 of this volume by Richard R. Behringer). 
MIS is expressed by developing Sertoli cells in embryo and it is possible 
that MIS induction in Sertoli cells is regulated by the Sry gene. Granulosa 
cells in the ovary also express MIS but expression in this case must be 
regulated by another mechanism. Female mice overexpressing MIS are 
sterile, suggesting that MIS might act directly on germ cells, but its direct 
action on PGCs in culture has not been determined. Whether or not TGFP 
or MIS act as negative regulators of PGC growth in the embryo, it seems 
probable that negative regulation of PGC proliferation plays an important 
part in PGC development in mice. 

How does bFGF act to modify the proliferative and developmental 
potential of PGCs? One possibility is that bFGF is simply a PGC mitogen 
and that LIF (or another factor present in the culture system) modifies 
PGC growth in culture by affecting PGC differentiation (see the earlier 
discussion of LIF action). The analysis of the role of bFGF in oligodendro- 
cyte precursor proliferation suggests another possibility, namely that 
bFGF blocks differentiation (Bogler et al., 1990; McKinnon et al., 1990). 
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Oligodendrocyte Type-2 astrocyte (0-2A) progenitors proliferate in re- 
sponse to PDGF, but after a set number of divisions they differentiate on 
schedule in uitro and lose their ability to respond to PDGF. It has been 
proposed that PDGF drives the clock that times oligodendrocyte develop- 
ment in culture (Raff et al., 1988). In the presence of bFGF, 0-2A progeni- 
tors continue to divide and do not differentiate (Bogler et al., 1990; McKin- 
non et al., 1990). One effect of bFGF is to increase the steady-state level 
of PDGF receptors on 0-2A progenitors and to increase the sensitivity 
of 0-2A progenitors to PDGF (McKinnon et al., 1990). It has been sug- 
gested that bFGF (or a related factor) could induce the PDGF receptor 
in 0-2A progenitors in uiuo and set the clock that times oligodendrocyte 
development (McKinnon et al., 1990). In culture, therefore, bFGF may 
block 0-2A progenitor differentiation by maintaining responsiveness to 
PDGF. The parallels between 0-2A progenitor development and PGC 
development are striking. It is intriguing to speculate that exposure of 
early PGCs (SLF-independent) to FGF4 in the primitive streak might 
upregulate c-kit levels in PGCs initiating a c-kit-dependent clock that could 
regulate the timing of their differentiation. In  uiuo c-kit transcripts are 
downregulated in PGCs once they have reached the gonad anlagen (Ma- 
nova and Bachvarova, 1991), and in culture PGCs may follow their normal 
schedule of development (Donovan ef al., 1986; Godin et al., 1990; Matsui 
et al., 1991). 

In culture this could involve PGCs downregulating c-kit transcripts and 
differentiating into a nonproliferating cell. bFGF could inhibit this process 
by maintaining high levels of c-kit in PGCs and thus lead to long-term 
proliferation of PGCs. The fact that EG cells, once established, no longer 
require addition of bFGF and can be grown in the absence of SLF suggests 
that autocrine mechanisms of receptor activation may become established 
in these cells. 

Whatever the mechanism of bFGF action, derivation of EG cells directly 
from PGCs has a number of important consequences. The growth factor 
requirements for EG cell establishment from PGCs are significantly better 
understood than those required for ES cell derivation from blastocysts. 
LIF is still the only factor known to be required for ES cell derivation. 
Because of this fact it may be possible to extend this technology to other 
animal species, particularly other mammals. The generation of bovine, 
porcine, ovine, or equine EG cells could have great commercial potential 
and value. The generation of human EG lines, while having major ethical 
consideration, could be of immense medical benefit in, for example, tissue 
transplantation and repair. Since ES cell technology is so well established 
in the mouse, EG cell lines may prove to be more useful for studying 
germ line imprinting and pluripotency (Labosky et al., 1994; Stewart et 
al., 1994) than for performing gene targeting. The mechanism of EG cells 
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derivation from PGCs also seems to mimic the process of teratoma forma- 
tion in mice and it will be interesting to see if bFGF and LIF or their 
cognate receptors are involved in teratocarcinogenesis in mice or humans. 

111. Summary 

This chapter focused on three key regulators of PGC survival and prolifera- 
tion; SLF, LIF, and bFGF. The survival of all animal cells may require 
multiple polypeptide factors and PGCs seem to be no exception (Fig. 7). 
A number of lines of evidence suggest that membrane-bound forms of 
SLF may be required for PGC survival. These data suggest an exquisite 
mechanism for controlling both PGC survival and migration. Thus PGCs 
that stray from the normal migratory pathway might be eliminated through 
programmed cell death. SLF, together with LIF, can stimulate PGC prolif- 
eration in culture and it seems likely that LIF or a related cytokine may 
function in uiuo to regulate PGC survival and proliferation. Animals doubly 
deficient in LIF and its relatives may soon allow the roles of these cyto- 
kines in PGC development to be determined. Although bFGF is a potent 
PGC mitogen in uitvo, whether PGCs ever encounter bFGF in uiuo remains 
questionable since in culture it alters both the proliferative and develop- 

Fig. 7 Factors regulating PGC survival and proliferation. PGC survival in uirro (and proba- 
bly in uiuo) requires expression in somatic cells of a transmembrane form of SLF which 
binds to the c-kit receptor expressed in PGCs. LIF may also act as a survival factor but in 
concert with SLF it can stimulate PGC proliferation. PGCs probably express a high affinity 
LIF receptor consisting of a low-affinity, LIF-binding subunit (LIFR) and a signal transducer, 
gp130. A number of related cytokines can bind to this receptor complex, including LIF, 
OSM and CNTF. Which of these factors is the natural physiological ligand remains to be 
determined. Whether bFGF is expressed in the embryo or whether PGCs express an FGF 
receptor also remain to be examined. The actual mode of action of bFGF on PGCs is, 
therefore. at present unclear. In culture bFGF can upregulate LIF levels in fibroblasts. 
TGFpI is a potent negative regulator of PGC proliferation. 
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mental potential of PGCs. TGFp or MIS may be important negative regula- 
tors of PGC development, and mice lacking these factors should allow 
their role in PGC development to be assessed. 

IV. Future Prospects 

It seems likely that the factors described earlier (SLF, LIF, bFGF, and 
TGFp1) are not the only factors that regulate PGC development in the 
mouse embryo. The proliferation rate of PGCs in vitro is low compared 
with that observed in vivo. Although this could be explained by the differ- 
ences between growth in two- or three-dimensional environments, we 
have probably only begun to scratch the surface in terms of PGC growth 
regulators. Since the effects of many Wand Sl mutations are not observed 
until about 9.5 dpc (Mintz and Russell, 1957; McCoshen and McCallion, 
1975; Buehr et at., 1993), PGC development up until this time is most 
likely independent of the c-kit signaling pathway. Thus emergence and 
proliferation of PGCs up until 9.5 dpc might be regulated by a factor other 
than SLF. A similar pattern is seen during the embryonic development 
of the hemopoietic system in which many Nmutations do not have deleteri- 
ous effects until 13.5 dpc when liver hemopoiesis has commenced (Ikuta 
and Weissman, 1992). Development of hemopoietic progenitors in the 
fetal yolk sac is thought to be regulated not by SLF but by another fac- 
tor. Tumor necrosis factor-a (TNF-a) is a potent mitogen for early PGCs 
(7.5 dpc) in culture and thus could represent one of the factors required 
for early PGC development (Kawase et al., 1994). TNF-a was unable to 
stimulate proliferation of PGCs from 10.5 dpc embryos and thus might 
act during the c-kirlSLF-independent phase of PGC development. As with 
the other factors identified as PGC mitogens in culture, it will be important 
to determine if PGCs express receptors for TNF-a. Elucidation of other 
such factors may be difficult given the small numbers of cells and the 
problems in isolating them and keeping them alive. One solution to this 
problem will be to establish immortalized PGC lines. Such cell lines have 
been produced from postnatal germ cells as well as from PGCs from 
genital ridges and will undoubtedly be a useful source of both growth 
factors and growth factor receptors (Hofmann et al. ,  1992; J.-L. Millan, 
personal communication). Ultimately, it would be useful to derive perma- 
nent cell lines representative of every stage of PGC development. Somatic 
cell lines of gonadal origin may also be an important source of PGC growth 
factors (Hofmann et al., 1992; Rassoulzadegan et al., 1993). Such cell 
lines might provide the appropriate cues to direct normal germ cell devel- 
opment in vitro. The recent demonstration of transmeiotic differentiation 
of spermatogonia on an immortalized Sertoli cell line is an indication of 
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Fig. 8 Alternative pathways of stem cell origin. Fusion of the two gametes produces a 
single cell (the zygote) that is totipotent and can give rise to all the embryonic and extra- 
embryonic structures (upper panel). Developmental pluripotency is retained by certain cell 
lineages (shaded) during development. PGCs are unable to form chimeras when injected 
into blastocysts and could be considered to have lost developmental pluripotency. However, 
the germline must retain developmental totipotency since the PGCs give rise to the gametes 
which give rise to the totipotent zygote. The inner cell mass (ICM) gives rise to the embryo 
proper including PGCs and somatic cells. PGCs may be considered a differentiated derivative 
of the ICM or could be set aside as the somatic cells differentiate. The ICM can clearly 
give rise to pluripotent stem cells (ES cells) in culture. bFGF and/or LIF could cause PGCs 
to de-differentiate into ICM cells which could then form an ES cell (lower panel, left). 
Alternatively, bFGF and LIF could turn PGCs into a novel stem cell that is functionally 
equivalent to, but distinct from, an ES cell (lower panel, right). Either mechanism could 
represent the mechanism of EC cell generation and hence teratoma formation in uiuo. 

how useful such cells could be for studying embryonic germ cell develop- 
ment (Rassoulzadegan et al., 1993). 

Further information about growth factors (or other molecules) involved 
in PGC development is also likely to come from newly derived “knockout” 
mice. If such animals survive through any part of the period of PGC 
development (7.5 to 15.5 dpc), then they can be profitably used to study 
the role of such factors in PGC development. Two factors that act on 
PGCs in culture (LIF and TGFPl) have already been targeted in mice 
(Shull el al., 1992; Stewart etal., 1992; Escary et al., 1993). These animals, 
and others like them, will be an important resource for studying germ cell 
development. 



218 Peter J. Donovan 

Characterization of other mouse mutants that affect PGC development 
or teratocarcinogenesis may yield important information about PGC 
growth regulation. Mutations at the Hertwigs’ macrocytic anemia (an) 
and germ cell deJcienr ( g c d )  loci affect PGC development, and the timing 
of action of these mutations suggests that they affect distinct and novel 
genes. While an is a genetic locus unconnected with W and Sl ,  the gcd 
mutation has not been mapped on mouse chromosomes. Similarly, the 
characterization of gene loci known to affect teratocarcinogenesis, such 
as rer (Stevens, 1973), will undoubtedly lead to a better understanding of 
PGC development. 

Although the derivation of EG cells directly from PGCs may represent 
a mechanism to study some aspects of PGC (or germ line) development 
such as imprinting and pluripotency, it is not clear at this stage if they 
will be of great use in studying PGC migration or differentiation. An 
important question is what do EG cells represent in development terms? 
Are they a novel cell type, functionally equivalent, but distinct from ES 
cells or are they simply PGCs that have dedifferentiated to become an 
ES cell (see Fig. 8)? Answering this question may have important implica- 
tions in understanding PGC development and teratocarcinogenesis. If 
PGCs can dedifferentiate into an ES cell then it may be possible to drive 
ES cell differentiation in culture toward the germ cell lineage. The prospect 
of deriving PGCs from ES cells (or EG cells) in culture is truly an excit- 
ing one! 
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1. Introduction 

Recent genetic and embryological studies indicate that normal prenatal 
development of mammalian embyos requires genetic contributions from 
both parents. In mice, “isoparental” embryos developing with only mater- 
nal or paternal genetic information die at midgestation stages, while in 
the human, they form ovarian dermoid cysts or hydatidiform moles, re- 
spectively. The evident specialization of maternal and paternal genomes 
in mammals has been defined as genomic imprinting and is thought to 
arise during gametogenesis. An increasing body of evidence further indi- 
cates that genomic imprinting is involved in several human diseases (re- 
viewed by Hall, 1990). Genomic imprinting appears to act by controlling 
the transcription of a set of genes that are required for normal prenatal 
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development and cell proliferation. Genes that have been identified as 
imprinted include the insulin-like growth factor-11 gene (IgflZ), the ZgfZZ- 
mannose-6-phosphate receptor gene (IgflZr), HI 9 (a gene of unknown 
function expressed abundantly in the placenta), and the small ribonucleo- 
protein N gene (Snrpn) .  Each of these is characterized by parental allele- 
specific gene expression. Because normal, fertilized individuals appear to 
be functionally hemizygous for these imprinted genes, the phenotypes of 
isoparental embryos presumably arise from their null or overexpression. 
Consequently, imprinting identifies a set of developmentally important 
genes that are particularly interesting from the perspective of both biologi- 
cal consequences and molecular mechanisms. This introduction addresses 
the experimental genetic and embryological evidence leading to the current 
understanding of the phenomenon of genomic imprinting and briefly con- 
siders the biological significance of imprinting and the unique aspects of 
its manifestation in mammals. The chapter will then focus on the identity 
of known imprinted genes and what is known about the molecular basis 
of their imprinted pattern of expression. 

A. Genetic Evidence for Imprinting 

The importance of genomic imprinting in mammalian development was 
first recognized by Lyon and Glenister (1977), who invoked differential 
expression of the maternal and paternal chromosomes as an explanation 
for the differential recovery of isoparental duplications and the corre- 
sponding deficiencies of specific chromosomes. The combined results of 
their and others’ studies constitute “an imprinting map which has defined 
regions of autosomes in which one or more genes appear to be modified 
as they pass through the germ lines of one, or other, or both parents, 
with the result that the maternal and paternal copies become functionally 
different in the zygote” (Cattanach and Beechy, 1990). In these studies, 
Robertsonian translocations (i.e., metacentric chromosomes formed by 
two conjoined acrocentric chromosomes) were used to generate chromo- 
somally balanced young that had either maternal or paternal duplications 
with the respective paternal or maternal deficiencies for specific mouse 
chromosomes (Cattanach and Beechey, 1990; Fig. 1 ) .  The studies identi- 
fied three classes of imprinting effects. In the most severe class, embryos 
with the noncomplementing duplication died very early in development, 
as in the case of maternal duplication of proximal chromosome 2, maternal 
duplication of proximal chromosome 6, and paternal duplication of distal 
chromosome 7. A class with intermediate severity caused midfetal to early 
neonatal death, as in maternal duplication for distal chromosome 7 or 
proximal chromosome 7, and maternal deletion of proximal chromosome 
17 (the Tme locus). The class of recognized imprinting effects with least 
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severity caused phenotypic or behavioral abnormalities accompanying 
postnatal lethalityheduced viability, as in maternal or paternal duplication 
for distal chromosome 2 or proximal chromosome 1 1, maternal duplication 
of central chromosome 7, paternal duplication of proximal chromosome 7, 
or paternal duplication of distal chromosome 17 (Cattanach and Beechey, 
1990; Cattanach et al . ,  1992). It is not clear from the genetic studies 
whether the imprinting phenomenon is restricted to a few specific genes 
within these chromosomal regions or if imprinting affects most or all of 
the genes in each region. Minimally, one gene in each region could account 
for the imprinting effect (two in those cases where there are both maternal 
and paternal duplication/deficiency effects), leading to a minimal estimate 
of 9 to 13 imprinted genes, and a maximal estimate of perhaps 10% of the 
genome. 

In addition to such genetic studies, analysis of the pattern of X chromo- 
some inactivation in extraembryonic tissues of the mouse conceptus has 
provided additional evidence for genomic imprinting during gametogene- 
sis. In the somatic tissues of female mammals, only one of the two X 
chromosomes is active, with random inactivation of either the maternal 
or the paternal homolog in any cell (Lyon, 1961, 1972; Cattanach ef al. ,  
1990). Both X chromosomes of normal females are active in the oocyte 
(Epstein, 1972). In contrast, the X chromosome of spermatogenic cells 
appears to be expressed at a low level or not at all (Kramer and Erickson, 
1981). Thus, X chromosome reactivation occurs during early stages of 
meiosis in the female, and this activity persists throughout oocyte growth 
until the time of meiotic maturation. The preimplantation embryo, like the 
egg, is characterized by activation of both X chromosomes. Cytogenetic 
observations suggest that X inactivation begins at the blastocyst stage 
(Takagi, 1974; Mukherjee, 1976). However, evidence from injection chi- 
mera experiments using single inner cell mass cells from genetically 
marked mouse blastocysts [3.5 to 4.5 days gestation (d.g.)] reveals that 
both X chromosomes are active in the inner cell mass at these donor 
stages (Gardner and Lyon, 1971). This implies that the cytogenetic results 
on blastocysts were derived only from the trophectoderm cells. In addi- 
tion, biochemical evidence indicates that there are two active X chromo- 
somes in the embryonic ectoderm until day 6 of gestation (Monk and 
Harper, 1978; Kratzer and Gartler, 1978a,b). However, not all inner cell 
mass derivatives remain active until this time. As evidence for X inactiva- 
tion, Takagi and associates (1982) showed that by 5.3 d.g. there is an early 
or  late-replicating X chromosome in the visceral endoderm, extraembry- 
onic ectoderm, and ectoplacental cone. Thus, X chromosome inactivation 
appears to accompany cellular differentiation, occumng first in trophecto- 
derm and its derivatives, then in primitive endoderm and its derivatives, 
and finally in the primitive ectoderm and its derivatives, including the 
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germ cells and extraembryonic mesoderm (Monk and Harper. 1979). Sig- 
nificantly, X inactivation in the other extraembryonic tissue lineages is 
nonrandom, the paternal X chromosome (XP) being preferentially inacti- 
vated, and the X" remaining active in the visceral and parietal endoderm, 
the ectoplacental cone, and the extraembryonic ectoderm. In marsupials, 
the paternal X chromosome is preferentially inactivated in somatic tissues 
(Van de Berg et al., 1983). These parent-specific inactivation phenomena, 
while affecting many genes on the X chromosome, may nonetheless be a 
relevant paradigm for imprinting of autosomal genes. 

B. Embryological Evidence for Imprinting 

Evidence for differential roles of maternal and paternal genomes was 
obtained in developmental studies of isoparental mouse embryos produced 
by experimental activation of oocytes (parthenogenesis) or by nuclear 
transfer at the zygote stage (gynogenesis and androgenesis) (reviewed in 
Solter, 1988; Surani. 1991). Parthenogenetic embryos (parthenogenones) 
arise from the diploidization of an oocyte, usually by suppression of second 
polar body formation, while diploid gynogenones and androgenones are 
generated from zygotes by nuclear transfer, removing the egg or sperm 
pronucleus and replacing it with the opposite parental pronucleus from 
another embryo. 

1. Parthenogenesis and Gynogenesis 

The maternal genome is incapable of independently supporting develop- 
ment of the mouse conceptus to term, and anecdotal observations of 
isolated females of many species lead to the conclusion that this is true 
for mammals in general (for review see Markert and Seidel, 1981; Surani, 
1986; Pedersen et al., 1993). Developmental failure of parthenogenetic 
mouse embryos does not generally occur at preimplantation stages. 
Rather, diploid parthenogenetic individuals commonly develop until post- 
implantation stages, with a few developing into small 25 somite embryos 
by day 10 of gestation (Graham, 1974; Kaufman er al., 1977). Spontaneous 
parthenogenetic development of ovarian oocytes has also been observed 
in humans, where it results in disorganized structures, often including 
teeth, hair, and bone tissues, known as mature teratomas, or dermoid 
cysts (Stevens, 1984). 

Using nuclear transfer in mouse embryos (McGrath and Solter, 1983), 
it has been posible to define the developmental potential of mouse pronu- 
clei and determine the reasons for developmental arrest of parthenogen- 
ones. By transferring a normal pronuclear pair to parthenogenetic egg 
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cytoplasm and carrying out the reciprocal transfer, it was shown unequivo- 
cally that the failure of parthenogenones is determined by their nuclear 
rather than their cytoplasmic condition (Mann and Lovell-Badge, 1984). 
Furthermore, gynogenones containing two maternal pronuclei even from 
different strains of mice manifested a pattern of developmental arrest 
essentially indistinguishable from that of parthenogenones (McGrath and 
Solter, 1984; Surani et ul. ,  1984). These embryos never developed to term 
but arrested at early postimplantation stages, sometimes reaching day 10 
as a retarded embryo with sparse extraembryonic tissues (Fig. 2). The 
consistent phenotype of parthenogenetic and gynogenetic mouse embryos 
led Surani and co-workers (1984) to hypothesize that paternal genes are 
uniquely necessary for the proper development of the extraembryonic 
lineages, particularly for trophoblast proliferation. Further studies of 
mouse parthenogenones have documented their phenotype in greater de- 

Fig. 2 Comparison of normal conceptus (A) with gynogenetic (B) and androgenetic 
(C) development. In each case, the conceptus has been dissected into embryo proper (top), 
yolk sac (YS),  or trophoblast (TB) component. Note the reciprocal phenotypes of the 
gynogenetic conceptus with its vestigal trophoblast and the androgenetic conceptus with its 
retarded embryo proper. Bar: I mm. (From Surani ('1 a / . .  1986.) 
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tail and shown their fate in chimeras with normal, fertilized embryos. 
Parthenogenones that reach postimplantation stages have abnormal differ- 
entiation of their trophoblast and primitive endoderm lineages. Their ec- 
toplacental cones consist primarily of trophoblast giant cells (Varmuza et 
ul., 1993; Sturm et ul. , 1994; reviewed in Pedersen et al., 1993). A similar 
phenomenon may account for the tendency of parthenogenetically derived 
ovarian tumors to contain trophoblast cells (Varmuza, 1992). 

Studies of chimeras made by aggregating parthenogenetic and normal 
fertilized embryos, each bearing distinct genetic markers, revealed clear 
differences in the tissue distribution and fate of normal and parthenoge- 
netic embryonic cells. Despite allocation of parthenogenetic cells to both 
the trophectoderm and inner cell mass at the blastocyst stage (3.5 d.g.1, 
they were eliminated from the trophoblast lineage by 6.5 d.g. and from 
primitive endoderm by midgestation stages (9.5 to I I .5 d.g.); however, 
they persisted in most lineages in the embryo proper (Clarke et ul., 1988; 
Thomson and Solter, 1988, 1989). At later stages of fetal development 
and after birth, parthenogenetic cells did not contribute to skeletal muscle, 
and contributions to other tissues gradually declined, as if the parthenoge- 
netic contribution was being selected against. An exception to this negative 
selection was noted in the germ line of fertile adult females, where the 
parthenogenetic component persisted throughout fertile life (Nagy et uf., 
1989; Fundele et ul., 1990; Stevens et ul., 1977; Surani et ul., 1977). 
Those fetuses and postnatal individuals with extensive parthenogenetic 
contribution, however, were smaller and grew slower than normal off- 
spring. Embryonic stem cells generated from diploid parthenogenetic blas- 
tocysts could also contribute extensively to the  embryonic tissues of chi- 
meras, and in contrast to chimeras made from parthenogenetic embryos, 
they contributed also to skeletal muscle (Evans rt al . ,  1985). Thus, embry- 
onic stem cells provide an additional approach to analyzing genomic im- 
printing in mice, although their unique developmental history could alter 
the manifestation of the imprint. 

2. Androgenesis 

Diandric mouse embryos produced by nuclear transfer developed to early 
postimplantation stages when transferred to the uteri of foster mothers, 
but never reached term (McGrath and Solter, 1984; Surani rt al., 1984). 
The postimplantation diandric embryos analyzed on day 10 of gestation 
had extremely rudimentary embryonic development, but the extent of 
trophoblast development was near (or in excess of) normal, while yolk 
sac development was intermediate (Barton et ul., 1984; see Fig. 2). The 
pattern of developmental arrest in experimentally produced diploid dian- 
dric embryos is thus strikingly different from that of parthenogenetic and 
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digynic embryos, which have retarded extraembryonic growth (Barton 
et al., 1985). The differential phenotypes between parthenogenones and 
androgenones led Surani and co-workers (1984) to hypothesize a comple- 
mentary relationship between the two parental genetic contributions, with 
the maternal component playing a unique role in development of the 
embryo proper. Subsequent studies have described the phenotypes of late 
gestation and neonatal chimeras made by aggregating androgenotes with 
normal, fertilized embryos or injecting androgenetic inner cell mass cells 
into blastocysts (Barton et all., 1991; Mann and Stewart, 1991). While 
most of these chimeras died at early postimplantation stages, those surviv- 
ing into later gestation were larger than normal, stage-matched embryos, 
and those surviving to birth had pronounced skeletal abnormalities, includ- 
ing hypertrophied rib structures. Interestingly, when ES cells were derived 
from androgenetic blastocysts and used to generate chimeras, an appar- 
ently identical phenotype emerged; moreover, when androgenetic ES cells 
were injected into mice, they formed teratomas with abundant muscle 
tissue (Mann et al., 1990). These results underscore the complementary 
phenotypes of pure parthenogenetic and androgenetic embryos and reaf- 
firm the suggestion (Surani et al., 1988) that the genes affected by im- 
printing affect embryonic growth and differentiation. 

Another case of androgenesis is the development of hydatidiform moles 
in the human, the result of diploidization of spermatozoa (Jacobs et al., 
1980; for a review see Szulman and Surti, 1984). These embryos become 
androgenetic, due to failure of the maternal genome to participate in 
development, thus producing a 46 XX conceptus in which all of the chro- 
mosomes are from sperm. The trophoblastic hyperplasia and embryonic 
dysgenesis of moles is strongly reminiscent of the development of diandric 
mouse embryos. This observation is also consistent with Surani’s hypothe- 
sis, showing that as a result of imprinting, the paternal genome preferen- 
tially supports development of the extraembryonic tissues and fails to 
support development of the fetus (Surani et al., 1984). In summary, there 
is now substantial information on the isoparental phenotypes. The central 
remaining issue is the identity and biological consequence of the imprinted 
genes. 

C. Biological Role of Cenomic Imprinting 

The evolutionary scope of genomic imprinting, which could provide a 
clue to its biological role, has not been extensively examined. Evidence 
for lack of viable parthenogenesis in eutherian mammals (Beatty, 1967) 
suggests that imprinting may be widespread. Because there is preferential 
paternal X chromosome inactivation in marsupials, they can also be re- 
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garded as manifesting imprinting (Cooper, 1993). On the other hand, birds 
may not have functionally similar imprinting phenomena because parthe- 
nogenesis results in viable adults in at least one species, the turkey (Olsen, 
1960). Finally, there are examples of viable natural or experimentally 
induced parthenogenetic strains among reptiles, amphibia, and fish 
(Beatty, 1967). On the basis of such observations, it would appear that 
genomic imprinting phenomena such as those seen in mice exist in vivipa- 
rous mammals, but not in other vertebrate classes. 

How can the extent of genomic imprinting among vertebrates be infor- 
mative about its biological role? Genomic imprinting could confer a generic 
benefit on animals by precluding parthenogenesis, thereby maintaining 
heterosis. However, if genomic imprinting had such a generic role, it 
should be seen generally among vertebrates, including oviparous classes. 
Alternatively, if genomic imprinting arose as an essential attribute of the 
eutherian placenta, an invasive organ with a highly developed endocrine 
function (Hall, 19901, it should be seen in eutherian mammals but not in 
marsupials. Although marsupials also possess a chorion which mediates 
exchange between mother and offspring, it is generally noninvasive and 
has no known endocrine function. In marsupials, greater emphasis is 
placed on lactation rather than intrauterine nutrition for early growth and 
development of young, so that the role of the eutherian placenta is in 
effect replaced by the pouch (Cooper, 1993). Such considerations lead 
to the expectation that imprinting would not occur in marsupials or would 
be shown to involve a different set of genes from those in eutherians. 
while genes imprinted in mice would show a widespread pattern of im- 
printing among eutherian mammals. Finally, the opposite imprinting of 
the mouse Zgf31 and ZRf-ZZr genes led Haig and Graham (1991) to hypothe- 
size that imprinting arose in mammals as a consequence of conflicting 
interests between the reproductive strategies of the father and mother. 
Paternal mutations leading to rapid intrauterine growth would increase 
the fitness of the father, whereas the mother would instead gain fitness 
from having larger numbers of (smaller) offspring. In particular, expression 
of the paternal allele of Zgf71 in the mammalian yolk sac and placenta would 
increase embryonic growth and confer selective advantage to  offspring of 
a particular father in a polyandric species. This effect could be attenuated 
by the mother by lowered expression of growth-promoting genes and by 
high expression of gene products (possibly including Z g f l r  receptor) that 
bind or inactivate growth factors. The expectations of the Haig hypothesis 
are that genomic imprinting should occur in viviparous taxa, including 
marsupials, but not in oviparous taxa, where paternal contribution to the 
genotype of the embryo cannot influence how much nutrition they receive, 
since yolk is deposited before fertilization. 
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Molecular evidence for the conservation of the identity of imprinted 
genes and chromosomal regions could resolve when genomic imprinting 
arose during evolution and its current extent. Imprinting of H19 and Zgf71 
genes is conserved between domestic and wild mouse species (Bartolomei 
et al.,  1991; A. Villar and R. A. Pedersen, unpublished observations). 
Also, evidence suggests that there is evolutionary conservation of the 
imprinting of H29 and ZGFZZ genes between mice and humans (Zhang and 
Tycko, 1992; Rachmilewitz et al., 1992; Giannoukakis et al.,  1993; Ohlsson 
et al., 1993). Moreover, the human IGFZZgene is located on chromosome 
1 lp, closely linked to H19 in an area of synteny with mouse chromosome 
7 (Zemel et al . ,  1992). 

Therefore it is important to determine whether these and other genes 
that are imprinted in mice show parental allele specific expression in other 
eutherian species and in other vertebrate classes, thereby establishing the 
extent of genomic imprinting. Further studies that identify and character- 
ize remaining imprinted genes are urgently, needed to expand the base of 
information about molecular mechanisms as well as to resolve the biologi- 
cal role of genomic imprinting. Insight into both the function of genomic 
imprinting and the mechanisms by which it is accomplished may be gained 
by examining genes whose expression patterns demonstrate this phenome- 
non. In the next section, the known examples of imprinted genes will be 
described in depth. 

II. Identities of Imprinted Genes 

A. Transgenes 

The majority of transgenes which demonstrate imprinted effects do so at 
the level of differential methylation depending on the sex of the parent 
from which the transgene was inherited (Swain et al., 1987; Sapienza et 
al., 1987; Reik et al. ,  1987, 1990; Hadchouel ef al., 1987; McGowan et 
al., 1989; Sasaki er al., 1991); less frequently the expression of the 
transgene also follows the imprinted pattern (Swain el al., 1987; Thorey et 
al., 1992; DeLoia and Solter, 1990; Allen et al., 1990). With one exception 
(Sapienza el al., 1987), all examined imprinted transgenes show a pattern 
of hypermethylation after maternal inheritance and hypomethylation after 
paternal inheritance. Within this broad framework are several noteworthy 
observations: 

Many transgenes only show imprinted behavior on hybrid backgrounds; 
when introduced into inbred strains, differential effects are lost (Sapi- 
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enza et al., 1987, 1989; McGowan et al., 1989; Reik et al., 1990; Allen 
et al.,  1990). 

The transgene RSV-Ig-mycA, containing the Rous sarcoma virus long 
terminal repeat and a fusion between the murine Iga heavy chain and 
c-myc genes, shows a correlation between inherited methylation and 
expression patterns. In this case, expression is restricted to  the myocar- 
dium (although the differential methylation pattern is seen in all tissues) 
and is detected only when the transgene is inherited paternally, in both 
hybrid and inbred backgrounds. This transgene is unique in that multiple 
lines of transgenic mice carrying Tg. RSVIgmycA in different integration 
sites demonstrate similar imprinted patterns of methylation and expres- 
sion, implying that Tg.RSVIgmycA itself contains sequences specifying 
the imprint (Swain et al., 1987; Chaillet et al., 1991). 

Two different transgenes showed methylation imprinting in the embryonic 
but not extraembryonic lineages (Reik et al., 1987; McGowan et al . ,  
1990). 

One line of mice carrying a transgene containing a large genomic fragment 
of the human keratin18 gene fused to the lacZ gene showed a complex 
pattern of expression in late-stage embryos. While the transgene was 
expressed equally in some tissues regardless of maternal or paternal 
inheritance, paternal inheritance resulted in expression in the retina, 
epicardium, and forebrain but not the liver, while maternal inheritance 
led to expression in the liver but not retina, epicardium, or forebrain. 
This pattern was also seen on an inbred background. In all cases, the 
body of the lacZ gene was highly methylated when maternally inherited 
and unmethylated when paternally inherited (Thorey et al., 1992). 

A male mouse was injected at the 1 cell stage with a construct containing 
a fragment of the hepatitis B virus. Both male and female offspring of 
this animal produced hepatitis B surface antigen. However, when female 
offspring carrying the transgene were bred with normal mice, the 
transgene became both irreversibly methylated and transcriptionally 
silent. Subsequent passage through the male germ line did not restore 
expression or cause demethylation of the transgene (Hadchouel et al., 
1987). 

In one line, a transgene appears to have inserted within a bona fide im- 
printed gene (DeLoia and Solter, 1990) (see Section IV,C,2). 

B. Endogenous Genes 

Four genes have been well characterized as endogenous imprinted genes 
in the mouse: Zgf lZ (DeChiara et al.,  1991), Zgf7lr (Barlow et al., 1991), 
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H19 (Bartolomei et al., 1991), and Snrpn (Leff et al., 1992). ZCFlf and 
H19 are also imprinted in humans (Ohlsson et al., 1992; Giannoukakis et 
al., 1992; Ogawa et al., 1993); the status of IGFIZr and SNRPN in the 
human has not been reported. In each case the imprinted genes are adja- 
cent to nonimprinted genes, implying a restricted form of regulation. 

The Xist gene (Borsani et al., 1991; Brown et al., 1991) also displays 
a limited pattern of imprinted expression, and two genes of the rat MHC 
I locus appear to show some level of imprinting (Kanbour-Shakir et al., 
1990). In addition, there are several other phenomena in the mouse and 
human in which imprinting may play a role. These will be considered 
separately in the following sections. 

1. IgfrI 

In the mouse, the lgfll gene is located in the distal portion of chromosome 
7 (Lalley and Chirgwin, 1984), a region demonstrated to display parental 
imprinting effects (Searle and Beechey , 1990). The human homologue 
IGFII maps to I lp15 (Harper et al., 1981; Brissenden et a!., 1984). IGFII 
is mitogenic for numerous cell lines and appears to exert its growth- 
promoting effects primarily through the IGFI receptor (Czech, 1989). 
In the rodent embryo, l g f l r  transcripts are detected in preimplantation 
embryos (Rappolee et al., 1992), then in all trophectoderm derivatives, 
and in specific embryonic tissues including the kidney. Soon after birth, 
I d 1  transcription ceases in all tissues except for the choroid plexus and 
leptomeninges (Lee et al., 1990; Stylianopoulou et al., 1988a,b). 

The imprinted status of this gene was first recognized during the charac- 
terization of mice containing a targeted disruption of the IgjZf  gene. Mice 
heterozygous for the disrupted allele were viable and fertile but small 
(60% of normal size) when the mutant fgjlf allele was inherited paternally; 
heterozygotes inheriting the disrupted allele maternally were phenotypi- 
cally normal, suggesting that the paternally inherited lgfll allele is nor- 
mally active while the maternal allele is silent (DeChiara et al., 1991). A 
similar imprinted pattern of expression was also detected in humans (Ohls- 
son et al., 1992; Giannoukakis et al., 1992). Intriguingly, in the adult 
murine choroid plexus, expression of both parental alleles of the I f l l  gene 
is observed (DeChiara et a!., 1991; Sasaki et al., 1992). An examination of 
the developing mouse brain showed that biallelic expression of f@I is 
detected as early as embryonic day 13.5, when the choroid plexus is 
forming (Villar and Pedersen, 1994), suggesting that the imprinting of fdl 
does not occur in all tissues. Cells derived from androgenetic embryos 
express the gene at high levels, presumably due to the presence of two 
paternal alleles, while parthenogenetic embryos express very low levels 
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of f f l f  at both preimplantation and fetal stages (Rappolee er al., 1992; 
Sasaki et ul. ,  1992). 

In the human, overproduction of IGFII due either to loss ofthe imprinted 
phenotype (i.e., activation of the maternally derived allele) (Rainier er 
al., 1993; Ogawa er ul., 1993) or uniparental (paternal) disomy of 1 lp15 
(Schroeder et al., 1987: Pal et al., 1990) has been implicated in the develop- 
ment of Wilms’ tumor (an embryonal tumor of the kidney) and in Beck- 
with-Wiedemann syndrome (Henry et al., 1991) (characterized by a pre- 
disposition to multiple malignancies and overgrowth of organs). 

2. HZ9 

H I 9  was originally identified as a gene under the regulatory control of the 
same modulators controlling a-fetoprotein (AFP) gene expression in the 
fetal mouse liver (Pachnis et al.,  1984). Like AFP, H f 9  is expressed in 
fetal and neonatal liver, fetal gut, and yolk sac visceral endoderm. Unlike 
AFP, H I 9  is also expressed at high levels in fetal skeletal and cardiac 
muscle, and at lower levels in all adult muscle (Pachnis et al., 1984). H I 9  
is expressed during murine embryonic stem cell differentiation in vitro 
and in extraembryonic tissues during implantation: in midgestation em- 
bryos H I 9  transcripts are detected in many tissues in the midgestation 
embryo with the exception of blood cells and tissues derived from the 
neuroectoderm. Like fgJ71, H I 9  is expressed in the developing kidney, 
and this expression diminishes after birth (Poirier et al . ,  1991). In the 
human placenta, H 19 is expressed in cytotrophoblasts (Rachmilewitz et 
ul., 1992). 

The function of H I 9  is unclear. The 2.5-kb transcript does not appear 
to encode a protein since while both the murine and human genes contain 
multiple small open reading frames, none is conserved between the two 
genes. Although spliced, polyadenylated, and located in the cytoplasm, 
the HI 9 transcript is not associated with polyribosomes; it is associated 
with a ribonuclear protein particle with a sedimentation coefficient of 28s. 
These observations have led to the suggestion that H f  9 may function as 
a structural RNA (Brannan et ul.,  1990). Overexpression of H I 9  from a 
transgene led to embryonic lethality at late stages of prenatal development 
(Brunkow and Tilghman, 1991). Introduction of an H I 9  expression con- 
struct into two embryonal tumor lines led to the abrogation of both soft 
agar growth and tumorigenicity in nude mice of the transfected cell lines; 
no effect was obtained when the construct was introduced into a cervical 
carcinoma cell line (Ha0 et al . ,  1993). Thus, H f 9  may function as a tumor- 
suppressor gene. 

In the mouse, H I 9  maps to distal chromosome 7 (Pachnis et al . ,  19841, 
within 90 kb of the fgj21 gene (Zemel et al., 1992). This location within 
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the same imprinted region of chromosome 7 as Z g f l r  led Bartolomei et al. 
(1991) to investigate the possibility that H19 was also an imprinted gene. 
The surprising finding was that while H19 is in fact imprinted, its pattern 
of expression is opposite to that of Zgf l l :  the maternally inherited HI 9 
allele is transcriptionally active, while the paternally inherited allele is 
silent (Bartolomei et al., 1991). As in the case of lgj71, expression of both 
maternal and paternal H19 alleles is detected in the brains of embryonic 
(day 13.5) and newborn mice, presumably in the choroid plexus (Villar 
and Pedersen, 1994). The human H19 gene maps to 1 lp15, like the human 
IGFII gene, and H19 shows the same imprinted pattern of expression in 
the human (Zhang and Tycko, 1992; Rachmilewitz et al., 1992). Similarly, 
reactivation of the normally silent (paternal) allele has been reported in 
some Wilms’ tumor samples (Rainier et al., 1993). Complete hydatidiform 
moles express H19 (Rachmilewitz et al., 1992; Mutter et al., 1993), even 
though these tissues are androgenetic in origin (i.e., containing only pater- 
nally derived chromosomes); either the normal imprint is lost during andro- 
genetic development or imprinting of the H19 gene does not occur in the 
human placenta. Evidence for the latter suggestion is provided by Zhang 
and Tycko (1992), who described bialleleic expression of H19 in the human 
placenta but could not rule out contamination by maternal tissue. 

3. I M I r  

A third endogenous imprinted gene was identified in a search for a candi- 
date for the T-associated maternal effect (Tme) locus, the only known 
maternal effect mutation in the mouse. Deletions of Tme on chromosome 
17 (ThP or tlub2) are lethal when inherited maternally but result in viable, 
short-tailed offspring when the same deletion is inherited paternally (John- 
son, 1974; Winking and Silver, 1984). Analysis of genes mapping to the 
deleted region demonstrated that one gene, IgjZZr, was expressed only 
from the maternally inherited allele (Barlow et al., 1991). Like Zgf7Z and 
H19, Zgflrr appears to be nonimprinted in the embryonic and neonate 
brain (Villar and Pedersen, 1994). 

The IGFIIr protein, which lacks a kinase domain, is identical to the 
cation-independent mannose-6-phosphate receptor, which transports lyso- 
soma1 enzymes to their destination by binding their mannosed-phosphate 
moieties (Morgan et al . ,  1987). In the human, mouse, and rat, this protein 
also binds IGFII, unlike the chicken and Xenopus proteins (Clairmont 
and Czech, 1989). It has been suggested that the IGFIIr protein in mam- 
mals serves as a “sink” for IGFII protein, targeting excess growth factor 
for degradation (Oka et al., 1985; Haig and Graham, 1991). However, 
there is also evidence that the IGFIIr is coupled to a G protein and that 
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IgflI can stimulate both DNA synthesis and an increase in cytoplasmic 
calcium concentration through this receptor (reviewed in Nishimoto, 
1993). 

There is some controversy over whether the IkIf7Ir gene is identical to 
the gene whose maternal allele deletion causes the conditional lethality 
of T’ lp  and tl’‘p2 (Forejt and Gregorova, 1992; Filson et al., 1993) (see 
Section IV,C, I). 

4. Snrpn 

The Snrpn gene encodes the small nuclear ribonucleoprotein particle- 
associated peptide SmN (McAllister et al. ,  1988, 1989). Small nuclear 
ribonucleoprotein particles (snRNPs) are found in spliceosomes and are 
involved in mRNA processing (reviewed in Guthrie, 1991; Luhrmann 
et al., 1990). The expression of Snrpn is highest in brain, suggesting it 
might play a role in the splicing of brain-specific transcripts (Li et al., 
1 989). 

The mouse gene maps to the central region of chromosome 7, which is 
syntenic with the map location of the human gene at 15qlI-ql3 (Leff et 
al., 1992). This region is of great interest to clinical geneticists because 
the human diseases Prader-Willi syndrome (PWS) and Angelman syn- 
drome (AS) are associated with chromosomal abnormalities within these 
regions. These syndromes with markedly different symptomologies are 
both linked to deletions or uniparental disomy of 15qll-q13. However, 
the source of the chromosomal region is critical. PWS patients may have 
deletions of the paternal 15qll-ql3 region or may have inherited two 
copies of chromosome 15 from the mother with loss of the paternal chro- 
mosome 15. In contrast, AS patients show the reciprocal pattern of chro- 
mosome deletion/duplication (reviewed in Nicholls ef al., 1992; Nicholls, 
1993). These observations suggest the existence of two oppositely im- 
printed genes within this region; a paternally expressed gene whose loss 
results in PWS and a maternally expressed gene whose loss results in AS. 
(The similarity of this pairing of oppositely imprinted genes with the region 
containing IGFII and H 19 may indicate something fundamental about the 
establishment and maintenance of the imprint as discussed next). 

Examination of the expression of the murine Snrpn gene revealed that 
only the paternal copy was transcribed and that the human gene mapped 
to the smallest deletions associated with PWS (Leff et al.. 1992; Ozcelik 
et al., 1993). The observed imprinting pattern, coupled with the tissue 
specificity of SnN expression and the profound behavioral effects (includ- 
ing mental retardation, hyperphagia, and learning disabilities) associated 
with PWS, make Snrpn a strong candidate for the PWS gene. In contrast, 
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the presumptively maternally expressed gene responsible for AS has not 
yet been identified. 

5. Xist 

Another well-characterized gene that displays parent-of-origin specificity 
(at least in some tissues) is Xist (Borsani et al., 1991; Brown et al., 
1991). Both the murine and human homologues of this gene map to the 
X inactivation center on the X chromosome; oddly, the human and murine 
Xist genes are oriented in opposite directions in an otherwise syntenic 
region (Brockdorff et al., 1992). Xist encodes a large (15 kb) transcript 
which is expressed only from the inactive X chromosome in mice and 
humans (Borsani et al., 1991; Brown et al., 1991). Like H19, Xist does 
not appear to encode a protein since it lacks a significant open reading 
frame and is not associated with polysomes. Unlike H19, both polyadeny- 
lated and nonpolyadenylated forms of Xist have been detected, and the 
Xist transcript is restricted to the nucleus (Brown et al., 1991; Borsani et 
al., 1991; Brockdorff et al., 1991). 

The onset of expression of Xisf  coincides with the inactivation of the 
single X chromosome in males during meiosis and ceases during the tran- 
sient reactivation of the inactive X chromosome in females during germ 
cell development (Richler e t  al., 1992; Salido et al., 1992, McCarrey and 
Dilworth, 1992). Its expression at the onset of X chromosome inactivation 
and its continued expression from the inactive X chromosome have led 
to the proposal that expression of the Xist gene is required for both 
the establishment and the maintenance of X chromosome inactivation in 
placental mammals; no Xist homologue has yet been detected in marsupi- 
als, which also undergo X inactivation (Goldman, 1992). 

During the early stages of embryonic development, X chromosome 
inactivation occurs first in the trophectoderm and primitive endoderm of 
the early mouse blastocyst; X inactivation in the embryonic lineages oc- 
curs approximately 1 day later, at the time of implantation (reviewed 
in Grant and Chapman, 1988). In the rodent the paternally inherited X 
chromosome is specifically inactivated in the extraembryonic lineages 
while the embryo proper and the adult show random X inactivation (Lyon, 
1972; Takagi, 1974); in humans, while X inactivation in embryonic and 
adult tissues appears to be random, there is some conflicting evidence as 
to whether there is preferential inactivation of the paternal X chromosome 
in extraembryonic tissues (Harrison, 1989; Mohandas et al., 1989). In the 
mouse, Xisr expression is first detected at the 8 cell stage (Kay et al., 
1993). Only the paternally inherited Xist allele is expressed prior to the 
time of implantation, at  which point random X inactivation occurs in the 
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embryo and the expression of both alleles is detected (Kay et al., 1993). 
At least in the extraembryonic tissues of the rodent, Xist displays the 
characteristics of an imprinted gene. 

6. MHC Class I Alleles 

In the rat, the major histocompatibility complex (MHC) on chromosome 
20 contains at least seven genes and spans 0.4 cM. This complex contains 
genes encoding the classical transplantation antigens and is defined by 
the RT1.A locus at one extreme and by the RT1.E locus at the other 
(reviewed in Cortese-Hasset et al., 1991). The same cluster is located on 
mouse chromosome 17, which has been shown to contain imprinted re- 
gions (Winking and Silver, 1984; Lyon and Glenister, 1977; Cattanach 
and Beechey , 1990). In the rat placenta, immunohistochemical studies 
using monoclonal antibodies to class I antigens revealed that only the 
paternally inherited alleles of the adjacent genes RT1.A and Pa are ex- 
pressed in the basal trophoblast (Kanbour-Shakir et al., 1990). These two 
genes are homologous to the murine H-2K and H-2D genes and the human 
HLA-B and HLA-A genes; the imprinted status of these genes in species 
other than the rat is unknown. Similar studies showed expression of both 
the maternal and paternal alleles of the RT1 .E locus, demonstrating the 
limited size of the putative imprinted region (Kanbour-Shakir et al., 1993). 
Further work will be required to distinguish between transcriptional and 
post-transcriptional regulation of expression of these genes. This is the 
first report of two closely linked genes with identical rather than opposite 
patterns of imprinted expression. 

7. Other Phenomena 

In the mouse, the dominant Fused (Fu) gene is located on chromosome 
17 (Reed, 1937; Cattanach, 1986). Penetrance of the fused phenotype is 
diminished when Fu is maternally inherited (Reed, 1937; Belyaev et al., 
1981; Ruvinsky et al., 1988; Ruvinsky and Agulnik, 1990). Another exam- 
ple of parent-of-origin effects is provided by the DDK strain of mice. 
When DDK females are crossed with males from other strains, early 
embryonic lethality is observed. No such effect is seen in the reciprocal 
cross (Wakasugi et af., 1967). Nuclear transplantation and cytoplasmic 
injection experiments demonstrated that the lethality is due to an interac- 
tion between DDK cytoplasm and non-DDK nuclei (Babinet el al., 19901, 
although the mechanism of this effect is still unclear. 

In humans, there are indications of possible imprinting effects in several 
diseases. Huntington's diseases (HD) is due to an autosomal dominant 
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mutation, leading to neurodegeneration. Paternal inheritance of the mu- 
tated gene is linked to a form of the disease characterized by an earlier 
onset and more severe symptoms (Ridley et al., 1992). However, there 
is emerging evidence that the process by which the normal gene is con- 
verted to the mutated form (the expansion in length of a highly polymorphic 
CAG repeat in the 5’ region of the gene) occurs only during transmission 
of the allele through the male germ line (Goldberg et al., 1993; Myers et 
af., 1993). Since there is a correlation between the length of the repeat 
and the age of onset of HD (Duyao et uf., 1993; Snell et al. ,  1993; Andrew 
ef al., 1993), a defective paternal HD gene containing a clinically relevant 
but small CAG repeat may be converted during passage through the male 
germ line into an HD gene containing a longer CAG repeat, causing an 
earlier onset of the disease in the offspring of the affected father. There- 
fore, the parent-of-origin effects seen in HD may be a consequence of 
differences in the stability of repeated sequences during male and female 
gametogenesis rather than a somatically stable epigenetic change which 
distinguishes the maternal and paternal alleles. 

Myotonic dystrophy is also due to an autosomal dominant mutation, an 
expansion of a CTG repeat in the myotonin protein kinase gene. Maternal 
inheritance of the mutation leads to the rare congenital form of the disease, 
while paternal inheritance leads to a less severe adult onset form (Howeler 
er al., 1989); however, expansion of the repeat can occur upon inheritance 
from either parent (Barcelo et af., 1993), suggesting that other imprinting- 
like phenomena occur. 

In the case of chronic myelogenous leukemia, an abnormality termed 
the Philadelphia chromosome forms as a result of a reciprocal translocation 
between chromosomes 9 and 22, leading to fusions between the BCR gene 
(on chromosome 9) and the ABL gene (on chromosome 22) (reviewed in 
Daley and Ben-Neriah, 1991; Campbell and Arlinghaus, 1991). One study 
demonstrated that the paternal chromosome 9 and the maternal chromo- 
some 22 are involved in the translocations in every case in which the 
parental origins could be determined (Haas et af., 1992), suggesting that 
BCR and ABL might be imprinted in opposite ways. However, in the 
mouse, BCR maps to chromosome 10, which does not display any obvious 
imprinting effects (Beechey and Cattanach, 1993). While the murine abl 
gene does map to a region of chromosome 2 that leads to embryonic death 
in the case of maternal disomy, homologous recombination experiments 
have shown that loss of the abl gene is not responsible for this lethality 
(Tybulewicz et af., 1991; Schwartzberg et al . ,  1991). It is possible that 
these two genes are imprinted in humans but not mice or that abf and bcr 
are in fact imprinted but that the effects of altering the expression of either 
of these two genes singly through uniparental disomy are subtle. 
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A. DNA Methylation: An Overview 

The nature of the imprint requires that it be an epigenetic event stable 
enough to persist throughout the lifetime of the organism in most somatic 
cells, yet be labile enough to be altered in germ cells and in some trans- 
formed cells. DNA methylation is considered a likely candidate since 
methylation patterns are heritable and static under most circumstances 
but are dynamic during specific developmental processes. A brief review 
of the process of DNA methylation in mammals follows: the topic has 
been extensively reviewed (Bestor and Coxon, 1983; Doerfler, 1992; Bird, 
1992; Hergersberg, 1991). 

1. 5-Methylcytosine in Eukaryotic Cells 

The modified nucleotide 5-methylcytosine (5-mC) is found in higher eukar- 
yotic DNA at frequencies ranging from I to 2% in Neurospora crassa to 
over 25% in some plant species. Vertebrates contain roughly 4-7% 
5-mC, with 60-90% of 5’-CpG-3‘ dinucleotides bearing this modification. 
In mammals, DNA methylation is accomplished by the action of the 
enzyme DNA (cytosine-5)-methyltransferase (methylase), a 190-kDa pro- 
tein with homology to bacterial cytosine-specific methylases (Bestor et 
al., 1988). i n  vitro, the mammalian enzyme has 50-fold higher activity on 
the sequence 5’-CpG-3’ than CpA or CpT (Hubrich-Kuhner et al., 1989) 
and shows a strong preference for the hemimethylated DNA that would 
arise after semiconservative replication (Gruenbaum et al., 1982; Bestor 
and Ingram, 1983). This latter property ensures the faithful transmittal of 
the methylated CpG dinucleotide in daughter cells. The importance of 
DNA methylation in the mouse is underscored by the observation that 
targeted mutation of the methylase resulted in the death of embryos homo- 
zygous for the mutation by midgestation, although embryonic stem cells 
which were homozygous for the mutation were viable (Li et al., 1992). 
The strong preference of the enzyme for hemimethylated sites has led to 
the suggestion that a separate enzyme may be responsible for the de 
nouo methylation observed under certain conditions (see the following 
discussion). Although no additional enzyme has been identified, the persis- 
tence of low levels of methylation in mice homozygous for the disrupted 
methylase gene is consistent with this possibility. 

While CpG in bacteria is found at frequencies close to those predicted 
by random base composition, most eukaryotic genomes show an approxi- 
mately 80% decrease in the occurrence of CpG (Kricker et al., 1992). This 



246 Joseph D. Gold and Roger A. Pedersen 

is presumably due to the unstable nature of 5-mC; oxidative deamination of 
this modified base leads to the formation of thymidine (C to T transitions 
are the most frequent mutations in human DNA; Fig. 3) (Coulondre et 
al.,  1978; Bird and Taggart, 1980). Nonetheless, the genomes of higher 
eukaryotes possess distinct regions which contain CpG at a frequency 
much higher than that found in the rest of the genome (Bird, 1986). These 
“CpG islands” are frequently found in association with the promoters 
and RNA leader sequences of housekeeping genes, although some tissue- 
specific gene promoters contain such regions. It is thought that CpG islands 
are maintained because they are only rarely methylated in most, if not 
all, cells of the animal (Cooper et al., 1983) (see the following discussion). 
The ability of these CpG islands to escape methylation may be due to their 
frequent association with constituitively active promoters: the binding of 
transcription factors may block the access of the methylase to the DNA. 
In keeping with this hypothesis are observations that the CpG islands of 
pseudogenes first become methylated and then are depleted of CpG sites, 
implying a link between transcription of the sequence and lack of CpG 
island methylation (Bird et al., 1987; Quigley et al., 1989). An alternative 
hypothesis is that true CpG islands, unlike scattered CpG dinucleotides 
in the body of eukaryotic genes, are inherently resistant to methylation. 
Carotti et al. (1989) and Bestor et al. (1992) have used partially purified 
mammalian methylase to compare the rate of methylation in vitro of known 
CpG islands and eukaryotic non-island CpG sequences with the rate of 
methylation of random bacterial sequences with higher G + C content. 
Their results suggest that true CpG islands are methylated at significantly 
lower rates in uitro. Analysis of the sequence context of the island CpG 
dinucleotides showed that the CpGs in known islands were significantly 
more likely to be flanked on both sides by C or G than by A or T, even 
taking into account the higher occurrence of G and C bases in the islands 

0 .2”= 
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Cytosine 5-methylcytosine Thymidine 

Fig. 3 Methylation of cytosine forms 5-methylcytosine; oxidative dearnination of  the rnodi- 
fied base results in the formation of thymidine, leading to a C to T transistion mutation. 
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(Bestor et al.,  1992). There is also evidence for an active demethylation 
of inappropriately methylated CpG island sequences in early embryos and 
embryonic cell lines (Kolsto et al.,  1986; Frank et al.,  1991) (see the next 
section). 

2. Role of Methylation in Eukaryotes 

In general, highly methylated sequences are not transcriptionally active. 
It has been suggested that methylation functions to prevent the nonspecific 
interaction of DNA with transcription factors and other essential regula- 
tory DNA-binding proteins; this would have become an acute problem as 
the size of the genome increased (Bird, 1986). Consistent with this idea, 
there is a rough correlation between genome size and extent of methylation 
(Hergersberg, 1991). The nonspecific interaction could be prevented either 
by the inability of the regulatory/transcription factors to bind methylated 
DNA or by the action of proteins which specifically bind methylated 
sequences and block the interactions with other regulatory/transcription 
factors (see the following discussion). 

Although there is an inverse relationship between DNA methylation 
and transcription, it is not clear whether methylation is the cause or the 
consequence of transcriptional repression. Methylation in uitro of many 
genes leads to a loss of activity upon transfection into cultured cells; in 
some cases, repression seems to depend on the density of CpG sites near 
the promoter (Murray and Grosveld, 1987; Boyes and Bird, 1991), in 
others, methylation of individual sites is sufficient for repression (Klages 
et al.,  1992). The addition of the methylation inhibitor 5-azacytidine to 
cultured cells can cause the activation of genes which are normally re- 
pressed in these cell lines (Gounari e f  al.,  1987; Sneller and Gunter, 1987; 
Jones et al., 1990). It should be noted, however, that CpG islands which 
are unmethylated in all tissues are frequently methylated in permanent 
cell lines (Antequera et al . ,  1990); since the genes associated with some of 
these CpG islands show tissue-specific expression, some other mechanism 
must be responsible for their repression in uiuo. 

There is evidence that at least some of the postulated repression by 
methylation is indirect. A viral thymidine kinase gene which had been 
methylated in uifro was show to be transcribed for at least 8 hr in mouse 
L cells prior to being silenced, suggesting the need for interaction with 
a cellular component (Buschhausen et al . ,  1987). Two proteins which 
preferentially bind methylated DNA, MeCP-1 and MeCP-2, have been 
identified (Meehan et al.,  1989; Boyes and Bird, 1991; Lewis et al., 1992). 
MeCP-1 binds strongly to regions of DNA which contain at least 12 sym- 
metrically methylated CpG doublets and inhibits transcription of methyl- 
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ated constructs in vitro and apparently in uiuo (Boyes and Bird, 1991). 
The more abundant MeCP-2 binds strongly to single methylated CpG 
doublets and can repress transcription from both methylated and unmeth- 
ylated templates in vitro (Lewis et al., 1992; Meehan et al., 1992). 

In contrast, several studies have demonstrated that inactivation can 
precede methylation of specific genes (Gausctsch and Wilson, 1983; Niwa 
et al., 1983; Lock et al., 1987; Enver et al., 1988). This is most notable 
in the process of X inactivation in placental mammals. In the embryo 
proper, inactivation and repression of X-linked genes precedes methyla- 
tion of the inactive X chromosome by several days; in the extraembryonic 
lineages, the inactive paternal X does not become as highly methylated 
as the inactive X in embryonic lineages (Lock et al., 1987). In marsupials, 
X inactivation and repression of transcription are not accompanied by 
increased methylation (Kaslow and Migeon, 1987). 

An interesting possibility is that DNA methylation may serve as a type 
of “cellular immune response” (Bestor, 1990; Doerfler, 19921, inactivating 
viral genomes or transposons that might otherwise perturb normal growth. 
Studies on individual M-MuLV proviruses in early mouse embryos have 
demonstrated that viruses are rendered noninfectious and become heavily 
methylated in preimplantation embryos and embryonal carcinoma cells 
(Jahner and Jaenisch, 1984, 1985). Drosophila, which lacks detectable 
5-mC, has a high frequency of mutations caused by transposon-like ele- 
ments whereas transposition-induced mutations are rare in mammals. Per- 
haps DNA methylation serves to inactivate transposable elements in mam- 
mals. This function may be a special example of a mechanism which exists 
to prevent DNA duplications, which would appear as a result of an active 
transposing element. In the fungus Neurosporu crassa a process called 
RIP (repeat-induced point mutation) drives the sequence divergence of 
repeated elements and duplicated sequences through a series of transition 
mutations reminiscent of those thought to be caused by the deamination 
of 5-mC to thymidine (Selker, 1990). Besides the potential for creating 
new genes by this process, RIP would also prevent gross chromosomal 
rearrangements due to homologous recombination by decreasing the 
amount of homology between two elements. The possibility of a RIP-like 
process functioning in mammals was raised by Kricker et al. (1992), whose 
analysis of numerous eukaryotic genes, repeat sequences, gene families, 
and pseudogenes reveals a striking bias toward sequence divergence cou- 
pled with CpG depletion between blocks of duplicated sequences above 
a threshold length. Thus, DNA methylation may also play a role in the 
stabilization of the mammalian genome. 

Finally, the possibility that specific methylation patterns may result in 
the imprinting of both transgenes and endogenous genes must be consid- 
ered. In order to evaluate this mechanism, the timeline of methylation in 
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the embryo and the presence of specific methylation differences between 
maternally and paternally inherited genes will be examined. 

B. DNA Methylation Activity Is Regulated during Development 

It has generally been assumed that differential marking of maternal and 
paternal alleles must occur when the two alleles are physically separate; 
accordingly, modification is usually postulated to occur during postmeiotic 
germ cell development. However, it has been pointed out that the process 
could occur after fertilization, prior to  pronuclear fusion, when the sperm 
and egg genomes are still separate (McGowan et al., 1990). A comparison 
of the extent of methylation of gene families (Howlett and Reik, 1991) 
and individual genes (Shemer et al., 1991; Kafri et al., 1992) in both 
gametes and early embryos showed that dynamic changes in methylation 
occur during germ cell development and embryogenesis, with important 
implications for the possible role of methylation in imprinting. 

The methylation status of individual CpG dinucleotides is commonly 
assayed by ( 1 )  Southern analysis of genomic DNAs which have been 
digested with isoschizomers of restriction enzymes which are either sensi- 
tive or insensitive to the presence of 5-mC in their recognition sites; and 
(2) similar digestions of genomic DNA followed by PCR with gene-specific 
primers flanking the restriction sites. Less commonly, genomic foot- 
printing is used, in which normal or modified Maxam-Gilbert sequencing 
reactions are performed which show the presence or absence of 5-mC. 
The first two methods only detect 5-mC when it is present in known 
restriction sites; the third allows the evaluation of all potential sites of 
5-mC. 

Studies of specific genes have revealed important differences between 
the methylation patterns of CpG island sequences and non-island CpG 
doublets. In general, while non-island sequences show variable patterns 
of methylation in different tissues at different times, CpG islands remain 
unmethylated (Bird et al., 1985; Bird, 1986; Gardiner-Garden and From- 
mer, 1987). An important exception to  this rule in the mouse is found in 
the inactive X chromosome of both embryonic and adult tissues, where 
the CpG islands of repressed genes are heavily methylated (reviewed in 
Grant and Chapman, 1988; Singer-Sam et al., 1990). 

While not all methylated sites in all genes behave identically, genes in 
sperm show more methylation than in eggs (Howlett and Reik, 1991 ; Kafri 
et al., 1992); both types of gametes show lower levels of methylation than 
do somatic tissues (Gama-Sosa et al., 1983). The early embryo shows 
lower levels of methylation than do either mature sperm or eggs, with 
indications of active demethylation during the first several cell divisions. 
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A new wave of methylation occurs at about the time of implantation and 
increases at the time of gastrulation in embryonic lineages such that the 
patterns of methylation found in adult somatic tissues are established 
at about 6.5 days of gestation (Monk et al., 1987; Monk, 1988). The 
extraembryonic lineages do not appear to undergo this wave of methyla- 
tion (Sanford et al., 1985; Monk et af . ,  1987). 

The establishment of the methylation patterns of mature gametes is a 
gradual process. Both male and female fetal germ cells are unmethylated 
at embryonic day 12.5-13.5 and new methylation is not detected until day 
15.5 (Howlett and Reik, 1991; Kafri et a f . ,  1992). It has been suggested 
that the ability of the fetal germ cells to avoid the wave of methylation 
which occurs at the late blastula/early gastrula stage is related to the 
migration of the fetal germ cell precursors from the epiblast into the yolk 
sac, where they remain before entering the fetal gonad at day 11-12 (Kafri 
et al., 1992). A combination of further methylations and new demethyl- 
ations at specific sites occurs in both the male and female germ line, until 
the final gametic patterns are achieved postmeiotically during sperm and 
oocyte maturation. It should be noted that different sites within the same 
gene can be methylated in sperm alone or in both sperm and oocytes; 
i.e., differential parental methylation appears to occur at the level of 
individual sites and not necessarily entire genes (Kafri et al., 1992). 

One way in which the overall methylation of the early embryo might 
decrease is through a passive process. In this case, the hemimethylated 
sites arising from DNA replication might not become fully methylated, 
leading to a gradual loss of 5-mC. At least for the LI repeat family, DNA 
replication appears to be required for demethylation to proceed between 
the 8 and 16 cell stages (Howlett and Reik, 1991). This decrease in methyla- 
tion does not appear to be due to low levels of DNA methyltransferase, 
as oocytes and preimplantation embryos contain very high levels of the 
enzyme (Carlson et al., 1992). 

On the other hand, there is evidence for an active mechanism of demeth- 
ylation in the early embryo. When copies of the hamster APRT gene were 
methylated in uitro and injected into fertilized mouse oocytes, analysis 
of the transgenic mice showed that the CpG island sequences in all cases 
were specifically demethylated while other non-island CpG dinucleotides 
remained methylated. New methylation also occurred at sites which had 
not been methylated in vitro. Similar results were obtained when the 
methylated construct was transfected into three different EC cell lines for 
48 hr, but demethylation was not observed when mouse L cells were 
used. Fusion between L cells carrying a methylated APRT gene and EC 
cells led to demethylation of the APRT gene’s CpG island, implying that 
demethylation is dominant in these hybrids. N o  such effect was seen when 
fibroblast cells were substituted for the EC cells (Frank et a f . ,  1991). 
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Similar demethylation was seen when the CpG island was unlinked from 
the rest of the promoter, implying that transcription is not a prerequisite for 
the demethylation (Razin et al., 1990). Furthermore, in uitro-methylated 
bacterial sequences were also demethylated in EC cells but not in L cells, 
indicating that the mechanism responsible for recognizing and demethylat- 
ing CpG islands may be activated by high CpG densities alone, distinct 
from the recognition requirements of the methyltransferase (Razin et al., 
1990) (see section IV,A,2). 

Examination of the degree of methylation found in gametes indicates 
that the maternal and paternal chromosomes show potentially important 
differences in methylation prior to fertilization. Although demethylation 
occurs in the early embryo such that the majority (perhaps all) of the 
parental methylation differences are lost by the blastocyst stage, there is 
some evidence that even after pronuclear fusion, the maternal and paternal 
chromosomes are treated differently by the embryo. While sites in specific 
genes that are found to be methylated in both the oocyte and sperm are 
demethylated by the 16 cell stage, sites which are methylated in sperm 
but not oocytes are demethylated more rapidly, by the 8 cell stage (Kafri 
et al., 1992). As detailed in the APRT gene studies, the early embryo also 
shows the ability to distinguish between different types of CpG dinucleo- 
tides in applying or removing methyl groups. Furthermore, as shown by 
the studies of methylation in fetal germ cells, the methylation pattern is 
erased and then restored during gametogenesis, a time when the imprinting 
of endogenous genes is thought to be erased and then reset (Howlett and 
Reik, 1991; Kafri et al., 1992). Methylation therefore has the potential to 
function as a signal of great significance in genomic imprinting. 

C. Methylation Status of Imprinted Genes 

1. Methylation of Transgenes 

In order to consider methylation as a possible mechanism responsible for 
establishing or maintaining the imprint, it may be useful to distinguish 
between endogenous genes and transgenes. Although much work has been 
done on the latter topic, it is by no means certain that the mechanisms 
involved in producing gamete of origin effects on artificial DNA constructs 
are also responsible for the imprinted status of endogenous genes. The 
observation that 10-20% of transgenes may show imprinting effects con- 
trasted with the low number of known imprinted endogenous genes may 
indicate that fundamentally different processes are at  work. Moreover, 
there is a vast preponderance of maternally affected transgenes whereas 
there are approximately equal numbers of maternally and paternally tran- 
scribed, imprinted endogenous genes. 



252 Joseph D. Gold and Roger A. Pedersen 

In principle, transgenes may be subject to imprinting as a result of 
several different factors: 

Transgenes may contain portions of endogenous genes that are im- 
printed and demonstrate the same imprinted pattern as the endogenous 
gene. Bartolomei et al. (1993) constructed a transgene derived from the 
H19 gene containing 4 kb of 5' flanking DNA, a truncated coding region 
(to avoid the lethality associated with HI9 overexpression), and 8 kb of 
3' flanking sequences. Maternal-specific expression was observed for at 
least two out of six lines carrying the transgene (Bartolomei et al., 1993). 
Similarly, a transgene containing the I g f l r  promoter and 3' flanking se- 
quences showed paternal-specific expression in one out of six lines of 
transgenic mice (Lee et al., 1993)(but see Section IV,C,2). 

Transgenes may integrate into genes or chromosomal domains that are 
normally imprinted. The clearest example of transgene imprinting due to 
insertion sites is the work of DeLoia and Solter (1990), who identified the 
mutation Acrodysplasia (ADP) in a line of mice containing the integrated 
transgene pdBPV-MMTneo; other mice containing the same actively ex- 
pressed transgene in distinct insertion sites did not display this phenotype. 
The ADP line is characterized by deformity of the paws, affecting the small 
bones. Offspring inheriting the transgene maternally were phenotypically 
normal; those inheriting the transgene paternally expressed variable de- 
grees of the deformity. No expression of the transgene was detected in 
limb tissues at the stage of development in which small bone formation 
first manifested abnormalities, suggesting that ADP is due to the insertional 
inactivation of an imprinted gene rather than a stage-specific effect of 
transgene expression. (It should be noted that penetrance of the mutation 
was less than 100% in the latter class of mice, suggesting that the maternal 
allele of the ADP locus might not be completely inactive.) Expression of 
the transgene in the adult was restricted to those mice displaying the ADP 
mutation, implying that the transgene was also subject to imprinting due 
to the site of integration. 

Only one example has been reported of a transgene that demonstrates 
imprinting effects regardless of the site of integration (Chaillet et al., 1991). 
This could be taken as evidence that most imprinted transgenes have 
integrated into imprinted chromosomal regions. Indeed, the transgene 
MPA434, which shows parent-of-origin differences in methylation (Sasaki 
et al., 1989), has been mapped to a known imprinted region of chromosome 
1 1 ;  surprisingly, the intact transgene integration site in this case does not 
itself demonstrate similar differences in methylation (Sasaki et al., 1991). 
However, the insertion sites of other imprinted transgenes are in regions 
of chromosomes which do not seem to be imprinted (Hadchouel et al., 
1987; Reik et al., 1990), although it is possible that subtle imprinted effects 
were not detected in these experiments. 
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Finally, transgenes may contain sequences which are fortuitously recog- 
nized as imprinting signals by the cellular machinery. It has been noted 
(Sasaki et al., 1991) that all transgenes which demonstrate imprinted char- 
acteristics contain prokaryotic sequences, either in the gene itself (e.g., 
lacZ, CAT) or  in noncoding portions of the vector (e.g., pBR322) which 
integrate along with the transgene. Because prokaryotic sequences have 
not been subjected to the same selection pressures as  eukaryotic genes, 
bacterial DNA differs in both epigenetic modifications and base composi- 
tion. For example, many bacteria contain restriction modification systems 
which are designed to degrade foreign but not host cell DNA. Protection 
of the host is accomplished by the presence of 5-mC in specific sequence 
combinations; another modified base, N6-methyldeoxyadenosine, is also 
used to distinguish between host and foreign DNA. Furthermore, the 
frequency of the dinucleotide CpG is distinct between prokaryotes and 
most eukaryotes (Section IV,A, 1 ) .  The juxtaposition of DNA having either 
atypical methylation patterns or  unusual base composition with a eukaryo- 
tic promoter may mark the transgene for unusual regulation or modification 
that might approximate the behavior of endogenous imprinted genes. 

The complexities of transgene methylation are illustrated by the obser- 
vations that several different transgenes only show imprinting effects on 
hybrid backgrounds (Sapienza et al., 1987, 1989; McGowan et  al., 1989; 
Reik et al., 1990; Allen et al., 1990). When crossed into inbred strains, 
these transgenes lose the parent-of-origin methylation effects and become 
either hyper- or hypomethylated, depending on the strain of mouse used. 
These transgenes show increased levels of methylation when crossed into 
BALB/c backgrounds and decreased levels when crossed into DBA or 
C57BL/6 backgrounds (McGowan et al., 1989; Allen et al., 1990; Reik et 
al., 1990); a strain-specific modifier (Ssm-I)  of transgene methylation has 
been mapped to chromosome 4 (Engler et al., 1991). In at least one case, 
the ability of the BALB/c background to increase the methylation of a 
hypomethylated transgene appeared dependent on the sex of the non- 
transgenic BALB/c parent (Allen et al., 1990). However, further investiga- 
tion suggested a complex interaction between the strain derivation of the 
oocyte cytoplasm and the BALB/c genome, which could be derived from 
either parent (Surani et al., 1990), reminiscent of the interactions of DDK 
oocytes with foreign sperm (see Section III,B,7). 

A possible example of strain-specific imprinting of an endogenous se- 
quence (the maternal-effect lethal Tme locus) was detailed by Forejt and 
Gregorova (1992), who were able to obtain viable offspring of ThP mothers 
by mating the ThP females with males of three different inbred Mus m.  
musculus strains. The authors postulated the existence of an imprintor 
gene (Zmp-I) responsible for the inactivation of the paternal ThP allele, 
which was inactive when derived from M. rn. musculus. Interestingly, 
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Zgf7lr was still imprinted in these offspring, which led to the suggestion 
that although Zgf7lr is imprinted similarly to Tme and maps to the same 
region of chromosome 17, Zgflrr and 7'"' are not identical (Forejt and 
Gregorova et al., 1992). However, other workers have demonstrated that 
viable offspring of ThPmothers can also be obtained by crossing the females 
with males homozygous for a disrupted Zgf71 gene (Filson et al., 1993). 
This result, coupled with the lack of success in obtaining transgenic mice 
which overexpress Z g f l l  (Allen and Reik, 1992), suggests another possibil- 
ity-namely, that ZgfTlr is equivalent to T"' and that the maternal lethality 
of T"' is due to toxicity of excess Zgflr  since ZgfrIr is thought to be 
involved in the degradation of ZgjZZ (Oka et al., 1985; Haig and Graham, 
1991). The ability of the M. m. musculus males to rescue the offspring of 
ThP mothers might be due to either lower levels of expression of the M. 
m. musculus Z g f l r  gene or lower activity of the M. m. musculus IGFII 
protein with the maternal signaling receptor (Allen and Reik, 1992). Zmp- 
I then would equivalent to the M. m. musculus Zgflr gene. 

Since the behavior of many imprinted transgenes differs from that of 
most endogenous imprinted genes, the most illuminating examples may 
be those which behave most like the known genes. 

As mentioned previously, the transgene TG.A is only expressed in the 
myocardium of the offspring of transgenic fathers; imprinting is seen on 
an inbred background (FVB/N) and the imprinted expression is indepen- 
dent of the insertion site (Swain et al., 1987; Chaillet et al., 1991). TG.A 
contains the Rous sarcoma virus long terminal repeat and a fusion between 
the murine Iga heavy chain and c-myc genes, as well as pBR322 sequences. 
The maternally inherited transgene is fully methylated in all adult somatic 
tissues, while the paternally inherited transgene is only partially meth- 
ylated. 

Analysis of the transgene methylation in day 13.5 fetal germ cells of 
both sexes showed that the transgene became completely unmethylated. 
The establishment of adult methylation patterns differed between male 
and female gametes. By embryonic day 17.5, prior to meiosis, new methyl- 
ation was detected in male germ cells, although the pattern was distinct 
from that seen in adult somatic tissues. Further methylation was found 
in mature sperm; again, this pattern was distinct from the adult pattern. 
After fertilization, the pattern in mature sperm was lost, as the transgene 
became fully unmethylated in both the ICM and trophoblast of the day 
3.5 blastocyst. The adult pattern was established by day 6.5 in both embry- 
onic and extraembryonic tissues. Thus, for the paternally transmitted 
gene, changes in methylation mirrored those seen for endogenous, nonim- 
printed genes, with erasure of methylation in early fetal germ cells, gradual 
changes in methylation during spermatogenesis, and demethylation in the 
early embryo followed by reestablishment of adult patterns at the time of 
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gastrulation. In female germ cells the transgene remained unmethylated 
until maturation, at which point the transgene assumed its adult pattern. 
Unexpectedly, the maternally inherited transgene did not undergo demeth- 
ylation in the early embryo; the adult pattern was present from the earliest 
stage (Chaillet ef al., 1991). 

The methylation of a transgene containing the mouse metallothionein-I 
(Mt - I )  promoter driving the human transthyretin (TTR) gene, with flanking 
pUC 18 sequences, was also examined during gametogenesis (Sasaki et 
al., 1991; Ueda et af., 1992). Because expression of the transgene occurred 
at  very low levels it was not possible to detect parent-of-origin differences 
in expression. As in the case of TG.A, the maternally inherited gene is 
highly methylated in both the promoter and body of the transgene in all 
adult somatic tissues; unlike TG.A, the promoter of the paternally inher- 
ited transgene is completely unmethylated in the adult. Notably, the mater- 
nally inherited Mt-ZITTR is also methylated on the CpG island in the 
transgenic metallothionein-I promoter; the same CpG island in the endoge- 
nous metallothionein-I promoter remains unmethylated at all times (Ueda 
ef al., 1992). 

The Mt-ZITTR transgene promoter was unmethylated in day 14.5 germ 
cells of both sexes. Methylation of the transgene promoter in female germ 
cells was only detected in the mature egg, and this pattern corresponded 
to the adult pattern, in accordance with the findings for TG.A. In male 
germ cells no methylation of the Mt-ZITTR transgene promoter was de- 
tected, and this lack of methylation persisted at least up to the blastocyst 
stage. The methylation state of the maternally inherited transgene in the 
early embryo was not reported (Ueda er al., 1992). 

The major difference between methylation profiles of the two transgenes 
is the degree of methylation detected in sperm, although this may be 
related to the fact that adult methylation patterns of the two transgenes 
are different. Because no specific analysis of CpG islands in the TG.A 
transgene was performed, it is not known if the maternally inherited allele 
also showed unusual methylation. It would also be of great interest to 
determine whether the maternally inherited Mt-ZITTR transgene escapes 
the global demethylation seen in the early embryo. The observations of 
unusual CpG island methylation and escape from demethylation of the 
maternally inherited transgenes may be circumstantial evidence that the 
imprinted patterns detected are a result of silencing the maternal alleles 
rather than specific activation of the paternal alleles. 

2. Methylation Status of Endogenous Imprinted Genes 

The methylation patterns of three endogenous imprinted genes have been 
examined at length: Zgflr (Sasaki et af., 1992; Brandeis et al., 19931, ZflZr 



256 Joseph D. Gold and Roger A. Pedersen 

(Stoger et al., 1993; Brandeis et af., 1993), and H19 (Ferguson-Smith et 
al., 1993; Zhang et af., 1993; Bartlomei et al., 1993; Brandeis et af., 1993). 
In each case, there are parent-specific methylation differences, but the 
nature of those differences varies considerably. 

The methylation of IgfrI  was compared in normal embryos and in 
MatDi7 embryos, which have a paternal deficiency and a maternal duplica- 
tion for the distal portion of chromosome 7, including the I s f l l  gene. 
Both the paternally inherited, active allele and the maternally inherited, 
repressed allele were unmethylated in both the promoter and coding region 
of the gene. DNase I hypersensitivity studies demonstrated that both 
alleles were in an indistinguishable open chromatin configuration, and, 
consistent with this finding, closer examination of the MatDi7 embryos 
revealed that the two maternal alleles were transcribed at low levels (3-7% 
of controls). Similar results were obtained with parthenogenetic embryos, 
which contain only maternally derived DNA (Sasaki et af., 1992). Further 
investigation showed that a region 3-4 kb upstream of the Igj71 promoter 
was found to be more methylated on the paternal chromosome (Sasaki et 
al., 1992; Brandeis et al., 1993) (Fig. 4).Contrary to expectations, this 
upstream methylation was detected in both sperm and mature oocytes, 
thus placing in doubt the role of this region in establishing the imprint. 
However, while methylation of most of the HpaII sites in this region was 
lost by the 16-32 cell morula stage, one site remained fully methylated 
at this stage and during subsequent development (Brandeis et al., 1993). 
This observation implies either de nouo methylation of this site on the 
paternal allele after genome-wide demethylation or paternal allele-specific 
protection of this HpaII site from the normal wave of demethylation during 
early embryonic development. Examination of the status of this site at 
earlier embryonic stages will be required to resolve this question. In 
this case, the only parent-specific methylation correlates with expression 
rather than repression of the imprinted gene, but there is no evidence 
yet that alteration of the methylation status of this region affects I g f l I  
expression. 

In both mice and humans, the promoter of the paternal, unexpressed 
HI9  allele is methylated while the promoter of the maternal, expressed 
allele is undermethylated in adult and mid- to late gestation embryonic 
tissues (Ferguson-Smith et af., 1993; Zhang et af., 1993; Bartlomei et al., 
1993; Brandeis et af., 1993) (Fig. 5). Significantly, a CpG island in the 
HI9  promoter is methylated on the paternal allele. While some paternal- 
specific methylated sites are also detected in mature sperm, the CpG 
island methylation is not, indicating that it is established after fertilization 
(Ferguson-Smith et af., 1993; Bartlomei et af., 1993; Brandeis et al., 1993). 
Furthermore, all paternal-specific methylation detected in sperm is erased 
by the morula stage (Brandeis et al., 1993) and must thus be reestablished 
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a I G F l l  

I G F l l  I 

I G F l l  

I G F l l  

Fig. 4 Changes in methylation of the region 3-4 kb upstream from the l g f l l  promoter in 
13.5-day p.c. primordial germ cells (a), 21.5-day p.c. oogonia and sperm (b), mature sperm 
and oocytes (c). morulae (d), blastulae (e), and the adult (f). Open boxes. unmethylated 
sites; stippled box, methylated site, parent-of-origin unknown; solid boxes, methylated sites 
derived from the paternal allele; hatched box, methylated site derived from the maternal 
allele. (Adapted from Brandeis ef a / . ,  1993.) 

prior to day 9 ofgestation (Ferguson-Smith et al., 1993). In later embryonic 
and adult tissues the promoter of the paternal allele is maintained in 
a closed configuration, while the maternal promoter displays an open 
chromatin configuration in both expressing and nonexpressing tissues 
(Ferguson-Smith ef al., 1993; Bartlomei et al., 1993). The correlation 
between imprinted expression and maternal-specific hypomethylation is 
consistent: a study of the human H19 gene showed that in every case, 
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Fig. 5 Changes in methylation of selected sites within the H19 gene in 13.5-day p.c. 
primordial germ cells (a), 21.5-day p.c. oogonia and sperm (b), mature sperm (the methylation 
pattern in mature oocytes has not been reported) (c), morulae (d), blastulae (e), and the 
adult (f). Open boxes, unmethylated sites; stippled boxes, methylated site, parent-of-origin 
unknown; hatched boxes, methylated sites derived from the maternal allele; solid boxes, 
methylated sites derived from the paternal allele. (Adapted from Brandeis et al., 1993.) 

the active maternal allele was undermethylated while the inactive paternal 
allele was methylated. In one individual, the paternal allele was methylated 
and inactive in all tissues except for the lung, where both alleles were 
unmethylated and expressed, and in the cerebellum, where the maternal 
allele was silent and the paternal allele was expressed. In the cerebellum, 
the paternal allele became unmethylated while the maternal allele was 
methylated (Zhang et al., 1993). 

Because the HI9 gene is both physically linked to Zgf I I  and imprinted 
in the opposite manner, it has been suggested that there is a common 
regulatory mechanism for the two genes, perhaps involving competition 
for limiting transcription factors (Bartolomei and Tilghman, 1992; Zemel 
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et al., 1992; Bartolomei et al., 1993). Two enhancer elements located 
approximately 5 kb downstream of the H19 polyadenylation site are re- 
quired for high level tissue-specific expression of H19 (Yoo-Warren et 
al., 1988). While there is no direct evidence that these enhancers also 
regulate Z g f l r  transcription, the two genes show very similar patterns of 
expression in both the embryo and neonate (Lee ef al., 1990; Poirer et 
al., 1991). No methylation differences between the maternal and paternal 
enhancers were detected, although the enhancers displayed hypersensitiv- 
ity to cleavage by EcoRI only in Hf9-expressing tissues (Bartolomei et 
al., 1993). 

The enhancer competition model (Bartolomei et al., 1993) (Fig. 6) sug- 
gests that on the paternal chromosome the methylated H19 gene promoter 
is unable to interact with the 3' enhancer element and so remains silent; 
by default, the Zgf7Z promoter is then stimulated by the enhancer. On the 
maternal chromosome, the unmethylated H19 promoter is proposed to 
have a higher affinity for the enhancer-binding factors than does the ZflZ 
promoter, resulting in expression of H19 and repression of Zgf71. The 
same authors note that in the choroid plexus and leptomeninges, H19 is 
expressed at lower levels than ZgjZZ, and suggest that the loss of Zgf71 
imprinting seen in these tissues is due to diminished competition of the 
H19 promoter for limiting enhancer-binding factors, perhaps due to higher 
levels of the limited factor in these tissues. This model proposes arelatively 
passive model for Z g f l r  imprinting, and would suggest that while an H19 
transgene containing the H19 promoter and 3' enhancer would still demon- 
strate maternal-specific expression, an rfgZZ transgene which included 

IGFll 1 Maternal chromosome 

Paternal chromosome 

~~ 

Fig. 6 The enhancer competition model (Bartolomei and Tilghman, 1992). The maternally 
inherited copies of the linked l g f l l  and HI9  genes are unmethylated, and the two enhancers 
(solid circles) downstream from the HI9  gene stimulate transcription from the H19 gene 
promoter. On the paternally inherited chromosome, methylation of the H19 gene makes the 
HI9  promoter unresponsive to the effects of the enhancers, while specific methylation 
upstream from the paternally inherited l g f l l  gene results in the I g f l l  promoter becoming 
responsive to the enhancers. (Adapted from Bartolomei et a/ . .  1993.) 
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the H19 enhancer but lacked the HZ9 promoter would not demonstrate 
imprinting effects. Transgenes containing the H19 promoter and enhancers 
can in fact demonstrate maternal-specific expression (Bartolomei et al., 
1993). On the other hand, one of six transgenic mouse lines containing a 
lacZ gene driven by the Zgf l r  promoter and 3' region (not including the 
H19 promoter or enhancers) showed paternal-specific expression (Lee et 
al., 1993). However, the high background of other transgenes showing a 
similar pattern of paternal-specific expression makes it difficult to ascribe 
the imprinted expression of this transgene to regulatory sequences within 
the normal IgfII gene. Additionally, Mutter et al. (1993) detected transcrip- 
tion of both H19 and IGFII in the same cells in tissue derived from a 
hydatidiform mole, suggesting that the regulation of the two genes may 
be more complex than the simplest version of the enhancer competition 
model would allow. 

Two regions of differential methylation were seen in the ZdZr gene, 
both corresponding to distinct CpG islands (Fig. 7). One island (region 1)  
near the start site of transcription was found to be methylated on the 
repressed paternal allele. This methylation was undetectable in sperm and 
was incomplete at midgestation, only acquiring the final adult pattern 
at early postnatal stages. The authors propose that the paternal-specific 
methylation of region 1 is the consequence rather than the cause of repres- 
sion since the paternal allele is known to be silent by embryonic day 15, 
before the establishment of this paternal-specific methylation (Stoger et 
al., 1993). The other CpG island (region 2) is in an unusual location, in 
an intron 27 kb downstream from the start site. Region 2 is methylated 
on the expressed maternal allele. A subset of region 2 sites was methylated 
in oocytes and at all embryonic stages, including the morula and blasto- 
cyst, and thus could serve as the imprinting signal (Stoger et al., 1993; 
Brandeis et al., 1993). At least two region 2 sites are not methylated in 
oocytes but become methylated prior to the morula stage (Brandeis et 
al.,  1993). Thus, establishment of the normal somatic pattern of region 2 
methylation involves both the protection from demethylation of certain 
sites and the early, specific de nouo methylation of others. 

D. Evidence for the Involvement of Methylation in Imprinting 

The best evidence for the role of DNA methylation in some facet of 
genomic imprinting is that the normal patterns of expression of Zgfll, 
HZ9, and ZsflIr are altered in mice homozygous for mutation in DNA 
methyltransferase (Li et al., 1993). Mice homozygous for the disrupted 
methyltransferase allele MTase" contain approximately 30% of the normal 
levels of 5-mC. (The remaining amount of 5-mC may result either from 
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Fig. 7 Changes in methylation of selected sites within regions 1 and 2 of the IgfIZr gene in 
13.5-day p.c. primordial germ cells (a), 21.5-day p.c. oogonia and sperm (b), mature sperm 
and oocytes (c), morulae (d), blastulae (e), and the adult (f). The box in region I represents 
multiple sites. Open boxes, unmethylated sites; stippled boxes, methylated sites, parent- 
of-origin unknown; solid box, methylated site derived from the paternal allele; hatched 
boxes, methylated sites derived from the maternal allele. (Adapted from Brandeis et a/ . ,  
1993.) 



262 Joseph D. Gold and Roger A. Pedersen 

the activity of an uncharacterized second methylase or the retention of 
low levels of activity of the mutated allele.) These mutant mice exhibit 
decreased methylation of the HI9 gene. While normal mice express only 
the maternal copy of HI9 and the paternal copy of fgf71, MTase"/MTase" 
mice express both the maternal and paternal copies of HI9 at embryonic 
day 10.5 while l f l l  expression is almost undetectable. This result is 
consistent with the enhancer competition model (Bartolomei et al., 1993) 
since a demethylated HI9 promoter is predicted to outcompete the Igf7Z 
promoter for limited transcription factors. 

In contrast, expression of the IRfrtr gene was unaffected in MTase"/ 
MTase" mice. Interestingly, the decrease in methylation of region 2 in the 
lgflrr gene in the mutant mice was less pronounced than the decrease 
seen in the HI9 gene. The authors, speculating that the lKfIrr imprint was 
quantitatively more resistant to diminished DNA methylation than the 
HI9 and l g f l l  imprints, examined Igf7lr imprinting in mice with a more 
extensive loss of DNA methylation. Homozygotes for the disrupted meth- 
yltransferase allele MTaseS suffer more severe effects upon development 
than do homozygotes for MTase", suggesting that MTaseS may be a com- 
plete loss of function mutation. In both MTase"/MTase' compound hetero- 
zygotes and MTases/MTases homozygotes, the IgfZlr gene was repressed, 
and in MTasen/MTases compound heterozygotes, region 2 methylation 
was more significantly decreased than in MTase"/MTase" mice. This result 
is consistent with the proposal of Stoger et al. (1993) that the maternal- 
specific methylation of region 2 in normal mice prevents the binding of a 
transcriptional repressor. 

Less direct evidence for the involvement of methylation in imprinting 
results from the effects of treating cell lines with agents affecting methyla- 
tion or chromatin structure. As mentioned previously, MatDi7 embryos 
contain two copies of the maternally derived lgf7t gene; both copies are 
largely unmethylated and transcribed at low levels (Sasaki et al., 1992). 
Nonetheless, treatment of cell lines derived from MatDi7 embryos with 
agents that perturb methylation (5-aza-2'-deoxycytidine) or chromatin 
configuration (5-bromo-2'-deoxyuridine) led to an increase in the expres- 
sion of lgf31, although overall levels of lgf71 expression were still much 
lower than in cell lines derived from normal embryos. No increased expres- 
sion of lgf7l was seen in normal embryonic cell lines treated with the 
same agents (Eversole-Cire et al., 1993). The results in MatDi7 cell lines 
conflict with those obtained from MTase" homozygotes, where diminished 
methylation silenced the l f l l  gene. It is known that cell lines undergo 
methylation events which are not seen in normal tissues (Antequara er 
al . ,  1990), and 5-aza-2'-deoxycytidine appears to have effects upon cells 
which are unrelated to its effects upon methylation (Jones, 1985; Li er 
al., 1992); either of these factors may explain the discrepancy. 
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A comparison of some features of the best-characterized imprinted 
transgenes and endogenous genes is shown in Table 1 .  

Although complete information is not available for every gene, the 
majority of the imprinted genes (with the exception of IgJZI) are character- 
ized by parent-specific methylation of CpG islands. (1gJZI may not conform 
to this pattern because its imprinting may be “passive,” due to its proxim- 
ity to H I 9  and its enhancers.) Most of these genes also maintain their 
methylation patterns during early embryogenesis, at a time when the 
methylation of other genes is erased. How might these characteristics be 
relevant to imprinting? 

Repression of the inactive allele through promoter CpG island methyla- 
tion is consistent with the effect of in uitro methylation on transfected 
gene expression. Inhibition of gene expression is thought to result from 
the inability of transcription factors to bind to methylated recognition 
sequences. In contrast, the maternal-specific methylation of the I g j l l r  
gene, which correlates with transcriptional activity, might be due to the 
inability of a repressor to bind to this methylated sequence; the placement 
of this CpG island might indicate a role in regulation of transcription 
distinct from those CpG islands typically found near the mRNA start 
site. As described earlier (Section IV,A, I ) ,  the protein MeCP-I binds 
specifically to regions of DNA which contain at least 12 fully methylated 
CpG dinucleotides and is able to repress transcription of constructs con- 
taining such regions (Boyes and Bird, 1991). MeCP-I is a good candidate 
for a protein involved in the repression of genes imprinted by methylation 
of CpG islands located near promoters. Alternatively, MeCP-I could block 
the binding of a repressor to the downstream CpG island in the Igji’lr 
gene, thus sustaining transcription. 

In somatic tissues of postgastrulation embryos, neonates, and adults, 
the methylation imprint should be stable by virtue of the properties of 

Table I Distribution of Methylation in Imprinted Transgenes and Endogenous Genes 

Parent-specific Parent-specific CpG island Methylation in 
Gene methylation expression methylation early embryo 

TG.A M P ) Yes 
MT-IITTR M 7 Yes ? 
kfll P P No Yes 
H I 9  P M Yes N o  
Igf l l r  M,P“ M Yes Yes 

‘The paternal-specific methylation of the fg.fllr gene is established late in 
development. 
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DNA methylase (see Section IV,A,l). In order to reach these stages, 
the parent-specific methylation must evade not only the global loss of 
methylation in early embryogenesis, but also the demonstrated ability of 
the early embryo to demethylate CpG islands specifically. The way in 
which the imprinted genes escape these processes is not known. Access 
of the proposed demethylating enzymes to the imprinted genes might be 
blocked by factors bound to the CpG islands of imprinted genes; alterna- 
tively, the imprinted chromosomal regions might be physically compart- 
mentalized in such a way as to prevent access. The intriguing observation 
has been made that the regions of the paternal chromosomes containing 
Z g f l l ,  HZ9, Zgfllr, and Snrpn all replicate earlier in the cell cycle than do 
the same regions on the maternal chromosomes in both mice and humans, 
in contrast to the near synchronous replication of both alleles of most 
nonimprinted genes (Kitsberg et al., 1993). The imprinted genes appear 
to be embedded within discrete chromosomal regions which replicate at 
early times; these regions also include some closely mapping nonimprinted 
genes (Barlow et al., 1991; Villar and Pedersen, 1994; Rinchik et al., 1993; 
Nicholls et al., 1993). The significance of this observation is unclear, but 
it implies that imprinting may involve large-scale alterations in chromo- 
somes. 

Are these unique methylation patterns the primary imprint or a conse- 
quence of imprinting? While the correlation between methylation and 
imprinting is impressive, and inactivation of DNA methyltransferase has 
profound effects upon the expression of Zgf71, HZ9, and IgfIlr (Li et al., 
1993), it should be noted that (1) the maternal allele-specific methylation 
of the HZ9 gene is lost during early embryogenesis and reestablished later, 
implying that the maternal allele is marked at least transiently by some 
mechanism other than methylation; and (2) early fetal germ cells appear 
to be completely unmethylated and therefore lack the parent-specific meth- 
ylation seen at later stages, implying that something other than pre-existing 
methylation patterns is recognized by the DNA methylase. It has been 
demonstrated that the testis contains a DNA methylase mRNA of variant 
size (Trader et al., 1992); perhaps there is a testis-specific form of the 
enzyme with different sequence recognition properties. 

The establishment of the specific methylation and the imprint itself 
should ultimately be dictated by the primary sequence of the DNA, which 
might contain regions that are inherently more subject to methylation 
than other regions with similar CpG contents (see Section IV,A,l). The 
retention of appreciable levels of methylation in region 2 of Z&Zr in 
MTase"/MTase" homozygote mice (Li et at., 1993) may indicate that this 
region has either an especially high affinity for DNA methyltransferase 
or an intrinsic resistance to demethylation; further examination of this 
sequence is clearly warranted. 
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While it remains possible that subtle methylation differences remain in 
fetal germ cells, undetectable by methods which only detect changes that 
occur at restriction enzyme recognition sites, another interpretation is that 
methylation is a critical, early event in the establishment of the imprint, but 
that the alleles are marked in a more fundamental way. This mark could 
correspond to  a sequence which binds one or  more ovary- or testis-specific 
factors and dictates the establishment of an imprint; later, DNA methylase 
may recognize this pattern and “lock in” the open or closed chromatin 
configuration of the imprinted gene’s promoter. 

In summary, DNA methylation and genornic imprinting are intimately 
associated, although evidence that methylation is the primary imprinting 
signal remains elusive. More examples of endogenous imprinted genes 
are clearly desirable. Further examination of the status of imprinted genes 
in mice homozygous for the DNA methyltransferase gene disruption (Li 
er a[., 1992, 1993) will provide useful information to resolve this problem. 
Targeted disruption of the MeCP genes may also help elucidate the role 
of methylation in the regulation of imprinted genes. Other strategies to- 
ward this goal are described in the next section. 

IV. Experimental Approaches to Identifying 
Imprinted Genes 

Two approaches to identifying new imprinted genes are being pursued. 
The first approach evaluates genes which map near previously identified 
imprinted genes or chromosomal regions for parent-specific differences 
in expression. In this method, the maternal and paternal alleles of candi- 
date genes must be clearly distinguishable. For this reason, interspecific 
hybrids are often used. In the second, differential screening of cDNA 
libraries with probes derived from normal and various abnormal embryos 
is performed. 

A. Using lnterspecific Hybrids to Identify Imprinted Genes 

The ability to distinguish between maternal and paternal alleles is essential 
for evaluating the status of potentially imprinted genes. Matings between 
different mouse species are useful since the parental alleles can be distin- 
guished by the presence or absence of DNA sequence polymorphisms in 
the genes of interest. When the polymorphism is present within the mRNA, 
the parental source of the transcript can be identified. The 5’ and 3‘ 
nontranslated regions are frequent sites of species-specific differences since 
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higher degrees of divergence may be tolerated in noncoding regions. For 
an abundant transcript, allele-specific expression may be identified by 
RNase protection assays. In the case of a low-abundance mRNA, reverse 
transcription coupled with PCR (RT/PCR) can be used. Allele-specific 
expression may be identified by SSCP mutation detection or by restriction 
enzyme digestion (when the sequence polymorphism results in either the 
loss or gain of an enzyme recognition site). 

Hybrid offspring of M. musculus and M .  spretus have been useful in 
establishing the imprinted status of H19 (Bartolomei ef al., 1991) and 
Snrpn (Leff et al . ,  1992), as well as in demonstrating the limits of the 
affected regions by showing that adjacent genes are not imprinted (Villar 
and Pedersen, 1994; Nicholls et al., 1993). 

The use of interspecific hybrids is a powerful approach for verifying 
the status of known genes, but the usefulness of this strategy is limited by 
the need to first identify candidate genes. Differential screening techniques 
may provide a source of genes for further evaluation. 

B. Differential Screening Techniques 

The ideal differential screen for imprinted genes would involve a compari- 
son of gene expression between identical tissues or animals, varying only 
in the presence and absence of genomic imprinting. Unfortunately, no 
such matched pairs have been identified. An alternate approach is to 
compare gene expression in normal tissues and comparable tissues show- 
ing alterations in imprinting. Parthenogenetic and androgenetic embryos 
may be used as the source of abnormally imprinted tissues. These experi- 
mentally produced embryos contain only maternal or paternal DNA, re- 
spectively (see Introduction). Parthenogenotes should be deficient in the 
expression of imprinted genes expressed only from the paternal alleles; 
conversely, androgenotes lack the expression of genes expressed only 
from the maternal alleles. 

Potential drawbacks to using parthenogenotes or androgenotes are the 
amount of effort required in their production (particularly true of andro- 
genotes) and the limited stage of development reached by these abnormal 
embryos. Although parthenogenotes progress farther than androgenotes, 
their postimplantation development is highly abnormal. Frequently tissues 
are missing or highly disorganized (see Introduction). Thus, direct compar- 
ison between gene expression in parthenogenotes or androgenotes with 
normal embryos is complicated by ( I )  the low amounts of RNA which 
are obtainable through experimental production of parthenogenotes and 
androgenotes and (2) the loss of entire classes of tissue-specific genes in 
the parthenogenotes. 
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Parthenogenetic cells can, however, form well-organized and advanced 
extraembryonic tissues when combined with tetraploid (4N) cells derived 
from normal fertilized embryos (Tarkowski et al., 1977; Nagy et al., 1990). 
Parthenogenones are produced by the in uitro activation of unfertilized 
mouse eggs, followed by cytochalasin D treatment to allow nuclear divi- 
sion in the absence of cell division. After removal of the cytochalasin D, 
the now diploid embryos are cultured and then combined with tetraploid 
embryonic cells to form chimeras which are eventually implanted in foster 
mothers. The resultant chimeras develop well until the 30-35 somite stage, 
at which point the chimeras fail. The resultant embryos are equivalent 
in development to approximately 9.5-day normal embryos. The use of 
parthenogenetic and 4N cells expressing different GPI isoforms has al- 
lowed the demonstration that, in the majority of cases, the embryo proper 
is derived from the parthenogenetic cells while the extraembryonic tissues 
are derived from the 4N cells (A. I. Spindle er al., unpublished observa- 
tions). These advanced, well-organized parthenogenetic embryos can be 
used as  a source of RNA for the production of cDNA. A variation of the 
“lone linker” technique (KO et al., 1990) is currently being used to produce 
large quantities of parthenogenetic embryo cDNA by PCR. This technique 
involves the batch amplification of all transcribed sequences in the embryo 
under conditions which retain the differences in relative abundance seen 
in the starting mRNA population (Brady er al., 1990). These PCR products 
are used as probes in a differential screen of a cDNA library derived 
from normal 9.5-day embryos. Recombinant phage which hybridize to  the 
normal embryonic but not parthenogenetic probe are strong candidates 
for imprinted genes. It is hoped that the identification of more imprinted 
genes will elucidate not only the mechanism of but also the biological and 
evolutionary role of genomic imprinting. 

V. Summary 

This chapter can be summarized by the following main points: 

Genomic imprinting results in the functional nonequivalence of the mater- 
nal and paternal genomes, thereby preventing the development of viable 
parthenogenotes and androgenotes in eutherian mammals. Imprinting 
may have arisen as a result of the specialized evolutionary requirements 
of the parental genomes or may have been an obligatory step in the 
development of placentation. 

A substantial proportion of transgenes and a smaller number of endoge- 
nous genes demonstrate imprinted pattern of expression in mice and 
humans. 
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An analysis of DNA methylation in somatic tissues and germ cells during 
embryonic and postnatal development reveals dynamic changes, partic- 
ularly during gametogenesis and early embryogenesis. The nature and 
timing of these changes suggest that DNA methylation may be involved 
in genomic imprinting. 

Imprinted genes display complex methylation patterns. Many aspects of 
these patterns are consistent with a role for methylation in the imprinted 
phenotype, although it is currently unclear whether methylation func- 
tions in the establishment of imprinting or  plays a secondary role in the 
maintenance of the imprinted pattern of expression. 

Studies underway to identify new imprinted genes may help elucidate 
both the function and mechanism of genomic imprinting. 
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1. Introduction 

Nondisjunction as a disturbance in the segregation of chromosomes was 
first detected and described by Bridges in 1913 in studies of the sex 
chromosomes of Drosophila . According to the “Glossary of Genetics” 
(Rieger ef al., 1991), the term “nondisjunction,” as used today, generally 
refers to the failure of chromatids or homologous chromosomes to disjoin 
at anaphase to the spindle poles. Thus, nondisjunction results in the pro- 
duction of daughter cells that are aneuploid, being either hyperploid, with 
extra chromosomes, or hypoploid, with chromosomes missing. In the 
extreme, if all chromatids or homologs fail to  disjoin, polyploidy results. 
In a broader sense, genetic nondisjunction comprises all types of abnormal 
meiotic behavior that induce aneuploidy. This chapter discusses the mech- 
anisms of nondisjunction with regard to the origin of aneuploidy in mamma- 
lian germ cells at the molecular, cellular, and tissue level. 

The importance of nondisjunction in meiosis versus that in mitosis 
becomes obvious when considering the consequences of both events. A 
monosomic or trisomic cell arising during mitosis in a mammalian tissue, 
particularly if it originates from nondisjunction at a late stage of develop- 
ment preceding terminal differentiation, will usually have limited effects, 
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involving only the cell itself and its derivatives, whose chances of cell 
survival and fitness might become restricted because of the unbalanced 
chromosomal constitution and altered gene expression (Antonarakis et 
al., 1993). In contrast, aneuploidy arising during meiosis will result in a 
chromosomally unbalanced embryo after fertilization [reviewed in Bond 
and Chandley (1983)l. Especially in mammals, a hypoploid or hyperploid 
condition due to the loss or gain of an autosome leads to a severe distur- 
bance in development, affects the physiological and mental condition, and 
reduces the life expectancy of the affected individual (e.g., Epstein, 1986; 
Hook, 1986; Gearhart er al., 1987). Most numerical chromosomal aberra- 
tions, particularly monosomies, appear to be incompatible with normal 
embryonic and fetal development in mammals and will induce abortion 
(Gropp et al., 1975; Hassold and Jacobs, 1984). Accordingly, about 40% of 
all spontaneously aborted human embryos and fetuses have chromosomal 
aberrations, and of these more than 50% carry autosomal trisomies and 
another 19% exhibit sex chromosome aneuploidies (Hsu, 1992). Of those 
autosomal trisomies detected by amniocentesis, 30% (for trisomy 2 1 )  to 
68% (for trisomy 18) cause fetal death within the first and second trimester, 
and data from chorionic villus sampling have linked even considerably 
higher percentages of fetal death to chromosomal aberrations, probably 
because such data include the loss of abnormal embryos at early stages 
of development (Hook et al., 1988; Hsu, 1992). In humans, trisomy 21 is 
the most common autosomal aneuploidy in live offspring, and an extra 
chromosome 13 or 18, or an extra sex chromosome, are also compatible 
with development to term [reviewed in Hassold and Sherman (1993)l. In 
the mouse, trisomy of autosome 19, the smallest chromosome, permits 
longer survival than any other autosomal aneuploidy, but like other numer- 
ical chromosomal aberrations, it is associated with congenital malforma- 
tions and a short lifespan (Epstein, 1985). Since embryos with a severe 
chromosomal imbalance are unable to develop normally after fertilization, 
genetic or occupationally induced predisposition to meiotic nondisjunction 
may result in fetal wastage, reduced fertility, or even total sterility (e.g., 
Lyon and Meredith, 1966; Gropp and Winking, 1982; Allen et al., 1986; 
Chandley et al., 1986; Eichenlaub-Ritter and Winking, 1990) [for a review, 
see also Speed (1990)l. Even a trisomic condition corrected by the loss 
of one surplus chromosome during early embryogenesis may have adverse 
effects if it results in uniparental disomy, with two copies of a chromosome 
from one parent. Depending on whether the respective chromosomes are 
maternally or paternally imprinted [for a review, see Wilson (1992)], gene 
expression may be affected, and the individual may suffer from a disorder 
such as Prader-Willi syndrome despite an apparently "normal" chromo- 
some constitution (Cassidy er al., 1992). Thus, meiotic aneuploidy fol- 
lowed by secondary nondisjunction that is complemented by loss or gain 
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of a chromosome during early embryogenesis can cause genetic disorders 
in mammals (Peterson et a/. ,  1992a). 

Among all mammals, humans appear to have the highest rate of meiotic 
nondisjunction. Aneuploidy is estimated to occur in 18-1995 of oocytes 
and in 3-4% of sperm (Martin et al., 1991). In older women, up to 60% 
of all oocytes may be chromosomally unbalanced (Hassold and Jacobs, 
19841, and on the average 1 in 13 conceptions, and possibly more than 
1 in 5 may result in a chromosomally defective embryo (Plachot, 1991; 
Burgoyne et a / . ,  1991). The incidence of aneuploidy in other mammals is 
much lower, with estimates of less than 2% at conception (Bond and 
Chandley, 1983). This difference may be related to environmental factors 
that uniquely affect human health or may reflect differences among species 
in genetic constitution and pattern of development of germ cells. Distinct 
predisposing factors and mechanisms of nondisjunction appear to exist 
as  supported by the following observations, (i) the incidence of aneuploidy 
is sex related, being considerably higher in the oocyte than in the spermato- 
cyte, particularly in humans (Pellestor, 1991b; Martin et a/. ,  1991); 
(ii) the most important risk factor for nondisjunction in humans and 
several other mammals is the age of the individual, which appears to 
significantly affect female meiosis I ,  but not male meiosis (Bond and 
Chandley, 1983; Catala et al.,  1988; Hassold and Jacobs, 1984; Estop, 
1989; Hatch et al., 1990); and (iii) there appear to be chromosome-specific 
differences in the incidence of nondisjunction (Pellestor, 1991a; Zenzes 
et al., 1992; Hassold and Sherman, 1993: Kamigushi et a / . ,  1993). Thus, 
the history and development of a germ cell, the individual genetic constitu- 
tion, and the importance of a chromosome in cell development all affect 
the occurrance of nondisjunction. The purpose of this chapter is to give 
an overview of recent data on the origin of aneuploidy, the factors respon- 
sible for disturbances in the development of mammalian germ cells, and 
ideas about the mechanisms underlying chromosomal nondisjunction in 
spermatogenesis and oogenesis. 

II. Methods of Detecting Nondisjunction in 
Mammalian Meiosis 

The oocytes and spermatocytes of mammals are not easily accessible to 
studies on the mechanisms of nondisjunction as are, for instance, the 
spermatocytes of insects (e.g., Steffen et al., 1986: Nicklas et al., 1979; 
Janicke and LaFountain, 1989; Nicklas and Arana, 1992) or the oocytes 
of some marine organisms (e.g., Inoue and Sato, 1967; Sluder et a / . ,  1989), 
which are ideally translucent and can be flattened, contain few clearly 
recognizable chromosomes, and can be manipulated without adverse ef- 
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fects. To detect nondisjunction in mammalian meiosis, indirect methods 
have usually been employed. These methods involve three strategies: 
(i) cytologic or genetic detection of a preceding meiotic nondisjunction 
event in embryos, the fetus, or live-born offspring; (ii) cytogenetic analy- 
sis of the chromosomal constitution of spermatocytes and sperm; and 
(iii) cytogenetic analysis of maturing, metaphase II-arrested or partheno- 
genetically activated oocytes. Investigators have also developed a 
method for a direct analysis of meiotic nondisjunction, in which spindle 
formation and chromosomal behavior are examined after fixation and 
processing of germ cells for anti-tubulin immunofluorescence. 

Although much information has been accumulated on nondisjunction 
in humans (reviewed in Hassold and Jacobs, 1984; Chandley, 1988; Speed, 
1990; Burgoyne et al., 1991 ; Hassold and Sherman, 1993), ethical consider- 
ations make it necessary to use animal models for experimental studies. 
The majority of research has been performed on mice and rats (e.g., 
Polani and Jagiello, 1976; Brook and Chandley, 1986; Eichenlaub-Ritter 
et al., 1988a; Adler et al., 1989; Martin-DeLeon, 1989; Mailhes et al., 1990; 
de Boer et al., 1991; Nachman, 19921, but there are also studies on other 
mammals, such as the common shrew, Sorex araneus (Mercer et al., 
1992); the vole, Microtus (Tates et al., 1989); the hamster (e.g., Sugawara 
and Mikamo, 1983; Hummler et al., 1987); and some domestic animals 
(e.g., Blazak, 1987; Power, 1987; Iwasaki et al., 1989) [for review, see 
Bond and Chandley (1983) and Speed (1990)l. 

In experimental animals such as the mouse, the incidence of nondisjunc- 
tion in male and female meiosis can be assessed earliest in embryos that 
have been recovered from the ampullae after the first embryonic S-phase, 
exposed to nocodazole, and then spread (Catala et al., 1988; Martin- 
DeLeon, 1989; Mailhes et al., 1990; de Boer and van der Hoeven, 1991). 
Since the formation of the spindle during syngamy has been blocked, 
condensed chromosomes of paternal and maternal origin generally remain 
in separate regions of the cytoplasm and can be distinguished by their 
relative degree of condensation. Thus, in studies of embryos from mature 
C57B1/6J X CBA/Ca hybrid mice, Catala and colleagues (1988) showed 
that hyperploidy was low (1.69%) and involved male as often as female 
pronuclear chromosomes. However, the incidence of nondisjunction ap- 
peared to be significantly higher in female meiosis when embryos of imma- 
ture and aged females were analyzed. 

In humans, chorionic villus sampling and amniocentesis are the earliest 
tests for numerical chromosomal aberrations in the embryo and for nondis- 
junction during meiosis [reviewed in Milunsky (1992)l. However, in a 
trisomic condition, it cannot be determined whether the male or the female 
gamete caused the chromosornally unbalanced state unless the homolo- 
gous chromosomes exhibit either structural heteromorphisms (e.g., Mik- 
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kelsen et a/., 1980) or DNA polymorphisms at or near centromeres. The 
availability of highly polymorphic markers for all human chromosomes 
and centromere-specific polymorphisms for most of them has allowed 
investigators to trace the origin of extra chromosomes to the maternal 
or paternal meiosis and to distinguish between errors in chromosome 
segregation during the first and second meiotic divisions. These data indi- 
cate that nondisjunction primarily occurs at female meiosis I (e.g., Anto- 
narakis et a/.,  1992; Hassold and Sherman, 1993; Peterson et a/ . ,  1992b) 
(Fig. 1). Moreover, use of the polymerase chain reaction in linkage analysis 
between polymorphisms of centromeric or pericentromeric markers, and 
such along chromosome arms, as well as those between interstitial and 
distal markers, has opened up new ways of studying the mechanisms of 
meiotic nondisjunction with regard to recombination (Hassold e t a / . ,  1991 ; 
Sherman et a/.,  1991; Peterson et a/., 1992b; Lorda-Sanchez et a/.,  1992; 
Tanzi et a/.,  1992). 

A direct analysis of nondisjunction in spermatocytes has been possible 
in those animal models in which testes can be recovered and cells can be 
easily separated, fixed, and spread (Evans et a/.,  1964; Chandley, 1975; 

mat I 

Fig. 1 Parental origin and meiotic stage of nondisjunction in 68 cases of trisomy 21 as 
determined by DNA polymorphisms (Peterson er a / . ,  1992b). As shown in other studies. 
the majority of surplus chromosomes appears to be generated by nondisjunction during 
maternal (mat) meiosis. predominantly during first maturation division (mat 1) .  Only a 
minority [between 4 and 7%: according to studies by Antonarakis e t a / .  (1992) and Sherman 
ef a / .  (199111 are due to errors in chromosome distribution during paternal meiosis (pat) or 
during mitosis. pat Ilpat 11. mat [/mat 11. nondisjunction during first or second paternal or 
maternal meiosis. respectively; n.i.. not informative cases for parental origin or division. 
or mitotic error. 
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Laurie et al., 1985; Brook and Chandley, 1986; Miller and Adler, 1992). 
However, human testicular tissue generally becomes available only when 
patients attend a clinic for infertility (e.g., Chandley et al., 1986). The 
chromosomal constitution of sperm from apparently normal human males 
has been determined after interspecific fusion of zona-free hamster eggs 
with human spermatozoa (Rudak et al., 1978; Martin, 1983), since con- 
densed pronuclear sperm chromosomes become available for cytogenetic 
analysis 12-14 hr after fusion of the gametes. In the future, this time- 
consuming method may be replaced by techniques that do not require the 
presence of condensed chromosomes and in which chromosome-specific 
probes are directly hybridized to sperm (Guttenbach and Schmid, 1991; 
Coonen et al., 1991; Goldman and Hulten, 1992a,b; Holmes and Martin, 
1993). For single copy sequences, each sperm head should contain one 
signal, whereas no signal or multiple spots indicate nullisomy or polysomy 
for the respective chromosome (Figs. 2A-2D). For examination of the 
relationship among homologous pairing (Fig. 2E), chiasma distribution, 
and nondisjunction, prophase spermatocytes have been surface spread 
to follow the formation of synaptonemal complexes (e.g., Solari, 1980; 
Chandley et al., 1986). 

The fundamental difference between spermatocytes and oocytes in mei- 
otic maturation is reflected in the methods employed to detect nondisjunc- 
tion and its mechanisms in the two types of cells. Mammalian oocytes 
are among the most long-lived cells and they do not continually undergo 
meiosis in the adult as spermatocytes do. Since oocytes enter meiotic 
S-phase and the early stages of meiosis in the embryo, fetal ovarian mate- 
rial must be used for oocyte analysis of pairing and synaptonemal complex 
formation (e.g., Speed and Chandley, 1983; Speed, 1985, 1988). In con- 
trast, the distribution of chiasmata becomes visible only when ovarian 
oocytes that have been arrested in the dictyate stage of meiosis for months 
or decades are experimentally released from the antral follicles of adult 
females and thus become induced to resume meiosis spontaneously (e.g., 
Henderson and Edwards, 1968; Jagiello et al., 1973; Polani and Jagiello, 
1976). In metaphase 11-arrested oocytes obtained from spontaneous cycles 
after ovulation, or after hormonal stimulation, errors in chromosome seg- 
regation during first meiosis can be assessed with regard to risk factors 
(e.g., Tarkowski, 1966; Mailhes et al., 1993; Tease and Fisher, 1991a,b; 
Eichenlaub-Ritter and Boll, 1989) (Figs. 2F and 2G), whereas second 
meiotic nondisjunction may become visible in either fertilized eggs prior to 
syngamy or parthenogenetically activated oocytes (O’Neill and Kaufman, 
1989). Most of the data concerning human metaphase 11-arrested oocytes 
were obtained by studying oocytes that failed to develop after in uitvo 
fertilization (IVF) (reviewed in Martin et al., 1991; Pellestor, 1991a,b; 
Plachot, 1991; Zenzes, 1992; Kamiguchi et al., 1993). 
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Only recently have methods been developed that allow the direct detec- 
tion of meiotic nondisjunction. Spontaneously maturing oocytes in first 
meiotic division or oocytes arrested at metaphase I1 are processed for anti- 
tubulin immunofluorescence. Combined with preservation and staining of 
chromosomes, their behavior can be studied (Eichenlaub-Ritter et al., 
1986, 1988a,b; Pickering er al., 1988; Albertini, 1992). Spindle dynamics 
can also be observed in living cells (Gorbsky et al., 1990). These methods 
not only reveal the depolymerizing activity of drugs but also the conse- 
quences of a brief exposure which might interfere with chromosome distri- 
bution during recovery from drug treatment (Eichenlaub-Ritter and Boll, 
1989). Thus the relative orientation of chromosomes can be analyzed 
during prometaphase I and metaphase I (Fig. 3), and the lagging of homo- 
logs or failure to disjoin can be recognized (Eichenlaub-Ritter and Wink- 
ing, 1990). Since the oocytes of some mammals will develop in vitro 
from the dictyate stage to metaphase 11, another important parameter in 
nondisjunction, the progression of cells through the cell cycle, as well as 
stage-specific alterations in gene expression and protein phosphorylation, 
can also be analyzed (e.g., Eichenlaub-Ritter, 1989,1993) [see also Wickra- 
masinghe and Albertini (1993)l. 

So far, no comparable method is available for studying spermatogenesis. 
However, immunofluorescence methods are currently being developed 
for this purpose (Gassner, personal communication), and the successful 
cultivation of spermatocytes on Sertoli-like feeder cells (Rassoulzadegan 
er al., 1992) opens up new perspectives for understanding certain aspects 
of the development of male gametes. Disturbances in cell-cycle pro- 
gression in spermatogenesis are currently assayed by comparing the 
fraction of spread cells in different meiotic stages (e.g., Miller and Adler, 
1992). 

111. Disturbances Predisposing to Nondisjunction 

Three main risk factors for meiotic aneuploidy have so far been identified. 
The most important one is advanced maternal age, which contributes 
significantly to human fetal wastage [reviewed in Bond and Chandley 
(1983), Hassold and Chiu (1985). Hook (1986), Warburton (19891, and 
Gaulden (1992)l. Second, heterozygosity for chromosomal translocations 
appears to increase the risk for nondisjunction in male and female meiosis 
[reviewed in Gropp and Winking (1981), Speed (1990), Pellestor (1990), 
and Martin and Hulten (1993)l. Finally, exposure to physical or chemical 
genotoxic influences increases errors in chromosome segregation (e.g., 
Allen et al., 1986; Mailhes er a1.,1993; Eichenlaub-Ritter and Boll, 1989; 
Miller and Adler, 1992; Tease, 1992; Sudman er al., 1992). 
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Although the association of aneuploidy with these factors has been 
established, the mechanisms underlying errors in chromosome segregation 
at the cellular level remain unclear. In the following sections, the possible 
sites for disturbances and the mechanisms for nondisjunction are discussed 
in more detail. 

A. Chromosomes and Recombination 

From studies of lower eukaryotes, particularly yeast, it has been known 
for some time that mutations affecting the integrity of chromosomes, the 
organization of chromatin, or chromatid and centromere cohesiveness 
increase nondisjunction (e.g., Meeks-Wagner and Hartwell, 1986; Rose 
et al., 1990; Masison and Baker, 1992). In the meiosis of higher eukaryotes, 
those disturbances which affect the timely resolution of chiasmata at first 
anaphase and the attachment of chromatids throughout first division are 
thought to contribute to aneuploidy. In oocytes from the surf clam the 
activity of topoisomerase I1 has been tested with regard to chromosome 
segregation. Surprisingly, the separation of chromosomes during anaphase 
I was neither delayed nor disturbed when inhibitors for topoisomerase I1 
were applied to cells with condensed chromosomes. This finding indicates 
that although topoisomerases may be required for decatenation, resolution 
of interlocked chromosomes during meiotic prophase (Moens and Earn- 
shaw, 19891, and condensation of chromosomes (Wright and Schatten, 
19901, the resolution of chiasmata at the transition to anaphase I may not 
require concurrent activity of topoisomerase 11. In contrast, chromosomes 
failed to separate when spindles assembled in extracts of Xenopirs eggs 
were treated with topoisomerase I1 inhibitors at anaphase I1 and nondis- 

~~~ 

Fig. 2 Methods of detecting nondisjunction and its origin. (A-D) In sitrr hybridization of 
a biotinylated chromosome 17-specific satellite probe to human sperm nuclei. Euploid sperm 
nuclei with one hybridization signal 1A.B). Aneuploid nuclei with two distinct hybridization 
signals (C.D). indicating disomy of chromosome 17 as a result of male meiotic nondisjunction. 
Arrowheads indicate the darker stained basal plate of the sperm nuclei. (Kindly provided 
by Professor Dr. M. Schrnid. Department of Human Genetics. University of Wiirzburg). 
( E )  Microspread spermatocyte of a patient with an autosomal translocation involving chromo- 
somes 3 and 5 (Guichaoua et a/.. 1992). Arrows indicate areas of the quadrivalent with 
asynapsis around the translocation breakpoints. which may affect progression through meio- 
sis. spermatogenic arrest, and susceptibility to nondisjunction. (Courtesy of B. Speed and 
A. C .  Chandley. MRC. Edinburgh.) (F.G) C-banded chromosomes of metaphase 11-arrested 
mouse oocytes after maturation in uitro. Euploid complement of a control oocyte ( F ) .  
Hyperploid oocyte ( G )  after first meiotic nondisjunction induced by transient exposure of 
oocytes to the microtubule-depolymerizing drug nocodazole. [From Eichenlaub-Ritter and 
Boll (1989).] 
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Fig. 3 Spindle formation and chromosomal behavior in maturing mouse oocytes during 
first meiosis. During prophase I, multiple asters are assembled near condensed chromosomes 
after germinal vesicle breakdown (A,B). In prometaphase I. a bipolar spindle is formed and 
bivalents migrate between the poles (C,D). During metaphase 1, all bivalents have aligned 
at the equator of the barrel-shaped spindle, with centromeres of homologs (arrows) oriented 
toward opposite spindle poles (E,F ). Sequential separation of individual bivalents can be 
observed during anaphase 1 (G.H): arrowhead points to a late migrating chromosome (HI. 
At telophase I, all chromosomes have reached the spindle poles in the polar body (lower 
portion) or in the oocyte proper (upper portion), respectively, A.C,E.G.I: anti-tubulin immu- 
nofluorescence; B,D,F,H,J: DAPI-stained chromosome of the same cell. [From Eichenlaub- 
Ritter and Boll (19891.1 
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junction resulted (Shamu and Murray, 1992). Therefore, disturbances in 
topoisomerase expression may be responsible for nondisjunction during 
meiosis, but appear to have particularly severe effects during the second 
division and mitosis, while first prophase may fail altogether without func- 
tional topoisomerase. 

Whereas topoisomerase is essential for mitosis and meiosis. a gene 
product has been identified in Drosophila that attaches chromatids at the 
kinetochores during first division up to anaphase I1 and appears to be 
meiosis specific. Mutations in this gene lead to equational nondisjunction, 
presumably due to the presegregation of chromatids (Kerrebrock et a / .  , 
1992). Mutations in another meiotic gene in yeast whose product is in- 
volved in synaptonemal complex formation cause total arrest of meiotic 
progression before M-phase (Sym er a/ . ,  1993). These observations imply 
that synapsis in meiosis of eukaryotes may be monitored by a meiotic 
quality control, which usually prevents progression into later stages when 
disturbances occur [reviewed in Hawley and Arbel (199311. In mammals, 
a possibly similar component of synaptonemal complexes has been de- 
tected, but its function has not yet been tested (Smith and Benavente, 
1992a). With the advent of recombinant gene technology, more genes 
functionally homologous to those of Drosopkila and yeast may soon be 
identified in oogenesis or spermatogenesis of mammals. 

Controversy still surrounds the question whether pairing. recombina- 
tion, and synapsis are essential for proper chromosome distribution during 
meiosis, and whether the appearance of univalents in first meiosis will 
necessarily result in random or precocious segregation, or anaphase lag- 
ging. In yeast, there is compelling evidence that disturbances in recombina- 
tion may cause a high incidence of nondisjunction. This effect appears to 
be due to both precocious sister chromatid separation and nondisjunction 
of homologs (e .g . ,  Sears et al., 1992). On the other hand, mere recombina- 
tion is not sufficient to ensure disjunction of alien DNA in yeast. whereas 
the introduction of a yeast recombinational hot spot, together with crossing 
over, restores fidelity of chromosome segregation (Ross et a / . ,  1992). 
Therefore. it has been suggested that only crossovers that occur within 
a specific region or context are sufficient to ensure disjunction (Hawley 
and Arbel, 1993). 

The evidence from animal models is contradictory. Several studies have 
demonstrated that the number of univalents and the types of chromosomes 
that frequently are asynapsed in prometaphase I and rnetaphase I are not 
necessarily associated with increased nondisjunction (Polani and Jagiello, 
1976; Sugawara and Mikamo, 1983; Wauben-Penris e? al., 1983; Liang et 
a/ . ,  1986). However, particularly in humans, there is good evidence that 
maternal age-related increases in nondisjunction of chromosome 2 1 at 
meiosis I are correlated with reduced recombination (Sherman et al., 
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1991; Tanzi e f  al., 1992). The meiotic map of chromosome 21 in trisomies 
resulting from errors in chromosome segregation during female meiosis I 
shows that culminative recombination becomes significantly reduced from 
24 to 99 cM (Hassold and Sherman, 1993) (Fig. 4). Similarly, reduced 
recombination is implied when extra maternal X chromosomes are found 
(Lorda-Sanchez et al.,  1992; Hassold and Sherman, 1993). However, these 
observations do not necessarily mean that the absence of a chiasma has 
resulted in nondisjunction. While the vast majority of nondisjoined chro- 
mosomes 21 of maternal origin and those originating from failure in pater- 
nal X/Y chromosome separation do not exhibit any crossing-over at all 
(Hassold et al., 1991; Sherman et al., 1991), the majority (90 and 82%, 
respectively) of extra chromosomes 16 and of the X of maternal origin 
have at least one cross-over [reviewed by Hassold and Sherman (1993)l. 
The trisomic maternal X and chromosome 21 may even have increased 
recombination at the pericentromeric region (Hassold et al., 1991 ; 
Peterson et al.,  1992b). Since the genetic map of those extra chromosomes 
21 which resulted from nondisjunction during second meiosis is also re- 
duced (Fig. 4), it may not be univalency in meiosis I as such that is the 
predisposing factor. Rather, an overall altered distribution and frequency 
of recombination in risk groups may indicate another disturbance, for 
instance in chromosomal constitution, or in cell-cycle progression during 
early prophase of germ-cell development, which affects the behavior of 
individual chromosomes on the spindle. Maternal meiosis I and I1 nondis- 
junction with reduced recombination is thus also associated with advanced 
maternal age, at least for chromosome 21 in man (e.g., Antonarakis et 
al . ,  1992), whereas the mitotic (Antonarakis et al.,  1993) or infrequent 
paternal meiotic errors in chromosome segregation do not appear to be 
age related since they occur mostly at the mean normal reproductive age 
of 27 years (Antonarakis et al., 1992). 

Recombination is not randomly distributed along chromosomes of mam- 
mals, but appears to depend on sex (Fisher Lindahl, 1991; Tanzi et al., 
1992; Hunt and LeMaire, 1992; McKee and Handel, 1993) and to be 
enhanced in euchromatic areas of chromatin rich in (CAGG) or CA/GT 
repeats (Fischer Lindahl, 1991; Pearlman et al., 1992); in consensus se- 
quences for transcription factors, enhancers, and promoters (Fisher Lin- 
dahl, 1991); and in chromatin with a particularly open conformation at 
R-bands (Chandley, 1986) which are associated with hyperacetylated his- 
tone H4 (Jeppeson and Turner, 1993). A hotspot in the mouse H-2 locus 
thus coincides with a DNase I hypersensitive site (Shenkar et al . ,  1991). 
It has been suggested that both chromosome organization and recombina- 
tion are correlated with early replication (Chandley, 1986; McKee and 
Handel, 1993). In accordance, recombination occurs early during telomere 
formation in yeast (Pluta and Zakian, 1989), and formation of the synapto- 
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Fig. 4 Genetic linkage map of a normal chromosome 21 from a human female (middle) 
compared to that of a surplus chromosome 21 of a trisomy due to nondisjunction during 
first meiotic division (left) or to a second meiotic error (right). Relative genetic distances 
between loci are given in centimorgans. [Modified from Hassold and Sherman (19931.1 
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nemal complex is often initiated at telomeres (Speed, 1988; Mohandes et 
a / . ,  1992). At the same time, genetic exchange appears to be enhanced at 
meiosis in subtelomeric regions in mammals such as humans and mice 
(Polani, 1972; Hulten et al., 1990; O’Connell er al., 1987; Tanzi er d., 
1992). Moreover, it has been shown that telomeres themselves seem to 
enhance recombination, at least in male meiosis (Ashley et al., 1993a.b; 
Ashley and Ward, 1993). The high incidence of chiasmata near telomeres 
may thus be one mechanism in preventing the occurrence of univalents 
and nondisjunction in germ cells, particularly in male meiosis. In contrast, 
delay in S-phase (Polani and Crolla, 1991) or altered chromatin conforma- 
tion may be responsible for reductions in recombination at telomeres in 
a cohort of oocytes that can resume meiosis only at increased maternal 
age and are at high risk for nondisjunction (Tanzi et a / . ,  1992). In addition, 
polymorphisms at telomeres may upset the process of homologous pairing 
of certain chromosomes and predispose them to aneuploidy (e.g., chromo- 
some 16 in man) [reviewed by Ledbetter (19931. 

The sex-specific accessibility of chromatin for proteins engaged in tran- 
scription (Thomas and Rothstein, 1991 1, replication (Jeppeson and Turner, 
1993), and recombination could generally govern the efficiency and timing 
of these events in different regions of the chromosome. Disturbances in 
chromosomal constitution and time of replication may delay the synaptic 
process preceding recombination and induce gametogenic failure (Mitt- 
woch and Mahadevaiah, 1992). McKee and Handel (1993) propose that 
in cases of meiotic delay, double-strand breaks at recombination hotspots 
that appear early in meiotic prophase (Padmore et al., 1991) fail to be 
repaired efficiently. The delay in homologous pairing may therefore result 
in a prevalence of damaged DNA. This condition can have two conse- 
quences. First, a disturbance in cell-cycle progression or total meiotic 
arrest may be initiated because a meiotic quality control mechanism senses 
the DNA damage. In yeast, such a quality control can either delay or 
prevent meiotic progression beyond the G2-stage (Bishop et al., 1992; 
Bennett et al., 1993; Resnick, 1993). Second, even if mammalian germ 
cells escape the initial arrest, since repair would be taking place at a later 
stage than in normal development, the timing of distal meiotic events 
could still be affected. For instance, cytoplasmic and nuclear maturation 
events may become uncoupled or the synchrony in anaphase trigger and 
chromosome separation may be disturbed. Alterations in the overall rate 
and distribution of chiasmata may also affect the sequential disjoining of 
homologs in bivalents at first anaphase, predispose to premature separa- 
tion (predivision), or cause a delay in resolution of chiasmata (with ana- 
phase lagging). All of these events could induce nondisjunction. 

In mitosis, chromosome separation appears to proceed in a well-ordered 
and rather synchronous fashion (Vig, 1983). From studies on the meiotic 
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maturation of oocytes evidence for a sequential rather than synchronous 
segregation of homologs to the spindle poles during first anaphase has 
been obtained (Eichenlaub-Ritter et al., 1988a) (Figs. 3g and 3h). So far, 
investigators have not attempted to characterize a sequential order relative 
to individual chromosomes, and/or the presence and distribution of chias- 
mata, mainly due to technical difficulties. Anaphase is considerably 
shorter than other meiotic stages, and only a few of a population of 
unselected and asynchronously dividing cells will have just initiated this 
stage. However, evidence for the existence of a defined order in the 
sequence of chromosome separation in mammalian meiosis has been pro- 
vided (Hummler and Hansmann. 1985). A technique for inducing meta- 
phase I-arrested mouse oocytes to enter anaphase I has been developed 
(Soewarto and Eichenlaub-Ritter. 1993). Studies combining this method 
with in situ hybridization with chromosome-specific probes may elucidate 
correlations between recombination, the order of chromosome segrega- 
tion, and nondisjunction in mammalian meiosis. 

Several of the extrinsic factors that might affect chromosomal integrity 
and thereby induce aneuploidy have been studied, including radiation and 
drugs that induce chromosome breaks or chemical modifications of DNA. 
Although direct effects of radiation on spindles have not been observed, 
the results of radiation studies imply that, at least for oocytes. the predomi- 
nant mechanism of malsegregation is based on exchanges between sister 
chromatids and the presence of dicentric or acentric chromosomes rather 
than on damage to kinetochores at anaphase (de Boer and van der Hoeven, 
1991 ). Studies examining the relative sensitivity of male and female germ 
cells to chromosome breakage by ionizing radiation and drugs have not 
provided unequivocal evidence of a sex-limited mutagenic effect. How- 
ever, the degree of sensitivity may be linked to sex and the stage of 
development during exposure (Tease, 1992). Even if the mechanisms un- 
derlying the nondisjunction induced by these factors during meiotic divi- 
sion are similar in the two sexes, the relative significance for aneuploidy 
in offspring may still be different, since spermatogenic cells with damaged 
chromosomes may be selected against and therefore may be undetectable 
in the embryo [discussed by Tease (1992)l. The selection against some 
such cells could be due to disturbances in postmeiotic gene expression 
(e.g.. Erickson. 1993). Oocytes may escape such quality control if the 
exposure to radiation. drugs. or noxes has occurred fairly close to  the 
time of resumption of meiosis, when cells have already acquired an abun- 
dant store of mRNA transcripts. 

In general. structural rearrangements and chromosome breaks are much 
more common in mammalian sperm than oocytes. and their incidence in 
sperm increases with age of the male (e.g., Martin and Rademaker. 1987; 
Estop ef a/.,  1991). This difference could reflect an effective repair system 
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in oocytes, as has been suggested by mutation studies [reviewed in Russell 
and Russell (1992)l. On the other hand, oocytes appear to be particularly 
susceptible to the chromosomal aberrations produced by intercalating 
chemicals, which probably induce unequal exchanges between chromo- 
somes, resulting in the appearance of univalents, ring or chain multiva- 
lents, and single chromatids (Sudman et a / . ,  1992). Since these changes 
are likely to promote nondisjunction, the oocyte may be at greater risk 
than sperm for chromosomal imbalance induced by drugs such as the 
cancer chemotherapeutic agent bleomycin (Sudman et al., 1992). 

Genetic predisposition to nondisjunction has been shown in many stud- 
ies to be correlated also with heterozygosity for translocations (e.g., Rick- 
ards, 1983; Hansmann et al., 1988; Pellestor, 1990; Speed, 1990; Martin 
and Hulten, 1993; Nicklas and Arana, 1992). While the segregation behav- 
ior of different translocations varies enormously, is unpredictable, and 
is assumed to be unique for individual chromosomes (Chandley, 1988; 
Ternplado et al., 1990; Tease and Fisher, 1991b; Martin and Hulten, 19931, 
it seems to follow some general rules. Thus, in humans risk rates for 
unbalanced segregants diagnosed through amniocentesis are inversely re- 
lated to the size of the reciprocal translocation [reviewed in Hsu (1992)l. 
However, lower risk of large translocations may also be related to a higher 
degree of lethality resulting in undetected early embryonic or fetal loss 
(Hsu, 1992). An effect of the reciprocal translocation on the behavior of 
other chromosomes, e.g., on numerical chromosomal aberrations and 
nondisjunction (interchromosomal effect), has so far not been statistically 
established in man (e.g., Spriggs et al., 1992; Schinzel et al., 1992; Hsu, 
19921, but has been implicated in malorientation and aneuploidy under 
certain conditions in translocation stocks of mice, for example, those 
which carry large multivalents during meiosis [reviewed by Hansmann et 
al. (1988)l. Occasionally, second meiotic nondisjunction in carriers of 
reciprocal translocation may contribute to the chromosomally unbalanced 
state (Masuno et al., 1991), perhaps because of a failure in proper align- 
ment of chromosomes on the spindle (see later and Fig. 6d). 

In paracentric inversions, recombination in the inverted segments may 
give rise to dicentric and acentric chromosomes, both of which appear to 
be highly unstable during meiosis since they either cannot become attached 
to the spindle or fail to orient correctly. As in trisomy, the chromosomal 
duplication/deletion state in the postmeiotic cell will almost certainly re- 
sult in embryonic failure and early fetal death (Hsu, 1992). 

Interestingly, most structural heterozygotes of reciprocal translocations 
show changes in autosomal chiasma frequency per cell (e.g., Chandley 
et al., 1986; Goldman and Hulten, 1993a). Studies on meiotic progression 
have also implied that pairing may be impaired, particularly at transloca- 
tion breakpoints (Guichaoua et al., 1992; see Fig. 2E), and that the period 
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from S-phase to diplotene may concomitantly become longer [reviewed 
by Hansmann et al., (1988) and Van Buul et nl. (199211. Studies using 
fluorescence in sitic hybridization (FISH) have for the first time correlated 
the incidence and distribution of chiasmata with first meiotic segregation 
patterns (Goldman and Hulten, 1993a.b). Further studies of this type 
may allow predictions of the behavior of chromosomes with regard to 
translocation breakpoints in distal or proximal arms of the affected chro- 
mosomes, or their location in a G-positive or  G-negative region (Ashley, 
1990). It may thus become feasible to correlate the presence and localiza- 
tion of a chiasma relative to the breakpoints, the degree of nonhomologous 
pairing [synaptic adjustment, reviewed by Speed (1990) and Ashley 
(199011, and the likelihood that balanced gametes will be produced in the 
carriers of such heterozygous translocations. Such studies may also reveal 
why certain heterozygous Robertsonian translocations, in which whole 
acrocentric chromosomes are translocated at their centromeres. have a 
high risk for nondisjunction, whereas others become distributed with nor- 
mal fidelity (Pellestor. 1990). One can speculate that in certain transloca- 
tions, telomeric sequences may be retained at the translocation breakpoint 
and may induce unscheduled recombination (Ashley and Ward. 1993; 
Ashley et al., 1993a). The data available so far suggest that D-D Robertson- 
ian translocations in humans are very stable. whereas translocations in- 
volving chromosome 21 are likely to induce nondisjunction (Hsu. 1992). 
The basis for this disparity is unclear, but it may reflect either steric 
constraints that favor adjacent orientation of the Rb chromosome and the 
single chromosome 21 in a trivalent, or synaptic and recombinational 
failure. 

Studies on experimental and wild animals suggest that comparatively 
newly established Rb translocation events, particularly if exposed to an 
allopatric genetic background, have a different outcome than evolutionary 
old ones that have undergone natural selection for many generations 
(Searle, 1990; Mercer et al., 1992: Wallace et al., 1992). For instance, 
Searle (1990) did not detect increased nondisjunction in zones of overlap 
between subpopulations of Sorex araneiis carrying different Robertsonian 
translocations. Similarly, Wallace and colleagues (1992) observed only 
slightly reduced fertility in wild mice heterozygous for a single Robertson- 
ian metacentric. Near-normal fertility may. however, be the result of 
(i) an increase in the overall number of germ cells and embryos, or 
(ii) selective loss of abnormal germ cells with pairing failures at  pachytene 
(Wallace et al . ,  1992) rather than represent prevention of nondisjunction 
through a compensatory mechanism that controls the correct orientation 
or positioning of chromosomes at prometaphase and metaphase I of meio- 
sis. In contrast, crosses between wild mice with many different Robertson- 
ian translocations usually produce subfertility or infertility in the heterozy- 



298 Ursula Eichenlaub-Ritter 

gous animals (e.g., Eichenlaub-Ritter and Winking, 1990). This finding, 
and several similar observations, has led to the assumption that Robertson- 
ian translocation is implicated in speciation due to the high rates of nondis- 
junction in meiosis (e.g., Baker and Bickham, 1986; Eichenlaub-Ritter 
and Winking, 1990). Spindles and chromosome orientation in heterozygous 
carriers of Robertsonian translocations of wild mice in female meiosis 
have been examined to elucidate the origin of this type of genetic predispo- 
sition to nondisjunction at the cellular level. The results of these studies 
are discussed in the next section. 

B. Spindle Apparatus and Cytoskeleton 

The segregation of chromosomes during meiosis involves concerted and 
complex interactions between chromosomes and cytoskeletal compo- 
nents. Whereas spindle formation in mammalian spermatocytes has not 
yet been directly observed, several immunofluorescent studies have 
revealed the unique, centriol-free, barrel-shaped spindle apparatus in oo- 
cytes (see Fig. 3) and the relative positioning of chromosomes during first 
and second meiosis (e.g., Eichenlaub-Ritter et al., 1988a,b; Eichenlaub- 
Ritter and Boll, 1989; Mar0 et a/.,  1985; Pickering er al., 1988; Schatten 
et al., 1985; Van Blerkom and Henry, 1992; Albertini, 1992). The microtu- 
bules in oocyte spindles have been demonstrated to turn over rapidly 
(Gorbsky et ul., 1990). In meiosis, as in mitosis, characteristic elements, 
the kinetochores, have to be assembled at centromeres that may induce 
polymerization of microtubules, can capture microtubules, and provide 
sites for attachment of spindle fibers and motor proteins for chromosome 
congression and anaphase movement [for review, see Earnshaw and Tom- 
kiel(1992), Bloom (1993), and Wadsworth (199311. Thus, any disturbance 
in kinetochore formation and the dynamics of tubulin polymerization might 
impede chromosome distribution in both sexes. In fact, disorders involving 
structurally aberrant centromeres, such as in Roberts syndrome, may 
predispose not only to aneuploidy in somatic tissues but also to reduced 
fertility, presumably due to nondisjunction and chromosomally unbal- 
anced germ cells (Fitzgerald et a/.,  1986; Gabarron et al., 1986). 

Studies concerning the group of centromere proteins (CENP) have 
shown that the injection of antibodies against CENP C, a basic protein 
of M, 107,000 that is located at the inner plate of trilaminar kinetochores 
and can bind to DNA, disrupts mitosis in HeLa cells by inhibiting the 
assembly of kinetochores. When applied at G2-phase, the antibodies im- 
pair kinetochore formation, and the resulting fragile kinetochores are 
pulled apart during anaphase (Earnshaw et d., 1993). Disturbances of 
chromosome separation and, at the extreme, polyploidy will result. Al- 
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though all mutations leading to defective kinetochores generally predis- 
pose to aneuploidy in mitosis as well as in meiosis, some processes, such 
as the pronounced reorientation and migration of bivalents back and forth 
between spindle poles during meiotic prometaphase I or the promotion 
of microtubule polymerization by chromatin in a meiotic cell, may involve 
meiosis-specific gene products (Rieder et ul., 1993). Thus, antibodies 
against a centromeric protein of 80 kDa prevent chromosome congression 
when injected before prometaphase I into mouse oocytes but not when 
injected at metaphase 1 or I1 (Simerly et ul., 1990). Injection at prometa- 
phase also induces micronucleus formation and nondisjunction due to 
lagging and the inability of chromosomes to assemble correctly on the 
spindle (Simerly et ul., 1990). The formation of micronuclei is likewise 
induced by mutant NuMA-protein, a factor associated with spindle poles 
during mitotis and the nuclei during interphase (Crompton and Cleveland, 
1993). NuMA is also expressed in mammalian oogenesis and may have 
a function in chromosome condensation and in spindle and pronuclear 
formation ( U .  Eichenlaub-Ritter et ul., in preparation). Therefore, when 
the distribution or expression of such proteins fails, bivalents segregate 
randomly. 

Other genes and gene products that are implicated in meiotic nondisjunc- 
tion have been identified in Drosophifa. They provide for the ordered 
segregation of chromosomes that have not undergone recombination (dis- 
tributive pairing) and are related to the microtubule motor protein kinesin 
(Knowles and Hawley, 1991). The presence of such proteins in a meiotic 
cell (only divisions in the oocyte and early embryo appear to depend on 
these proteins) provides further support to the idea that recombination 
may not be essential for proper chromosome segregation during first meio- 
sis and that germ cells possess redundant systems ensuring that homo- 
logues will be faithfully distributed. The addition of antibodies to a similar 
protein, Eg5, belonging to the kinesin superfamily or the immunodepletion 
of this protein also affects spindle formation in meiotic cell extracts of 
Xenopus (Sawin et a/.,  1992). I t  may therefore be necessary for maintaining 
spindle pole integrity and interactions between antiparallel microtubules 
(Sawin et al., 1992). To date, no meiosis-specific kinesin-related proteins 
have been identified in mammals, but the existence of multiples of such 
potential motor proteins in diverse mitotic cells and many species [for 
reference see Wadsworth (1993)] suggests that they may also be present 
and functioning in germ cells. 

Malfunctioning of spindles is postulated to be a major source of meiotic 
nondisjunction and has been implicated in chemically induced meiotic 
aneuploidy in female and male meiosis (e.g., Mailhes and Marchetti, 1993; 
Miller and Adler, 19921, as well as maternal age-related predisposition to 
nondisjunction [for reference see Eichenlaub-Ritter et al. ( l988a), and 
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Eichenlaub-Ritter and Boll (1989), Albertini (1992), and Gaulden (1992)l. 
Evidence for the adverse effect of drugs or influences interfering with 
microtubule polymerization comes from several sources, including studies 
on the effect on mouse oocytes of colchicine (Tease and Fisher, 1986; 
Mailhes et al., 1990), nocodazole (Eichenlaub-Ritter and Boll, 1989), 
vinblastine-sulfate (Russo and Pacchierotti, 1988), benomyl (Mailhes and 
Aardema, 1992), griseofulvin (Tiveron et al., 1992), ethanol (O’Neill and 
Kaufman, 1989), and low temperature (Pickering and Johnson, 1987), as 
well as from observations on postovulatory aged oocytes of humans and 
mice arrested at metaphase I1 (Eichenlaub-Ritter et al., 1986, 1988b; Pick- 
ering et al., 1988). Although oocytes appear to be more susceptible to the 
activity of many genotoxic drugs and microtubule-depolymerizing agents 
(Mailhes et at., 1993) than spermatocytes (Miller and Adler, 1992), some 
compounds do not appear to affect female nondisjunction significantly 
(Mailhes et al., 1993). This observation and findings linking the incidence 
of nondisjunction with time of treatment and dose have made it clear that 
risk assessment is difficult and that such factors as the biology of the germ 
cell itself, chemical pharmacokinetics, and mode of action must all be 
considered for meaningful assessment of the nondisjunctional potential of 
any agent in viuo. 

Our own work on oocytes maturing in uitro (Eichenlaub-Ritter and Boll, 
1989) and studies in uiuo by several other groups have implied that the 
influence of genotoxic drugs on spindle structure leads to a delay in meiotic 
progression (Hummler et al., 1987; Miller and Adler, 1992; Mailhes and 
Marchetti, 1993) [reviewed by Hansmann er al. (1988)l. Such alterations 
in meiotic progression may be the main reason for the disturbance in 
chromosome segregation, since most cells exposed to depolymerizing 
drugs are able to assemble spindles with normal morphology after recovery 
(Eichenlaub-Ritter and Boll, 1989). However, the effects on timing of 
meiotic events may be more severe and cannot be reversed (Fig. 5 ) .  
Janicke and LaFountain (1989) have shown that the meiotic delay after 
exposure of spermatocytes of the crane fly to any condition or drug inhib- 
iting microtubule polymerization, such as low temperature, colcemid, or 
nocodazole, may induce premature loosening of centromeric dots that 
appear to represent kinetochores of sister chromatids. This event, which 
usually is triggered only at second meiosis, may facilitate the malorienta- 
tion of sister kinetochores to opposite poles, lagging at anaphase, and 
nondisjunction. Furthermore, meiotic cells appear to speed up develop- 
ment to adjust to their normal gametogenic schedule after a block in 
maturation due to microtubule depolymerization (Eichenlaub-Ritter and 
Boll, 1989; Eichenlaub-Ritter, 1993). This faster development can result 
in a dramatic shortening of the time available for spindle formation and 
chromosome orientation before anaphase I, as well as a less stringent 
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Fig. 5 (A) Kinetics of cell-cycle progression of oocytes from young (y )  or aged (a) CBAI 
Ca mice during spontaneous maturation in uirro. (Left) Control: Oocytes from both age 
groups were processed for indirect immunofluorescence at defined times after resumption 
of maturation in v i m ,  and the percentage ofcells in characteristic meiotic stages as presented 
in Fig. 3 was determined. There are always more oocytes in advanced stages of meiosis 
present in the population of cells obtained from aged females. (Middle) Nocodazole: After 
nocodazole exposure for I hr (after 7 hr of culture) and recovery, the percentages of cells 
in individual stages of meiosis are nearly identical in the cell populations obtained from 
young and aged mice. As a result, anaphase I is delayed by about 1 hr (after 1 1  hr instead of 
10 hr of culture). and the time available for spindle formation after recovery from microtubule 
depolymerization and before anaphase I is reduced to about 3 hr. (B) (Right) Aneuploidy 
(conservatively estimated as 2 x hyperploids) in metaphase 11-arrested control (con) and 
nocodazole-exposed (noc) oocytes from young (y )  or aged (a) CBA mice. Although nondis- 
junction increases, the differences in aneuploidy between age groups disappear after nocoda- 
zole treatment. [Data from Eichenlaub-Ritter and Boll ( 1989).] 

fidelity of chromosome segregation (Eichenlaub-Ritter and Boll, 1989) 
(Fig. 5). Thus, depending on the time of exposure, increased nondisjunc- 
tion may result not only from the reduction in the number of spindle fibers, 
but also from the uncoupling of events such as prometaphase congression 
and anaphase trigger, or chiasma resolution and cytokinesis. Therefore, 
meiotic delay may be a valuable test for a first assessment of the genotoxic 
potential of a drug (Mailhes and Marchetti, 1993; Miller and Adler, 1992). 

The sex-specific differences in the effect of translocations (Gropp et 
al., 1974) or exposure to spindle poisons (Mailhes er al . ,  1993; Miller and 
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Adler, 1992) on nondisjunction in meiosis may partially reflect differences 
in the rate and distribution of recombination, but may also reside in dif- 
ferences between spindles of spermatocytes and oocytes [discussed in 
Eichenlaub-Ritter and Winking (1990) and Rieder et al. (1993)l. The sper- 
matocyte of mammals possesses, like most other mitotically dividing ani- 
mal cells, a pair of centrioles that replicate, divide, and become positioned 
at the center of the pointed spindle poles during meiosis. In contrast, the 
oocytes of mammals appear to lose their centrioles during early oogenesis, 
and a large number of microtubule organizing centers (MTOCs) form 
asters, are recruited by chromosomes, and become located at the poles 
of the barrel-shaped spindle during meiosis (e.g., Mar0 et al., 1985; Schat- 
ten et al., 1985; Eichenlaub-Ritter et al., 1988a; Eichenlaub-Ritter and 
Winking, 1990; Pickering et al.,  1988; Messinger and Albertini, 1991). 
It has been suggested that under adverse conditions, particularly when 
multivalents are present or oocytes are temporarily exposed to depolymer- 
izing drugs, multipolar spindles or several mini-spindles might be formed, 
resulting in a high risk of nondisjunction. However, it has been shown 
that mouse oocytes can establish a functional bipolar spindle (Figs. 6a and 
6a') in spite of the presence of a large ring multivalent in a Rb translocation 
heterozygote (Eichenlaub-Ritter and Winking, 1990). Nevertheless, al- 
most no normal metaphase I stage with chromosomes aligned at the spindle 
equator was observed. Instead, the physical attachment of chromosomes 
in the multivalent by chiasmata appeared to stabilize adjacent orienta- 
tions in which the centromeres of neighboring chromosomes faced to 
the same spindle pole (Fig. 6b) and remained displaced from the equator 
(Eichenlaub-Ritter and Winking, 1990). This may be a result of tension 
forces provided by microtubules attached to kinetochoPes of other chromo- 
somes in the multivalent that face the opposite pole (Ault and Nicklas, 
1989). After observing the position of trivalents in the spindle during 
the first meiotic metaphase of several insects, Nicklas and Arana (1992) 
proposed that during evolution, certain orientations of chromosomes in 
multivalents may become stabilized and may thus ensure alternate orienta- 
tion of centromeres and correct alignment of chromosomes at the spindle 
equator. In situations when a relatively new chromosomal rearrangement 
is present in a heterozygote in mammals and, as a consequence, a multiva- 
lent is formed in meiosis, those mechanisms which mediate normal orienta- 
tion to opposite poles may instead stabilize malorientation and genetic 
chaos (Nicklas and Arana, 1992). However, no evidence exists that the 
mammalian oocyte is more susceptible to such a disturbance in chromo- 
some orientation than the spermatocyte. It has been concluded that asym- 
metric spindles and malorientation of chromosomes (Figs. 6b and 6b'), 
together with only slight disturbances in cell-cycle progression, and de- 
layed asynchronous migration of homologues to spindle poles at first 
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Fig. 6 (a-d) Spindles and chromosomes in oocytes of the CD/Cremona mouse which is 
heterozygous for 9 Rb translocations with alternating arm homologies. (a.a') A bipolar 
spindle can be formed during prometaphase I; however, chromosomes in the large ring 
multivalent do not appear to assemble at the spindle equator at metaphase I (b.b'). but 
remain maloriented. with centromeres of neighboring homologs facing the same spindle pole 
(arrows in b). At late telophase (c,c'). lagging of chromosomes is evident (arrow in c). During 
second metaphase (d,d'). chromosomes are also often displaced from the spindle equator 
(arrow in d). [From Eichenlaub-Ritter and Winking (1990).] (e,e') Unfertilized human oocyte 
after IVF with only one polar body, but two sets of chromosomes, some of which appear 
to be displaced from the remnants of the spindle (arrow). [From Eichenlaub-Ritter er a / .  
(1988b). ] 

anaphase (Figs. 6c and 6c') in the translocation heterozygotes will predis- 
pose to aneuploidy since the homologues that separate latest can become 
trapped in the interpolar space. Secondary nondisjunction may contribute 
to additional chromosomal abnormalities, because some chromosomes in 
metaphase I1 do not become aligned at the spindle equator (Figs. 6d 
and 6d ') and may therefore upset second meiosis (Eichenlaub-Ritter and 
Winking, 1990). 
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Several hypotheses on the etiology of maternal age-related increases 
in aneuploidy have connected nondisjunction to disturbances in the spin- 
dle. It has been postulated that spindle formation might be affected by 
insult to the oocyte’s metabolism or to spindle precursors during the long 
resting period in dictyate stage in the ovary before resumption of matur- 
ation, or by alterations in hormonal environment and oxygen supply af- 
fecting the pH of the follicular fluid [for review, see Bond and Chandley 
(1983) and Gaulden (1992)l. In fact, spontaneously ovulated oocytes from 
aged CBA/Ca mice have shorter metaphase I1 spindles than oocytes from 
young mice, and their chromosomes are more often spread around the 
spindle equator. However, this effect is not strictly dependent on the 
chronological age of the female, but rather depends on the depletion and 
physiological age of the ovary (Eichenlaub-Ritter et a/., 1986). When 
oocytes from young and aged mice were obtained at the same day of the 
natural estrous cycle and observed first meiosis during their spontaneous 
maturation in uitro, no evidence for a disturbance in spindle formation in 
the aged oocytes was found. Nevertheless, even though culture conditions 
were the same for oocytes from both age groups, hyperploidy was ele- 
vated in oocytes from aged individuals (Eichenlaub-Ritter et al., 1986; 
Eichenlaub-Ritter and Boll, 1989). This observation, along with com- 
parisons of nocodazole-exposed oocytes from young and aged mice (see 
Fig. 5) ,  led us to propose that alterations in cell-cycle progression rather 
than spindle formation per se may be the primary cause for maternal age- 
related predisposition to nondisjunction (Eichenlaub-Ritter and Boll, 
1989). Therefore, differences in the response of oocytes of different age 
groups to drugs (Tease and Fisher, 1986; Mailhes and Yuan, 1987) may 
not arise from an altered sensitivity of the spindle, but rather may reflect 
characteristic changes in cell-cycle progression (see discussion in the next 
section). 

When considering the site of action of genotoxic compounds, one should 
keep in mind that the microfilamentous cytoskeleton also has an important 
function in cellular organization of meiotic cells and in the final stages of 
chromosome segregation. The integrity of the microfilamentous system 
is especially important for the correct positioning of the spindle at the cell 
periphery in the large mammalian oocyte. Inhibitors of actin assembly 
arrest oocytes at metaphase I and, since this block in maturation may 
eventually be overcome, may result in polyploidy (e.g., Kubiak et al., 
1991; Soewarto and Eichenlaub-Ritter, 1993 and unpublished). In the 
mouse oocyte, the spindle appears to be tightly attached with its long axis 
perpendicular to the cell cortex by an actin shoulder. In contrast, in the 
human oocyte only one of the spindle poles is in contact with the cell 
cortex (Pickering et af., 1988). The labile attachment and the ease with 
which spindles can be dislodged from the cell periphery in human oocytes 
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may explain the rather high incidence of “diploid” oocytes with two sets 
of metaphase 11 chromosomes (Figs. 6e and 6e’) among oocytes retrieved 
for IVF (e.g., Eichenlaub-Ritter et al., 1988b). Disturbances in the regula- 
tion of actin assembly may therefore be one reason why even when a 
functional spindle is present in female meiosis there can be a total failure 
in chromosome disjunction, resulting in polyploidy and reduced fertility. 
Mitotic cells which express mutant forms of inner centromere proteins 
(INCENPs) exhibit similar phenotypes, in that newly divided cells rejoin 
to form a binucleate cell (W. E. Earnshaw, personal communcation). This 
suggests that INCENPs are also necessary in the process of cytokinesis. 
Failure of mammalian germ cells to express or target such INCENPs to 
the appropriate sites may therefore result in phenotypes resembling total 
nondisjunction (Schmiady et al., 1994). 

C. Cell Cycle 

The cell cycle in all eukaryotic cells appears to be governed by highly 
conserved mechanisms and molecules. Central to the regulation of 
both mitosis and meiosis is the activity of the universal M-phase factor, 
maturation-promoting factor (MPF), which has two components: a regula- 
tory subunit, cyclin B, and a catalytic subunit, the ~34“~‘’ serin-threo- 
nine-kinase [reviewed by Maller (1991)l. Entry into M-phase and meiosis 
is regulated by a cascade of phosphorylationldephosphorylation events 
and feedback controls, which ensure that (i) S-phase has been completed 
before division starts, and (ii) a spindle is present before anaphase is 
triggered [reviewed by Nishimoto et al. (1992)l. 

In mammalian meiosis, several studies indicate that for spermatocytes, 
the time before spindle formation and M-phase represents a selective 
barrier in which disturbances in meiotic progression, homologous pairing, 
and DNA damage are checked (e.g., Speed, 1990; Mittwoch and Mahade- 
vaiah, 1992; Burgoyne et al., 1992; Van Buul er al., 1992). Nondisjunction 
is prevented because aberrant spermatocytes are likely to die [reviewed 
by Hansmann et al. (1988), Speed (1990), and Navarro et al. (1990)l. In 
oocytes, a similar checkpoint appears to exist during meiotic prophase I, 
before cells enter the diplotene and dictyate stages (Speed, 1988). Another 
quality control which induces atresia appears to operate before the re- 
sumption of meiosis. However, since oocytes inside atretic follicles can 
resume meiosis and undergo pseudomaturation, the quality control may 
instead operate by monitoring the physiological conditions in the oocyte 
and its environment instead of chromosome pairing, recombination, and 
synapsis. Only if an oocyte fails to respond to the signals from its environ- 
ment restraining it from meiosis or if deficiencies in its microenvironment, 
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such as a reduced number or an impaired physiological state of corona 
cells release the meiotic arrest, apoptosis may be triggered [reviewed by 
Crisp (1992)]. However, oocytes which lagged behind in the gametogenic 
schedule during early prophase (Polani and Crolla, 1991) and escaped the 
initial checkpoint before entering dictyate stage or those which become 
damaged during the arrest in meiosis during dictyate stage may still be 
selected in a dominant follicle and resume meiosis. Selection of such 
oocytes may occure more often when the pool of “fit” cells and follicles 
has become depleted (Warburton, 1989) and the mechanisms sensing the 
metabolic state of the follicle have relaxed due to age or when the hormonal 
status is inadequate to sustain the control mechanisms. 

Studies have shown that oocytes from aged females have a different 
constitution, which could result from both early meiotic inadequacies 
and changes in microenvironment, and are prone to altered progression 
through the cell cycle as well as nondisjunction (see Fig. 5 )  (Eichenlaub- 
Ritter and Boll, 1989; Eichenlaub-Ritter, 1993). Comparison of the protein 
phosphorylation patterns in GV-stage oocytes obtained from aged and 
young CBA/Ca mice revealed that a protein(s) with a M ,  or 34K was less 
abundant in the old age group (Eichenlaub-Ritter, 1993). Since the status 
of protein phosphorylation and the presence of certain phosphoproteins 
are important factors governing the activity of microtubule-organizing 
centers in oocytes (Messinger and Albertini, 1991; Abertini, 1992), this 
reduction in protein phosphorylation may affect chromosome segregation. 
The activity of phosphatases has also been implicated in chromatid segre- 
gation and aneuploidy in somatic cells (e.g., Ghosh and Paweletz, 1992). 
Experiments are now in progress to determine whether these proteins 
might correspond to the catalytic subunit of MPF, the ~ 3 4 ‘ ~ ~ ’  kinase, 
which is activated by differential dephosphorylation and regulates cell 
cycle progression (Maller, 1991 ; Wickramasinghe and Albertini, 1993). In 
fact, oocytes from aged females have an altered meiotic schedule, since 
they undergo GVBD later but initiate anaphase I and polar body formation 
sooner (Fig. 5 )  than oocytes from young mice (Eichenlaub-Ritter, 1993). 
Concomitantly, hyperploidy is more prevailent in the oocytes from aged 
mice (Eichenlaub-Ritter and Boll, 1989). Phenotypically similar alterations 
in the cell cycle can be induced in oocytes from young mice by transient 
exposure to a tumor-promoting phorbol ester, phorbol 12,13-dibutyrate, 
which can activate the calcium-phospholipid-dependent protein kinase 
and transcription [for reference see Eichenlaub-Ritter (1993)l. This treat- 
ment also induces lagging of chromosomes at telophase I and increases 
nondisjunction to a level comparable to that observed in untreated aged 
oocytes. Since the tumor promoter does not induce a significant rise in 
aneuploidy in oocytes from aged females (Table I), it is assumed that it 
predisposes to aneuploidy in oocytes from young mice by acting on a 
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Table I First Meiotic Nondisjunction of Mouse Oocytes 
Matured in Virro 

Incidence of hyperploidy 

Oocytes from Oocytes from 
young mice aged mice 

Control 1 .5%c" 5 . 7 P  
After phorbol exposure 6.8%' 5.1%' 

From Eichenlaub-Ritter and Boll (1989). 
From Eichenlaub-Ritter (1993). 

pathway in cell-cycle control converging with the pathway that is already. 
disturbed in untreated oocytes of aged females (Eichenlaub-Ritter, 1993). 

Tentative evidence indicates that the tumor promoter does not affect 
the phosphorylation of the p34 protein(s1, but enhances transcription of 
the c-mos proto-oncogene. The product of this oncogene appears to corre- 
spond to the cytostatic factor maintaining oocytes at metaphase I1 until 
fertilization [for reference, see Kinloch and Wassarman ( 1993)l. Moreover, 
the c-mos protein binds to tubulin, and ablation of c-mos expression has 
been shown to arrest oocytes at GV-stage. Alterations in c-mos levels 
appear to affect spindle formation and induce disturbances in metaphase 
congression, failure in correct orientation of bivalents, and anaphase I 
lagging (I.  Hansmann, personal communication). Hence, for both, the 
alterations in protein phosphorylation observed in aged oocytes and the 
alterations in expression of c-mos in oocytes exposed to the tumor pro- 
moter, the role of the affected gene product in cell-cycle regulation is linked 
to disturbances in meiotic progression and in chromosome distribution. As 
pointed out earlier, the disturbance with maternal age might reflect a 
delayed or sped up gametogenetic schedule which affected already early 
prophase, success of pairing, and genetic exchange in oocytes of the 
embryo, but might in addition reflect the altered physiological state of the 
ovary and the depletion of the oocyte pool. The phorbol-induced cell- 
cycle alterations and nondisjunction in mammalian oocytes and the tumor- 
promoting activities of phorbols in mitotic systems indicate that there may 
be common mechanisms underlying age-related aneuploidy and multistage 
carcinogenesis. The importance of certain tumor-suppressor genes for 
checkpoints in cell-cycle progression and the correlations between loss 
of function of these genes, disturbances in the cell cycle. and genetic 
instability have been recognized (Hartwell, 1992). 

Further evidence that alterations in cell-cycle progression are involved 
in age-related aneuploidy was obtained from experiments in which nocoda- 
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zole was used to block oocytes in first prometaphase (Eichenlaub-Ritter 
and Boll, 1989). After the oocytes had recovered from the block, the age- 
related differences in maturation pattern were abolished concomitantly 
with those in aneuploidy (see Fig. 5) .  

These experiments also demonstrate that, at least for meiotic oocyte 
maturation, the second checkpoint in the cell cycle, before onset of ana- 
phase, is operative, because oocytes without a spindle were arrested with 
condensed bivalents. Preliminary evidence exists that even a transient 
depolymerization of spindle microtubules may inhibit the deactivation of 
MPF (Soewarto and Eichenlaub-Ritter, 1993; B. Maro, personal communi- 
cation), triggered by cyclin B degradation, and progression into anaphase. 
The possible consequences of this arrest in prometaphase have already 
been mentioned earlier. In normal meiosis, this checkpoint appears to 
ensure that chromosomes all align at the metaphase plate and orient cor- 
rectly before they separate. However, a severe delay in overall meiotic 
progression under environmental stress or sped up development in oocytes 
from aged females may affect the synchrony in the chromosomal and 
cytoplasmic cycle and thus give rise to nondisjunction. The predivision 
of chromosomes observed in human oocytes (Angell, 1991) may be the 
result of the asynchrony in chromosomal and spindle events. 

D. Physiological Parameters 

Considerations on the contribution of disturbances in spindle formation 
and cell-cycle progression to meiotic nondisjunction imply that any condi- 
tion which alters a physiological parameter in the gamete, such as gene 
expression, protein synthesis, protein phosphorylation, or calcium- 
homeostasis, has the potential to induce aneuploidy. Thus, elevations in 
free intracellular calcium in metaphase I-blocked oocytes can trigger first 
anaphase but can also induce precocious separation of centromeres of 
homologues (presegregation), which will predispose to second meiotic 
nondisjunction (Soewarto and Eichenlaub-Ritter, 1993 and unpublished). 
In second meiosis in mouse oocytes, inhibition of protein synthesis induces 
anaphase without fertilization, which has unknown consequences for fi- 
delity of chromosome distribution. 

It is not within the scope of this chapter to go into details on gene 
expression during gametogenesis, and readers interested in this topic are 
referred to reviews by Kinloch and Wasserman (1993) and Erickson (1993). 
However, the sex-specific developmental schedule should be taken into 
account when the risk factors and mechanisms of nondisjunction are dis- 
cussed. The oocytes of mammals are extremely long-lived and fairly large 
cells. During most of their life span, they are meiotically arrested but 
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metabolically active ( Wickramasinghe and Albertini, 1993). and they must 
provide many components for early embryonal development [reviewed 
by Kinloch and Wasserman (1993)l. The degree of maturity of the oocyte, 
its physiological state, and its competence to resume meiosis may be 
critical in determining predisposition to nondisjunction since oocytes from 
prepubertal mice that have been hormonally stimulated to resume meiosis 
show significantly greater amounts of hyperploidy than those from adult 
mice (Catala et al., 1988). Immature oocytes arrested at metaphase I after 
maturation in uitro often possess highly aberrant spindles (U.  Eichenlaub- 
Ritter, unpublished). Immaturity may also be a risk factor for meiotic 
nondisjunction in human oocytes since a plot of aneuploidy with advancing 
age gives a J-shaped curve, showing elevation in trisomy in offspring of 
very young as  well as aged females (Erickson, 19781 [see also Gaulden 
(199211. Gene expression, in particular of cell-cycle regulating factors and 
of germ cell specific proteins supporting normal gametogenic development, 
appears to be very important. The time and extent of removal of imprints 
during gametogenesis, and new imprinting and de nouo methylation of 
DNA, such as occur during oocyte growth (e.g., Ueda et a l . ,  1992), may 
thus have far-reaching consequences for the physiological state of the 
oocyte. For example, they may influence the status of chromosome con- 
densation, efficiency of recombination, and gene expression. 

For spermatocytes, the removal of imprints and hyperacetylated histone 
H4 (Jeppeson and Turner, 19931, and also the transcriptional inactivation 
of the single X chromosome in the sex vesicle, may be important for normal 
development and chromosome distribytion. In the mouse, a meiotic gene 
product has been characterized that might control the allocyclic behavior 
of the sex chromosomes (Smith and Benavente, 1992b). Another critical 
phase in the physiological state of a spermatocyte is the time after meio- 
sis, when postmeiotic gene expression, in particular of certain proto- 
oncogenes, is required (Erickson, 1993). Some sperm with certain chro- 
mosomal aberrations thus appear to be prezygotically selected against 
(Chayko and Martin-DeLeon, 1992). Since the sex chromosomes are for 
the most part transcriptionally inactive during meiosis, their nondisjunc- 
tion, when they occasionally escape the meiotic quality control of pairing 
failure (see the following discussion), may contribute to the XXY condition 
in man (e.g.. Lorda-Sanchez et al . ,  1992). 

E. Environment and Cell-Cell Interactions 

The maturation of oocytes and spermatocytes is tightly regulated by inter- 
actions with their supportive cells and the environment. For example, 
maturation arrest of spermatocytes appears to be associated with abnor- 
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malities in Sertoli cell junctional connections (Meyer et al., 1992). Atresia 
of oocytes is also accompanied by a loss of contact by gap junctions 
between oocyte and follicle cells. To prevent environmental insult leading 
to cell-cycle, spindle, or chromosome damage, the blood-testis barrier 
may be of particular importance for the spermatocyte, whereas the zona 
pellucida, which might represent a barrier to certain compounds or to 
physical stress, protects the oocyte only after the initial stages of prophase 
and growth [reviewed by Kinloch and Wassarman (1993)l. For interactions 
with granulosa and Sertoli cells, respectively, both types of germ cells 
appear to express the tyrosine kinase receptor c-kit. Although meiosis 
does not appear to depend on its expression either in spermatocytes or 
in oocytes (Yoshinaga e? at., 1991), oocytes and spermatogenic cells in 
mutant (W/W) mice of the W (white-spotting) locus, which corresponds to 
c-kit, develop more slowly [reviewed by Kinloch and Wassarman (1993)l. 
Given the possible importance of cell-cell interactions and mitogens for 
the initiation and timing of meiosis (e.g., Parvinen et al., 1992), particularly 
in the female (Polani and Crolla, 1991), alterations in the kinetics of devel- 
opment may still affect meiosis and chromosome segregation indirectly. 
Thus, the ligand of c-kit may be part of a checkpoint in cell-cycle progres- 
sion, since oocytes of juvenile SI/SI' infertile females become blocked 
from further growth in primordial follicles. 

It is well known that hormonal environment severely affects the devel- 
opmental potential, degeneration, and atresia of germ cells. For instance, 
gonadotrophins may induce nondisjunction in oocytes of certain mammals, 
and the sensitivity to hormonal stimulation appears to be genetically deter- 
mined and species specific (e.g., Hansmann et al., 1988; de Boer et al., 
1991). It has been suggested that estrogenic compounds may also be 
involved in predisposition to nondisjunction by interfering with microtu- 
bule polymerization (Albertini, 1992). In addition, they may affect the pH 
of the follicular fluid. When oocytes were cultured at elevated pH, no 
increases in aneuploidy were found, therefore gonadotrophins may rather 
affect meiotic rate and nondisjunction indirectly (Eichenlaub-Ritter and 
Sobek-Klocke, 1993). 

IV. Development, and Chromosome- and Sex-Specific 
Mechanisms of Nondisjunction 

Human cytogenetic data imply that nondisjunction does not randomly 
affect all chromosomes (Fig. 7) and that chromosome-specific rates depend 
on sex (e.g., Pellestor, 1991b; Kamigushi e? al., 1993). Moreover, female 
meiotic errors but not those in male gametogenesis appear associated with 
advanced age (e.g., Antonarakis et al., 1992). The patterns of maternal 
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Fig. 7 The distribution of nondisjunction is nonrandom for chromosome groups in human 
oocytes (A) and sperm (B), and appears to be different in the two sexes. Frequencies of 
2 x hyperploidy as percentages (closed arrowheads) according to chromosome groups, as 
determined in several studies, compared to the expected frequencies of aneuploidy. assuming 
a random distribution of nondisjunction (open arrowheads). For some chromosome groups, 
the observed percentages of aneuploidy are lower (e.g., A-group), for others higher (e.g., 
G-group in oocytes), than the expected percentages. Significant differences between the 
expected and observed percentages are indicated by a star. [Collected data from Pellestor 
(1991).] 

age-related increases in nondisjunction are, in addition, chromosome spe- 
cific in that they may be rather linear over all ages or may become exponen- 
tially elevated from a certain age onward [reviewed by Sherman and 
Hassold ( 1993)l. Similarly, recombination frequencies differ among chro- 
mosomes and between the sexes (e.g., Tanzi etul. ,  1992), possibly because 
of differences in chromatin conformation and gene expression in addition 
to differences in environment. Differences in gene expression are most 
evident in the sex chromosomes, since spermatocytes possess a Y chromo- 
some that carries genes essential for spermatogenesis (Burgoyne er ul . ,  
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1992) and a transcriptionally inactive X chromosome, whereas reactivation 
of the X chromosome in females prior to meiosis may render both X 
chromosomes active [for review see Hunt and LeMaire (1992)l. Several 
studies in mammals as well as nonmammalian species show that the pairing 
of the X and Y chromosomes in particular is monitored by a meiotic 
quality control in males, because failure to pair induces spermatogenic 
impairment (Miklos, 1974; Burgoyne et al., 1992). The pairing and the 
obligatory crossover of the XY pair in mammals are mediated by the 
pseudoautosomal region in the male, because the telomeric segments alone 
are insufficient to support formation of the synaptonemal complex (Mohan- 
das et al., 1992). In female meiosis, the efficiency of pairing and recombina- 
tion between the two X chromosomes appears to be substantially reduced 
in the pseudoautosomal region (Hunt and LeMaire, 1992). Therefore, 
although pairing in the female may occur over the entire length of the X 
chromosomes, there is no pair of homologues in female meiosis that 
matches the male pseudoautosomal region in length, relative to efficiency 
in synapsis and recombination. Thus, the mechanism sensing failures in 
pairing may also be relaxed in oogenesis. This hypothesis is supported 
by the observation that the deletion of distal Xp in man arrests meiosis 
and causes azoospermia (Mohandas et al., 1992). However, females with 
an XO constitution can still be fertile, although a perinatal wave of atresia 
reduces oocyte numbers dramatically and shortens the reproductive life 
span (Lyon and Hawker, 1973). 

V. Summary: Current Concepts on Etiology of 
Nondisjunction in Mammals 

Developing germ cells appear to be especially sensitive to any environmen- 
tal insult or to a chromosomal constitution that induces perturbations in 
the highly ordered timing of events in meiotic progression. The interactions 
of germ cells with their supporting tissues may be one of the factors that 
decides meiotic success rate, since it may influence the kinetics of the 
initial phases of the cell cycle, particularly the S-phase. A delay in synapsis 
and recombination may delay pairing and repair of DNA breaks and may 
trigger meiotic arrest and atresia at the end of the meiotic prophase. 
However, germ cells that escape this quality control may have increased 
risks for nondisjunction since the early disturbance in cell-cycle progres- 
sion may also affect distal meiotic events, for example, by causing the 
chromosome cycle to become uncoupled from anaphase progression. Ac- 
cording to the sequence of separation for individual chromosomes at ana- 
phase I ,  which may be influenced by the number and position of chiasmata, 
certain chromosomes are at elevated risk for either segregating prema- 
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turely or becoming trapped in the spindle at late anaphase and distributed 
randomly. 

In mammalian meiosis, the risk factors for nondisjunction in males and 
females differ because of sex-dependent differences in the development 
and history, chromosomal constitution, and environment of the germ cells. 
The main risk factor for numerical chromosomal aberrations in oogenesis, 
maternal age, may be multifactorial in that a cohort of oocytes, many of 
which have disturbed recombination and altered cell cycles, may be left 
in the ovary of an aged female. The physiological age of the ovary, the 
limited oocyte pool, altered hormonal status, and a relaxed follicle selec- 
tion may create a microenvironment that has additional adverse effects 
on oocyte constitution before actual resumption of meiosis. At the cellular 
level, the chromosome-specific distribution of chiasmata and alterations 
in protein phosphorylation and expression of cell-cycle regulating factors 
influence meiotic progression. Disturbances in these processes may cause 
asynchrony in chromosome separation and anaphase I, may favor preco- 
cious separation of certain bivalents, may hamper resolution of certain 
chiasmata, such as those near centromeres, and may cause lagging or 
delayed migration of others. In shortened cell cycles, late-separating chro- 
mosomes may be at high risk for becoming trapped in the interpolar space. 
All of these disturbances can ultimately result in aneuploidy . 

In male meiosis, safeguarding mechanisms, particularly those which 
monitor the timing and extent of pairing of the X/Y gonosomes, may 
generally reduce the risk of aneuploidy since abnormal cells will die. 
However, in spermatogenesis, as in oogenesis, the adverse influences of 
chromosomal rearrangement, telomere polymorphisms, nonhomologous 
pairing, spindle poisons, or metabolic insult can upset fidelity of chromo- 
some segregation, especially if they affect the coordination of events in 
cell-cycle progression. 

It is of great importance in understanding mammalian nondisjunction 
to obtain further insights into the mechanisms that govern or may compro- 
mise cell-cycle control during meiosis and thus may be a main target for 
loss of fidelity of chromosome segregation in mammalian germ cells. 
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1. Introduction 

A. Heterochrony and Homeosis in Flower Development 

Evolutionary biologists have long recognized that species appear to be 
derived from one another through changes in the relative timing of events 
during development. These early timing changes may have profound ef- 
fects on mature form, even when they can be attributed to mutations in 
only one or a few heterochronic genes (Raff and Kaufman, 1983). The 
most thorough studies of such genes are in the nematode Cuenorhabdites 
efeguns, where there are many cases of heterochronic mutations that 
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cause precocious cessation of cell division in lineages leading to complex 
organs (Ambros and Horvitz, 1984). The resultant mutant phenotypes 
often resemble species in natural populations, so heterochrony is consid- 
ered a likely mode of evolution in this group. 

In plants, a number of studies have implicated heterochrony in the 
evolution of floral form (Lord and Hill, 1987). Guerrant's (1982) work on 
Delphinium species showed how small changes in the timing of differentia- 
tion could account for the probable derivation of one floral type from an 
ancestral form. Studies on cleistogamy , a condition where closed, inbred 
flowers are borne on the same plant with open and outcrossed flowers, 
and on species with inbreeding floral forms have established that heteroch- 
rony can explain the derivation of the reduced flower in both of these 
cases (Lord e f  al.,  1989; Hill and Lord, 1990b). Only slight changes in 
the absolute timing of onset of stamen differentiation and the duration of 
cell division activity in sporogenous tissue could explain the significant 
differences in the mature flower forms found in the cleistogamous species 
Collomia grandijlora (Lord et al., 1989). 

The only published works on heterochronic genes in plants are those 
of Poethig (1988) and Bertrand-Garcia and Freeling (1991) on corn. Corn 
has mutants with a prolonged juvenile phase that can be ascribed to 
alterations in developmental timing. In yeast, heterochronic mutations 
have been described in genes that regulate the progression and timing of 
the cell cycle (Lee and Nurse, 1988). In the WEE+ mutant of yeast, 
differentiation (i.e., cell division in this single-celled eukaryote) begins 
precociously in a cell that has not grown to the full wild-type size, so 
that the resultant cell is smaller than normal, a heterochronic derivative. 
Therefore, yeast provides a wealth of genetic mutants for the study of 
heterochronic genes and their products in a simple, unicellular model 
system. 

The terms heterochrony and homeosis are used to describe evolutionary 
change in processes that govern, respectively, the timing of development 
and the placement of parts in an organism (Raff and Kaufman, 1983) or 
a complex organ structure like the flower. Since heterochrony is defined 
as an alteration in developmental timing, heterochronic genes can be 
expected to be regulatory in nature and to be involved in controlling 
the timing and duration of events during ontogeny. The term homeosis 
describes the spatial transference of one part of an organism's body to a 
new position where it normally does not occur. Homeotic genes are regula- 
tory as well and are involved in the proper placement of parts in an 
organism or organ system. A concerted effort to understand their role in 
development is now the focus of studies on a number of species, including 
plants. Study of homeotic mutants of Drosophila melanogaster has pro- 
vided most of the information available on the regulation of organogenesis 
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during embryonic stages. Cloning of the genes whose mutant phenotypes 
are disruptions of developmental patterns allowed for rapid progress in 
discovering the means by which these genes direct pattern formation in 
embryos. Positional information is now known to be programmed by 
a family of related genes that specify segments in the fly body during 
embryogenesis (Ingham, 1988). Investigators in several laboratories have 
taken the same approach to the study of plant development, locating 
homeotic mutants in flowers that are controlled by single genes. They 
have found that though these floral genes do not contain the homeobox, 
they do contain a conserved region, found in a variety of organisms, that 
codes for another transcription factor (Coen et al., 1990; Sommer et al., 
1990; Yanofsky et al., 1990). 

The study of heterochrony, which focuses on documenting the timing 
of events in development, highlights a significant difference between Dro- 
sophila embryogenesis and flower ontogeny. Segments of the body are 
determined simultaneously in the fly embryo with homeotic genes provid- 
ing the necessary positional information at one critical point in time. The 
flower is analogous to an animal embryo in certain respects: organs are 
initiated, go through an “embryonic” phase of cell proliferation, and 
subsequently differentiate to function as organs that later senesce. But 
plants have an open system of growth, and organs are constantly being 
produced in an iterative fashion. The identity of floral organs is probably 
determined, not simultaneously in a floral apex, but sequentially as the 
apex produces organs acropetally. 

Growth and new organ formation occur at the apices in plants and 
continue throughout the organism’s life, so that temporal and spatial con- 
siderations in the control of organogenesis are perhaps not as  distinct as 
they are in animal development. Nevertheless, measures of time in studies 
of development should be incorporated, first, because there is good evi- 
dence that alterations in developmental timing have played a role in the 
evolution of plant form, and second, in order to test models for pattern 
formation in plants such as those proposed to explain flower organo- 
genesis. 

B. Organ Identity Genes in Flower Development 

Work on the single gene mutants that disrupt flower form (the so-called 
homeotic or flower organ identity mutants) has demonstrated the presence 
of three classes of genes that control the identity of the progression of 
organs produced in the flower. These classes were discovered by using 
three classes of organ identity mutants (Haughn and Sommerville, 1988; 
Schwartz-Sommer et al., 1990; Coen, 1991; Meyerowitz et al., 1991). All 
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three classes of mutants show a disruption in two adjacent whorls of 
organs (Fig. 1). The first class of mutants is missing normal sepals and 
petals, the second is missing normal petals and stamens, and the third 
kind of mutant is missing normal stamens and carpels. The first whorl, 
sepals, is controlled by class A genes alone; the second whorl, petals, by 
classes A and B genes; the third whorl, stamens, by classes B and C 
genes; and the final whorl, carpels, by class C genes alone. This genetic 
model of Meyerowitz and colleagues (1991) is a proposal for how “unspeci- 
fied organ primordia learn their fate.” The model also proposes that in 
the absence of one class of gene, these unspecified organ primordia are 
transformed into organs normally found in another whorl, thereby leading 
to the homeotic phenotype. For example, in class A mutants, sepals and 
petals are replaced by carpels and stamens; in class B, petals and stamens 
are replaced by sepals and carpels; and in class C, stamens and carpels 
are replaced by petals and sepals. 

1. Spatial and Temporal Models for Specifying Pattern in 
the Flower 

There are two models to explain how the organ identity genes might 
operate in specifying the pattern of the flower, the spatial model of Holder 
(1979) and the temporal or sequential model of Wardlaw (1957). Holder 
(1979) applied Wolpert’s (1969) positional information theory to plants in 
his proposal that the floral apex prepattern might be set up by concentric 
fields of hormones specifying each whorl of floral organs. He saw the 
floral apex as segmented like a Drosophila embryo, with all of the floral 
whorls specified simultaneously and then each differentiating indepen- 
dently of the others. He even proposed examining the homeotic mutants 
known in flowers to test the genetic basis of such a theory. Now, a 
decade later, genes have been cloned for the flower organ identity mutants 
(Schwartz-Sommer et al., 1990; Meyerowitz et a[.,  1991), and they code 

uuu 
A B C Mutant or 

Gene Class 

Floral mutants apetala 2- I apetala 3 agarnous 
in Arabidopsis apetala 7 pistilla ta 

Fig. 1 Genetic model for organ identity gene action in flowers of Arabidopsis thalliana. 
Three gene classes (A-C) govern organ identity in Arabidopsis. [Revised from Meyerowitz 
et al. (t991).1 
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for transcription factors that must, themselves, be turned on by earlier 
events. Holder’s model has been adopted by the groups working on flower 
organ identity genes (Schwartz-Sommer et al., 1990; Meyerowitz et al., 
1991). 

Wardlaw’s (1957) alternative view of floral morphogenesis relies less 
on fields of chemicals than it does on initial switches; the initiation of the 
sepals sets up a sequence of events leading to carpel formation due to a 
cascade of gene expression. Here, groups of genes are turned on in an 
irreversible sequence to produce the flower. Hormones are postulated to 
be the initial trigger, but organs are specified over time, not simultaneously 
as in Holder’s (1979) model. In addition, the organs are not viewed as being 
independent of each other during their differentiation (Heslop-Harrison, 
1964). 

An important feature distinguishing these models from each other is 
the time when genes act in the flower apex, simultaneously and prior to 
flower organ initiation in the spatial model or sequentially as organs are 
initiated in the temporal model. To determine which hypothesis is correct, 
a means of timing the events at the floral apex is necessary. In this chapter, 
the literature on various means of measuring time in plant development 
is reviewed and then one such measure is used to document events in 
flower development in Arabidopsis rhaliana. The wild-type developmental 
program is compared to that of three organ identity mutants and one 
organ-number (meristic) mutant of this species. These data will better 
describe the alterations in the mutants and, in conjunction with the recently 
published expression patterns of the three classes of organ identity genes, 
the validity of the models for control of flower development will be ex- 
amined. 

II. Developmental Indices for Measuring Time in Plants 

In general, time has been measured in studies of plant development by 
either (1) chronological age, or  (2) the use of a numerical index (Erickson 
and Michelini, 1975; Williams, 1975; Silk, 1984; Green et al., 1991). Chro- 
nological age (e.g., days after sowing, days to flowering, etc.) is often an 
unsatisfactory way of measuring time in developmental studies, because 
it does not account for significant variation in developmental rates among 
individuals (Lamoreaux et al., 1978), nevertheless, it is the method most 
commonly used (Lord and Eckard, 1985; Smyth et al. ,  1990). The develop- 
ment of the dental impression replica technique for viewing growing plant 
meristems (Hernandez et a/.,  1991) allows for the timing of early events 
in floral organogenesis in a single individual with considerable accuracy. 
A numerical index is a character, such as bud length, that can be measured 
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Fig. 2 (a) Larnium amplexicaule. Comparative growth curves for node 4 cleistogamous 
(0) and node 7 chasmogamous (0) flower buds (calyx length) for 35 days. [Reprinted 
from Lord (1979), with permission.] (b) Collomia grandiJlora. Comparative growth plots of 
cleistogamous (CL) (0) and chasmogamous (CH) (0) flowers; bud (calyx) length versus 
time. M, final stage of meiosis, tetrad formation; m, mitotic division of microspores. [Re- 
printed from Minter and Lord (1983), with permission.] (c) Viola odorata. Lengths of succes- 
sive leaves plotted logarithmically against time. Each curve represents the mean of five 
plants grown in chambers under 8- and 16-hr days with identical temperature and light 
treatments. Growth rates were determined by regression analysis for the linear portion of 
the curves. [Reprinted from Mayers and Lord (1983), with permission.] 
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Fig. 2 Continued 

as an indicator of relative time (Erickson, 1948; Guerrant, 1982; Lord, 
1979). If the relationship between the index and time is known (Figs. 
2a and 2b), then the character can be used as a standard from which 
developmental rates of other structures, growing over the same period of 
time, can be determined. Since young flower buds may be inaccessible 
for accurate measurements, this method is best used for events after organ 
initiation, such as meiosis in the anther and ovule (Erickson, 1948). The 
best method for measuring events during early organogenesis is the plas- 
tochron index which can specify the developmental status of a shoot, often 
with only small error (Erickson and Michelini, 1957). The plastochron is 
the time interval between the initiation of sequentially produced organs, 
typically leaves in plants. The plastochron index has been used to stage 
flower development as well since flowers are produced sequentially in an 
inflorescence (Sundberg, 1982; Mayers and Lord, 1983; Hill and Lord, 
1990a; Hill and Malmberg, 1991; Hill et ul., 1992; Crone and Lord, 
1993,1994) (Fig. 2c; Table I). 

Both methods of measuring time have proven useful for documenting 
the time spent at various stages of flower development. Only a few studies 
are available for comparison, but these show a great range in the duration 
of flower organogenesis from inception to anthesis. Citrus sinensis, a tree, 
is at one extreme (100 days), and Arabidopsis thaliuna, an annual herb, 
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Table I Timing of Events in Flower Development 

Duration (days) 
Duration (days) from flower 

Growth from initiation rneristem initiation 
Species habit to anthesis to carpel initiation Reference 

Arabidopsis Herbaceous 
thaliana" annual 

Lamium Herbaceous 
amplexicaule 

Collomia 
grandipora 

Anagallis 
aruensis" 

Arenaria 
uniJlora' 

Cyclamen 
persicirm 

Viola 
odorata" 

annual 
Herbaceous 

annual 
Herbaceous 

annual 
Herbaceous 

biennial 
Herbaceous 

perennial - 
Herbaceous 

perennial 
Lilium Herbaceous 

longiporum" perennial 
Citrus Woody 

sinensis perennial 

1 Ob 

I5 

15 

- 

28' 

.280h 

60' 

50 

100 

- 

- 5  

-9 

50b 

Crone and Lord (1994) 

Lord ( 1979) 

Minter and Lord (1983) 

Green et al. (1991) 

Hill et al. (1992) 

Sundberg (1982) 

Mayers and Lord (1983) 

Crone and Lord ( 199 I ) 

Lord and Eckard (1985) 

Grown under controlled-growth chamber conditions. 
Use of plastochron index to measure time. 
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Fig. 3 Inflorescence plastochron determination for Arabidopsis thaliana. Flower growth 
curves for the first 20 nodes in the inflorescence of wild-type plants ( N  = 63). Measurements 
for each flower position averaged to form a composite plot. Reference length used for 
plastochron determination was 5 mm. Arrow indicates the length (-3.5 mm) at which the 
fertilized gynoecium (silique) becomes the longest part of the flower. [Reprinted from Crone 
and Lord (1994). with permission.] 
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Table I1 Staging and Timing of Arabidopsis Wild-Type Flower Development" 

Duration 
Stage Developmental event Plastochrons SD in hours SD N h  

I 
2 
3 
4 
5 
6 

7 

8 
9 

10 

1 1  
12 
13 
14 
15 
16 
17 
18 
19 

Flower buttress 
Stalked flower primordium 
Sepal initiation 
Sepal primordial development 
Petalistamen initiation 
Petalistamen primordial development and 

Anther archesporial cell initiation and first 

Sporogenous cell proliferation in anthers 
Pollen mother cell differentiation and 

ovule initiation 
Tetrad stage of meiosis. megaspore mother 

cell differentiation 
Microspore maturation 
Pollen and embryo sac maturation 
Anthesis. self-pollination fertilization 
Zygote and endosperm formation 
Four-cell embryo 
Sixteen-cell embryo (protoderm present) 
Globular stage embryo 
Heart stage embryo 
Torpedo stage embryo 

carpel initiation 

periclinal division 

I .9 
2.1 
1 . 1  
0.9 
0.7 
I .7 

1.1 

1.8 
1.7 

1.1 

I .6 
2.0  
1.8 
1 .o 
1 .O 
0.8 
I .8 
I .5 
I .5 

0.3 
1 .o 
0.5 
0.6 
0.5 
I .o 

0.6 

0.9 
0.8 

0.7 

0.7 
0.8 
1.0 
0.0 
0.0 
0.5 
I .o 
0.7 
0.7 

23 4 
26 I2 
14 6 
I 1  7 
9 6 

21 I2 

14 8 

22 12 
21 11 

14 9 

19 9 
25 10 
22 12 
12 0 
12 0 
9 6 

22 I2 
19 9 
19 9 

9 
15 
16 
17 
18 
20 

21 

21 
17 

11 

9 
4 
4 
4 
4 
4 
4 
2 
2 

a Reprinted from Crone and Lord (1994) with permission. 
'Number of inflorescences studied that contain that stage. 

is at the other (10 days) (Crone and Lord, 1994; Fig. 3,  Tables I and 11). 
Sundberg (1982) was the first to use the plastochron index to measure the 
timing of early events in Cyclamen flower development. Organization of 
the flower apex and initiation of the four whorls of flower organs takes 
about 50 days in Cyclamen persicum, versus about 4 days in Arabidopsis 
thaliana (Crone and Lord, 1994). In both Aradidopsis and Cyclamen, 
about half of that time is spent in organizing the floral apex before sepal 
initiation. Cyclamen is an unusually slow-growing perennial with a long 
plastochron, 5.5 days, and Arabidopsis is a very fast-growing annual with 
a short plastochron, 12.4 hr. 

Though the plastochron method has been the only means for examining 
the timing of events during early organogenesis, in Arabidopsis there is 
significant variation in the inflorescence plastochron within and among 
plants (Crone and Lord, 1994). This variation hampers any attempt to 
time development precisely. A possible source of the variation in this fast- 
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growing annual may be the erecra mutation in a Landsberg background. 
Arabidopsis is largely self-pollinating, and inbred lines are known to show 
more phenotypic variation than their outcrossed relatives (Falconer, 
1989). 

For this reason, small, rapidly growing annuals are not the plants of 
choice for studying the timing of events early in flower organogenesis. 
However, since the most interesting genetic and molecular work has been 
done on such annuals, for the time being these plants will continue to be 
used to gain a picture of how gene action specifies flower organogenesis. 

The fact that floral homeotic genes appear to be highly conserved among 
angiosperms suggests that studies of the timing of events in flower develop- 
ment using probes for these genes may include larger flowered species 
that have more prolonged flower organogenesis. 

111. Arabidopsis fhaliana: A Model System for the Study of 
Flower Development 

A. Wild-Type Flower Development 

This chapter describes flower development in Arabidopsis thulium wild 
type, as well as in members of the three classes of organ identity mutants 
and one meristic (organ number) mutant. Histological and morphological 
techniques were employed in conjunction with the plastochron index (Fig. 
3) to better describe events in terms of time. The first six stages of flower 
development, when organs are initiating, coincide with those of Smyth et 
al. (1990), whose stages were designed using morphological features (Table 
11). Subsequent stages are based mainly on histological events, so they 
do not necessarily coincide with those of Smyth er al. (1990). 

The Arubidopsis flower is typical of the Brassicaceae containing four 
whorls of organs, four sepals, four petals, six stamens (four long, two 
short), and a single bicarpelate gynoecium (Figs. 4a-4c). Sepals are the 
green outer appendages that enclose the floral bud as it grows before 
anthesis. Petals are the often showy, pigmented organs that expand rapidly 
at anthesis and are the most noticeable of the flower organs. The stamens 
are comprised of a stalk (filament) and a terminal anther that contains the 
male gametophyte, pollen. The gynoecium is composed of carpels that 
enclose the ovules which, when fertilized, become the seeds. The main 
axis inflorescence emerges from a rosette of leaves and produces many 
laterally borne flowers that have dorsiventral symmetry initially due to 
differences in sepals, the first whorl organs (Fig. 4d). In Figure 4d, floral 
developmental stages 1-5 are evident at the inflorescence apex. A number 
of stage 1 flower buttresses can be seen, as well as stage 2 stalked flower 
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Fig. 4 Histology of wild-type (WT) flowers of Arabidopsis thaliana. (a) SEM view of WT 
flower with three sepals (S) and three petals (P) removed. At anthesis. petals expand beyond 
the sepals and gynoecium (G), and the long stamen (LS) filaments elongate so that the 
anthers are next to the stigma (ST). Bar = 1 mm. (b) Longitudinal section of WT flower in 
the plane of the short stamens (SS). The gynoecium (G) has a central septum characteristic 
of this family. Sepals (S) have many elongate epidermal cells (E) on their abaxial surface. 
Bar = 1 mm. (c) Transverse section of WT flower. Four petals (PI are positioned alternate 
to four sepals (S). Short stamens (SS) are in front of lateral sepals. Bar = 1 mm. (d) SEM 
view of WT inflorescence apex (IA) with several flowers initiated. Flowers a-f show the 
morphology of the early phases of flower development. Each flower has a dorsiventral 
symmetry, with one abaxial (AB) and one adaxial (AD) sepal. and two lateral (LA) sepals. 
Longitudinal sections are in the radial (r) or tangential ( t )  plane. or they are oblique. Bar = 

0.1 mm. [Reprinted from Hill and Lord (1989). with permission.] 



Fig. 5 Sepal, petal, and stamen and gynoecium initiation in wild-type (WT) Arubidopsis 
thalianu. (a) Radial section of abaxial sepal initiation by periclinal divisions in Lz (arrows). 
(b) Tangential section of WT flower showing the early development of lateral sepals. 
(c) Radial section of WT flower at an early stage of abaxial and adaxial sepal development. 
(d) Radial section of WT flower just before petal and stamen initiation. The abaxial and 
adaxial sepals nearly cover the floral apex. (e) Petal initiation in a WT flower. The asterisk 
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primordia (the oldest is labeled a), stages 3 and 4, when sepals develop 
(labeled b and c), and stage 5 ,  when petals and stamens initiate (labeled 
f) .  The interval between these separate flower intiation events, the inflo- 
rescence plastochron, is about 12.4 hr (Fig. 3 ) .  This interval was used as 
a means of timing the events in early organogenesis and it was found that 
stages I and 2 last about 2 days, stages 3 and 4 last about 1 day, and stage 
5 lasts less than a day, totaling about 4 days from the time the flower 
meristem forms until carpels initiate (Fig. I Ib; Table 11). The perennial 
herb Cyclamen takes 50 days to develop to the same point, but in a larger 
flower (Sundberg, 1982). 

A close histological examination of e (ents during these early stages 
shows that each organ whorl arises in a distinctive manner and as a 
consequence is readily distinguishable from the other organ types right 
from inception (Fig. 5) .  When one quantifies the earliest events in organ 
initiation-cell expansion and division patterns on the flanks of the flower 
meristem where the organ arises-one can also ascribe distinct behaviors 
to each organ type (Fig. 6). The shoot apical rneristem in angiosperms is 
often layered with respect to cell division planes. The outermost layer, 
L,, shows typically only anticlinal (perpendicular to the surface) divisions 
which serve to perpetuate it as a dermal layer. The L, layer shows mainly 
anticlinal divisions until organs are initiated and then periclinal (parallel 
to the surface) divisions can be seen. The L, shows both types of divisions 
as well as oblique (Sussex, 1989). Sepals initiate as broad primordia with 
mainly periclinal divisions in the L, layer of the apex, with some L, cells 
participating as well (Figs. 5a-5d and 6a). Petals and stamens initiate 
next, alternate with the sepals and further up the flower apex. These two 
organ types are also readily distinguishable from one another histologically 
(Figs. 5e and 5f) and in their cell division patterns (Figs. 6b and 6c). Petals 
are diminutive organs initially, evident mainly as L, cell expansions in an 
anticlinal plane rather than by many periclinal divisions. Stamens are more 
massive and show periclinal divisions at initiation in L, and L, layers of 
the apex. The last organ to initiate is the gynoecium, arising as a ring 

indicates a recent periclinal division of an elongate Lz cell: the Lz cells on either side of this 
cell have not yet divided. ( f )  WT short stamen initiation in front o f a  lateral sepal by periclinal 
cell divisions in Lz (*). The section passes obliquely through a long stamen already initiated 
on the other side of the meristem. (g) Initiation of a WT gynoecium in L, (*). (h) Early 
development of WT gynoecium. Arrows indicate the two principle regions of apical growth 
visible in the radial plane. FA, floral apex; IA, inflorescence apex: LA. lateral sepal: AB, 
abaxial sepal; AD, adaxial sepal; P. petal: LS. long stamem: G. gynoecium. Bar = 50 e m .  
[Reprinted from Hill and Lord (1989). with permission.] 
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Fig. 6 Cell division patterns at initiation for all floral organs. (a) Initiation patterns for first 
whorl organs (sepals in wild type). wt, N = 35 flowers; ap2, N = 13; ag, N = 12; clv, 
N = 16. (b) Initiation patterns for second whorl organs (petals in wild type). wt, N = 19; 
ap2, N = 12; ag, N = 10; clv, N = 17. (c) Initiation patterns for third whorl organs (stamens 
in wild type). wt, N = 26; ap2, N = 11; ag, N = 12; clv, N = 16. (d) Initiation patterns 
for fourth whorl organs (gynoecium in wild type). wt, N = 27; ap2, N = 13; ag, N = 13; 
clv, N = 16. Number of inflorescences studied wt, N = 21; ap2, N = 9; ag, N = 9; clv. 
N = 18. wt, wild type; ap2, aperala2-I; ag, agarnous; civ, clauaral-1; L refers to cell layer 
in meristem; AE, anticlinal elongation; PD, periclinal division; OTHER, other cell division/ 
expansion pattern. [Reprinted from Crone (1992), with permission.] 

structure at the apex summit (Figs. 5g and 5h) and showing distinct cell 
division patterns, predominantly in the L, layer but in the L, layer as  well 
(Fig. 6d). 

B. Initiation Patterns in Organ Identity Mutants 

Since the various flower organ types can be distinguished right at inception 
in the wild type, the prevalent hypothesis that the altered organs in the 
homeotic or organ identity mutants of Arabidopsis were one-for-one organ 
replacements was tested. If this were indeed the case, then in the pisrillara 
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mutant, for example, a Class B type, where petals are replaced by sepals 
and stamens by carpels, the second whorl organs should initiate as  do 
sepals with predominantly Lz periclinal divisions, and the third whorl 
should initiate as do carpels with predominantly L, periclinal divisions. 
To test this idea, allornetric analyses were used to describe shape changes 
in the organs as they grow and conventional histological techniques (i.e., 
cell number at initiation, in young primordia, and in mature organs when 
possible) to examine growth in the altered organs of the mutants. To 
incorporate an element of time, plastochron indices were developed for 
two of the organ identity mutants, apetala2-1 and agamous, and for one 
meristic or organ number mutant, clavatal-1. The general observation 
was that organs initiate appropriately to their whorl as defined by the wild 
type, regardless of the mutant type. Subsequent development of the altered 
organs was divergent, and they took on features of the organs in adjacent 
whorls that were differentiating at the same time. Alterations in the timing 
of events were striking: all mutants had altered inflorescence plastochron 
durations, with prolongation of specific stages in flower development as 
well (Crone and Lord, 1993,1994). 

The next section describes events in each of the three types of organ 
identity mutants and then describes the meristic mutant. The organs will 
be referred to as whorls 1 to 4 instead of their phenotypes in order to 
avoid confusion, since the altered organs in the mutants are often mosaic 
in nature. 

1. Class A Mutant: Apetulu 

The apetala2-1 mutant is a class A mutant in which whorls 1 and 2 are 
altered and are said to be transformed into carpels and stamens from 
sepals and petals, respectively. Hence, whorl 1 should show the initiation 
patterns of a carpel and whorl 2 should show those of a stamen if the 
transformation is complete. In fact, the first whorl organ initiates with Lz 
periclinal divisions, much as a sepal does in stage 4, although cell number 
in the primordium is larger than in a wild-type sepal (Figs. 6a and 7a). 
Subsequent growth in terms of histology and allometry is sepal-like until 
stage 7, when the organ develops forked trichomes typical of leaves, along 
with female reproductive features [stigmatic papillae in flowers produced 
early in the inflorescence (Fig. 6d) and external ovules on those produced 
later]. The mature organ is a mosaic of leaf, sepal, and carpel features 
(Crone and Lord, 1994). 

The second whorl organs in apetala2-1 initiate like petals (not like 
stamens as the model predicts) with anticlinal elongation in the L, layer 
of the floral apex in stage 5 (Figs. 6b and 7b). This similarity also holds 
in terms of cell number in primordial stage 6 (Fig. 7c). By stage 8 (Fig. 
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Fig. 7 Floral histology of the apetala2-1 mutant of Arabidopsis thaliana. The patterns of 
cell division setting up the organs are similar to those of the sepals and petals of the wild 
type. (a) Radial longitudinal section of a stage 4 flower. Arrow on Lz periclinal division 
during initiation of first whorl organ. For a wild-type comparison, see Fig. 5b. (b) Radial 
longitudinal section of stage 5 apetala2-1 flower. Arrow points to Lz periclinal division in 
initiating stamen primordium, and a star is beneath L2 anticlinally elongated cells initiating 
second whorl organ prirnordiurn in a petal-like pattern. See Figs. 5e and 5f for wild-type 
comparisons. (c) Tangential longitudinal section of stage 6 apetala2-l flower showing a 
stamen and a second whorl organ primordium. No distinction can be made between the 
wild-type petal and the apetafu2-1 second whorl organ until stage 8. (d) Radial longitudinal 
section of a stage 8 flower. Arrowhead on stigmatic papillae of abaxial first whorl organ. 
The first and second whorls of the apetala2-I flower achieve their altered phenotype during 
later differentiation and not early initiation processes. AB, abaxial first whorl organ; AD, 
adaxial first whorl organ; G, gynoecium; ST, stamen; W2, second whorl organ of apetala2- 
1 .  Bars = 25 pm for c, 50 prn for a, b, d. [Reprinted from Crone and Lord (1994). with 
permission.] 

7d), when the first whorl organ diverges and forms stigmatic tips on the 
leaf-like organ, the second whorl diverges to form a stamen with sporoge- 
nous cell proliferation. This staminoid structure in whorl 2 remains devel- 
opmentally retarded compared to the third whorl normal stamen, but 
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Fig. 8 Floral histology of the pistillata (PI) mutants of Arabidopsis thaliana. (a) SEM view 
of the pistillata flower with two sepals (S) and two “petals” (P) removed. The morphology 
of the gynoecium ( G )  is extremely variable in PI flowers. Bar = 1 mm. (b) Radial section 
of PI flower at the same point in development as the WT flower in Fig. 5d. The structure 
of WT and PI flowers at this stage is similar. AB, abaxial sepal; AD, adaxial sepal; FA, 
floral apex. ( c )  An oblique section of a PI flower near the time of stamen initiation in a WT 
flower. The floral meristern has an abnormal shape and pattern of cell division initiated by 
periclinal divisions in L, and L, distributed along the flanks of the floral meristem and not 
restricted to the sites of stamen initiation as in the WT (see Fig. 5g). A primordial buttress 
resembling a stamen primordium is visible (small arrow) above a developing “petal” (‘P’). 
Asterisk shows periclinal divisions. (d) PI flower at a comparable stage with the WT flower 
in Fig. 5h when the gynoecium is initiating. The regions of apical growth (arrows) no longer 
conform to the wild-type pattern. (e) Oblique section of a PI flower at the time of gynoecium 
initiation in the WT flower (see Fig. Sg). There is an excessive number of periclinal divisions 
(asterisk) along the flanks of the floral meristem. No stamen primordia are evident in this 
section, but “petal” primordia are comparable to those in the WT flower. Bars = 50 pm 
for b-e. [Reprinted from Hill and Lord (1989). with permission.] 



Fig. 9 Floral histology of the agamous-i and clauatul-l mutants of Arabidopsis thaliana. 
(a-c) Histology of the agamous-l flower. As with the apetala2-I floral mutation, organs 
initiate and develop as primordia appropriate to their whorl in agamous-1 flowers. 
(a) Tangential longitudinal section of stage 5 agamous-1 flower. Arrows point to L2 periclinal 
divisions in initiating third whorl organ primordia, and an asterisk is beneath L2 anticlinally 
elongated cells in initiating petal primordium. (b) Tangential longitudinal section of stage 6 
agarnous-/ flower. Arrow points to L3 periclinal division. The altered third whorl in the 
agamous-l flower initiates with a stamen pattern (a) and develops as a stamen primordium 
(b). (c) Diagonal longitudinal section of stage 7 agamous-1 flower. The third whorl organs 
assume petaloid features in stage 7, when stamens in the wild type are undergoing sexual 
differentiation with archesporial cell differentiation. The altered fourth whorl organs initiate 
as do carpels, but on the flanks of the meristem (b), before they rapidly assume sepaloid 
histology and the floral apex reorganizes (c). P, petal: W3, third whorl organ of agamous- 
I ;  W4, fourth whorl organ of agamous-I. Bars = 50 p,m. (d-g) Histology of the clavatal- 
I flower. The clavatal-1 affects the organ number of all whorls, most notably forming a 
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eventually matures as  a mosaic structure of petal and stamen features 
with an anther and pollen (Crone and Lord, 1994). 

2. Class B Mutant: Pistilluta 

Pistillata is a class B type of organ identity mutant in which whorls 2 and 
3 are altered and are said to be transformed into sepals and carpels, from 
petals and stamens, respectively (Meyerowitz et al., 1991). The upetala3 
mutant shows the same phenotype and is thought to function with pistillafa 
to specify petals and stamens (Jack et al.,  1993). So, in the mutant, 
whorl 2 should have sepal initiation features and whorl 3, carpel initiation 
patterns. In fact, after normal stages 1-4 for the. flower apex (Fig. 8b), 
whorl 2 initiates in stage 5 (Fig. 8c) and develops as a petal until stage 8 
(bud L 0.5 mm), when it is - 9 0 ~ m  in length. By this point, it has diverted 
on a sepal pathway in terms of differential growth and histology, resulting 
in a mature sepal-petal mosaic organ (Fig. 8a) (Hill and Lord, 1989). 

In stage 5 ,  the third whorl in pistillata initiates like a stamen (Fig. 8c) 
(not like a carpel as the model predicts), but very soon thereafter the 
floral apex becomes aberrant, with random proliferations on its flanks. 
The gynoecium initiates in stage 6 and seems to merge with the previously 
initiated stamen primordia to form aberrant carpeloid structures fused to 
the whorl 4 (often aberrant) gynoecium (Figs. 8a and c-e). So, while 
apetalud-1 development is like that of the wild type through stage 6, 
pistillata diverges at about stage 5 due to early disruption in the stamen 
development, though petals are not visibly disrupted until stage 8 (Hill 
and Lord, 1989). 

3. Class C Mutant: Agarnous 

Agamous is a class C mutant in which whorls 3 and 4 are altered and 
said to be transformed into petals and sepals from stamens and carpels, 
respectively (Meyerowitz et a/.,  1991). 

~ ~ 

four-carpeled gynoecium. The floral apex of both wild-type and clauatal-l flowers appears 
similar before gynoecial initiation (Crone, 1992). (d) Radial longitudinal section of a late 
stage 5 flower before carpel initiation. This stage lasts longer in the mutant than in the wild 
type, and this prolongation results in an increase in cell number in the apex before carpel 
initiation. The carpels in clauatal-1 initiate on the flanks of the floral apex, in a manner 
reminiscent of the fourth whorl organs of agamous-l. (e) Tangential longitudinal section of 
a stage 6 flower. (f) Axial view of clauatul-l at initiation (approximately). As the flower 
matures, the four-carpeled clauatal-1 gynoecium is larger than the two-carpeled wild-type 
gynoecium. (g) Cross section of a stage 10-1 1 flower. Note the four carpels and seven (vs. 
six) stamens. FA, floral apex; G ,  gynoecium; LS, long (median) stamen: S,  sepal; ST, 
stamen. Bars = 50 pm for d, e, f; 200 pm for h. [Reprinted from Crone and Lord (1993, 
1994), with permission.] 
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Therefore, whorl 3 should initiate as a petal with L2 anticlinal elongations 
and whorl 4 as a sepal with primarily L, periclinal divisions. In fact, the 
third whorl in agamous initiates in stage 5 (Figs. 6a and 6b) much as the 
wild-type stamen does (Fig. 9a) in terms of cell division patterns, cell 
number, and growth rate. The mutant organ develops like a stamen (Fig. 
9b) until stage 7, taking on petaloid features when the wild-type stamens 
would normally be differentiating sporogenous tissue (Fig. 9c). 

The four organs of the fourth whorl in agamous initiate with cell division 
patterns much like the wild-type gynoecium; divisions are mainly periclinal 
in L, (and some in L2), but they are located on the flanks of the meristem, 
not apically (Fig. 9b). In terms of cell division patterns and cell number, 
these organs are more carpel-like than sepal-like. 

In stage 7, the apex recognizes and takes on the look of a flower apex, 
initiating sepals in stage 3 wild-type flowers (Fig. 9c). Subsequent develop- 
ment of the whorl 3 organs shows them to be mosaic, with epidermal 
features of sepals and petals (Crone, 1992). The mutant shows a reiterating 
pattern of organ initiation, with an open system of growth forming flowers 
within flowers (Meyerowitz (et al., 1991). With the loss of carpels, the 
apex loses its determinative quality and continues to cycle through the 
flowering program. 

Using the plastochron to monitor the timing of events in both apetala2- 
1 and agarnous shows that the growth of individual flowers is slowed and 
the inflorescence plastochron prolonged (Figs. 10a and lob). Many specific 
stages of flower development are prolonged in both mutants (Tables I11 
and IV). 

The three organ identity mutants in each of the three gene classes 
controlling flower organogenesis show no alterations in the initial stages 
of organogenesis. Mutant organs take on features of adjcant or neighboring 
organs during their differentiation. They are all mosaic organs; in no case 
was complete one-for-one organ transformations seen. It appears as if the 
identity genes do not affect initiation patterns, but rather are involved in 
targeting genes that code for differentiation products after initiation. They 
are certainly organ identity genes in that respect, but perhaps previously 
acting genes (those that target the identity genes?) are responsible for the 
cell expansion and division patterns that characterize the flower apex 
during stages 3-6, when the organs initiate. This proposal is hard to 
reconcile with the fact that the organ identity genes are first expressed 
before the organs whose identity they control are initiated, i.e., class A 
apetalal in stages 1 and 2, class B apetala3 and class C agamous in stages 
3 and 4, and class A apetuia2-Z virtually all over the plant (Okamura et 
al., 1993). Until it is known when and where their respective proteins are 
produced, what genes turn on the identity genes, and what the identity 
genes themselves target, the story will remain incomplete. 
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Fig. 10 Inflorescence plastochron determinations for Arabidopsis thaliana mutants. 
(a) Flower growth curves for the first 10 nodes in the aperala2-l inflorescence from four 
plants. Measurements for each flower position were averaged to form a composite plot. 
Reference length used for plastochron determination was 3 mm. (b) Flower growth curves 
for the first 9 nodes in the agamoirs-1 inflorescences of two plants. Measurements for each 
flower position were averaged to form a composite plot. Reference length used for plastoch- 
ron determination was 1 mm. [Reprinted from Crone and Lord (1994). with permission.] 
(c) Flower growth curves for the cluuatal-1 inflorescence. The composite lines represent 
the average flower length at  each of the first 10 positions of the inflorescences of 10 plants. 
An index length of 4 mm was used to determine the plastochron. [Reprinted from Crone 
and Lord (1993). with permission.] 
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Table 111 Staging and Timing of apetala2-1 Flower Development" 

1 
2 
3 
4 
5 
6 

7 

8 

9 

10 

11 

12 

41d 
396 
4Id 
15 
4 4 d  

49d 

23d 

60d 

47d 

17 

544 

33 

16 
16 
16 
16 
14 
8 

16 

21 

18 

I 1  

19 

13 

9 
9 
9 
9 
9 
8 

9 

9 

8 

7 

6 

5 

Duration 
Stage Developmental event Plastochrons SD in hours SD Nb 

Flower buttress 1.8' 0.7 
Stalked flower primordium 
First whorl organ initiation 
First whorl organ primordial development 
Secondlthird whorl organ initiation 
Secondhhird whorl organ primordial 

development and carpel initiation 
Anther archesporial cell initiation and first 

periclinal division 
Sporogenous cell proliferation in anthers, 

archesporial cell formation in second 
whorl organs 

Pollen mother cell differentiation and ovule 
initiation; sporogenous cell formation in 
second whorl organs 

Tetrad stage of meiosis. megaspore mother 
cell differentiation; pollen mother cell 
formation in second whorl organs 

Microspore maturation; tetrad stage of 
meiosis in second whorl organs 

Pollen and embryo sac maturation; 
microspore maturation in second whorl 
organs 

I .7' 
I .8d 
0.7 
1 .9d 
2. I d  

1 .o 

2.6' 

2.0 

0.7' 

2.3d 

I .4' 

0.7 
0.7 
0.7 
0.6 
0.3 

0.7 

0.9 

0.8 

0.5 

0.8 

0.5 

Reprinted from Crone and Lord (1994) with permission. 
Number of sectioned inflorescences studied that contain that stage. 
Duration of stage statistically shorter than that of wild type ( p  < 0.05). 
Duration of stage statistically longer than that of wild type ( p  < 0.051. 

C. Meristic Mutant 

The last type of mutant examined is a meristic mutant, clauatal-1, which 
increases the numbers of organs in the whorls, particularly whorl 4, to 
produce a four-carpeled ovary (Fig. 9g). Development of the flower apex 
in clauatal-1 is similar to  that of the wild type until stage 5 prior to 
gynoecium initiation (Fig. 9d). At this point, the apex looks similar to 
that of the wild type, but stage 5 is prolonged in the mutant (Table V )  
and this results in an increase in cell number in the apex before carpel 
initiation (Crone and Lord, 1993). This increase in size is only measurable 
later, after carpel initiation in stage 7. The carpels initiate on the flanks 
of the apex in clauatal-1, much as  whorl 4 initiates in the agamous mutant 
(compare Fig. 9b to Fig. 9e) and unlike the more apical location in the 
wild type (Fig. 5h). The size of the initiating gynoecium is larger than in 
the wild type as expected since it is a doubled organ (Figs. 9f and 9g). 
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Table 1V Staging and Timing of ci,garnorts-l Flower Development'' 

Duration 
Stage Developmental event Plastochrons SD in hours SD N h  

1 Flower buttress 
2 Stalked flower primordium 
3 Sepal initiation 
4 Sepal primordial development 
5 Petalhhird whorl initiation 
6 Fourth whorl organ initiation 
7 Fourth whorl primordial growth 

Completion of second flower' reiteration 

Third flower reiteration (whorls 7-9) 
Fourth flower reiteration (whorls 10-12) 
Fifth flower reiteration (whorls 13-15) 
Sixth flower reiteration (whorls 16-18) 
Seventh flower reiteration (whorls 19-21 ) 

(whorls 4-6) 

I .9 
I . 3 d  

I .2  
I .0 
1.3' 
1.6 
0.9 
1 . 3  

2.5 
2.6 
2.0 
1 .0 
1 .0 

0.8 40' 16 9 
0.9 28 18 9 
1 .0 26 20 9 
0.5 21' I I  8 
0.5 26' 10 8 
I .2  34 25 8 
0.6 18 13 8 
1.3 26 27 8 

1.7 53 35 8 
1 . 1  54 24 7 
I .0 42 21 5 
0.0 21 0 3  
0.0 21 0 1  

~~ ~ 

" Reprinted from Crone and Lord (1994) with permission. 
Number of sectioned inflorescences studied that contain that stage. 

' Duration of stage statistically longer than that of wild type ( p  < 0.05). 
This and subsequent stages listed are not equivalent to reported stages in wild-type and other 

Duration of stage statistically shorter than that of wild type ( p  < 0.05). 
mutants. 

The inflorescence plastochron for clavatal-J showed a slower rate of 
flower growth and a shorter plastochron than the wild type (Fig. 1Oc). 
Nonetheless, most stages in flower development were prolonged com- 
pared to the wild type (Table V) .  

IV. Models for Flower Development 

Models to explain how the flower meristem becomes determined fall basi- 
cally into two groups. One suggests that the flower apex is blocked out 
at one point in time in concentric whorls that correspond with the four 
whorls of organs; this is referred to as a "spatial model" (Holder, 1979; 
Schwartz-Sommer et al., 1990; Meyerowitz ar al., 1991) (Fig. l l a ) .  The 
other suggests that the concentric whorls or organs are specified sequen- 
tially as the flower apex grows acropetally (Wardlaw, 1957; Heslop- 
Harrison. 1964). The spatial model predicts that class A, B ,  and C genes 
would turn on at one point in time in the flower meristem, before sepal 
initiation, and that the organs in the four whorls would subsequently 
differentiate independent of one another. The sequential model predicts 
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Table V Staging and Timing of clauatal-1 Flower Development" 

Duration 
Stage Developmental event Plastochrons SD in hours SD Nh 

1 Flower buttress 2.6' 0.7 28 8 10 
2 Stalked flower primordium 2.7" 0.7 29 7 10 
3 Sepal initiation 2.0' 0.8 22' 9 10 
4 Sepal primordial development I .5' 0.8 16 9 10 
5 PetaUstamen initiation 2.3' 0.7 25' 7 10 
6 Petalktamen primordial development 2.3' 0.7 25 7 10 

and carpel initiation 

first periclinal division 

anthers 

ovule initiation 

mother cell differentiation 

7 Anther archesporial cell initiation and 1.5' 0.7 16 8 I0 

8 Sporogenous cell proliferation in 3.3' 0.9 36' 10 10 

9 Pollen Mother cell differentiation and 2.5" I .o 27 12 10 

10 Tetrad stage of meiosis, megaspore I .3 1.1 14 I 1  9 

1 I Microspore maturation 4.0' I .9 43' 21 9 
12 Pollen and embryo sac maturation I .4 0.8 I5 8 7 
13 Anthesis, self-pollination 1.7 0.6 18 6 3  

' Reprinted from Crone and Lord (1993) with permission. 
Number of sectioned inflorescences studied that contain that stage. 
Duration of stage statistically longer than that of wild type ( p  < 0.05). 

that each class of genes would turn on just before the initiation of the 
whorl they control, i.e., first, class A before sepal and petal initiation; 
next, class B before petal and stamen initiation; and last, class C before 
stamen and carpel initiation. Since the gene classes control overlapping 
sets of organs during their sequential production, this model predicts 
interactions between adjacent organs as they grow. There are variations 
on these two themes, such as Irish and Sussex's (1990) model, which is 
a combination of a sequential and spatial model, with class A genes turned 
on before class B and C genes, but class A and C genes specifying position 
in the apex and activating class B genes. In fact, any sequential model 
has a spatial component to it, but the reverse is not the case. 

A. Expression Patterns for the Organ Identity Genes 

The expression patterns of the class B and C genes in Arubidopsis (upet- 
ah3 and agarnous) were described first, before the class A genes. The 
two classes of genes appeared to turn on in late stage 3 or early stage 4 
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Fig. 11 Model for timing of organogenesis and organ identity gene action in flowers of 
Arabidopsis thalianu. (A) Genetic model for how three gene classes (A-C) govern flower 
organ identity in Arahidopsis. Each gene class controls identity of two adjacent organ types 
in the flower. The floral mutants show altered organs in the two whorls whose identity is 
specified by a gene class [revised from Meyerowitz et a/.  (1991)]. (B) A time clock for flower 
development in Arabidopsis based on staging with a plastochron index [data from Crone 
(1992). which are slightly different from those in Table I1 because they are from flower 
positions 1-26 instead of 1-12]. The timing of expression of the three classes of organ 
identity genes is included based on data from Mandel et a/ .  (1992) for apetalal; Jack et al. 
(1992) for aperala.3; and Drews et a/.  (1991) for agarnous. 
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after sepal initiation, but before petal/stamen and carpel initiation. This 
observation was interpreted to “rule out certain types of sequential mod- 
els” (Jack et al., 1992). But it could also be interpreted as supportive of 
a sequential model, since neither class B nor class C genes are turned on 
in the flower meristem in stages 1 and 2 when they should be blocking 
out the apex with class A genes, as the spatial model predicts. Both petals 
and stamens arise simultaneously in Arabidopsis (Hill and Lord, 1989), 
and both are specified by a combination of gene classes, A and B for 
petals and B and C for stamens. In fact, one expects that all three classes 
of genes would need to be turned on for the initiation of these two organs 
even if a sequential model were to hold. This raises the difficulty of using 
the Arabidopsis system to test these models. A more typical situation in 
flowering plants is petal initiation before stamen initiation, and only in 
such a flower would one expect to see the class B genes (petal- and stamen- 
controlling) on before class C genes (stamen- and carpel-controlling). So 
the data on the expression patterns of apetala3 (class B) and agamous 
(class C )  are not as useful for resolving the problem as the data on class 
A genes. The class A genes, both models predict, would be expressed in 
the flower meristem in stages 1 and 2, and this is the case. Apetafa2-1 
expression is not restricted to these stages though or to flowers, which is 
unlike the other organ identity genes (Okamura et al., 1993), Data on 
apetafal, a class A gene controlling flower meristem identity as well as 
sepal and petal identity, have perhaps resolved the matter by showing 
sequential gene activity in the developing flower meristem as predicted 
by the sequential model (Mandel el af . ,  1992). Apetafal is first expressed 
in stages 1 and 2 when flower primordia form. In stages 3 and 4, apetafal 
expression is restricted to the first whorl, as the meristem grows prior to 
initiation of the petal/stamen whorls. In late stage 3 and stage 4, apetala3 
and agamous are first expressed in the growing meristem, higher on the 
apical dome, above insertion of the sepals. This is presumably in prepara- 
tion for the next set of organs, petals and stamens, which require class 
B (apetafa3) and class C (agarhous) gene action (Fig. Ilb). The class A 
(apetafal) gene remains in the sepals and appears in the newly formed 
petals; the class B gene (apetafa3) remains in the petals and stamens; and 
the class C gene is expressed in the stamens and the carpels when they 
initiate in stage 6. Since both petals and stamens initiate at once, and 
necessitate both class B and C gene activity at once, one would expect 
that apetala3 and agamous would show expression for this event at the 
same time, even with a sequential model in mind. It is the previous expres- 
sion of the class A gene aperafal alone in stages I and 2 that demonstrates 
the sequential nature of the organ identity gene action in Arabidopsis. 

Expression patterns for the organ identity genes support the sequential 
model proposed by Wardlaw (1957) and not the spatial model proposed 
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by Holder (1979) and are generally accepted by those currently working 
on the organ identity genes (Jack et a/ . ,  1992). To better resolve the exact 
pattern of the timing of gene activity at the apex during organ specification, 
flowers whose development is sequential for every organ whorl, as is 
more typical of angiosperms, and flowers that have a protracted organ 
initiation schedule rather than an abbreviated one as in Arabidopsis should 
be used (Table I ) .  

B. Altered Whorls in the Organ Identity Mutants Are Not Complete 
Organ Transformations 

When the mutant flowers of Arabidopsis were examined, no normal or- 
gans, even in the supposedly unaltered whorls, were observed (Crone and 
Lord, 1994). There were modifications, to some degree, in the form and 
development of all the organs. The fact that altered whorls bore mosaic 
organs probably reflects the fact that initiation of all organs followed a basic 
wild-type plan. Once initiated, the altered organ could take on features of 
adjacent, more normal whorls, but retained some features of its own whorl, 
whether cell number in the primordium, differential growth patterns, or 
even histological features. Each organ whorl may be unspecified as to its 
ultimate fate at initiation, but some degree of differentiation occurs even 
at this early stage. The idea of transformation comes from animal studies 
on homeotic mutants of flies, but even there, the altered organs are mosaics 
to some degree; in the antennapedia mutant of Drosophila, the altered 
organ starts off with a cell number and cell proliferation pattern like that 
of an antenna, and only after the third instar do the homeotic antennapedia 
organs begin to be leg-like (Postlethwait and Schneiderman, 1971). 
Schwartz-Sommer et al. (1990) recognized the mosaic nature of the altered 
organs in the mutants of Antirrhinum majus and refer to them as sepaloid, 
and so forth. 

In plants, what are often interpreted as transformations or homeotic 
effects can also be interpreted as heterochronic effects (Hill and Lord, 
1989). For example, the LEAFY gene in Arabidopsis controls the transi- 
tion from inflorescence to flower meristem formation (Schultz and 
Haughn, 1991), much as the FLO gene acts in Antirrhinum (Coen et al., 
1990). The lea& mutant in Arabidopsis forms inflorescence meristems 
where flower meristems should be forming. This can be interpreted as a 
transformation of the flower meristem into an inflorescence meristem 
(Weigel et al., 19921, but since the plant normally produces both lateral 
inflorescence meristems and lateral flower meristems along the main axis 
of the inflorescence, this sort of mutant can also be interpreted as hetero- 
chronic, showing a change in the timing of the switch from lateral inflores- 
cence to lateral floral meristems. Hempel and Feldman (1994) have shown 
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nicely how knowledge of the relative timing of flower and lateral inflores- 
cence production is essential for interpreting the leafy phenotype. 

C. A Modification of the Sequential Model 

One can look at the organ identity mutant phenotypes as resulting from 
alterations in developmental timing. The flower apex is programmed to 
produce a sequence of floral whorls, which form even in the absence of 
the organ identity genes, but form as leaf-like organs in the proper floral 
formula or pattern (Meyerowitz et al., 1991). This provides evidence for 
previously acting genes that control patterning of the organs in the flower 
(Coen, 1991). Given that initiation patterns of the organs in the organ iden- 
tity mutants are the same as the wild type, this aspect of early organogene- 
sis is probably under control by these previously acting patterning genes. 

When a class of organ identity genes is missing, the timing of differentia- 
tion events may become altered (hence, the disrupted plastochrons of 
the mutants), and the primordia that are initiated may have to rely on 
neighboring organ differentiation products to complete their development. 
Hence, the organ is mosaic in nature. The sequential events in organ 
initiation and development in the flower occur as an overlapping set of 
programs that obviously are not independent if such mosaic organs can 
form. 

Each of the mutants shows this “nearest-neighbor” effect. In apetala2- 
1 ,  the first whorl organ appears leaf-life, since it is the first organ to initiate 
in the flower, and the nearest differentiating organ is the cauline leaf on 
the inflorescence stalk. The addition of ovules on the margins of these 
‘‘leaves’’ in the first whorl of apetala2-1 occurs later in development and 
can be attributed to differentiation products from carpels which are then 
present in the apetala2-1 flower. To propose that carpels can be nearest 
neighbors to sepals, though, is only conceivable is one considers the flower 
sequence to occur in a cycle where the progression from sepals to carpels 
can be reiterated continuously; carpel production typically “uses up” the 
apex of a flower. It is proposed that once an apex is evoked, a cycle of 
floral organ whorls turns on that will reiterate if not stopped by carpel 
production (i.e., in agarnous, a class C mutant, no carpels are initiated 
and the cycle can therefore go on to produce flowers inside flowers, an 
indeterminate floral apex). Green (1989) has noted how like a cycling 
engine the shoot apex is in the vegetative or inflorescence mode. The 
flower is a shoot system too, determinate only by virtue of its production 
of carpels, which may, in some instances, terminate the apex. 

The upetafa2-1 second whorl organ initiates as a petal, but is altered to 
form a stamen-like organ since the nearest normal differentiation product is 
that of the third whorl stamens. The second whorl in pistillata initiates 
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as a petal, but since the third whorl in this mutant is also altered, the 
nearest normal organ will be the previous one, the sepal, so that the 
second whorl organs later assume a sepaloid phenotype. The third whorl 
organs have as their nearest normal neighbor the carpels, which will initiate 
shortly after the third whorl organs. The third whorl initiates as a stamen, 
but then assumes gynoecial characteristics, with periclinal cell division 
much as occurs in carpels, but here occurring along the flanks of the floral 
apex (Hill and Lord, 1989). 

In agamous, the third whorl organs assume, early on, many of the 
characteristics of the second whorl in terms of slower proliferation of cells 
and the final petaloid phenotype of the organ. The fourth whorl may 
utilize the differentiation product of its nearest neighbor, which, if flower 
development is explained as a reiterating cycle, is the sepal. The other 
nearest, normally differentiating neighbor is the petal, perhaps explaining 
the later-developing petaloid margins of the fourth whorl agamous organs. 

One way to partially test this model would be to examine the triple 
mutant that lacks any organ identity function (Meyerowitz et al., 1991). 
These “flowers” have leaf-like organs arranged in the proper floral pattern, 
all with an appearance similar to that of aperala2-1 first whorl organ. This 
model predicts that the whorls in these “flowers” would initiate as normal 
floral whorls and be diverted into cauline leaves due to the total absence 
of organ identity gene products. Work on the floral meristem identity 
genes leafy and aperala-1 demonstrates that the expression of the class 
B and C genes require their activity (Weigel and Meyerowitz, 1993). Since 
the apetala-1 gene plays a dual role in meristem identity and class A 
function, it appears that a sequence of genes is turned on with flower 
induction, much as Wardlaw (1957) envisioned. One missing piece of the 
puzzle is those prepattern genes that establish the flower formula, the 
feature which makes each flower unique and characteristic of its species. 
The genetic/molecular approach being taken by many laboratories in the 
United States and in Europe will no doubt provide an answer in the near 
future. 
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Acrodysplasia, transgene methylation, 252 
Actin inhibition, nondisjunction and, 

Adhesion molecule, neural cell, 80, 

agamous mutant, 343-344, 352, 353 

expressing, 83 

304-305 

157-159 

expression pattern, 350 
floral histology, 343 
flower development staging and timing, 

plastochron determinations, 344 
344, 341 

agouri, identified as affecting 
teratocarcinogenesis, 194 

Alkaline phosphatase, 153 
germ cell, 189, 190-191 

Alpha fetoprotein, HI9 imprinting and, 239 
Anagallis aruensis, timing of events in, 332 
Androgenesis 

genetic imprinting and, 233-234 
hydatidiform moles and, 234 

Androgenones, parthenogenones and, 

Androgenotes, imprinted genes, 266 
Aneuploidy, 281, 282; see also 

phenotypes, 234 

Nondisjunction 
age-related, 307-308 
defined, 281 
meiotic vs. mitotic, 281-282, 283 
rate, 283 

Angelman syndrome, Snrpn gene region 

Aniridia syndrome. in Pax-6 mutation 

Annelid 

and, 241 

heterozygotes, 36 

homology between arthropod and, 
113-1 15 
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Axons 
retinal, time-lapse studies, 144-146 
retinotectal, normal pathfinding, 139- 148 

time-lapse studies, 144-146 

B 

Basic fibroblast growth factor, germ cell 
growth, 208-209, 211,213, 214 

Beckwith-Wiedemann syndrome, genetic 
imprinting, 239 

Benomyl, microtubules and, 300 
Bicoid, 38, 105, 118. 128 
Brachyury, 72 
Brain, see also specific regions 

medial view, I 1  
morphogenesis, 8-12 
rostral, patterning, see Rostra1 brain 

patterning 
Brn-I, expression, 30 
Brn-2. expression, 30 
Brn-3, expression, 30-31 
Brn-3.0, expression, 46 
Brn-3.2, expression, 31 

C 

N-Cadherin, pathfinding role, 157- 158 
Caenorhabditis elegans 

homeobox genes, 5 1 
regulatory proteins, 37 

Calcium, pathfinding role, 161 
Calcium ionophore A23187, in axonal 

guidance studies, 161 
cdx, zebrafish, 71, 72 
Cell cycle, disturbance, nondisjunction 

and, 305-308 
Cerebellum, homeobox genes expressed 

in, 23-27 
Chiasmata, meiotic segregation patterns 

and, 297 
Chicken ovalbumin, upstream 

promoter, 72 
Chimera, genetic imprinting and, 233, 234 
Cholera toxin, germ cell growth and, 195 
Chromosomal aberration, and 

nondisjuction in meiosis, 282 
Chromosomal abnormality. secondary 

nondisjunction and, 303 
Chromosome recombination 

anaphase I, 289 
anaphase 11. 289-291 
early replication and, 293-294 

meiotic delay and, 294 
nondisjunction and, 289-298 
nonvertebrate, 291 
sex as factor in, 293-294 
vertebrate, 291-298 

Chromosome separation, mitosis and, 

Chromosome 21, linkage map, 293 
translocations involving, 297-298 

Chromosome X, recombination, 293 
ci-D, drosophila, 125 
Ciliary neurotrophic factor, 199 
Citrus sinensis. timing of events in, 331 

294-295 

C-kit, 196, 214 
cell cycle progression, 310 

floral histology, 342 
flower development, staging and timing, 

plastochron determinations for, 344 

clauatal-1 mutant, 344-347 

347, 348 

Cleistogamy, heterochrony role, 326 
c-mos proto-oncogene, meiotic 

nondisjunction and, 307 
Colchicine, microtubules and, 300 
Collomia grandijora 

growth curve, 330 
timing of events in, 332 

Colony-stimulating factor-I, 196 
CpG dinucleotide 

methylation, 249, 256, 260, 263, 264 
methylation resistance, 245-246 

Cvckarnen persicurn, timing of events in,  

Cyclic AMP, in axonal guidance studies, 

Cyclic GMP, in axonal guidance studies. 

Cyclin B, in nondisjunction in meiosis, 308 
Cvclops mutation, zebrafish, 92 
Cytochalasin. filopodia removal, 146 
Cytochalasin B, pathfinding effect, 162, 

Cytochalasin D, in genomic imprinting 

33 1 

161 

161 

: I  ' . ,-A 

studies, 267 

D 

Dbx, expression, 36 
Demethylation, genomic imprinting and, 

Dental impression replica technique, 329 
Dermoid cysts, parthenogenesis, 231 

250-25 I 



Index 

Developmental disorder, homeobox gene 
mutations and, SO 

Developmental mechanism 
historical aspects, 103 
leech, see Leech development 
molecular-genetic homology, 107- 109 
molecular phylogeny and. 102-103 
realizator genes, I08 
selector genes, 108 

Differentiation, mammalian, 172 
dlx 

expression, 46 
zebrafish, 72 

expression, 42 
maps of, 44 
multiple species, 51 
outside CNS. 50 

Dlx-1, expression, 38, 39 
DIx-2, expression, 38 
Dominant White Spotting gene, 193 

Dlx, 38 

mutations, 42 

mutations, germ cell development and, 

Dorsoventral patterning, zebrafish, 78-79 
Drosophila 

196-197 

distul-less gene, 42 
ectoderm. comparison of compartments, 

segments and parasegments, I14 
empty spirucle gene, 39 
muscle segment homeobox gene, 43 
NK2 gene, 40 
orthodenticle gene. 38 
regionalization, 118-1 19 

genetic regulation, 104 
rostrocaudal patterning, molecular 

segmentation, 118-1 19 

selector genes, 108 

proteins, 5-6 

genetic basis, 118-1 19 

genetic regulation, 104 

Drosophila melanogusfer, homeodomain 

359 

Embryonic stem cells, pluripotentiality, 

Empty spiracle gene, function, 39 
Emx, expression, 39 
Emx-2, expression, 46 
En, 23 

209 

expression, 37 
arthropod. 123- I24 
gradients, 48-49 
induction, 26-27 
regulation, 25 

function, 25 
gene interaction with, 124-125 
leech homolog, 121 

mammalian, zebrafish homolog, 70 
midbrain-hindbrain expression, 84-86 

En-2 protein, amino acid sequence, 67 
Endogenous gene, methylation, 255-260, 

en'? 

En-2 

263 

genetic conservation, 90 
hindbrain expression, 75 
jaw muscle expression, 90 
mesoderm gene expression, 88-89 

eng- l ,  in patterning mechanism studies, 90 
eng-2. zebrafish rostral brain patterning, 82 
Engrailed homeodomain, 4 
Enhancer competition model, 259 
En-related genes, zebrafish, see 

ZebrafishEn-related genes 
Estrogen, MIShhibin influence on, 181 
Ethanol, microtubules and, 300 
even skipped, 128 
Evolution 

genetic change and, 103-104 
as historical process, 103 
molecular phylogeny contribution. 

102 
Extracellular matrix molecules, pathfinding 

role, 159-160 
Eye 

development, zebrafish, rostral brain 

homeobox gene expression, 45-46 
patterning and, 86-87 E 

Ear development, Pax gene expression 

Ectoderm, neural, development, 2-3 
Embryonal carcinoma cells, 

pluripotentiality, 209 
Embryonic germ cells 

derivation, 209, 211, 214 
pluripotentiality. 209 

in, 87 

F 

Fasciclin IV, 153 
Fibroblast growth factor 

regulators, 213 
types, 212 
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pair-rule, drosophila, I19 
realizator, 108 
segment polarity, drosophila, I19 
selector, 108 

Genetic imprinting, see also Imprinted 
genes 

androgenesis and, 233-234 
biological role, 234-236 
chimera studies, 233 
effects, 228-230 
embryological evidence, 231-234 
embryonic stem cells in, 233 
genetic evidence for, 228-230 
gynogenesis, 232-233 
map, mouse, 228 
mechanism, 227-228, 245-265 
methylation involvement in, 260-265; 

see also Methylation 
parthenogenesis and, 231-233 
strain-specific, 253-254 
Surani’s hypothesis, 234 

Primordial germ cell 
Germ cell, see also Embryonic germ cells; 

embryonic history, 190-194 
function, 189 
life cycle, 190 

germ cell deficient, 193 
Gonad anlagen, 189, 190 
Gonadotrophins, nondisjunction and, 310 
Goosecoid 

induction, 91 
zebrafish, 71 

Granulosa cell, 213, 310 
Griseofulvin, microtubules and, 300 
Growth hormone gene, regulation, 45 
Growth hormone-releasing factor 

Growth cone, 143, 145 
gene, 45 

autonomous pathfinding by, 148-155 
filopodia, pathfinding role, 161 
guidance cues, see Pathfinding, guidance 

retinal, see Retinal growth cones 
signal location for, 148-149 
transduction machinery, 160-164 

cues 

Gtx, expression, 37 
Guidance cue, distribution of positional, 

Guidance cue molecules 
adhesion, 157- 159 
criteria for, 156-157 
extracellular matrix, 159-160 

149- 15 1 

Filopodia 
growth cone, 145, 146 

pathfinding role, 161, 164 
Flower development 

agamous. staging and timing, 344. 347 
apetala2-1, staging and timing, 344, 346 
Arabidopsis thaliana, 334-337; see also 

chronological time measurement in, 329 
clavatal-i, staging and timing, 347, 348 
heterochrony in, 325-326, 351 
homeosis in, 325-326 
models, 328-329, 347-353 
numerical time measurement in, 329 
organ identity genes in, 327-329 
plastochron index in, 331 
sequential model, 347-348, 350, 

spatial model, 347-348 
time measurement in, 329-334 

columnar model, 46-47 
homeobox gene expression, 27-46; see 

also specific genes 
neuromeric model, 46-48 
prosomeric model, 47-48 
subdivisions, 48 

Forskolin, germ cell growth and, 195 
Freemartinism, 176 
Fused, 243 
fushi tarazu, 128 

Arabidopsis thaliana 

352-353 

Forebrain 

G 

Gbx, expression, 36 
Gbx-2, 39 

expression maps, 44 
Gene, see also specific gene 

antennapedia-bithorax cluster, 5-8 
germ cell deficient, 193 
Goosecoid, 71 
growth hormone-releasing factor, 45 
Hertwig’s macrocytic anemia, 193 
horneobox, see Homeobox gene 

imprinted, identities, 236-244; see also 

MHC Class I alleles, genetic imprinting, 

HOX, 6-8 

Imprinted genes 

243 
organ identity, flower development and, 

327-329 
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molecular perturbations, 156 
topography, 160 
transduction machinery, 160-164 

Gynogenesis, 232-233 
Gynogenones, 232, 233 

H 

H i 9  
genomic imprinting, 236, 238, 239-240 
methylation pattern, 255-260 

Haig hypothesis, 235 
hairy, 128 
Helobdella, I12 

Heparin, pathfinding role, 159-160 
Hepatitis B virus, genetic imprinting, 237 
Herbimycin, retinal axons, 161 
Hertwig’s macrocytic anemia gene, 193 
Heterochrony 

flower development and, 325-326 
genes involved, 326-327 

Hindbrain patterning, zebrafish, 73-80 
Histone H4, 309 

hi-en expression, 122-124 

recombination and, 293 

induction, 91-92 
h l x - I ,  79, 80 

zebrafish hindbrain expression, 74-75 
Holder model, flower development, 

HOM/HOX complex, 126 
HOM/Hox genes, 109 
Homeobox gene, see also specific gene 

328-329 

chromosomal location, mouse brain, 13, 
expression 

animal head development, 51-52 
complex pattern, 48-49 
eye, 45-46 
forebrain, 27-46 
function vs. expression, 49 
midbrain, isthmus, and cerebellum, 

mouse brain, 13 
outside CNS, 50-51 
peripheral cranial sense organs, 46 
pituitary, 43-45 
retinoic acid effect on, 18-19 

23-27 

function, 5-8 
mutations, 20-22, 50-51 

proteins encoded by, definition and 
developmental disorders, 50 

structure, 3-5 

361 

Homeodomain 
definition, 3-5 
DNA binding, 4-5 
structure, 3-5 

Homeodomain proteins 
amino acid sequence, 8-9 
Drosophila melanogaster, 5 
function, 5-8 
MATaI, 5 
MATa2,5 

flower development and, 325-326 
genes involved, 326-327 

annelid and arthropod, 113-1 I5 
biochemical, 108 
molecular-genetic, 108 
sequence, 108 
syntagmata, 108, 124-126 

Horseradish peroxidase, 137, 161 
Hox, see also Homeobox genes 

Homeosis 

Homology 

function, 6-8 
mammalian, zebrafish counterparts, 

mesoderm gene expression, 88-89 
multiple species expression of, 51 
murine, organization, 67 
regulatory elements, identification, 17 
zebrafish, see Zebrafish Hox genes 

outside CNS, 50 
retinoic acid effect, 18-19 
in rhombencephalon, 12-17 

66-67 

Hox, expression 

neural crest, 14-17 
pattern, 13 
regulation, 17-20 
spatial restriction. 14 
temporal complexities, 13-14 

HOX-A1 
function, 22 
mutation, 21-22 

HoxA-3, mutation, 22 
Hox-BI, mutation, 21 
Hox-B2, regulatory aspects, 17-18 
Hox-B4, mutation, 22 
Hox-B5 protein, amino acid sequence, 67 
Hox-C5 protein 

amino acid sequence, 67 
homology, 68 

Hox-C6, zebrafish, neuron 
differentiation, 77 

Hox promoter, analysis, 93 



362 l ndex  

hr-en, expression, leech, 122-123 
kfr-ci, expression patterns, 125 
hfr-wnt-I, expression patterns, 125 
Hunchback gene, 105 
Huntington’s disease, genetic imprinting, 

Hybrids, interspecific, imprinted gene 

Hydatidiform moles, 240 
androgenesis and, 234 

243-244 

identification, 265-266 

I 

genomic imprinting, 235, 237, 238-239, 

methylation, 255-260, 262 

genetic imprinting, 240-241, 254 
methylation, 255-260, 262 

differential screen for, 266-267 
endogenous genes, 237-238 

identifying, 265-267 
Igf71, 238-239 
lsfllr9 240-241 
MHC Class I alleles, 243 
Snrpn, 241-242 
transgenes, 236-237 
Xist, 242-243 

function, 181 
testicular tumors and, 181-182 

254, 260-262 

Isfllr 

Imprinted genes, 228 

H19, 239-240 

Inhibin 

Inhibin gene, MIS deficiency and, 181 
Inner centromere proteins, 305 
Integnns, pathfinding role, 158-159 
Interspecific hybrids, imprinted gene 

identification, 265-266 
Ionomycin, pathfinding role, 161 
I d - I ,  37 

Isthmus, homeobox genes expressed in, 
expression, 38 

23-27 

J 

Jost, Alfred, Miillerian inhibitor and, 
172- 174 

K 

Kinesin, nondisjunction, 299 
Kinetochore, defective, 298-299 
Knirps, 105 
Krox2O 

regulation, 18 
zebrafish hindbrain expression, 74 

Krox20 protein, gene coding for, 18 
Kruppel, 105 
Kruppel-related zinc finger, zebrafish, 72 

L 

IacZ, transgenic analysis, 18, 19, 93 
Lamium amplexicaule 

growth curve, 330 
timing of events in, 332 

k a f y  mutant, 351 
Leech 

en expression in, 121-123 
midbody segments, 109 
regionalization genes, 119-121 
segmentation genes, 121-123 

Leech development 
macromeres, 110 
segmentation, 109-1 13 
selected stages, 110 
teleoblast mitosis, 112 

Leukemia inhibitory factor 
activation, 207-208 
embryo implantation, 207 
functions, 205, 208 
molecular characteristics, 205 
nomenclature, 205 
receptors for, 206, 208 
related cytokines, 207 

Leydig cells, MIS influence on, 177 
LH-2, expression, 38 
Lilium longijorum, timing of events in, 

LIM/homeodomain gene, expression, 

Lin-1 I ,  37 
Lipofection, 156 

332 

37-38 

LOX-2, 119 

M 

Macromeres, leech, 110, 112 
MADS box. 31 
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Major histocompatibility complex, Class I 
alleles, genetic imprinting, 243 

Mannose-6-phosphate receptor, IgflIr 
protein. 240 

Mast cell growth factor, 197 
Mastoporan. pathfinding role, 161 
M A T a 2 ,  homeodomain, 4 
Maturation-promoting factor, 305 
Mec-3. 37 
MEF-2 binding site, 37 
Meiotic nondisjunction. see 

Nondisjunction. meiotic 
Melanocytes. Steel Factor effect, 

200-201 
Meristic mutant, Amhidopsis  thaliana, 

344-347 
Mesoderm, zebrafish 

nonsomitic. gene expression, 89 
somitic, gene expression, 88-89 

Metallothionein. 176 
Metencephalon, see Pons 
Methylation 

assays, 249 
cytosine, 246 
endogenous gene, 255-260 

enhancer competition model, 259 
gamete, 250-251 
imprinted gene, 251-260 
imprinting involvement, 260-265 
overview of DNA, 245-249 
regulation, 249-25 I 
role in eukaryotes, 247-249 
transgene, 251-255 

distribution, 263 

distribution, 263 

5-Methylcytosine. eukaryotic, 245-246 
N6-Methyldeoxyadenosine. 253 
Methyltransferase, 245, 262 
Micronucleus, nondisjunction, 299 
Microtubule organizing center, 302 
Microtubules. polymerization, drugs 

Midbrain. homeobox genes expressed in, 

Midbrain-hindbrain boundary, expression 

MIS 

affecting. 300 

23-27 

domains in, 84-86 , 

assays, 174 
cloning. 175 
deficiency. mouse model. 179-181 
expression. 175 

363 

freemartinism and, 176 
function. 176 
genetic location, 175 
germ cell regulator. 213 
mouse 

deficiency mutants, 179- I8 1 
expression, 180-181 
function. 176-177 
transgenic experiments, 176- 177 

mutants, deficiency. 179-181 
persistent Miillerian duct syndrome and. 

protein, mutant, 178 
I79 

MIS/inhibin mutants. 181-182 
MISITfm mutants, 182-183 
Mitosis, chromosome separation, 

nondisjunction and, 294-295 
MPA434 transgene. 252 
msh,  zebrafish. 71 
M s x ,  expression, 43 
Msx-2.  expression. 45 
Msx proteins, zebrafish comparison, 71 
Mr-I promoter, methylation, 255 
Miillerian duct, 172. 173, see also 

Persistent Miillerian duct syndrome 
gain of function, 176-177 
inhibitor, 173-174 
loss of function, 178-181 

Mullerian-inhibiting substance, see MIS 
Mutation, nondisjunction and, 289 
Myelogenous leukemia, genetic imprinting, 

Myotonic dystrophy, genetic imprinting, 
244 

244 

N 

n blast cell, leech, I I5 
Neural-cell adhesion molecule, 80 

Neural ectoderm development, 2-3 
Neurite-outgrowth-blocking-1, in axonal 

Neuromeric model. forebrain, 46-48 
Neurotrophin-3, mitogenic effect, 199 
nf blast cell, identity, 115-117 
Nkx, expression, 40-42 
Nocodazole 

pathfinding role, 157-158 

guidance, 159 

microtubules and, 300 
spindle formation, 284 
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Nondisjunction, see also Aneuploidy 
chromosome integrity and, 289 

chromosome recombination and, 
extrinsic factors affecting, 295-296 

289-298; see also Chromosome 
recombination 

nonvertebrate, 289-291 
paracentric inversions, 2% 
translocations, 2% 
vertebrate, 291-298 

defined, 281 
distribution, 310-312 
effects, 282-283 
etiology, current concepts, 312-313 
genes and gene products involved in, 

gonadotrophins and, 3 10 
male age factor, 295-296 
maternal age factor, 291, 293. 304, 306, 

311 
meiotic, 285 

298-299 

detection methods in, 283-287 
disturbance, 305-308 
etiology, 312-313 
female, 284-285 
immaturity as risk factor in, 309 
male, 285-286 
spindle malfunctioning in, 299-300. 302 
versus mitotic, 281-282, 283 

mutation and, 291 
parental origin, 285 
rate, 283 
reciprocal translocation and, 296 
sex chromosome pairing and, 312 

cell-cell interactions as, 309-3 10 
cell cycle disturbance as, 305-308 
chromosome recombination, see 

Chromosome recombination 
cytoskeleton disturbance as, 304-305 
drugs as, 295-296, 300 
environment as, 309-310 
genetic, 2% 
physiological disturbance as, 308-309 

radiation as, 295-296 
spindle disturbance as, 298-305 

ns blast cell, identity, 115-117 
NuMA-protein, nondisjunction and, 299 

0 

Ocr-2, expression, 31 
Ocr-6, expression, 31 

predisposing factor, 283, 287, 291, 293 

Index 

Oligodendrocyte type-2 astrocyte, 214 
Oncostatin M, 207 

primordial germ cell differentiation and. 
208 

Oocyte 
cell-cycle progression, 301 
meiosis, 286 
nondisjunction, drug effect, 296 
physiological disturbance, 

spindle disturbance, 302, 304 
spindle formation in, 287, 290 
zona pellucida, nondisjunction and, 310 

nondisjunction and, 308-309 

Oogenesis, Steel Factor effect, 201-202 
Optic tract development, 143 
Organ identity gene 

activity, 327 
activity timing, 349. 350 
expression patterns for, 348-351 
in Rower development, 327-329 
genetic models, 327. 328-329 
mutants, 338-344 

agarnous, 343-344 
altered whorls in, 351-352 
apetala2-1, 339 
pistillata, 340 

orx 
expression, 38-39, 46 
function, 38 

Ovalbumin, chicken, upstream 

Ovary, MIS influence on, 176, 180 
promoter, 72 

P 

Pair-rule gene, expression, 128 
Pair-rule homolog, models for temporal 

segmentation control, 128 
Paracentric inversion, nondisjunction and, 

296 
Parthenogenesis 

dermoid cysts, 231 
genomic imprinting and, 231-233 

androgenones and, phenotypes, 234 
Parthenogenones, 232, 233 

Parthenogenotes, imprinted genes, 266-267 
Pathfinding 

autonomous, growth cone, 148-155 
guidance cue 

axonal cell-surface molecules as, 
154-155 



Index 

cellular localization, 154- 155 
diffusible signals as. 154 
distribution of positional, 149-151 
models, 151-153 
molecules involved, 156-164; see also 

nature of, 148-155 
neuroepithelial signals, 155 
transduction machinery. 160-164 

Guidance cue molecules 

normal. retinotectal projection. 139-148 

dorsoventral. zebrafish, 78-79 
hindbrain, zebrafish, 73-80 

recombination and, 293 
rostra1 brain, see Rostra1 brain 

patterning 
rostrocaudal. segmentation vs. 

regionalization in. 104-105 
spinal cord, zebrafish, 73-80 

conservation. 35 
diencephalon regulation, 83 
in ear development. 87 
expression, 33-36 

function. 35 
mutation. 35-36 
neuromere expression. 83 
organization, 31 
proteins encoded by. 31 
spinal cord neurons expressing. 79 
zebrafish, 72 

Patterning 

Pax 

in nonsomitic mesoderm, 89-90 

axogenesis. 87 
dorsoventral patterning. 78-79 
eye development. 86-87 
neuron differentiation. 76 

Pax-4 
expression. 46 
mutation. 46 
zebrafish. 72 

Persistent Miillenan duct syndrome. 179 
Petal initiation. Arabidopsis tlialiana. 

Philadelphia chromosome. genetic 

Phorbol 12.13-dibutyrate. tumor 

Phosphatase. nondisjunction and, 306 
Phosphorylation, protein. nondisjunction 

pistillara mutant. 340. 353 
floral histology. 341, 343 

337 

imprinting. 244 

promotion, 306-307 

and. 306 

365 

Pit-l 
expression. 45 
mutation. 22 

cell types, 45 
homeobox gene expression. 43-45 

Plastochron index. flower development, 

Platelet-derived growth factor, 196. 199 
in oligodendrite development, 2 14 

Polymerase chain reaction, imprinted 

Pons 

Pituitary 

331, 344 

genes. 266-267 

homeobox gene expression in. 23-24 
structure, 23 

Posterior optic commissure. 49 
Postoptic commissure, 152 
POU 

chromosomal location. 29 
expression patterns, 29 
forebrain expression. 29-3 1 
zebrafish. 72 

nondisjunction in meiosis and. 282 
Snrpn gene region and. 241 

apoptosis. 198 
basic fibroblast growth factor effect, 

cholera toxin effect on, 195 
culture. 194- 196 
fibroblast growth factor exposure. 212 
forskolin effect on. 195 
growth 

regulation. 194-2 15 
summary of factors regulating, 215 

Prader-Willi syndrome 

Primordial germ cell 

208-209 

long-term proliferation. 208-215 
migration. Steel gene mutants and. 

proliferation. factors regulating. 215 
serum effect on, 195 

adhesion molecule. 193 
alkaline phosphatase expression. 191 
alteration. 193-194 
antigen expression. 191-193 
cell migration studies. 193 
Dorninant Wliire-Spotting gene and. 

female atresia. 191 
genes involved. 193-194 
gonad anlagen colonization. 191 

203-204 

Primordial germ cell. differentiation 

196- 199 
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leukemia inhibitory factor, 205-208; see 
also Leukemia inhibitory factor 

male, 202 
membrane-bound Steel Factor role, 

199-200,204 
regulators, 213 
serum effect on, 195 
spermiogenesis, 191 
Steel gene and, 196-199 
Steel Factor and, 199-204 
tumor development, 194 

homeobox genes expressed in, 29 
morphogenesis, 11-12 
structure, 29 

Prostomium, 109 
Protein phosphorylation, nondisjunction 

and, 306 
Pseudohermaphroditism, male, 183 

Prosencephalon 

R 

Receptor tyrosine kinase, 196 
Recombination, chromosome, see 

Regionalization 
Chromosome recombination 

drosophila, 118-1 19 
genes, leech, 119-121 
rostrocaudal patterning in, 104-105 
temporal mechanisms, speculation on, 

126-127 
Retina 

development, 142-143 
mode of growth, 139 
topography, 147 

Retinal axons, time-lapse studies, 144-146 
Retinal growth cones, 136, 143, 145 

autonomous pathfinding by, 148-155 
growth 

highway model, 152 
patchwork cue model, 153 
X-Y coordinate model, 152-153 

guidance cues, see Pathfinding, guidance 

signal location for, 148-149 
cues 

Retinoic acid 
Hox gene expression, 18-19 
teratogenic effect, 19 

Retinotectal axon, normal pathfinding, 
139-148 

time-lame studies. 144-146 

Retinotectal projection 
adult characteristics, 144 
D-V vs. A-P order, 148 
embryonic manipulation effects on, 

experimental aspects, 136 
normal, 142-144 
right eye development, 142 
topography, 146-148 

development, 138-139 
diffusible signals, 154 
early studies, 136 
experimental tools for, 136-139 
normal pathfinding, 139-148 

time-lapse studies, 144-146 
topography, 147- 148 

development, Hox gene function in, 

Hox gene expression in, see Hox, 

structure, 12-13 

4 and 5,  mutational effects on, 21-22 
retinoic acid effect on, 19-20 
subdivisions, zebrafish, 80 

Rhombotin, 38 
Rostra1 brain patterning, 80-87 

axogenesis, 87 
eye development in, 86-87 
midbrain-hindbrain boundary 

determination and, 84-86 
neuromere organization, 82-83 
pax early expression, 81-82 
regional expression, 82-84 

149- I50 

Retinotectal system 
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