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Disease interventions, at both the individual and population levels, are,
with a few bright exceptions, faltering. Vaccines, pharmaceuticals, and low-
tech solutions, such as bed nets and water filters, while successful in addressing
many reductionist diseases, cannot contain pathogens that use interactions at
one level of biocultural organization to evolve out from underneath interven-
tions directed at them at another. Such holistic diseases, operating across
fluctuating swaths of space and time, infect and kill millions annually. HIV,
tuberculosis, malaria, and influenza, among others, confound even the most
concerted efforts.

Virologists, epidemiologists, evolutionary ecologists, population health ge-
ographers, drug designers, and public health officials must return to basic
principles. Lab, field, and statistical apparatuses, powered now by industrial
computing, appear inadequate to the task of rolling back many scourges old
and newly emergent. New ways of thinking about basic biology, evolution,
and scientific practice are in order. In a world in which viruses and bacteria
evolve in response to humanity’s multifaceted infrastructure – agricultural,
transportation, pharmaceutical, public health, scientific, political – our epis-
temological and epidemiological intractabilities may be in fundamental ways
one and the same. Some pathogens evolve into population states in which we
cannot or, worse, refuse to think (Wallace and Wallace 2004).

In an attempt to break the current stalemate, we offer here the possibil-
ity that shifts in mesoscale ecosystem resilience can entrain punctuations in
molecular cognition and gene expression on more rapid time scales. Through
such means evolution by selection can also trigger transitions by punctuated
equilibria across a variety of time scales.

The analysis, based on the computational systems biology approach of
Wallace and Wallace (2008), reduces ecosystem, gene expression, and Dar-
winian inheritance to a least common denominator: information sources in-
teracting by crosstalk at markedly different rates. Pettini’s (2007) ‘topological
hypothesis’, via a homology between information source uncertainty and free
energy density, generates a regression-like class of statistical models of sud-
den coevolutionary phase transition based on the asymptotic limit theorems
of information theory linking all three levels. A mathematical restatement
of Holling’s (1992) extended keystone hypothesis about the roles mesoscale
phenomena play in entraining both slower and faster dynamical structures –
mesoscale resonance – produces the key results. Into this informational turn
we incorporate a cognitive paradigm for gene expression and ontogeny, mir-
roring I. R. Cohen’s (2000) treatment of immune function, Gilbert’s (2000,
2001, 2005) evo-devo perspective, and West-Eberhard’s (2003, 2005) work on
developmental plasticity and the origins of phylogenetic diversity.

In essence, the asymptotic limit theorems of communication theory impose
necessary conditions on cognitive gene expression and its interaction with the
embedding ecosystem and ontogeny in much the same way the central limit
theorem imposes necessary conditions leading to the construction of regression
models. It should be possible to fit the resulting statistical models to real data,
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providing new means of comparing particular organismal and epidemiological
systems under different conditions, or different systems under similar condi-
tions. Ultimately we offer new tools for the analysis of currently intractable
phenomena involving broadly cognitive processes taking place within nested
hierarchies of complex biochemical and socioecological networks.

A first application takes us to prebiotica. We show Eigen’s paradox, tracing
the transition from high error-low energy replication to some high energy-low
error form, appears to be characterized by a fundamental protoecosystemic
shift in metabolic resilience that entrained reproductive fidelity.

Our second, and central, application requires invoking the influence of hu-
manity’s cultural structures on pathogen ecosystems. We reconsider the evo-
lutionary ecology of HIV, avian influenza H5N1, and other highly adaptable
disease organisms. In particular, we examine how public policy and socioeco-
nomic structure not only exert selection pressures on infectious diseases, but
can actually ‘farm’ them in a broadly coevolutionary process driven both by
reductionist medical interventions and by economically induced expansions
in the pathogens’ ecological niches. This leads us to call for an ‘integrated
pathogen management’ similar to the ‘integrated pest management’ strategies
increasingly advocated in agriculture. An essential feature of any pathogen
management strategy, of course, would be widespread social and economic re-
form. Absent such intervention, evolutionarily responsive pathogens will in all
likelihood continue to inundate us like hurricanes lined up in the Caribbean,
leaving our population centers devastated in their terrible wake.
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1

Introduction

Evolutionary biologists have long debated whether speciation occurs grad-
ually or in response to massive catastrophes (Mayr 1982, Gould 2002). By
mid-twentieth century the gradualists, buttressed by a mathematical synthe-
sis of Darwinian selection and Mendelian genetics, prevailed, and the catas-
trophists, of various stripes, were professionally marginalized, going the way
of the dinosaur. Speciation was now viewed as resulting from selectionist mi-
croevolution in response to incremental environmental challenges, a view best
embodied by early efforts in ecological and population genetics.

The paradigm shift had the curious effects of alienating organism from
environment, with evolution limited to changes in allelic frequencies (Lewon-
tin, 2000). Concomitantly, evolution, outside cosmology the most historical
of sciences, became curiously dehistoricized. There appeared an inability or
refusal to incorporate evolutionary history into the mathematical mechan-
ics tracing population dynamics beyond differentiable functions and Markov
chains. History became largely relegated to the internal state of the system
at the previous interval. The formalisms and their analytic outgrowths locked
field studies and experimental programs into the most extreme versions of the
adaptationist program.

By the mid-70s, however, a rearguard action emerged. Eldredge and Gould
(1972; Gould and Eldredge 1977) concluded that speciation could occur, and
in some systems often occurred, suddenly. Species appeared abruptly in the
fossil record, remained largely unchanged in it, and then disappeared ‘sud-
denly’ on a geological time scale. These ‘punctuated equilibria’ appeared to
integrate gradualism and catastrophism. In something of an epistemological
resuscitation, a panoply of other potential causes complicating organismal
adaptation by natural selection reemerged in the literature: laws of form a
la D’Arcy Thompson, Galton’s polyhedron, phylogenetic constraints, the his-
torical contingencies of catastrophic climatic events and mass extinction, and
selection at other levels of biological organization (including macroevolution-
ary species selection).

R. Wallace et al., Farming Human Pathogens, DOI 10.1007/978-0-387-92213-3_1, 
© Springer Science+Business Media, LLC 2009 



2 1 Introduction

In the same period, C. S. Holling (1973) developed the ecological equivalent
of punctuated equilibrium. Resilience theory (Fleming and Shoemaker, 1992;
Gunderson 2000; Volney and Fleming 2007) views each ecosystem, formed
by the interactions among community species and with their environment,
as normally in a state of quasi-equilibrium. As the system is subjected to
various impacts, it shows no obvious change in structure or function, but the
relationships among many resident species become tighter as the perturbations
erode the delicate peripheral interactions. Finally, either a particularly intense
impact on the ecosystem or the aggregated effect of multiple impacts degrades
so many of the relationships that those that remain shatter. The ecosystem
shifts relatively suddenly into a different dynamic domain – a different quasi-
equilibrium with markedly different structure and function. A forest shifts
into prairie land after long-term drought. With a change in local hunting
practices, an epizootic erupts out from a state of endemism. Eutrophication
emerges from enough agricultural runoff and urban wastewater.

While the analogy has long been apparent (e.g., Levin 1999), we attempt
here to more forcefully engage the possibility Holling’s theory provides some-
thing of an explanation for punctuated equilibrium. If ecosystems are suddenly
transformed into different configurations, species are confronted with sudden
changes in selection pressure. Along with the fossil record, climatological and
geological data show major changes in temperature, atmospheric composi-
tion, and shifts in volcanism, earthquakes, and tectonic plates. These form
the macroscale of ecosystems. In the other direction, local topography, ge-
ology, hydrology, and microclimate offer abiotic contributions to microscale
ecological niches. By their activities organisms also modify their own niches
and those of other organisms (Lewontin, 1993; Odling-Smee et al., 1996, 2003).
Sandwiched between, and at times overlapping, landscape processes, such as
wildfires spreading over large numbers of niches, form the mesoscale (Holling,
1992).

Given the geographically defined and conditional nature of the environ-
ment to which organisms respond, not all organismal genes are expressed at
any single time (above and beyond the effects of age-specific ontogeny). The
genetic variation within a local population may be greater than the phenotype
presented in the field (Gibson and Dworkin, 2004). The niche may select for a
phenotype consonant with the expression of only a limited genetic combination
held within a cryptic reservoir. A domain shift in the ecological framework
could lead to selection for qualitatively different phenotypes, a la Galton’s
polyhedron. If the ecological shifts extend beyond what available phenotypic
plasticity can buffer, those lineages with the genetic resources needed to ex-
press the newly preferred phenotypes, perhaps via a kind of neo-orthogenetic
archive, will by way of classic selection supplant standing morphs. As the new
ecological configuration hardens, the genetic composition of the new clado-
morphs may include allelic combinations that contribute to reinforcing iso-
lation mechanisms and speciation (West-Eberhard, 2003, 2005). By another
mechanism – the Baldwin effect – behavioral traditions differentiating pop-
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ulations can become canalized into the genome (Avital and Jablonka, 2000;
Weber and Depew, 2003). In sum, a variety of embedding conditions can help
entrain an eco-evo-devo composite object.

Here we will analyze the interaction of these phenomena using a principled
approach which reduces ecosystem dynamics, gene expression, and genetic in-
heritance via natural selection to a least common denominator of interacting
information sources constrained by the asymptotic limit theorems of commu-
nications theory. This is not an entirely new perspective. Priami (2007), for
example, finds that the interaction between biological entities can be repre-
sented as an exchange of information between programs. Earlier, Waddington
(1972; Jimenez-Montano, 1989) had suggested that language may become a
paradigm for a theory of general biology, but a language in which basic sen-
tences are programs, not simple statements. Our contribution is to hew very
closely to the basic mathematical structure of the asymptotic limit theorems
of information theory and the associated generalizations afforded by the large
deviations program of applied probability.

We will begin by examining the interaction between our three information
sources: ecosystem dynamics, gene expression, and genetic inheritance. We
will use the homology between information source uncertainty and the free
density of a physical system to import phase transition methods from statis-
tical physics via Pettini’s (2007) topological hypothesis. An analog to the On-
sager relations of nonequilibrium statistical mechanics permits studying these
systems far from phase transition, leading to a coevolutionary paradigm. The
reexpression of Ancel’s (1999) work on the Baldwin effect in terms of a ‘tuning
theorem’ variant of the Shannon coding theorem produces the essential result
that mesoscale ecosystem shifts are likely particularly powerful in entraining
gene expression and evolutionary selection.

We then apply these perspectives to a number of fundamental problems
in biology and health, beginning with Eigen’s paradox in prebiotic evolution.
Extending the argument permits modeling the effects of embedding cultural
structures. The formal machinery provides insights about infectious disease
dynamics in human ecosystems. In particular, we study the roles played by
reductionist interventions, regressive public policy, and rapacious economic
practice in ‘farming’ human pathogens.

1.1 Ecosystems as information sources

1.1.1 Coarse-graining a simple model

We begin with a simplistic picture of an elementary predator/prey ecosys-
tem which, nonetheless, provides a useful pedagogical starting point. Let X
represent the appropriately scaled number of predators, Y the scaled number
of prey, t the time, and ω a parameter defining their interaction. The model
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assumes that the ecologically dominant relation is an interaction between
predator and prey, so that

dX/dt = ωY

dY/dt = −ωX

(1.1)

Thus the predator populations grows proportionately to the prey popula-
tion, and the prey declines proportionately to the predator population.

After differentiating the first and using the second equation, we obtain the
simple relation

d2X/dt2 + ω2X = 0

(1.2)

having the solution

X(t) = sin(ωt);Y (t) = cos(ωt).

with

X(t)2 + Y (t)2 = sin2(ωt) + cos2(ωt) ≡ 1.

Thus in the two dimensional phase space defined by X(t) and Y (t), the
system traces out an endless, circular trajectory in time, representing the
out-of-phase sinusoidal oscillations of the predator and prey populations.

Divide the X − Y phase space into two components – the simplest coarse
graining – calling the halfplane to the left of the vertical Y -axis A and that
to the right B. This system, over units of the period 1/(2πω), traces out a
stream of A’s and B’s having a single very precise grammar and syntax:

ABABABAB...

Many other such statements might be conceivable, e.g.,
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AAAAA..., BBBBB..., AAABAAAB..., ABAABAAAB...,

and so on, but, of the obviously infinite number of possibilities, only one
is actually observed, is ‘grammatical’: ABABABAB....

More complex dynamical system models, incorporating diffusional drift
around deterministic solutions, or even very elaborate systems of complicated
stochastic differential equations, having various domains of attraction, that is,
different sets of grammars, can be described by analogous symbolic dynamics
(Beck and Schlogl, 1993, Ch. 3).

1.1.2 Ecosystems and information

Rather than taking symbolic dynamics as a simplification of more exact an-
alytic or stochastic approaches, it proves useful, as it were, to throw out the
Cheshire cat but keep the cat’s smile, generalizing symbolic dynamics to a
more comprehensive information dynamics. Ecosystems may not have iden-
tifiable sets of stochastic dynamic equations like noisy, nonlinear mechanical
clocks, but, under appropriate coarse-graining, they may still have recogniz-
able sets of grammar and syntax over the long-term.

Examples abound. The turn-of-the seasons in a temperate climate, for
many natural communities, looks remarkably the same year after year: the ice
melts, the migrating birds return, the trees bud, the grass grows, plants and
animals reproduce, high summer arrives, the foliage turns, the birds leave,
frost, snow, the rivers freeze, and so on.

Suppose it is indeed possible to empirically characterize an ecosystem at a
given time t by observations of both habitat parameters such as temperature
and rainfall, and numbers of various plant and animal species.

Traditionally, one can then calculate a cross-sectional species diversity
index at time t using an information or entropy metric of the form

H = −
M∑
j=1

(nj/N) log[(nj/N)],

N ≡
M∑
j=1

nj

where nj is the number of observed individuals of species j and N is the
total number of individuals of all species observed (e.g., Pielou, 1977; Ricotta,
2003; Fath et al., 2003).

This is not the approach taken here. Quite the contrary, in fact. Sup-
pose it is possible to coarse grain the ecosystem at time t according to some
appropriate partition of the phase space in which each division Aj repre-
sent a particular range of numbers of each possible species in the ecosystem,
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along with associated parameters such as temperature, rainfall, and the like.
What is of particular interest to our development is not cross sectional struc-
ture, but rather longitudinal paths, that is, ecosystem statements of the form
x(n) = A0, A1, ..., An defined in terms of some natural time unit of the sys-
tem. Thus n corresponds to an again appropriate characteristic time unit T ,
so that t = T, 2T, ..., nT .

To reiterate, unlike the traditional use of information theory in ecology,
our interest is in the serial correlations along paths, and not at all in the
cross-sectional entropy calculated for of a single element of a path.

Let N(n) be the number of possible paths of length n which are consistent
with the underlying grammar and syntax of the appropriately coarsegrained
ecosystem: spring leads to summer, autumn, winter, back to spring, etc., but
never something of the form spring to autumn to summer to winter in a
temperate ecosystem.

The fundamental assumptions are that – for this chosen coarse-graining –
N(n), the number of possible grammatical paths, is much smaller than the
total number of paths possible, and that, in the limit of (relatively) large n,

H = lim
n→∞

log[N(n)]
n

(1.3)

both exists and is independent of path.
This is a critical foundation to, and limitation on, the modeling strategy

and its range of strict applicability, but is, in a sense, fairly general since it is
independent of the details of the serial correlations along a path.

Again, these conditions are the essence of the parallel with parametric
statistics. Systems for which the assumptions are not true will require special
nonparametric approaches. We are inclined to believe, however, that, as for
parametric statistical inference, the methodology will prove robust in that
many systems will sufficiently fulfill the essential criteria.

This being said, not all possible ecosystem coarse-grainings are likely to
work, and different such divisions, even when appropriate, might well lead to
different descriptive quasi-languages for the ecosystem of interest. The exam-
ple of Markov models is relevant. The essential Markov assumption is that
the probability of a transition from one state at time T to another at time
T + ∆T depends only on the state at T , and not at all on the history by
which that state was reached. If changes within the interval of length ∆T are
plastic, or path dependent, then attempts to model the system as a Markov
process within the natural interval ∆T will fail, even though the model works
quite well for phenomena separated by natural intervals.
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Thus empirical identification of relevant coarse-grainings for which this
body of theory will work is clearly not trivial, and may, in fact, constitute the
hard scientific core of the matter.

This is not, however, a new difficulty in ecosystem theory. Holling (1992),
for example, explores the linkage of ecosystems across scales, finding that
mesoscale structures – what might correspond to the neighborhood in a hu-
man community – are ecological keystones in space, time, and population,
which drive process and pattern at both smaller and larger scales and levels
of organization. This will, in fact, be a core argument of our development
which we will formally derive in chapter 2 using an analog to the ‘no free
lunch’ theorem of computational optimization theory (English, 1996).

Levin (1989) argues that there is no single correct scale of observation: the
insights from any investigation are contingent on the choice of scales. Pattern
is neither a property of the system alone nor of the observer, but of an interac-
tion between them. Pattern exists at all levels and at all scales, and recognition
of this multiplicity of scales is fundamental to describing and understanding
ecosystems. In his view there can be no ‘correct’ level of aggregation: we must
recognize explicitly the multiplicity of scales within ecosystems, and develop a
perspective that looks across scales and that builds on a multiplicity of models
rather than seeking the single ‘correct’ one.

Given an appropriately chosen coarse-graining, whose selection in many
cases will be the difficult and central trick of scientific art, suppose it possible
to define joint and conditional probabilities for different ecosystem paths,
having the form P (A0, A1, ..., An), P (An|A0, ..., An−1), such that appropriate
joint and conditional Shannon uncertainties can be defined on them. For paths
of length two these would be of the form

H(X1, X2) ≡ −
∑
j

∑
k

P (Aj , Ak) log[P (Aj , Ak)]

H(X1|X2) ≡ −
∑
j

∑
k

P (Aj , Ak) log[P (Aj |Ak)],

(1.4)

where the Xj represent the stochastic processes generating the respective
paths of interest.

The essential content of the Shannon-McMillan Theorem is that, for a large
class of systems characterized as information sources, a kind of law-of-large
numbers exists in the limit of very long paths, so that
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H[X] = lim
n→∞

log[N(n)]
n

=

lim
n→∞

H(Xn|X0, ..., Xn−1) =

lim
n→∞

H(X0, X1, ..., Xn)
n+ 1

.

(1.5)

Taking the definitions of Shannon uncertainties as above, and arguing
backwards from the latter two equations (Khinchin, 1957), it is indeed possible
to recover the first, and divide the set of all possible temporal paths of our
ecosystem into two subsets, one very small, containing the grammatically
correct, and hence highly probable paths, which we will call ‘meaningful’, and
a much larger set of vanishingly low probability.

Basic material on information theory can be found in any number of texts,
for example, Ash (1990), Khinchin (1957), Cover and Thomas (1991).

The next task is to show how the cognitive processes which so distinguish
much individual and collective animal activity, as well as many basic physio-
logical processes, can be fitted into a similar context, that is, characterized as
information sources.

1.2 Cognition as an information source

Atlan and Cohen (1998) argue that the essence of cognition is comparison of
a perceived external signal with an internal, learned picture of the world, and
then, upon that comparison, the choice of one response from a much larger
repertoire of possible responses. Such reduction in uncertainty inherently car-
ries information, and, following the approach of Wallace (2000), or Wallace
and Fullilove (2008), it is possible to make a very general model of this process
as an information source.

Cognitive pattern recognition-and-selected response, as conceived here,
proceeds by convoluting an incoming external ‘sensory’ signal with an in-
ternal ‘ongoing activity’ – which includes, but is not limited to, the learned
picture of the world – and, at some point, triggering an appropriate action
based on a decision that the pattern of sensory activity requires a response.
It is not necessary to specify how the pattern recognition system is trained,
and hence possible to adopt a weak model, regardless of learning paradigm,
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which can itself be more formally described by the Rate Distortion Theorem.
Fulfilling Atlan and Cohen’s (1998) criterion of meaning-from-response, we
define a language’s contextual meaning entirely in terms of system output.

The model, an extension of that presented in Wallace (2000), is as follows.
A pattern of ‘sensory’ input, say an ordered sequence y0, y1, ..., is mixed

in a systematic (but unspecified) algorithmic manner with internal ‘ongo-
ing’ activity, the sequence w0, w1, ..., to create a path of composite signals
x = a0, a1, ..., an, ..., where aj = f(yj , wj) for some function f . This path is
then fed into a highly nonlinear, but otherwise similarly unspecified, decision
oscillator which generates an output h(x) that is an element of one of two
(presumably) disjoint sets B0 and B1. We take

B0 ≡ b0, ..., bk,

B1 ≡ bk+1, ..., bm.

(1.6)

Thus we permit a graded response, supposing that if

h(x) ∈ B0

(1.7)

the pattern is not recognized, and if

h(x) ∈ B1

(1.8)

the pattern is recognized and some action bj , k + 1 ≤ j ≤ m takes place.
Our focus is on those composite paths x that trigger pattern recognition-

and-response. That is, given a fixed initial state a0, such that h(a0) ∈ B0,
we examine all possible subsequent paths x beginning with a0 and leading
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to the event h(x) ∈ B1. Thus h(a0, ..., aj) ∈ B0 for all 0 ≤ j < m, but
h(a0, ..., am) ∈ B1.

For each positive integer n, let N(n) be the number of grammatical and
syntactic high probability paths of length n which begin with some particular
a0 having h(a0) ∈ B0 and lead to the condition h(x) ∈ B1. We shall call
such paths meaningful and assume N(n) to be considerably less than the
number of all possible paths of length n – pattern recognition-and-response is
comparatively rare. We again assume that the longitudinal finite limit H ≡
limn→∞ log[N(n)]/n both exists and is independent of the path x. We will –
not surprisingly – call such a cognitive process ergodic.

Note that disjoint partition of state space may be possible according to
sets of states which can be connected by meaningful paths from a particular
base point, leading to a natural coset algebra of the system, a groupoid. This
is a matter of some importance pursued at length in the next chapter.

It is thus possible to define an ergodic information source X associated with
stochastic variates Xj having joint and conditional probabilities P (a0, ..., an)
and P (an|a0, ..., an−1) such that appropriate joint and conditional Shannon
uncertainties may be defined which satisfy the relations of equation (1.5)
above.

This information source is taken as dual to the ergodic cognitive process.
We reiterate that the Shannon-McMillan Theorem and its variants provide

‘laws of large numbers’ which permit definition of the Shannon uncertainties
in terms of cross-sectional sums of the form H = −

∑
Pk log[Pk], where the

Pk constitute a probability distribution.
It is important to recognize that different quasi-languages will be defined

by different divisions of the total universe of possible responses into various
pairs of sets B0 and B1. Like the use of different distortion measures in the
Rate Distortion Theorem (e.g., Cover and Thomas, 1991), however, it seems
obvious that the underlying dynamics will all be qualitatively similar.

Nonetheless, dividing the full set of possible responses into the sets B0

and B1 may itself require higher order cognitive decisions by another module
or modules, suggesting the necessity of choice within a more or less broad
set of possible quasi-languages. This would directly reflect the need to shift
gears according to the different challenges faced by the organism or social
group. A critical problem then becomes the choice of a normal zero-mode
language among a very large set of possible languages representing the excited
states accessible to the system. This is a fundamental matter which mirrors,
for isolated cognitive systems, the resilience arguments applicable to more
conventional ecosystems, that is, the possibility of more than one zero state to
a cognitive system. Identification of an excited state as the zero mode becomes,
then, a kind of generalized autoimmune disorder which can be triggered by
linkage with external ecological information sources representing various kinds
of structured psychosocial stress, a matter we explore at length elsewhere
(Wallace and Fullilove, 2008; Wallace, 2008b).
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In sum, meaningful paths – creating an inherent grammar and syntax –
have been defined entirely in terms of system response, as Atlan and Cohen
(1998) propose.

This formalism can easily be applied to the stochastic neuron in a neural
network, as done in Wallace (2005a).

Ultimately it becomes necessary to parametize the information source un-
certainty of the dual information source to a cognitive pattern recognition-
and-response with respect to one or more variates, writing H[K], where
K ≡ (K1, ...,Ks) represents a vector in a parameter space. Let the vector K
follow some path in time, that is, trace out a generalized line or surface K(t).
We assume that the probabilities defining H, for the most part, closely track
changes in K(t), so that along a particular piece of a path in parameter space
the information source remains as close to stationary – the probabilities are
fixed in time – and ergodic as is needed for the mathematics to work. Such a
system is characterized as ‘adiabatic’ in the physics literature. Between pieces
we will, below, impose phase transition characterized by a renormalization
symmetry, in the sense of Wilson (1971), as done in chapter 3.

Such an information source will be termed ‘adiabatically piecewise sta-
tionary ergodic’ (APSE).

To reiterate, the ergodic nature of the information sources is a general-
ization of the law of large numbers and implies that the long-time averages
we will need to calculate can, in fact, be closely approximated by averages
across the probability spaces of those sources. For non-ergodic information
sources, a function, H(xn), of each path xn → x, may be defined, such that
limn→∞H(xn) = H(x), but H will not in general be given by the simple
cross-sectional laws-of-large numbers analogs above (Khinchin, 1957).

Let s ≡ d(x, x̂) for high probability paths x and x̂, where d is a distortion
measure, as described in the Appendix. For ‘nearly’ ergodic systems one might
use something of the form

H(x̂) ≈ H(x) + sdH/ds|s=0

for s sufficiently small. Loosely speaking, the idea is to take a distortion
measure as a kind of Finsler metric, imposing a resulting ‘global’ structure
over an appropriate class of non-ergodic information sources. One possible in-
teresting theorem, then, obviously revolves around what properties are metric-
independent, in much the same manner as the Rate Distortion Theorem.

This heuristic sketch can be made more precise as follows:
Take a set of ‘high probability’ paths xn → x.
Suppose, for all such x, there is an open set, U , containing x, on which

the following conditions hold:
(i) For all paths x̂n → x̂ ∈ U , a distortion measure sn ≡ dU (xn, x̂n) exists.
(ii) For each path xn → x in U there exists a pathwise invariant function

H(xn)→ H(x), in the sense of Khinchin (1957, p.72). While such a function
will almost always exist, only in the case of an ergodic information source can
it be identified as an ‘entropy’ in the usual sense.
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(iii) A function FU (sn, n) ≡ fn → f exists, for example,

fn = sn, log[sn]/n, sn/n,

and so on.
(iv) The limit

lim
n→∞

H(xn)−H(x̂n)
fn

≡ ∇FH|x

exists and is finite.
Under such conditions, various nontrivial standard global atlas/manifold

constructions are possible. Again, H is not simply given by the usual expres-
sions for source uncertainty if the source is not ergodic, and the phase transi-
tion development of subsequent chapters may be correspondingly more com-
plicated. Restriction to high probability paths simplifies matters considerably,
although precisely characterizing them may be difficult, requiring extension
of the Shannon-McMillan Theorem and its Rate Distortion generalization.

The essential unanswered question is under what circumstances the dif-
ferential treatment above for ‘almost’ ergodic information sources permits
something very much like what Khinchin (1957, p. 54) calls the ‘E property’
enabling classification of paths into a small set of high probability and a vastly
larger set of vanishingly small probability (Khinchin, 1957, p. 74).

This development has close parallels with Dretske’s (1981, 1988, 1992,
1994) speculations on the the role of the asymptotic limit theorems of infor-
mation theory in constraining high level mental function.

Wallace (2004, 2005a) and Wallace and Fullilove (2008) describe in some
detail how, for larger animals, immune function, tumor control, the hypotha-
lamic pituitary adrenal (HPA) axis (the flight-or-fight system), emotion, con-
scious thought, and embedding group (and sometimes cultural) structures are
all cognitive in this simple sense. In general these cognitive phenomena will
occur at far faster rates than embedding ecosystem changes.

It is worth a more detailed recounting of the arguments for characterizing
a number of physiological subsystems as cognitive from the viewpoint of this
section.

1.2.1 Immune cognition

Atlan and Cohen (1998) have proposed an information-theoretic cognitive
model of immune function and process, a paradigm incorporating cognitive
pattern recognition-and-response behaviors analogous to those of the central
nervous system. This work follows in a very long tradition of speculation on
the cognitive properties of the immune system (e.g., Tauber, 1998; Podolsky
and Tauber, 1998; Grossman, 1989, 2000).

From the Atlan/Cohen perspective, the meaning of an antigen can be
reduced to the type of response the antigen generates. That is, the meaning
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of an antigen is functionally defined by the response of the immune system.
The meaning of an antigen to the system is discernible in the type of immune
response produced, not merely whether or not the antigen is perceived by the
receptor repertoire. Because the meaning is defined by the type of response
there is indeed a response repertoire and not only a receptor repertoire.

To account for immune interpretation Cohen (1992, 2000) has reformu-
lated the cognitive paradigm for the immune system. The immune system
can respond to a given antigen in various ways, it has ‘options.’ Thus the par-
ticular response we observe is the outcome of internal processes of weighing
and integrating information about the antigen.

In contrast to Burnet’s view of the immune response as a simple reflex,
it is seen to exercise cognition by the interpolation of a level of information
processing between the antigen stimulus and the immune response. A cogni-
tive immune system organizes the information borne by the antigen stimulus
within a given context and creates a format suitable for internal processing.
The antigen and its context are transcribed internally into the ‘chemical lan-
guage’ of the immune system.

The cognitive paradigm suggests a language metaphor to describe immune
communication by a string of chemical signals. This metaphor is apt because
the human and immune languages can be seen to manifest several similarities
such as syntax and abstraction. Syntax, for example, enhances both linguistic
and immune meaning.

Although individual words and even letters can have their own meanings,
an unconnected subject or an unconnected predicate will tend to mean less
than does the sentence generated by their connection.

The immune system creates a ‘language’ by linking two ontogenetically
different classes of molecules in a syntactical fashion. One class of molecules
are the T and B cell receptors for antigens. These molecules are not inherited,
but are somatically generated in each individual. The other class of molecules
responsible for internal information processing is encoded in the individual’s
germline.

Meaning, the chosen type of immune response, is the outcome of the con-
crete connection between the antigen subject and the germline predicate sig-
nals.

The transcription of the antigens into processed peptides embedded in a
context of germline ancillary signals constitutes the functional ‘language’ of
the immune system. Despite the logic of clonal selection, the immune system
does not respond to antigens as they are, but to abstractions of antigens-
in-context. Cohen (2006) provides a more recent perspective, focusing on in-
flammatory processes as maintenance in which the immune decision-making
process uses strategies similar to those observed in the nervous system.
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1.2.2 Tumor control

We argue that the next larger cognitive submodule after the immune system
must be a tumor control mechanism that may include immune surveillance,
but clearly transcends it. Nunney (1999) has explored cancer occurrence as
a function of animal size, suggesting that in larger animals, whose lifespan
grows as about the 4/10 power of their cell count, prevention of cancer in
rapidly proliferating tissues becomes more difficult in proportion to size. Can-
cer control requires the development of additional mechanisms and systems
to address tumorigenesis as body size increases – a synergistic effect of cell
number and organism longevity. Nunney (1999, p. 497) concludes that this
pattern may represent a real barrier to the evolution of large, long-lived ani-
mals and predicts that those that do evolve have recruited additional controls
over those of smaller animals to prevent cancer.

Different tissues may have evolved markedly different tumor control strate-
gies. All of these, however, are likely to be energetically expensive, permeated
with different complex signaling strategies, and subject to a multiplicity of re-
actions to signals, including those related to psychosocial stress. Forlenza and
Baum (2000) explore the effects of stress on the full spectrum of tumor control
in higher animals, ranging from DNA damage and control, to apoptosis, im-
mune surveillance, and mutation rate. Elsewhere (R. Wallace et al., 2003) we
argue that this elaborate tumor control strategy, particularly in large animals,
must be at least as cognitive as the immune system itself, which is one of its
components. That is, some comparison must be made with an internal pic-
ture of a ‘healthy’ cell, and a choice made as to response: none, attempt DNA
repair, trigger programmed cell death, engage in full-blown immune attack.
This is, from the Atlan/Cohen perspective, the essence of cognition.

1.2.3 A cognitive paradigm for gene expression

Modes of genetic inheritance are assumed well understood since evolutionary
theory’s Modern Synthesis and the discovery of DNA and its translation. But
the mechanisms of gene activation, regulation, and expression remain largely
hidden. A broad reading of the literature illuminates a stark and increasingly
mysterious landscape.

Liu and Ringner (2007) find gene expression signatures consisting of tens
to hundreds of genes determine different biological states and conclude that it
is crucial to systematically analyze gene expression signatures in the context
of signaling pathways.

Soyer et al. (2006) find that, although massive network structures are
associated with the biological signal transduction allowing a cell or organism
to sense its environment and react accordingly, the experimental work needed
to gather enough quantitative information to develop accurate mathematical
models is highly labor intensive. The modeling of specific networks, then, may
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be of limited use in developing a broad understand of the general properties
of biological signaling networks.

One possible mathematical characterization of these difficulties is found
in Sayyed-Ahmad et al. (2007), who explore the basic conundrum in terms
of a dynamic model. In their view the state of a cell is specified by a set of
variables Ψ for which we know the governing equations and a set T which is
at the frontier of our understanding (that is, for which we do not know the
governing equations). The challenge is that the dynamics of Ψ is given by a
cell model,

dΨ/dt = G(Ψ, T (t), Λ)

(1.9)

in which the rate G depends not only on many rate and equilibrium con-
stants Λ, but also on the time-dependent frontier variables T (t). The descrip-
tive variables, Ψ , can only be determined as a function of the unknown time
courses T (t). Thus the model cannot be simulated.

Liao et al (2003) find that using statistical methods on biological networks,
such as principal component analysis, ignores the underlying network struc-
tures. The decompositions are based on a priori statistical constraints on the
computed component signals. Such decomposition, in their view, provides a
phenomenological model for the observed data and does not necessarily con-
tain physically or biologically meaningful signals.

Baker and Stock (2007), however, pose the questions in a more general
manner. They apply an information metaphor in which the understanding of
signal transduction systems has focused on mechanisms that allow crosstalk
between different information processing modalities. They ask about the
decision-making mechanisms by which a bacterium controls the activities of
its genes and proteins to adapt to changing environmental conditions. That
is, how is information converted into knowledge, and how is knowledge sorted,
evaluated and combined to guide action, morphogenesis and growth?

O’Nuallain (2006) provides an important perspective on this approach. In
his view the categorical failure to solve the general problem of natural language
processing by computer is prognostic of the future of gene expression work.
After what seemed like a promising start, in his view, the field was stalled by an
inability to handle, or even define coherently, ‘contextual’ factors. Currently,
he continues, the field is gradually being taken over by Bayesian ‘methods’
that simply look for the statistical incidence of co-occurrence of lexical items in
the source (analogous to gene) and target (analogous to protein) languages.
Contextual factors in the case of gene expression include the bioenergetic
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status of the cell, a status that can be assessed properly only with painstaking
work. And yet it determines what genes are turned on and off at any particular
moment.

It seems clear that 18th Century dynamical models using 19th Century
differential equation generalizations of equation (1.9) have little to offer in
addressing fundamental questions of gene activation and regulation. More
sophisticated work must clearly move in the direction of an Atlan/Cohen
cognitive paradigm for gene expression, characterizing the processes, and their
embedding contexts, in terms of nested sets of interacting dual information
sources, whose behavior is constrained by the necessary conditions imposed
by the asymptotic limit theorems of communications theory.

That is, properly coarse-grained and nested biochemical networks will have
an observed grammar and syntax, and, constrained by powerful probability
limit theorems, such description can enable construction of robust and mean-
ingful statistical models of gene expression which may then be used for real
scientific inference.

In sum, generalizing symbolic dynamics to a more inclusive, and less re-
strictive, cognitive paradigm for gene expression while invoking the inherent
complexities of topological groupoids described in Wallace and Fullilove (2008)
and Glazebrook and Wallace (2007), seems likely to provide badly needed il-
lumination for this dark and confusing realm.

Not uncharacteristically, I.R. Cohen and colleagues (Cohen and Harel,
2007) have, in fact, already proposed something much in this direction, using
a ‘reactive system’ paradigm for gene expression taken from computer models.
Reactive systems, in their view, call our attention to their emergent proper-
ties. An emergent property of a system is a behavior of the system, taken
as a whole, that is not expressed by any one of the lower-scale components
that comprise it. Although Cohen and Harel (2007) then attempt to develop
a complicated computer modeling strategy to address such reactive systems,
Cohen (2006) describes in some detail the essential differences between such
systems and conventional computer architecture. There is no external oper-
ator or programmer, no programs, algorithms or software distinct from the
system’s hardware, no central processing unit, no operating system, no formal
mathematical logic, no termination criteria, since the system never stops, no
verification procedures, and so on.

Zhu et al. (2007), by contrast, take an explicit kinetic chemical reaction ap-
proach to gene expression involving delayed stochastic differential equations.
They begin by coarse-graining multi-step biochemical processes with single-
step delayed reactions. Their coarse-graining involves not only collapsing bio-
chemical steps, but collapsing the inevitable associated serial correlations into
a small number of ‘time delays’. The key feature of their model is that the
complex multiple-step biochemical processes – as transcription, translation,
and even the whole gene expression – are simplified to single-step time delayed
reactions.
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While there are sufficiently many gene expression mechanisms so that some
of them, at least, will yield to this method, we are interested in those which
are more complex, and indeed broadly cognitive, subject to emergent patterns
which cannot be modeled simply as bifurcations of stochastically-perturbed
mechanistic models.

Indeed, rather than pursuing the computer models that Cohen and Harel
(2007) and Zhu et al. (2007) invoke, here we will attempt to extend our sta-
tistical and dynamic analytic treatment of the cognitive paradigm to a struc-
ture incorporating gene expression in a broadly coevolutionary manner. As
Richard Hamming so famously put it, “The purpose of computing is insight,
not numbers”, and analytic models offer transparency as well as insight. We
will, however, recover a phenomenological formalism as a kind of generalized
Onsager model, but at a later, and far more global, stage of structure. That is,
invocation of the necessary conditions imposed by the limit theorems of com-
munication theory enables us to penetrate one layer deeper before it becomes
necessary to call for an empirically-determined system of recursive stochastic
differential equations.

This is not altogether a new perspective, although Cohen and Harel (2007)
are perhaps the first to make an explicitly formal attack. Gilbert (2001) has
put these matters as follows:

“Developmental plasticity (sometimes called phenotypic plastic-
ity) is the notion that the genome enables the organism to produce a
range of phenotypes. There is not a single phenotype produced by a
particular genotype. The structural phenotype instructed by the en-
vironmental stimulation is referred to as a morph. When developmen-
tal plasticity manifests itself as a continuous spectrum of phenotypes
expressed by a single genotype across a range of environmental con-
ditions, this spectrum is called the norm of reaction... The reaction
norm is thought to be a property of the genome and can also be se-
lected [by evolutionary process]. Different genotypes will be expected
to differ in the direction and amount of plasticity that they are able
to express...

The environment is not merely a permissive factor in development.
It can also be instructive. A particular environment can elicit different
phenotypes from the same genotype. Development usually occurs in
a rich environmental milieu, and most animals are sensitive to envi-
ronmental cues. The environment may determine sexual phenotype,
induce remarkable structural and chemical adaptations according to
the season, induce specific morphological changes that allow an in-
dividual to escape predation... The environment can also alter the
structure of our neurons and the specificity of our immunocompetent
cells. We can give a definite answer to the question posed by Wolpert
in 1994:
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Will the egg be computable? That is, given a total description of
the fertilized egg – the total DNA sequence and the location of all
proteins and RNA – could one predict how the embryo will develop?

The answer has to be ‘No. And thank goodness’. The phenotype
depends to a significant degree on the environment, and this is a nec-
essary condition for integrating the developing organism into its par-
ticular habitat.”

West-Eberhard (2005) describes these dynamics in similar terms:

“Any new input, whether it comes from the genome, like a muta-
tion, or from the external environment, like a temperature change, a
pathogen, or a parental opinion, has a developmental effect only if the
preexisting phenotype is responsive to it... A new input... causes a re-
organization of the phenotype, or ‘developmental recombination.’...In
developmental recombination, phenotypic traits are expressed in new
or distinctive combinations during ontogeny, or undergo correlated
quantitative change in dimensions...Developmental recombination can
result in evolutionary divergence... at all levels of organization.

Individual development can be visualized as a series of branching
pathways. Each branch point is a developmental decision, or switch
point, governed by some regulatory apparatus, and each switch point
defines a modular trait. Developmental recombination implies the ori-
gin or deletion of a branch and a new or lost modular trait. It is
important to realize that the novel regulatory response and the novel
trait originate simultaneously. Their origins are, in fact, inseparable
events: you cannot have a change in the phenotype, a novel phenotypic
state, without an altered developmental pathway...

Contrary to the notion that mutational novelties have superior
evolutionary potential, there are strong arguments for the greater
evolutionary potential of environmental induced novelties. An envi-
ronmental factor can affect numerous individuals, whereas a mutation
initially can affect only one.”

The phenomena West-Eberhard invokes can clearly be rephrased in terms
of cognitive processes guided by the ‘context’ provided by the embedding
environment, as we do in the formalism developed here.

1.3 Darwinian genetic inheritance as an information
source

Adami et al. (2000) make a case for reinterpreting the Darwinian transmis-
sion of genetic heritage in terms of a formal information process. They assert
that genomic complexity can be identified with the amount of information a
sequence stores about its environment: genetic complexity can be defined in
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a consistent information-theoretic manner. In their view, information cannot
exist in a vacuum and must be instantiated. For biological systems informa-
tion is instantiated, in part, by DNA. To some extent it is the blueprint of
an organism and thus information about its own structure. More specifically,
it is a blueprint of how to build an organism that can best survive in its na-
tive environment, and pass on that information to its progeny. Adami et al.
assert that an organism’s DNA thus is not only a ‘book’ about the organism,
but also a book about the environment it lives in, including the species with
which it co-evolves. They identify the complexity of geonomes by the amount
of information they encode about the world in which they have evolved.

Ofria et al. (2003) continue in the same direction and argue that genomic
complexity can be defined rigorously within standard information theory as
the information the genome of an organism contains about its environment.
From the point of view of information theory, it is convenient to view Dar-
winian evolution on the molecular level as a collection of information trans-
mission channels, subject to a number of constraints. In these channels, they
state, the organism’s genome codes for the information (a message) to be
transmitted from progenitor to offspring, subject to noise from an imperfect
replication process and multiple sources of contingency. Information theory is
concerned with analyzing the properties of such channels, how much informa-
tion can be transmitted and how the rate of perfect information transmission
of such a channel can be maximized.

Adami and Cerf (2000) argue, using simple models of genetic structure,
that the information content, or complexity, of a genomic string by itself
(without referring to an environment) is a meaningless concept and a change
in environment (catastrophic or otherwise) generally leads to a pathological
reduction in complexity.

The transmission of genetic information is thus a contextual matter which
involves operation of an information source which, according to this develop-
ment, must interact with embedding (ecosystem) structures. Such interaction
is, as we show in the next chapter, often highly punctuated, modulated by
mesoscale ecosystem transitions via a generalization of the Baldwin effect akin
to stochastic resonance, i.e., ‘mesoscale resonance’.
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Formal theory I

This chapter extends recent mathematical approaches to high level cogni-
tive function and distributed cognition (Wallace 2005a; Wallace and Fullilove,
2008). It provides a general theory that can be applied to a cognitive paradigm
for gene expression. Several such processes may, in fact, operate simultane-
ously or sequentially and interact with each other as well as with larger,
embedding, structures: not one, but many, cognitive gene expression phe-
nomena. Addressing this level of complexity requires significant mathematical
overhead. Given a set of cognitive processes, each having a dual information
source, we now characterize them in terms of equivalence classes leading to
groupoid structures. Subsequent sections examine dynamical and phase tran-
sition behavior in these and other ‘language’ systems with associated infor-
mation sources.

2.1 The cognitive modular network symmetry groupoid

A formal equivalence class algebra can be constructed for a cognitive process
characterized by a dual information source by choosing different origin points
a0, in the sense of section 1.2 above, and defining equivalence of two states
by the existence of a high-probability meaningful path connecting them with
the same origin. Disjoint partition by equivalence class, analogous to orbit
equivalence classes for dynamical systems, defines the vertices of a network of
cognitive dual languages. Each vertex then represents a different information
source dual to a cognitive process. This is not a direct representation as in
a neural network, or of some circuit in silicon. It is, rather, an abstract set
of ‘languages’ dual to the cognitive processes instantiated by biological struc-
tures, ecosystems, social process, or their hybrids. Our particular interest,
however, is in an interacting network of cognitive processes of gene expression
and in their relations to embedding contexts.

This structure generates a groupoid, in the sense of Weinstein (1996).
States aj , ak in a set A are related by the groupoid morphism if and only
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if there exists a high-probability grammatical path connecting them to the
same base point, and tuning across the various possible ways in which that can
happen – the different cognitive languages – parametizes the set of equivalence
relations and creates the groupoid. This assertion requires some development.

Note that not all possible pairs of states (aj , ak) can be connected by such
a morphism, that is, by a high-probability, grammatical and syntactical path
linking them with some given base point. Those that can define the groupoid
element, a morphism g = (aj , ak) having the natural inverse g−1 = (ak, aj).
Given such a pairing, it is possible to define ‘natural’ end-point maps α(g) =
aj , β(g) = ak from the set of morphisms G into A, and a formally associative
product in the groupoid g1g2 provided α(g1g2) = α(g1), β(g1g2) = β(g2),
and β(g1) = α(g2). Then the product is defined, and associative, (g1g2)g3 =
g1(g2g3).

In addition, there are natural left and right identity elements λg, ρg such
that λgg = g = gρg (Weinstein, 1996).

An orbit of the groupoid G over A is an equivalence class for the relation
aj ∼ Gak if and only if there is a groupoid element g with α(g) = aj and
β(g) = ak. Following Cannas da Silva and Weinstein (1999), we note that a
groupoid is called transitive if it has just one orbit. The transitive groupoids
are the building blocks of groupoids in that there is a natural decomposition
of the base space of a general groupoid into orbits. Over each orbit there is
a transitive groupoid, and the disjoint union of these transitive groupoids is
the original groupoid. Conversely, the disjoint union of groupoids is itself a
groupoid.

The isotropy group of a ∈ X consists of those g in G with α(g) = a = β(g).
These groups prove fundamental to classifying groupoids.

If G is any groupoid over A, the map (α, β) : G → A × A is a morphism
from G to the pair groupoid of A. The image of (α, β) is the orbit equivalence
relation ∼ G, and the functional kernel is the union of the isotropy groups. If
f : X → Y is a function, then the kernel of f , ker(f) = [(x1, x2) ∈ X ×X :
f(x1) = f(x2)] defines an equivalence relation.

Groupoids may have additional structure. As Weinstein (1996) explains,
a groupoid G is a topological groupoid over a base space X if G and X are
topological spaces and α, β and multiplication are continuous maps. A criti-
cism sometimes applied to groupoid theory is that their classification up to
isomorphism is nothing other than the classification of equivalence relations
via the orbit equivalence relation and groups via the isotropy groups. The
imposition of a compatible topological structure produces a nontrivial inter-
action between the two structures. Below we will introduce a metric structure
on manifolds of related information sources, producing such interaction.

In essence, a groupoid is a category in which all morphisms have an inverse,
here defined in terms of connection to a base point by a meaningful path of
an information source dual to a cognitive process.

As Weinstein (1996) points out, the morphism (α, β) suggests another way
of looking at groupoids. A groupoid over A identifies not only which elements
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of A are equivalent to one another (isomorphic), but it also parametizes the
different ways (isomorphisms) in which two elements can be equivalent, i.e., all
possible information sources dual to some cognitive process. Given the infor-
mation theoretic characterization of cognition presented above, this produces
a full modular cognitive network in a highly natural manner.

Brown (1987) describes the fundamental structure as follows:

“A groupoid should be thought of as a group with many objects, or
with many identities... A groupoid with one object is essentially just a
group. So the notion of groupoid is an extension of that of groups. It
gives an additional convenience, flexibility and range of applications...

EXAMPLE 1. A disjoint union [of groups] G = ∪λGλ, λ ∈ Λ, is
a groupoid: the product ab is defined if and only if a, b belong to the
same Gλ, and ab is then just the product in the group Gλ. There is
an identity 1λ for each λ ∈ Λ. The maps α, β coincide and map Gλ to
λ, λ ∈ Λ.

EXAMPLE 2. An equivalence relation R on [a set] X becomes
a groupoid with α, β : R → X the two projections, and product
(x, y)(y, z) = (x, z) whenever (x, y), (y, z) ∈ R. There is an identity,
namely (x, x), for each x ∈ X...”

Weinstein (1996) makes the following fundamental point:

“Almost every interesting equivalence relation on a space B arises
in a natural way as the orbit equivalence relation of some groupoid
G over B. Instead of dealing directly with the orbit space B/G as
an object in the category Smap of sets and mappings, one should
consider instead the groupoid G itself as an object in the category
Ghtp of groupoids and homotopy classes of morphisms.”

Later we will explore homotopy in paths generated by information sources.
The groupoid approach has become quite popular in the study of networks

of coupled dynamical systems which can be defined by differential equation
models, (Golubitsky and Stewart, 2006; Stewart et al. 2003; Stewart, 2004).
Here we have outlined how to extend the technique to networks of interacting
information sources which, in a dual sense, characterize cognitive processes,
and cannot at all be described by the usual differential equation models. These
latter, it seems, are much the spiritual offspring of 18th Century mechanical
clock models. Cognitive processes in biological or social systems involve nei-
ther computers nor clocks, but remain constrained by the limit theorems of
information theory, and these permit scientific inference on necessary condi-
tions.

2.2 Global and local symmetry groupoids

Here we follow Weinstein (1996) fairly closely, using his example of a finite
tiling.
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Consider a tiling of the euclidean plane R2 by identical 2 by 1 rectangles,
specified by the set X (one dimensional) where the grout between tiles is
X = H ∪ V , having H = R × Z and V = 2Z × R, where R is the set of real
numbers and Z the integers. Call each connected component of R2\X, that
is, the complement of the two dimensional real plane intersecting X, a tile.

Let Γ be the group of those rigid motions of R2 which leave X invariant,
i.e., the normal subgroup of translations by elements of the lattice Λ = H∩V =
2Z ×Z (corresponding to corner points of the tiles), together with reflections
through each of the points 1/2Λ = Z × 1/2Z, and across the horizontal and
vertical lines through those points. As noted by Weinstein (1996), much is
lost in this coarse-graining, in particular the same symmetry group would
arise if we replaced X entirely by the lattice Λ of corner points. Γ retains
no information about the local structure of the tiled plane. In the case of
a real tiling, restricted to the finite set B = [0, 2m] × [0, n] the symmetry
group shrinks drastically: The subgroup leaving X ∩B invariant contains just
four elements even though a repetitive pattern is clearly visible. A two-stage
groupoid approach recovers the lost structure.

We define the transformation groupoid of the action of Γ on R2 to be the
set

G(Γ,R2) = {(x, γ, y|x ∈ R2, y ∈ R2, γ ∈ Γ, x = γy},

with the partially defined binary operation

(x, γ, y)(y, ν, z) = (x, γν, z).

Here α(x, γ, y) = x, and β(x, γ, y) = y, and the inverses are natural.
We can form the restriction of G to B (or any other subset of R2) by

defining

G(Γ,R2)|B = {g ∈ G(Γ,R2)|α(g), β(g) ∈ B}

[1]. An orbit of the groupoid G over B is an equivalence class for the
relation

x ∼G y if and only if there is a groupoid element g with α(g) = x and
β(g) = y.

Two points are in the same orbit if they are similarly placed within their
tiles or within the grout pattern.

[2]. The isotropy group of x ∈ B consists of those g in G with α(g) = x =
β(g). It is trivial for every point except those in 1/2Λ ∩ B, for which it is
Z2 × Z2, the direct product of integers modulo two with itself.

By contrast, embedding the tiled structure within a larger context permits
definition of a much richer structure, i.e., the identification of local symmetries.

We construct a second groupoid as follows. Consider the plane R2 as being
decomposed as the disjoint union of P1 = B ∩X (the grout), P2 = B\P1 (the
complement of P1 in B, which is the tiles), and P3 = R2\B (the exterior of
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the tiled room). Let E be the group of all euclidean motions of the plane,
and define the local symmetry groupoid Gloc as the set of triples (x, γ, y) in
B × E × B for which x = γy, and for which y has a neighborhood U in R2

such that γ(U ∩Pi) ⊆ Pi for i = 1, 2, 3. The composition is given by the same
formula as for G(Γ,R2).

For this groupoid-in-context there are only a finite number of orbits:
O1 = interior points of the tiles.
O2 = interior edges of the tiles.
O3 = interior crossing points of the grout.
O4 = exterior boundary edge points of the tile grout.
O5 = boundary ‘T’ points.
O6 = boundary corner points.
The isotropy group structure is, however, now very rich indeed:
The isotropy group of a point inO1 is now isomorphic to the entire rotation

group O2.
It is Z2 × Z2 for O2.
For O3 it is the eight-element dihedral group D4.
For O4,O5 and O6 it is simply Z2.
These are the ‘local symmetries’ of the tile-in-context.
Next we will attempt to create a ‘biopsychosociocultural’ model for single-

workspace processes using just such a nested hierarchy, which splits the simple
groupoid modular network into a much more complicated structure.

2.3 Internal forces breaking the symmetry groupoid

The symmetry groupoid, as we have constructed it for cognitive modules, in
a kind of information space, is parametized across that space by the possi-
ble ways in which states aj , ak can be equivalent, that is, connected to some
origin by a meaningful path of an information source dual to a cognitive pro-
cess. These are different, and in this approximation, non-interacting cognitive
processes. But symmetry groupoids, like symmetry groups, are made to be
broken. By internal cross-talk akin to spin-orbit interactions within a sym-
metric atom, and by cross-talk with slower, external, information sources,
akin to putting a symmetric atom in a powerful magnetic or electric field.

As to the first process, suppose that linkages can fleetingly occur between
the ordinarily disjoint cognitive modules defined by the network groupoid. In
the spirit of Wallace (2005a), this is represented by establishment of a non-
zero mutual information measure between them: a cross-talk which breaks the
strict groupoid symmetry developed above.

Wallace (2005a) describes this structure in terms of fixed magnitude dis-
junctive strong ties which give the equivalence class partitioning of modules,
and nondisjunctive weak ties which link modules across the partition, and
parametizes the overall structure by the average strength of the weak ties, to
use Granovetter’s (1973) term. By contrast the approach of Wallace (2005b),
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which we outline here, is to simply look at the average number of fixed-
strength nondisjunctive links in a random topology. These are obviously two
analytically tractable limits of a much more complicated regime of possible
models.

Since we know nothing about how the cross-talk connections can occur,
we will – at first – assume they are random and construct a random graph in
the classic Erdos-Renyi manner.

Suppose there are M disjoint cognitive modules – M elements of the equiv-
alence class algebra of languages dual to some cognitive process – which we
now take to be the vertices of a possible graph. For M very large, following
Savante et al. (1993), when edges (defined by establishment of a fixed-strength
mutual information measure between the graph vertices) are added at random
to M initially disconnected vertices, a remarkable transition occurs when the
number of edges becomes approximately M/2. Erdos and Renyi (1960) stud-
ied random graphs with M vertices and (M/2)(1 + µ) edges as M →∞, and
discovered that such graphs almost surely have the following properties (Mol-
loy and Reed, 1995, 1998; Grimmett and Stacey, 1998; Luczak, 1990; Aiello
et al., 200; Albert and Barabasi, 2002):

[1] If µ < 0, only small trees and unicyclic components are present, where
a unicyclic component is a tree with one additional edge. Moreover, the size
of the largest tree component is (µ− ln(1 + µ))−1 +O(log log n).

[2] If µ = 0, however, the largest component has size of order M2/3.
[3] If µ > 0, there is a unique giant component (GC) whose size is of

order M ; in fact, the size of this component is asymptotically αM , where
µ = −α−1[ln(1− α)− 1], which has an explicit solution for α in terms of the
Lambert W-function. Thus, for example, a random graph with approximately
M ln(2) edges will have a giant component containing ≈M/2 vertices.

Such a phase transition initiates a new, collective, cognitive phenomenon.
At the level of the individual mind, as opposed to the coupled networks of
gene expression which concern us here, unconscious cognitive modules link
to become tunable general broadcasts, emergently defined by a set of cross-
talk mutual information measures between interacting, lower level, cognitive
submodules. The source uncertainty, H, of the language dual to the collective
cognitive process, which characterizes the richness of the cognitive language
of the workspace, will grow as some monotonic function of the size of the GC,
as more and more unconscious processes are incorporated into it. Wallace
(2005b) provides details.

Others have taken similar network phase transition approaches to assem-
blies of neurons. There is, for example the neuropercolation work of Kozma
and colleagues (Kozma et al., 2004, 2005), but their approach has not focused
explicitly on modular networks of cognitive processes, which may or may not
be instantiated by neurons. Restricting analysis to such modular networks
finesses much of the underlying conceptual difficulty, and permits use of the
asymptotic limit theorems of information theory and the import of techniques
from statistical physics, a matter we will discuss later.
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2.4 External forces breaking the symmetry groupoid

Just as a higher order information source, associated with the giant com-
ponent of a random or semirandom graph, can be constructed out of the
interlinking of cognitive modules by mutual information, so too external in-
formation sources, for example other physiological systems, and/or embedding
ecosystem or sociocultural structures, can be represented as slower-acting in-
formation sources whose influence on the GC can be felt in a collective mutual
information measure. These constitute an onion-like ‘structured environment’,
analogous to Baars’ contexts affecting individual consciousness (Baars, 1988,
2005; Baars and Franklin, 2003). The collective mutual information measure
will, through the Joint Asymptotic Equipartition Theorem, which generalizes
the Shannon-McMillan Theorem, be the splitting criterion for high and low
probability joint paths across the entire system.

The tool for this is network information theory (Cover and Thomas, 1991,
p. 388). Given three interacting information sources, Y1, Y2, Z, the splitting
criterion, taking Z as the ‘external context’, is given by

I(Y1, Y2|Z) = H(Z) +H(Y1|Z) +H(Y2|Z)−H(Y1, Y2, Z),

(2.1)

where H(..|..) and H(.., .., ..) represent conditional and joint uncertainties
(Khinchin, 1957; Ash, 1990; Cover and Thomas, 1991).

This generalizes to

I(Y1, ...Yn|Z) = H(Z) +
n∑
j=1

H(Yj |Z)−H(Y1, ..., Yn, Z).

(2.2)

If we assume the general giant component of gene expression involves a very
rapidly shifting, and perhaps even highly tunable, dual information source X,
embedding contextual factors will have a set of significantly slower-responding
sources Yj , j = 1..m, and external social, cultural, and other environmental
processes will be characterized by even more slowly-acting sources Zk, k =
1..n. Mathematical induction on equation (2.2) gives a complicated expression
for a mutual information splitting criterion which we write as
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I(X|Y1, .., Ym|Z1, .., Zn).

(2.3)

Presumably this could be extended in a natural manner to incorporate a
set of rapid information sources X1, X2, ..., giving something having the form

I(X1, .., Xi|Y1, .., Ym|Z1, .., Zn).

Equation (2.3) and its generalizations encompass a fully interpenetrating
structure for gene expression and other cognitive phenomena, one in which
analogs to Baars’ contexts act as important, but flexible, boundary conditions,
defining the underlying topology available to a far more rapidly shifting analog
to the global workspace of high order mental function.

This result does not commit the mereological fallacy (Bennett and Hacker,
2003), that is, the mistake of imputing to a part of a system the characteristics
which require functional entirety. Epigenetics and phenotype formation arise
from more than individual gene activation.

2.5 Emergence in information systems as a phase
transition

As a number of researchers have noted, in one way or another, – see Wallace,
(2005a) or Wallace and Fullilove, (2008) for discussion – equation (1.5),

H ≡ lim
n→∞

log[N(n)]
n

,

is homologous to the thermodynamic limit in the definition of the free
energy density of a physical system. This has the form

F (K) = lim
V→∞

log[Z(K)]
V

,

(2.4)
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where F is the free energy density, K the inverse temperature, V the
system volume, and Z(K) is the partition function defined by the system
Hamiltonian. Any good statistical mechanics text will provide details (e.g.,
Landau and Lifshitz, 2007).

The next chapter shows at some length how this homology permits the nat-
ural transfer of standard renormalization methods from statistical mechanics
to information theory, producing phase transitions and analogs to evolution-
ary punctuation in systems characterized by adiabatically, piecewise station-
ary, ergodic information sources. Such biological phase changes appear to be
ubiquitous. Wallace (2002) uses these arguments to explore the differences and
similarities between evolutionary punctuation in genetic and learning plateaus
in neural systems.

The approach uses a mean field approximation in which average strength
(or probability) of nondisjunctive linkages between cognitive nodes – crosstalk
– serves as a kind of inverse temperature parameter. Phase transitions can then
be described using various ‘biological’ renormalization strategies, in which uni-
versality class tuning becomes the principal second order mechanism. These
are continuous phase transitions in that there is no latent heat required, as
in boiling water to steam, although the treatment of resilience in cognitive
dynamic manifolds which will emerge in due course can perhaps be viewed
as an analog. Under a resilience domain shift the underlying system topology
changes, either within or between dynamic manifolds, and this can be viewed
as similar to the fundamental geometric structural change water undergoes
when it transforms from crystal to liquid, or from liquid to gas. Indeed, re-
cent work (Franzosi and Pettini, 2004; Pettini, 2007) uses Morse theory from
differential topology to identify necessary conditions for topological shifts on
dynamic manifolds of systems undergoing first and second order phase tran-
sition. Sufficiency, on the other hand, is an open question.

We have shown above that there is another analytically tractable limit,
the giant component, suggesting the possibility of intermediate cases. In the
next section we extend the Giant Component paradigm, so that the mean
number of such linkages, above some variable threshold, is the parameter of
central interest, and the second order tuning involves topological mechanisms
similar to the approach of Morse theory.

Whatever scheme is chosen, however, the homology between equations
(1.5) and (2.4) ensures that some form of emergent behavior, akin to a physical
phase transition, is inevitable for networks of interacting cognitive systems,
however instantiated.

2.6 Multiple workspaces: topological tuning

The random network development above is predicated on there being a vari-
able average number of fixed-strength linkages between components. Clearly,
the mutual information measure of cross-talk is not inherently fixed, but can
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continuously vary in magnitude. This we address by a parametized renormal-
ization. In essence, the modular network structure linked by mutual infor-
mation interactions has a topology depending on the degree of interaction of
interest. Suppose we define an interaction parameter ω, a real positive num-
ber, and look at geometric structures defined in terms of linkages which are
zero if mutual information is less than, and ‘renormalized’ to unity if greater
than, ω. Any given ω will define a regime of giant components of network
elements linked by mutual information greater than or equal to it.

The fundamental conceptual trick at this point is to invert the argument.
A given topology for the giant component will, in turn, define some value of
ωC , so that network elements interacting by mutual information less than that
value will be unable to participate. That is, they will be locked out and not
be perceived. We hence are assuming that the ω is a tunable, syntactically
dependent detection limit that depends on the instantaneous topology of the
giant component defining the global workspace of interest. That topology is
the basic tunable syntactic filter across the underlying modular symmetry
groupoid, and variation in ω is only one aspect of a much more general topo-
logical shift. More detailed analysis is given below in terms of a topological
rate distortion manifold.

This argument defines level sets of ω in the sense of Morse theory. See
the Mathematical Appendix for details. If we agree to parametize the driving
network structures by some set of characteristic numbers, for example those of
the probability distribution of network links per node, P (k), say real numbers
β1, ..., βm, then the topology of the m-dimensional manifold defined by that
set parameters can be fully characterized by the critical points of ω. That is,
the critical points of ω, those for which dβω = 0, can be used not only to
determine when there is a fundamental shift in ‘high level cognitive topology’,
but to infer a good deal of its structure as well. It seems likely, however, that
some extension of Morse theory to groupoid topologies will be necessary.

There is considerable empirical evidence from fMRI brain imaging experi-
ments to show that individual human consciousness involves a single, shifting,
global general broadcast, a matter leading necessarily to the phenomenon of
inattentional blindness. Cognitive submodules within institutions – individu-
als, departments, formal and informal workgroups – by contrast, can do more
than one thing, and indeed, are usually required to multitask. The intent of
this work is to suggest the possibility that interacting networks of gene ex-
pression may behave in a recognizably similar manner, acting under similar
necessary conditions constraints imposed by the asymptotic limit theorems of
information theory.

Evidently multiple workspaces would lessen the probability of some ana-
log to inattentional blindness (Wallace, 2007), but, we will find, do not elim-
inate it. Indeed, these introduce other failure modes, in particular failure of
communication between multiple giant components of gene expression, lead-
ing to ‘Rate Distortion’ errors. In a later section we will examine the way
in which inattentional blindness and rate distortion error might interact to



2.6 Multiple workspaces: topological tuning 31

create pathologies of gene expression under conditions of resource limitation
and/or externally-imposed stress.

We must postulate a set of crosstalk information measures between cogni-
tive submodules, each associated with its own tunable giant component having
its own special topology.

Suppose the set of giant components at some ‘time’ k is characterized
by a set of parameters Ωk ≡ ωk1 , ..., ω

k
m. Fixed parameter values define a

particular giant component set having a particular topological structure, in
the Morse theory sense. Suppose that over a sequence of ‘times’ the set of
giant components can be characterized by a (possibly coarse-grained) path
xn = Ω0, Ω1, ..., Ωn−1 having significant serial correlations. This permits us
to define an adiabatically, piecewise stationary, ergodic (APSE) information
source. Call that information source X.

Suppose that a set of (external or internal) signals impinging on the set of
giant components is also highly structured and forms another APSE informa-
tion source Y which interacts not only with the system of interest globally,
but specifically with the tuning parameters of the set of giant components
characterized by X. Y is necessarily associated with a set of paths yn.

Pair the two sets of paths into a joint path zn ≡ (xn, yn), and invoke some
inverse coupling parameter, K, between the information sources and their
paths. By arguments summarized in the next chapter, this leads to phase
transition punctuation of I[K], the mutual information between X and Y,
under either the Joint Asymptotic Equipartition Theorem, or, given a distor-
tion measure, under the Rate Distortion Theorem.

I[K] is a splitting criterion between high and low probability pairs of
paths, and partakes of the homology with free energy density. Attentional fo-
cusing then itself becomes a punctuated event in response to increasing linkage
between the structure of interest and an external signal, or some particular
system of internal events. This iterated argument parallels the extension of
the General Linear Model into the Hierarchical Linear Model of regression
theory.

Call this a Multitasking Hierarchical Cognitive Model (MHCM). For a
simple organism, there may be only one giant component. Those more complex
may have a large, and even very large, set of them.

As briefly described, this requirement leads to new potential failure modes
related to impaired communication between giant components.

That is, a complication specific to high order cognitive phenomena lies in
the necessity of information transfer between giant components. The form and
function of such interactions will, of course, be determined by the nature of the
particular system, but, synchronous or asynchronous, contact between giant
components is circumscribed by the Rate Distortion Theorem. That theorem,
reviewed in the Mathematical Appendix, states that, for a given maximum
acceptable critical average signal distortion, there is a limiting minimum in-
formation transmission rate – channel capacity – such that messages sent at
rates greater than that limit are guaranteed to have average distortion less
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than the critical maximum. Too rapid transmission between parallel global
workspaces having limited channel capacity linking them – information over-
load – violates that condition, and guarantees large signal distortion. This
is a likely failure mode that appears unique to multiple workspace systems.
We will argue these may otherwise have a lessened probability of inatten-
tional blindness, of overfocus analogous to the ‘no free lunch’ conundrum of
optimization theory, described in a later section.

2.7 Phenomenological Landau theory

The homology between equations 1.5 and 2.4 suggests the possibility of ab-
ducting standard techniques from statistical physics into the analysis of cog-
nitive process, however instantiated. Here we closely follow the development
in Skierski et al. (1989, p. 3789).

Most simply Landau’s theory of phase transitions (Landau and Lifshitz,
2007) assumes that the free energy of a system near criticality can be expanded
in a power series of some ‘order parameter’ φ which represents a fundamental
measurable quantity, that is, a symmetry invariant. One writes

F0 =
p(>m)∑
k=m

Akφ
k,

(2.5)

with A2 ≈ α(T −Tc) sufficiently close to the critical temperature Tc. This
mean field approach can be used to describe a variety of second-order effects
for p = 4 or p = 6, A3 = 0 and A4 > 0, and first order phase transitions
(requiring latent heat) for either p = 6, A3 = 0, A4 < 0 or p = 4 and A3 6= 0.
These can be both temperature induced (for m = 2) and field induced (for
m = 1).

Minimization of F0 with respect to the order parameter yields the av-
erage value of φ, < φ >, which is zero above the critical temperature and
non-zero below it. In the absence of external fields, the second-order tran-
sition occurs at T = Tc, while the first-order, needing latent heat, occurs
at T ∗c = Tc + A2

4/4αA6. In the latter case thermal hysteresis arises between
Ts ≡ Tc + A2

4/3αA6 and Tc. A more accurate approximation involves an ex-
pression that recognizes the effect of coarse-graining, adding a term in ∇2φ
and integrating over space rather than summing. Regimes dominated by this
gradient will show behaviors analogous to those described using the one dimen-
sional Landau-Ginzburg equation, which, among other things, characterizes
superconductivity.
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The analogy between free energy density and information source uncer-
tainty – replacing integration over volume by the sum over n – suggests ex-
amining the dynamics of some empirical, quantitative ‘order parameter’ char-
acterizing large-scale cognitive function near a threshold driven by an average
level of crosstalk between cognitive modules. Such behavior can be expressed
in terms of an equation similar to that above, having the form

H ≈
p(>m)∑
k=m

Akφ
k.

(2.6)

φ would then be some index of a system’s collective cognition. T is then
an average inverse crosstalk measure.

Note that it is possible to apply a Morse theory approach at this juncture
(Michel and Mozrzymas, 1977).

The Landau formalism quickly enters deep topological waters (Pettini,
2007, pp. 42-43; Landau and Lifshitz, 2007, pp. 459-466). The essence of Lan-
dau’s insight was that phase transitions without latent heat – second order
transitions – were usually in the context of a significant symmetry change
in the physical states of a system, with one phase being far more symmetric
than the other. A symmetry is lost in the transition, a phenomenon called
spontaneous symmetry breaking. The greatest possible set of symmetries in a
physical system is that of the Hamiltonian describing its energy states. Usually
states accessible at lower temperatures will lack symmetries available at higher
temperatures, so that the lower temperature phase is the less symmetric: The
randomization of higher temperatures ensures that higher symmetry/energy
states will then be accessible to the system.

At the lower temperature an order parameter must be introduced to de-
scribe the system’s physical states – some extensive quantity like magnetiza-
tion. The order parameter will vanish at higher temperatures, involving more
symmetric states, and will be different from zero in the less symmetric lower
temperature phase.

This can be formalized, following Pettini (2007), as follows. Consider a
thermodynamic system having a free energy F which is a function of temper-
ature T , pressure P , and some other extensive macroscopic parameters mi,
so that F = F (P, T,mi). The mi all vanish in the most symmetric phase,
so that, as a function of the mi, F (P, T,mi) is invariant with respect to the
transformations of the symmetry group G0 of the most symmetric phase of
the system when all mi ≡ 0.
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The state of the system can be represented by a vector |m >= |m1, ...,mn >
in a vector space E . Now, within E , construct a linear representation of the
group G0 that associates with any g ∈ G0 a matrix M(g) having rank n.
In general, the representation M(g) is reducible, and we can decompose E
into invariant irreducible subspaces E1, E2, ..., Ek, having basis vectors |e(n)

i >
with n = 1, 2, ...ni and ni = dimEi. The state variables mi are transformed
into new variables η(n)

i =< e
(n)
i |m >, where the bracket represents an inner

product.
In terms of irreducible representations Di(g) induced by M(g) in Ei we

have

M(g) = D1(g)⊕D2(g)⊕, ...,⊕Dk(g).

If at least one of the η(n)
i is nonzero, then the system no longer has the

symmetry G0. This symmetry has been broken, and the new symmetry group
is Gi, associated with the representation Di(g) in Ei. The variables η(n)

i are
the new order parameters, and the free energy is now F = F (P, T, η(n)

i ). For
a physical system the actual values of the η as functions of P and T can be
variationally determined by minimizing the free energy F .

Two essential features distinguish cognitive systems from this simple phys-
ical model.

First, order parameters cannot be determined by simple minimization pro-
cedures, as cognitive systems can, within their contextual constraints (which
include available energy), choose states which are not energy or other extrema.

Second, the essential symmetry of information sources dual to cognitive
process is driven by groupoid, rather than group, structures. One must then
engage the full transitive orbit/isotropy group decomposition, and examine
groupoid representations which are configured about the irreducible represen-
tations of the isotropy groups. We will not explore this complication further.

More fundamentally, however, Landau’s theory is not an ‘edge-of-chaos’
model in the sense that it is a mean field analysis neglecting the thermo-
dynamic fluctuations that become significant near phase transition. Wilson’s
(1971) adaptation of renormalization formalism to phase transitions remedies
the omission. Indeed the remedy provides the basis for the extended approach
of the following chapter where, not only are renormalization symmetries them-
selves changeable, but within a single symmetry, universality class tuning be-
comes possible, allowing the tuning of punctuated accession to higher order
cognitive function in a second order model.

2.8 The dynamical groupoid: Phenomenological Onsager
theory

A fundamental homology between the information source uncertainty dual to
a cognitive process and the free energy density of a physical system arises, in
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part, from the formal similarity between their definitions in the asymptotic
limit. Information source uncertainty can be defined as in equation (1.5). This
is, as noted, quite analogous to the free energy density of a physical system,
equation (2.4).

Feynman (1996) provides a series of physical examples, based on Bennett’s
work, where this homology is, in fact, an identity, at least for very simple sys-
tems. Bennett argues, in terms of idealized irreducibly elementary computing
machines, that the information contained in a message can be viewed as the
work saved by not needing to recompute what has been transmitted.

Feynman explores in some detail Bennett’s ideal microscopic machine de-
signed to extract useful work from a transmitted message. The essential argu-
ment is that computing, in any form, takes work. Thus the more complicated a
cognitive process, measured by its information source uncertainty, the greater
its energy consumption, and our ability to provide energy to any cognitive
process is limited. For example, a unit of brain tissue consumes an order of
magnitude more energy than a unit of any other tissue. Inattentional blind-
ness, Wallace (2007) argues, emerges as a thermodynamic limit on processing
capacity in a topologically-fixed global workspace, that is, one which has been
strongly configured about a particular task. Generalizations seem straightfor-
ward.

Understanding the time dynamics of cognitive systems away from the
kind of phase transition critical points described in section 2.5 requires a
phenomenology similar to the Onsager relations of nonequilibrium thermo-
dynamics. This will lead to a more general phase transition theory involving
another set of large-scale topological changes in the sense of Morse theory.

If the dual source uncertainty of a cognitive process is parametized by some
vector of quantities K ≡ (K1, ...,Km), then, in analogy with nonequilibrium
thermodynamics, gradients in the Kj of the disorder , defined as

S ≡ H(K)−
m∑
j=1

Kj∂H/∂Kj

(2.7)

become of central interest.
Equation (2.7) is similar to the definition of entropy in terms of the free

energy density of a physical system, as suggested by the homology between
free energy density and information source uncertainty described above.

Pursuing the homology further, the generalized Onsager relations defining
temporal dynamics become
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dKj/dt =
∑
i

Lj,i∂S/∂Ki,

(2.8)

where the Lj,i are, in first order, constants reflecting the nature of the
underlying cognitive phenomena. The L-matrix is to be viewed empirically,
in the same spirit as the slope and intercept of a regression model, and may
have structure far different than more familiar simple chemical or physical
processes. The ∂S/∂K are analogous to thermodynamic forces in a chemical
system, and may be subject to override by external physiological or ecological
driving mechanisms, a matter pursued further in section 2.14 below.

An essential contrast with simple physical systems driven by, say, entropy
maximization is that cognitive systems make decisions about resource alloca-
tion, to the extent resources are available. That is, resource availability is a
context for cognitive function, in the sense of Baars, not a determinant.

Equations (2.7) and (2.8) can be derived in a simple parameter-free covari-
ant manner which relies on the underlying topology of the information source
space implicit to the development. Different cognitive phenomena have, ac-
cording to our development, dual information sources, and we are interested in
the local properties of the system near a particular reference state. We impose
a topology on the system, so that, near a particular ‘language’ A, dual to an
underlying cognitive process, there is (in some sense) an open set U of closely
similar languages Â, such that A, Â ⊂ U . Note that it may be necessary to
coarse-grain the system’s responses to define these information sources. The
problem is to proceed in such a way as to preserve the underlying essential
topology, while eliminating ‘high frequency noise’. The formal tools for this
can be found elsewhere, e.g., in Chapter 8 of Burago et al. (2001).

Since the information sources dual to the cognitive processes are similar,
for all pairs of languages A, Â in U , it is possible to:

[1] Create an embedding alphabet which includes all symbols allowed to
both of them.

[2] Define an information-theoretic distortion measure in that extended,
joint alphabet between any high probability (grammatical and syntactical)
paths in A and Â, which we write as d(Ax, Âx) (Cover and Thomas, 1991,
and the appendix). Note that these languages do not interact, in this approx-
imation.

[3] Define a metric on U , for example,
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M(A, Â) = | lim
∫
A,Â

d(Ax, Âx)∫
A,A

d(Ax,Ax̂)
− 1|,

(2.9)

using an appropriate integration limit argument over the high probability
paths. Note that the integration in the denominator is over different paths
within A itself, while in the numerator it is between different paths in A and
Â.

Consideration suggests M is a formal metric, having

M(A,B) ≥ 0,M(A,A) = 0,M(A,B) =M(B,A),

M(A,C) ≤M(A,B) +M(B,C).

Other approaches to metric construction on U seem possible.
Structures weaker than a conventional metric would be of more general

utility, but the mathematical complications are formidable (Glazebrook and
Wallace, 2007).

Note that these conditions can be used to define equivalence classes of lan-
guages, where previously we defined equivalence classes of states which could
be linked by high probability, grammatical and syntactical paths to some base
point. This led to the characterization of different information sources. Here
we construct an entity, formally a topological manifold, which is an equivalence
class of information sources. This is, provided M is a conventional metric, a
classic differentiable manifold. The set of such equivalence classes generates
the dynamical groupoid , and questions arise regarding mechanisms, internal
or external, which can break that groupoid symmetry, as in the previous ex-
ample. In particular, imposition of a metric structure on this groupoid, and on
its base set, would permit a nontrivial interaction between orbit equivalence
relations and isotropy groups, leading to interesting algebraic structures.

Since H and M are both scalars, a ‘covariant’ derivative can be defined
directly as

dH/dM = lim
Â→A

H(A)−H(Â)
M(A, Â)

,

(2.10)
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where H(A) is the source uncertainty of language A.
Suppose the system to be set in some reference configuration A0.
To obtain the unperturbed dynamics of that state, impose a Legendre

transform using this derivative, defining another scalar

S ≡ H −MdH/dM.

(2.11)

The simplest possible Onsager relation – here seen as an empirical, fitted,
equation like a regression model – in this case becomes

dM/dt = LdS/dM,

(2.12)

where t is the time and dS/dM represents an analog to the thermodynamic
force in a chemical system. This is seen as acting on the reference state A0.
For

dS/dM|A0 = 0,

d2S/dM2|A0 > 0,

(2.13)

the system is quasistable, a Black hole, if you will, and externally imposed
forcing mechanisms will be needed to effect a transition to a different state. We
shall explore this circumstance below in terms of topological considerations
analogous to the concept of ecosystem resilience.

Conversely, changing the direction of the second condition, so that

dS2/dM2|A0 < 0,
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leads to a repulsive peak, a White hole, representing a possibly unattain-
able realm of states.

Explicit parametization ofM introduces standard – and quite considerable
– notational complications (Burago et al., 2001; Auslander, 1967): Imposing
a metric for different cognitive dual languages parametized by K leads to
Riemannian, or even Finsler, geometries, including the usual geodesics. See
the Mathematical Appendix for details.

The dynamics, as we have presented them so far, have been noiseless,
while neural systems, from which we are abducting theory, are well known
to be very noisy, and indeed may be subject to mechanisms of stochastic
resonance. Equation (2.13) might be rewritten as

dM/dt = LdS/dM+ σW (t),

where σ is a constant and W (t) represents white noise. Again, S is seen
as a function of the parameter M. This leads directly to a family of classic
stochastic differential equations having the form

dMt = L(t,M)dt+ σ(t,M)dBt,

(2.14)

where L and σ are appropriately regular functions of t and M, and dBt
represents the noise structure, characterized by its quadratic variation. See
the Mathematical Appendix for details.

In the sense of Emery (1989), this leads into deep realms of stochastic
differential geometry and related topics. The obvious inference is that noise,
which need not be ‘white’, can serve as a tool to shift the system between
various equivalence classes, in essence as a kind of crosstalk and the source of
a generalized stochastic resonance. See the second mathematical appendix for
a brief review of stochastic differential equations.

We have defined a groupoid for the system based on a particular set of
equivalence classes of information sources dual to cognitive processes. That
groupoid parsimoniously characterizes the available dynamical manifolds, and,
in precisely the sense of the earlier development, breaking of the groupoid
symmetry creates more complex objects of considerable interest, which will
be studied below. This leads to the possibility, indeed, the necessity of Deus ex
Machina mechanisms – analogous to programming, stochastic resonance, etc.
– to force transitions between the different possible modes within and across
dynamic manifolds. See section 2.14. In one model the external ‘programmer’
creates the manifold structure, and the system hunts within that structure for
the ‘solution’ to the problem according to equivalence classes of paths on the
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manifold. Noise, as with random mutation in evolutionary algorithms, might
well be needed to avoid unstable equilibria (but not analogs to limit cycles or
pseudorandom strange attractors and their generalizations).

Equivalence classes of states gave dual information sources. Equivalence
classes of information sources give different characteristic system dynamics,
representing different ‘programs’. Later we will examine equivalence classes
of paths, which will produce different directed homotopy topologies charac-
terizing those dynamical manifolds. This introduces the possibility of having
different quasi-stable resilience modes within individual dynamic manifolds.
One set of these can be characterized as leading to solutions of the underlying
(broadly defined) ‘computing problem’, while others may simply be patho-
logical absorbing states. Pink or white noise might provide a tunable means
of creating crosstalk between different topological states within a dynamical
manifold, or between different dynamical manifolds altogether.

Effectively, topological shifts between and within dynamic manifolds con-
stitute a theory of phase transitions in cognitive systems, as we have character-
ized them. Indeed, similar considerations have become central in the study of
phase changes for physical systems. Franzosi and Pettini (2004), for instance,
write,

“The standard way of [studying phase transition in physical sys-
tems] is to consider how the values of thermodynamic observables,
obtained in laboratory experiments, vary with temperature, volume,
or an external field, and then to associate the experimentally observed
discontinuities at a PT [phase transition] to the appearance of some
kind of singularity entailing a loss of analyticity... However, we can
wonder whether this is the ultimate level of mathematical understand-
ing of PT phenomena, or if some reduction to a more basic level is
possible... [Our] new theorem says that nonanalyticity is the ‘shadow’
of a more fundamental phenomenon occurring in configuration space:
a topology change... [Our] theorem means that a topology change [in a
particular energy manifold] is a necessary condition for a phase tran-
sition to take place... The topology changes implied here are those
described within the framework of Morse theory through attachment
handles...

The converse of our Theorem is not true. There is not a one-to-one
correspondence between phase transitions and topology changes... an
open problem is that of sufficiency conditions, that is to determine
which kinds of topology changes can entail the appearance of a [phase
transition].”

The phenomenological Onsager treatment would also be enriched by adop-
tion of a Morse theory perspective on topological transitions, following Michel
and Mozrzymas (1977).

The next section introduces further canonical topological complications.
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2.9 Tuning the network of dynamic manifolds

Equivalence classes of states defined a groupoid of languages dual to cognitive
processes which, when broken by internal crosstalk, led to a giant compo-
nent within a network of cognitive modules. Here we have introduced a new
groupoid of equivalence classes of languages defining dynamical manifolds.
Within a large enough system this groupoid can also be broken by crosstalk
between manifolds to create another, larger, giant component, this time of
linked dynamic manifolds rather than of dual languages. The giant compo-
nent(s) of cognitive modules created an analog to individual consciousness
which, in an institutional setting, we have elsewhere characterized as a col-
lective consciousness (Wallace and Fullilove, 2008). This larger structure of
interacting dynamic manifolds might well be designated as a higher collec-
tive cognition (HCC). Again we can can apply a Morse theory argument to a
‘renormalization’ cutoff of crosstalk between interacting dynamic manifolds,
say Θ ≥ 0, which in this model becomes a Morse function, parametized by
some vector of real numbers Γ = (γ1, ..., γs). Critical points of Θ, where
dΓc

Θ = 0, through the Hessian matrix in local coordinates, ((∂2Θ/∂γi∂γj))
at the critical points, will again parsimoniously index the underlying topology
of this greater structure.

The advantage of introducing such a complication is that an HCC allows
a system to radically shift gears when confronted by markedly changing en-
vironmental or other embedding patterns. The tunable giant component of
available dynamical manifolds becomes a larger coping resource. Populations
with a good repertoire of dynamic response surfaces would seem to fare bet-
ter under regimens of shifting selection and command lower probabilities for
extirpation.

Jerne’s ‘idiotypic network’ (Cohen, 2000) of infinite mirroring between
antigenic challenge and immune response appears to loom here: how many
times can we iterate this structure? In point of fact, the next section shows
that a system may not need much iteration at all if it can properly focus its
attention.

There is a further important observation. It is clearly quite possible to
introduce a multiplicity structure, leading to a family of interacting dynamic
groupoids, opening the way for a vast spectrum of possible response modali-
ties.

2.10 The rate distortion manifold

The second order iterations above, analogous to expanding the General Lin-
ear Model to the Hierarchical Linear Model, and involving paths in parame-
ter space, can be significantly extended. This produces a generalized tunable
retina model which can be interpreted as a ‘Rate Distortion manifold’, a con-
cept which further opens the way for import of a vast array of tools from
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geometry and topology, and will lead to a parsimonious description of the
famous Baldwin effect and its many possible weaker generalizations.

Suppose, now, that threshold behavior for system reaction requires some
elaborate structure of nonlinear relationships defining a set of renormalization
parameters Ωk ≡ ωk1 , ..., ωkm. The critical assumption is that there is a tunable
zero order state, and that changes about that state are, in first order, relatively
small, although their effects on punctuated process may not be at all small.
Thus, given an initial m-dimensional vector Ωk, the parameter vector at time
k + 1, Ωk+1, can, in first order, be written as

Ωk+1 ≈ Rk+1Ωk,

(2.15)

where Rt+1 is an m×m matrix, having m2 components.
If the initial parameter vector at time k = 0 is Ω0, then at time k

Ωk = RkRk−1...R1Ω0.

(2.16)

The interesting correlates of high-level cognitive function are, in this de-
velopment, now represented by an information-theoretic path defined by the
sequence of operators Rk, each member having m2 components. The gram-
mar and syntax of the path defined by these operators is associated with a
dual information source, in the usual manner.

The effect of an information source of external signals, Y, is now seen in
terms of more complex joint paths in Y and R-space whose behavior is, again,
governed by a mutual information splitting criterion according to the JAEPT.

The complex sequence in m2-dimensional R-space has, by this construc-
tion, been projected down onto a parallel path, the smaller set ofm-dimensional
ω-parameter vectors Ω0, ..., Ωk.

If the punctuated tuning of system attention is now characterized by a
‘higher’ dual information source – an embedding generalized language – so
that the paths of the operators Rk are autocorrelated, then the autocorre-
lated paths in Ωk represent output of a parallel information source. This
source, given Rate Distortion limitations, is apparently a grossly simplified,
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and hence highly distorted, picture of the ‘higher’ process represented by the
R-operators, having m as opposed to m×m components.

High levels of distortion may not necessarily be the case for such a struc-
ture, provided it is properly tuned to the incoming signal. If it is inappropriately
tuned, however, then distortion may be extraordinary.

Let us examine a single iteration in more detail, assuming now there is a
(tunable) zero reference state, R0, for the sequence of operators Rk, and that

Ωk+1 = (R0 + δRk+1)Ωk,

(2.17)

where δRk is ‘small’ in some sense compared to R0.
Note that in this analysis the operators Rk are, implicitly, determined

by linear regression. We thus can invoke a quasi-diagonalization in terms of
R0. Let Q be the matrix of eigenvectors which Jordan-block-diagonalizes R0.
Then

QΩk+1 = (QR0Q−1 + QδRk+1Q−1)QΩk.

(2.18)

If QΩk is an eigenvector of R0, say Yj with eigenvalue λj , it is possible to
rewrite this equation as a generalized spectral expansion

Yk+1 = (J + δJk+1)Yj ≡ λjYj + δYk+1

= λjYj +
n∑
i=1

aiYi.

(2.19)

J is a block-diagonal matrix, δJk+1 ≡ QRk+1Q−1, and δYk+1 has been
expanded in terms of a spectrum of the eigenvectors of R0, with
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|ai| � |λj |, |ai+1| � |ai|.

(2.20)

The point is that provided R0 has been tuned so that this condition is true,
the first few terms in the spectrum of this iteration of the eigenstate will con-
tain most of the essential information about δRk+1. This appears quite similar
to the detection of color in the retina, where three overlapping non-orthogonal
eigenmodes of response are sufficient to characterize a huge plethora of color
sensation. Here, if such a tuned spectral expansion is possible, a very small
number of observed eigenmodes would suffice to permit identification of a vast
range of changes, so that the rate-distortion constraints become quite mod-
est. That is, there will not be much distortion in the reduction from paths
in R-space to paths in Ω-space. Inappropriate tuning, however, can produce
very marked distortion, even inattentional blindness, in spite of multitasking.

Higher-order Rate Distortion Manifolds are likely to give better approxi-
mations than lower ones, in the same sense that second order tangent struc-
tures give better, if more complicated, approximations in conventional differ-
entiable manifolds (Pohl, 1962).

Indeed, Rate Distortion Manifolds can be quite formally described us-
ing standard techniques from topological manifold theory (Glazebrook and
Wallace, 2007). The essential point is that a rate distortion manifold is a
topological structure which constrains the multifactorial stream of high level
cognition as well as the pattern of communication between giant components,
much the way a riverbank constrains the flow of the river it contains. This is
a fundamental insight, which we will pursue further.

The Rate Distortion Manifold can, however, also be described in purely
information theoretic terms using a ‘tuning theorem’ variant of the Shannon
Coding Theorem, which we briefly review.

Messages from an information source, seen as symbols xj from some al-
phabet, each having probabilities Pj associated with a random variable X,
are ‘encoded’ into the language of a ‘transmission channel’, a random variable
Y with symbols yk, having probabilities Pk, possibly with error. Someone re-
ceiving the symbol yk then retranslates it (without error) into some xk, which
may or may not be the same as the xj that was sent.

More formally, the message sent along the channel is characterized by a
random variable X having the distribution

P (X = xj) = Pj , j = 1, ...,M.

The channel through which the message is sent is characterized by a second
random variable Y having the distribution
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P (Y = yk) = Pk, k = 1, ..., L.

Let the joint probability distribution of X and Y be defined as

P (X = xj , Y = yk) = P (xj , yk) = Pj,k

and the conditional probability of Y given X as

P (Y = yk|X = xj) = P (yk|xj).

Then the Shannon uncertainty of X and Y independently and the joint
uncertainty of X and Y together are defined respectively as

H(X) = −
M∑
j=1

Pj log(Pj)

H(Y ) = −
L∑
k=1

Pk log(Pk)

H(X,Y ) = −
M∑
j=1

L∑
k=1

Pj,k log(Pj,k).

(2.21)

The conditional uncertainty of Y given X is defined as

H(Y |X) = −
M∑
j=1

L∑
k=1

Pj,k log[P (yk|xj)].

(2.22)

For any two stochastic variates X and Y , H(Y ) ≥ H(Y |X), as knowledge
of X generally gives some knowledge of Y . Equality occurs only in the case
of stochastic independence.
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Since P (xj , yk) = P (xj)P (yk|xj), we have

H(X|Y ) = H(X,Y )−H(Y ).

The information transmitted by translating the variableX into the channel
transmission variable Y – possibly with error – and then retranslating without
error the transmitted Y back into X is defined as

I(X|Y ) ≡ H(X)−H(X|Y ) = H(X) +H(Y )−H(X,Y )

(2.23)

See, for example, Ash (1990), Khinchin (1957) or Cover and Thomas (1991)
for details. The essential point is that if there is no uncertainty in X given
the channel Y , then there is no loss of information through transmission. In
general this will not be true, and herein lies the essence of the theory.

Given a fixed vocabulary for the transmitted variable X, and a fixed vo-
cabulary and probability distribution for the channel Y , we may vary the
probability distribution of X in such a way as to maximize the information
sent. The capacity of the channel is defined as

C ≡ max
P (X)

I(X|Y )

(2.24)

subject to the subsidiary condition that
∑
P (X) = 1.

The critical trick of the Shannon Coding Theorem for sending a message
with arbitrarily small error along the channel Y at any rate R < C is to
encode it in longer and longer ‘typical’ sequences of the variable X; that is,
those sequences whose distribution of symbols approximates the probability
distribution P (X) above which maximizes C.

If S(n) is the number of such ‘typical’ sequences of length n, then

log[S(n)] ≈ nH(X),

where H(X) is the uncertainty of the stochastic variable defined above.
Some consideration shows that S(n) is much less than the total number of
possible messages of length n. Thus, as n → ∞, only a vanishingly small
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fraction of all possible messages is meaningful in this sense. This observation,
after some considerable development, is what allows the Coding Theorem
to work so well. In sum, the prescription is to encode messages in typical
sequences, which are sent at very nearly the capacity of the channel. As the
encoded messages become longer and longer, their maximum possible rate of
transmission without error approaches channel capacity as a limit. Again, Ash
(1990), Khinchin (1957) and Cover and Thomas (1991) provide details.

This approach can be, in a sense, inverted to give a tuning theorem which
parsimoniously describes the essence of the Rate Distortion Manifold.

Telephone lines, optical wave, guides and the tenuous plasma through
which a planetary probe transmits data to earth may all be viewed in tradi-
tional information-theoretic terms as a noisy channel around which we must
structure a message so as to attain an optimal error-free transmission rate.

Telephone lines, wave guides, and interplanetary plasmas are, relatively
speaking, fixed on the timescale of most messages, as are most other signaling
networks. Indeed, the capacity of a channel, is defined by varying the proba-
bility distribution of the ‘message’ process X so as to maximize I(X|Y ).

Suppose there is some message X so critical that its probability distribu-
tion must remain fixed. The trick is to fix the distribution P (x) but modify the
channel – i.e., tune it – so as to maximize I(X|Y ). The dual channel capacity
C∗ can be defined as

C∗ ≡ max
P (Y ),P (Y |X)

I(X|Y ).

(2.25)

But

C∗ = max
P (Y ),P (Y |X)

I(Y |X)

since

I(X|Y ) = H(X) +H(Y )−H(X,Y ) = I(Y |X).

Thus, in a purely formal mathematical sense, the message transmits the
channel, and there will indeed be, according to the Coding Theorem, a channel
distribution P (Y ) which maximizes C∗.

One may do better than this, however, by modifying the channel matrix
P (Y |X). Since

P (yj) =
M∑
i=1

P (xi)P (yj |xi),
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P (Y ) is entirely defined by the channel matrix P (Y |X) for fixed P (X)
and

C∗ = max
P (Y ),P (Y |X)

I(Y |X) = max
P (Y |X)

I(Y |X).

Calculating C∗ requires maximizing the complicated expression

I(X|Y ) = H(X) +H(Y )−H(X,Y ),

which contains products of terms and their logs, subject to constraints
that the sums of probabilities are 1 and each probability is itself between 0
and 1. Maximization is done by varying the channel matrix terms P (yj |xi)
within the constraints. This is a difficult problem in nonlinear optimization.
However, for the special case M = L, C∗ may be found by inspection:

If M = L, then choose

P (yj |xi) = δj,i,

where δi,j is 1 if i = j and 0 otherwise. For this special case

C∗ ≡ H(X),

with P (yk) = P (xk) for all k. Information is thus transmitted without
error when the channel becomes ‘typical’ with respect to the fixed message
distribution P (X).

If M < L, matters reduce to this case, but for L < M information must
be lost, leading to Rate Distortion limitations.

Thus modifying the channel may be a far more efficient means of ensuring
transmission of an important message than encoding that message in a ‘nat-
ural’ language which maximizes the rate of transmission of information on a
fixed channel.

We have examined the two limits in which either the distributions of P (Y )
or of P (X) are kept fixed. The first provides the usual Shannon Coding Theo-
rem, and the second, hopefully, a tuning theorem variant, a tunable retina-like
Rate Distortion Manifold. It seems likely, however, than for many important
systems P (X) and P (Y ) will interpenetrate, to use Richard Levins’ terminol-
ogy. That is, P (X) and P (Y ) will affect each other in characteristic ways, so
that some form of mutual tuning may be the most effective strategy.

2.11 No free lunch

The previous results can be used to give yet another perspective on the famous
‘no free lunch’ theorem of Wolpert and Macready (1995, 1997). As English
(1996) states the matter,
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“...Wolpert and Macready... have established that there exists no
generally superior function optimizer. There is no ‘free lunch’ in the
sense that an optimizer ‘pays’ for superior performance on some func-
tions with inferior performance on others... if the distribution of func-
tions is uniform, then gains and losses balance precisely, and all op-
timizers have identical average performance... The formal demonstra-
tion depends primarily upon a theorem that describes how informa-
tion is conserved in optimization. This Conservation Lemma states
that when an optimizer evaluates points, the posterior joint distribu-
tion of values for those points is exactly the prior joint distribution.
Put simply, observing the values of a randomly selected function does
not change the distribution...

[A]n optimizer has to ‘pay’ for its superiority on one subset of
functions with inferiority on the complementary subset...

Anyone slightly familiar with the [evolutionary computing] liter-
ature recognizes the paper template ‘Algorithm X was treated with
modification Y to obtain the best known results for problems P1 and
P2.’ Anyone who has tried to find subsequent reports on ‘promising’
algorithms knows that they are extremely rare. Why should this be?

A claim that an algorithm is the very best for two functions is a
claim that it is the very worst, on average, for all but two functions....
It is due to the diversity of the benchmark set [of test problems] that
the ‘promise’ is rarely realized. Boosting performance for one subset of
the problems usually detracts from performance for the complement...

Hammers contain information about the distribution of nail-driving
problems. Screwdrivers contain information about the distribution of
screw-driving problems. Swiss army knives contain information about
a broad distribution of survival problems. Swiss army knives do many
jobs, but none particularly well. When the many jobs must be done
under primitive conditions, Swiss army knives are ideal.

The tool literally carries information about the task... optimizers
are literally tools-an algorithm implemented by a computing device is
a physical entity...”

Another way of stating this conundrum is to say that a computed solu-
tion is simply the product of the information processing of a problem, and,
by a very famous argument, information can never be gained simply by pro-
cessing. Thus a problem X is transmitted as a message by an information
processing channel, Y , a computing device, and recoded as an answer. By the
‘dual’ argument of the previous section there will be a channel coding of Y
which, when properly tuned, is most efficiently transmitted by the problem.
In general, then, the most efficient coding of the transmission channel, that
is, the best algorithm turning a problem into a solution, will necessarily be
highly problem-specific. Thus there can be no best algorithm for all sets of
problems, although there may well be an optimal algorithm for any given set.
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Rate distortion, however, occurs when the problem is collapsed into a
smaller, simplified version and then solved. Then there must be a tradeoff
between allowed average distortion and the rate of solution: the retina effect.
In a very fundamental sense, then, Rate Distortion Manifolds present a gen-
eralization of the converse of the Wolpert/Macready no free lunch arguments.

An important point is that this development says nothing about the ef-
ficiency of channel tuning. Another iteration of theory would be required to
determine, say, the full width at half maximum (FWHM) of a particular sys-
tem. The peak in dual channel capacity may be very broad in any given case,
so that although one algorithm (or equivalence class of them) may be ‘best’,
very many others may be nearly as good. One suspects that for a Rate Dis-
tortion Manifold/retina system tunability might sometimes be more critical.

2.12 Mesoscale resonance: Many Baldwin effects

These arguments lead, in turn, to a generalized form of stochastic resonance
applicable to a spectrum of phenomena similar to the Simpson-Baldwin effect.
Ancel (1999) has presented what is perhaps the clearest mathematical model
of the basic idea.

She argues that organisms that make non-hereditary physical or behav-
ioral modifications to survive environmental stresses will have better repre-
sentation in future generations than less versatile organisms. Through natural
selection, then, the capacity for such adaptation along with the beneficial ac-
quired traits will become universal. Calculation shows that the distribution
of phenotypes in a population depends largely on the extent of environmental
stochasticity. When the environment undergoes intermediate rates of fluctu-
ation, the Baldwin effect arises through the interaction of natural selection
and mutation on norms of reaction. In a highly volatile environment by con-
trast, organisms benefit from plasticity, and consequently do not experience
a Simpson-Baldwin channeling of phenotype possibility.

The essential point, from our perspective, is the importance of intermediate
rates of environmental fluctuation, which mirrors the generalized stochastic
resonance arguments we ultimately invoke.

Classic stochastic resonance (SR) emerges from the arguments of the pre-
vious sections quite directly. The only coding possible under the conditions
of SR is to add random noise to the amplitude of a structured signal which,
by itself, is below threshold for triggering some powerful, highly nonlinear
device. The only ‘tuning’ possible to random noise is to vary its amplitude.
By the arguments above, there will be some optimum noise amplitude which
will maximize the dual channel capacity, and hence the transmission rate of
the signal via the powerful, threshold-driven, oscillator.

Similarly, in Ancel’s model of the Baldwin effect, the only ‘tuning’ possible
the system, as she has presented it, is the extent of environmental stochasticity.
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By these arguments, then, there will be an ‘optimal’ level of stochasticity
driving the effect.

Clearly more complicated natural processes can be subject to analogous
tuning, with particular sensitivity to ‘intermediate’ level effects, effectively a
mesoscale resonance in which ecosystem changes entrain phenomena at other
scales. This is a critical point, and on it will subsequently hang much of our
tale.

Again, something much like this result has been reached by others via
different means. Gavrilets (2003), for example, describes numerical individual-
oriented population genetics models as producing similar outcomes:

“Theoretical studies predict extreme sensitivity of the probability
of speciation and the waiting time to speciation on model parame-
ters which in turn strongly depend on the environmental conditions.
This suggests that in general speciation is triggered by changes in the
environment.”

Our contribution is to provide an explicit analytic framework for this effect.

2.13 Directed homotopy

To reiterate, the groupoid treatment of modular cognitive networks above de-
fined equivalence classes of states according to whether they could be linked by
grammatical/syntactical high-probability ‘meaningful’ paths. The dynamical
groupoid is based on identification of equivalence classes of languages.

Next we ask the precisely complementary question regarding paths on
dynamical manifolds: For any two particular given states, is there some sense
in which we can define equivalence classes across the set of meaningful paths
linking them? The assumption is that the system has been ‘tuned’ using the
Rate Distortion Manifold approach above, so that the problem to be solved
is more tractable, in a sense.

This is of particular interest to the second order hierarchical model of
the next chapter which, in effect, describes a universality class tuning of the
renormalization parameters characterizing the dancing, flowing, tunably punc-
tuated accession to high order cognitive function.

A closely similar question is central to recent algebraic geometry ap-
proaches to concurrent, that is, highly parallel, computing (Pratt, 1991;
Goubault and Raussen, 2002; Goubault, 2003), which we adapt.

For the moment we restrict the analysis to a giant component system char-
acterized by two Morse-theoretic renormalization parameters, say ω1 and ω2,
and consider the set of meaningful paths connecting two particular points, say
a and b, in the two dimensional ω-space plane of figure 2.1. The arguments
surrounding equations (2.7), (2.8) and (2.13) suggests that there may be re-
gions of fatal attraction and strong repulsion, Black holes and White holes,
which can either trap or deflect the path of multitasking cognition.
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Figures 2.1 and 2.2 show two possible configurations for a Black and a
White hole, diagonal and cross-diagonal. If one requires path monotonicity
– always increasing or remaining the same – then, following Goubault (2003,
figs. 6,7), there are, intuitively, two direct ways, without switchbacks, that one
can get from a to b in the diagonal geometry of figure 2.1, without crossing
a Black or White hole. But there are three in the cross-diagonal structure of
figure 2.2.

Elements of each ‘way’ can be transformed into each other by contin-
uous deformation without crossing either the Black or White hole. Figure
2.1 has two additional possible monotonic ways, involving over/under switch-
backs, which are not drawn. Relaxing the monotonicity requirement generates
a plethora of other possibilities, for example, loopings and backwards switch-
backs, whose consideration is left as an exercise. It is not clear under what
circumstances such complex paths can be meaningful, a matter for further
study.

These ways are the equivalence classes defining the topological structure
of the two different ω-spaces, analogs to the fundamental homotopy groups in
spaces which admit of loops (Lee, 2000). The closed loops needed for classical
homotopy theory are impossible for this kind of system because of the ‘flow
of time’ defining the output of an information source – one goes from a to b
although, for nonmonotonic paths, intermediate looping would seem possible.
The theory is thus one of directed homotopy, dihomotopy, and the central
question revolves around the continuous deformation of paths in ω-space into
one another, without crossing Black or White holes. Goubault and Rausssen
(2002) provide another introduction to the formalism.

These ideas can, of course, be applied to lower level cognitive modules
as well as to the second order hierarchical cognitive model where they are,
perhaps, of more central interest.

It seems likely that external signals or developmental history can define
quite different dihomotopies of attentional focus in cognitive gene expres-
sion or other similar phenomena. That is, the topology of blind spots will
be developmentally modulated. It is this ontogenetic topology of multitasking
attention which, acting in concert with the inherent limitations of the rate dis-
tortion manifold, generates the pattern of overfocus analogous to inattentional
blindness.

Such considerations, and indeed the Black Hole development of equation
(2.13), suggest that a multitasking system which becomes trapped in a par-
ticular pattern cannot, in general, expect to emerge from it in the absence of
external forcing mechanisms or the stochastic resonance/mutational action of
‘noise’. Emerging from such a trap involves large-scale topological changes,
and this is the functional equivalent of a first order phase transition in a
physical systems which requires energy to overcome latent heat.

A second perspective is that the solution to what is essentially a kind of
highly parallel computing problem might well be cast in terms of ‘finding the
right Black Hole’. That is, the system begins at some starting point, and,
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Fig. 2.1. Diagonal Black and White holes in the two dimensional ω-plane. Only
two direct paths can link points a and b which are continuously deformable into one
another without crossing either hole. There are two additional monotonic switchback
paths which are not drawn.

Fig. 2.2. Cross-diagonal Black and White holes. Three direct equivalence classes of
continuously deformable paths can link a and b. Thus the two spaces are topologi-
cally distinct. Here monotonic switchbacks are not possible, although relaxation of
that condition can lead to ‘backwards’ switchbacks and intermediate loopings.
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if the environment has effectively constrained the shape of the underlying
dynamic manifold, that is, to act as a tuning ‘goal context’ in Baars’ termi-
nology, a solution involves identifying the various topological modes possible
to that complicated geometric object. Among those modes will be the absorb-
ing singularities which constitute an analog to problem solution, although
convergence is not to a fixed state, but rather to some set of highly dynamic
information sources.

The fundamental insight is that the equivalence class structure of environ-
mental context can define a groupoid symmetry which can then be imposed
on the ‘natural’ groupoids underlying massively parallel gene expression.

This sort of behavior is, as we have noted, central to ecosystem resilience
theory (Gunderson, 2000; Holling, 1973). The essential idea is that equivalence
classes of dynamic manifolds, and the directed homotopy classes within those
manifolds, each and together create domains of quasi-stability requiring action
of some external signal for change. We will explore this in more detail in some
of the following chapters.

Apparently the set of dynamic manifolds, and its subsets of directed ho-
motopy equivalence classes, formally classifies quasi-equilibrium states, and
thus characterizes the different possible resilience modes. Some of these may
be highly pathological. Others, however, will represent ‘solutions’ to the gene
expression (or other dynamic cognitive) problem, according to this scheme.

Shifts between markedly different topological modes appear to be neces-
sary effects of phase transitions, involving analogs to first order phase changes
in physical systems.

It seems clear that both ‘problem solutions’ and pathological states can be
represented as topological resilience/phase modes in this model, suggesting a
real equivalence between difficulties in carrying out gene expression and its
stabilization. This mirrors recent results on the relation between programming
difficulty and system stability in highly parallel computing devices (Wallace,
2008a).

Some 99% of the human genome consists of sequence that does not encode
proteins (e.g., Sasidharan and Gerstein, 2008). Our results converge with con-
jectures that much of this structure is needed to stabilize and regulate gene
expression.

2.14 Pathologies of gene expression

Something of this ambiguity can be explicitly modeled.
Suppose we can operationalize and quantify degrees of both inattentional

blindness (IAB) and of average distortion (D) in communication between gene
expression networks and signals from an embedding context. D and IAB are
thus taken as contexts in the Baars’ sense, for cognitive gene expression. The
essential assumption is that the dual information source of a collective which
has low levels of both IAB and D will tend to be richer than that of one having
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greater levels. This is shown in figure 2.3a, where H is the source uncertainty,
X = IAB, and Y = D. Regions of low X,Y , near the origin, have greater
source uncertainty than those nearby, so H(X,Y ) shows a (relatively gentle)
peak at the origin, taken here as simply the product of two error functions.

The generalized Onsager argument of equations 2.7-2.14 is shown in figure
2.3b, where S = H(X,Y ) − XdH/dX − Y dH/dY is graphed on the Z axis
against the X − Y plane, assuming a gentle peak in H at the origin. Peaks
in S, according to theory, constitute repulsive system barriers, which must
be overcome by external forces. In figure 2.3b there are three quasi-stable
topological resilience modes, marked as A,B, and C. The A region is locked
in to low levels of both inattentional blindness and average distortion, as it
sits in a pocket. Forcing the system in either direction, that is, increasing
either IAB or D, will, initially, be met by homeostatic attempts to return to
the resilience state A, according to this model.

If, in particular, rate distortion problems become severe in spite of home-
ostatic mechanisms, the system will then jump to the quasi-stable state B, a
second pocket. According to the model, however, once that transition takes
place, there will be a tendency for the system to remain in a condition of high
average distortion. That is, the system will, according to the model, become
locked in to a structure with high distortion in communication between gene
expression and embedding context, but one having lower overall collective
capacity, a lower value of H in figure 2.3a.

The third pocket, marked C, is a broad plain in which both IAB and
D remain high, a highly overfocused, poorly crosslinked structure which will
require significant intervention to alter once it reaches such a quasi-stable
resilience mode. Collective capacity, measured by H in figure 2.3a, is the
lowest of all for this condition of pathological resilience, and attempts to
correct the problem – to return to condition A will be met with very high
barriers in S, according to figure 2.3b. That is, mode C is very highly resilient,
although pathologically so, much like the eutrophication of a pure lake by
sewage outflow.

We can argue that the three quasi-equilibrium configurations of figure 2.3b
represent different dynamical states of the system, and that the possibility of
transition between them represents the breaking of the associated symmetry
groupoid by external forcing mechanisms. That is, three manifolds represent-
ing three different kinds of system dynamics have been patched together to
create a more complicated topological structure. For cognitive phenomena,
this phenomenon is likely to be the rule rather than the exception. ‘Pure’
groupoids are likely to be arbitrary abstractions, and the fundamental ques-
tions will involve the systems of linkages which break the underlying symme-
try.

In all this, of course, ‘convergence’ is not to some fixed state, limit cycle,
or pseudorandom strange attractor, but rather to some appropriate set of
information sources, which is a very different thing indeed.
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Fig. 2.3. a. Source uncertainty, H, of the dual information source of multiple
workspace gene expression, as parametized by degrees of inattentional blindness,
X = IAB and average distortion Y = D, taken here as environmental indices of
embedding contexts. Note the relatively gentle peak at low values of X, Y . H is
generated as the product of two error functions. b. Generalized Onsager treatment
of figure 2.3a. S = H(X, Y ) − XdH/dX − Y dH/dY . The regions marked A, B,
and C represent realms of resilient quasi-stability, divided by barriers defined by
the relative peaks in S. Transition among them requires a forcing mechanism. From
another perspective, limiting resources or imposing stress from the outside – driving
down H in figure 2.3a, would force the system into the lower plain of C, in which the
system would then become trapped in states having high levels of average distortion
and inattentional blindness.

What this model suggests is that sufficiently strong external perturbation
can force gene expression networks within an organism from a normal develop-
ment path into one involving widespread, comorbid, developmental disorder.
This is a widely studied pattern for humans (e.g., Wallace and Fullilove, 2008).
Indeed, the results of this section might well serve as the foundation of a fairly
comprehensive model of chronic developmental disease. One approach might
be as follows:

A developmental process can be viewed as involving a sequence of surfaces
like figure 2.3, having, for example, ‘critical periods’ of high energy demand
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when the barriers between the normal state A and the pathological states
B and C are relatively low. During such a time the system would become
highly sensitive to perturbation, and to the onset of a subsequent patholog-
ical developmental trajectory. Critical periods might occur during times of
rapid growth for which an energy limitation imposes the need to focus via
something like a Rate Distortion Manifold. Cognitive process requires energy
through the homology between equations (1.5) and (2.4), and more focus at
one end necessarily implies less at some other. In a distributed zero sum de-
velopmental game, as it were, some cognitive processes must receive more
attentional energy than others.

Other mechanisms might well operate in a similar manner. For example
the impact of long-term psychosocial or other environmental stressors could
induce critical periods in which exposure to acute noxious conditions could
then trigger pathological developmental trajectories of gene expression.

2.15 Traveling waves on cognitive modular networks

Sections 2.8 and 2.13 above explored two kinds of manifolds on modular in-
formation networks. Here we introduce yet another.

It is important to remember that we cannot easily observe modular net-
works dual to cognitive process directly, but must often infer what we can from
examining the messages they send. One important characteristic is simply the
rate of transmission. Can we determine something of network structure from
rate information?

Suppose that the probability of interaction between individual nodes in a
network depends jointly on (at least) two distinct measures which we char-
acterize as multidimensional vector quantities X and Z respectively. These
might be determined by a variety of empirical means.

For individual nodes j and k we assume their probability of interaction
Pj,k is given by

Pj,k = Pj,k(Xj ,Xk,Zj ,Zk),

where 0 ≤ Pj,k ≤ 1.
Assume it possible to reduce Pj,k to a function of the differences X =

Xj −Xk and Z = Zj −Zk, or, perhaps, by using a multivariate method such
as principal components analysis, even to functions of their ‘length’ x = |X|
and z = |Z|, so that

Pj,k = Pj,k(x, z).

One way to proceed is to impose a generalized distance r2 ≡ x2 + z2, and
explore the effects of various probability distributions which are functions of r.
Here, rather, we finesse the argument and transform out of the space defined
by x and z into the probability space itself, defining a metric according to
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Lj,k ≡ log(1/Pj,k),

(2.26)

where log is the logarithm to some base number. Note that it is the prob-
ability distribution based on the generalized distance r which induces the
transformation between ‘real’ space and probability space.

If it can be assumed for all nodes j, k, l within a sufficiently small network
patch – the essence of a manifold – that

Pj,l ≥ Pj,kPk,l,

so that

1
Pj,l
≤ 1
Pj,k

1
Pk,l

and the strong ‘triangle’ inequality

log(1/Pj,l) ≤ log(1/Pj,k) + log(1/Pk,l)

holds, then L is a pseudometric, and various standard attacks are possible.
That somewhat draconian condition can, however, be considerably weak-

ened as follows:
Let ∆Lj be the average ‘distance’ in probability space from the node j to

all other nodes, that is,

∆Lj ≡
∑
k

Pj,k log(1/Pj,k).

(2.27)

Suppose some fairly elaborate ‘message,’ not otherwise described, is sent
along the network, and a traveling wave condition is imposed, so that, for
some time period ∆t, the relation
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∆Lj
∆t
≈ C,

(2.28)

holds. C is, then, the mean fixed rate at which the message is sent from
the network to an embedded individual.

We will subsequently show – not unexpectedly and probably not originally
– that the traveling wave assumption, on a fractal manifold, is equivalent to
the Aharony-Stauffer conjecture (Aharony and Stauffer, 1984). The conjecture
directly relates the fractal dimension of the interior of an affected network to
that of its growth surface. This gives a simple and explicit expression for C,
usually an arduous calculation.

By expanding equation (2.28) we obtain, taking ∆t ≡ 1,

−
∑
k

Pj,k log(Pj,k) ≈ C,

(2.29)

where C is a transmission rate constant characteristic of the particular so-
ciogeographic network. We further assume that

∑
k Pj,k = 1, i.e., the network

is ‘tight’ in the sense that each node interacts with it as a whole with unit
probability. Hence Pj,k is a legitimate probability distribution.

For any probability distribution, 0 ≤ Pj ≤ 1 such that
∑
j Pj = 1 the

quantity H = −
∑
j Pj log(Pj) is, of course, the distribution’s Shannon uncer-

tainty.
The transfer of uncertainty represents the transmission of information. The

Shannon Coding Theorem states that for any rate R < C, where C represents
the capacity of the information channel, it is possible to find a ‘coding scheme’
such that a sufficiently long message can be sent with arbitrarily small error.

We are interested in network manifolds upon which it is possible to define
an information metric as above. Heuristically, we take Pi,j to be the joint
probability that something of the form xj is encoded and sent from the point
j in the network and received as something of the form yi at the point i.
Pi,j thus jointly characterizes the interaction of a network and an individual
within it.

Again define the ‘average distance’ between i and the network as in equa-
tion (2.27), taking ∆Li = −

∑
j Pi,j log(Pi,j), and assume that to be less than
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the ‘radius’ of the neighborhood mapped homogeneously onto some more reg-
ular network. We may need to assume Pi,j 6= 0 only for i and j within a
homogeneously mapped patch.

Over that patch ∑
i

∆Li = H(X,Y ),

where H(X,Y ) is precisely the joint uncertainty of an interaction between
a network and each individual within it. Let X represent ‘those who know
and tell’ within the homogeneous patch, and Y ‘those who do not know and
listen’, having probability distributions Pi and Pj , and uncertainties based on
these distributions H(X) and H(Y ). The transmission of a message within the
network can be described as the transmission between X and Y , i.e, between
those who know and tell and those who do not know and listen,

I(X|Y ) = H(X) +H(Y )−H(X,Y )

which can take place at a maximum rate defined by the capacity of the
channel connecting the knowers and the ignorant.

The point of all this is that metrics defined by log(1/P ), where P is a
probability, indeed have essential information theory meanings.

Assume that the network of interest is ‘scale free’ in an information metric
L, so that the number of nodes within a distance L of a given individual,
N(L), has the form

N(L) ≈ µρLDF

(2.30)

where ρ is the analog of a density of individuals per unit area, DF is a
nonnegative real number, and µ a scaling factor.

Assume a region of radius L from a given individual node and containing
N(L) other nodes is sent a message from that first node, and that the region
receiving the message grows in time by communicating with other nodes near
its boundary according to another power law

dN/dt ≈ g(ρ)LDG

(2.31)
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where t is the time, g(ρ) is a growth function of network density ρ, and DG

is a nonnegative real exponent which characterizes the growth surface of the
transmitting region. That growth surface is taken as having a small thickness
compared to the characteristic radius L of the transmitting region. DG is not
in general the same as DF , and neither may be an integer, i.e., this can be
a ‘fractal’, scale-free phenomenon. Differentiating the first of these equations
and substituting the result into the left hand side of the second gives

C ≡ dL/dt ≈ g(ρ)LDG−DF +1

µρDF
.

(2.32)

Imposing a traveling wave solution to this expression – the assumption
that dL/dt is independent of L – is equivalent to having DG = DF − 1. This
is the Aharony-Stauffer conjecture for fractal surfaces. Then

C = dL/dt =
g(ρ)
µρDF

(2.33)

is a system constant depending on both ρ and DF . It represents, for our
particular choice of L, a kind of patch-wise local channel capacity for the
network.

Typically g(ρ) can be approximated by some polynomial in ρ having a
dominant term k + 1. Thus equation (2.33) becomes, in first order,

C ∝ ρk/DF .

(2.34)
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While we may not often directly observe modular cognitive networks, we
can observe both the messages they send and the rate of transmission. Equa-
tion (2.34) relates certain of their local topological properties to the local
rate of transmission. Changes in local transmission rate, in this model, are
sufficient to imply changes in local topology.
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Formal theory II

3.1 The mean field model

This chapter outlines a somewhat different approach to the problem of tunable
phase transitions in cognitive and other systems characterized by information
sources. Here we use a ‘mean field’ approximation in contrast to the preceding
chapter which can be considered a ‘mean number’ treatment. Hybrid models
also seem possible.

Wallace and Wallace (1998, 1999) addressed how a language, in the broad-
est sense, ‘spoken’ on a network structure, responds as properties of the net-
work change. The language might be speech, pattern recognition, or cognition.
The network might be social, chemical, or neural. The properties of interest
were the magnitude of ‘strong’ or ‘weak’ ties which, respectively, either dis-
jointly partitioned the network or linked it across such partitioning. These
would be analogous to local and mean-field couplings in physical systems.
Here the system of interest is a set of information sources dual to cognitive
processes which becomes linked through an average coupling by crosstalk.

Fix the magnitude of strong ties – again, those which disjointly partition
the underlying network into cognitive or other submodules – but vary the
index of nondisjunctive weak ties, P , between components, taking K = 1/P .

Assume the piecewise, adiabatically stationary ergodic information source
depends on three parameters, two explicit and one implicit. The explicit are K
as above and, as a calculational device, an ‘external field strength’ analog J ,
which gives a ‘direction’ to the system. We will, in the limit, set J = 0. Note
that there are many other ways of doing this, since classical renormalization
techniques are more philosophy than prescription.

The implicit parameter, r, is an inherent generalized ‘length’ characteristic
of the phenomenon, on which J and K are defined. That is, J and K are writ-
ten as functions of averages of the parameter r, which may be quite complex,
having nothing at all to do with conventional ideas of space. For example, r
may be defined by the degree of niche partitioning in ecosystems or separation
in social structures, and similarly for biological networks of various kinds.

R. Wallace et al., Farming Human Pathogens, DOI 10.1007/978-0-387-92213-3_3, 
© Springer Science+Business Media, LLC 2009 
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For a given generalized language of interest having a well defined (adia-
batically, piecewise stationary) ergodic source uncertainty, H = H[K,J,X].

To summarize a long train of standard argument (Binney et al., 1986; Wil-
son, 1971), imposition of invariance of H under some renormalization trans-
form in the implicit parameter r leads to expectation of both a critical point
in K, written KC , reflecting a phase transition to or from collective behavior
across the entire array, and of power laws for system behavior near KC . Ad-
dition of other parameters to the system results in a ‘critical line’ or surface.

Let κ ≡ (KC − K)/KC and take χ as the ‘correlation length’ defining
the average domain in r-space for which the information source is primarily
dominated by ‘strong’ ties. The first step is to average across r-space in terms
of ‘clumps’ of length R =< r >. Then H[J,K,X]→ H[JR,KR,X].

Taking Wilson’s (1971) analysis as a starting point – not the only way to
proceed – the ‘renormalization relations’ used here are:

H[KR, JR,X] = f(R)H[K,J,X]

χ(KR, JR) =
χ(K,J)
R

,

(3.1)

with f(1) = 1 and J1 = J,K1 = K. The first equation significantly ex-
tends Wilson’s treatment. It states that ‘processing capacity,’ as indexed by
the source uncertainty of the system, representing the ‘richness’ of the gen-
eralized language, grows monotonically as f(R), which must itself be a di-
mensionless function in R, since both H[KR, JR] and H[K,J ] are themselves
dimensionless. Most simply, this requires replacing R by R/R0, where R0 is
the ‘characteristic length’ for the system over which renormalization proce-
dures are reasonable, then setting R0 ≡ 1. Length is measured in units of
R0.

Wilson’s original analysis focused on free energy density. Under ‘clumping,’
densities must remain the same, so that if F [KR, JR] is the free energy of the
clumped system, and F [K,J ] is the free energy density before clumping, then
Wilson’s equation (4) is F [K,J ] = R−3F [KR, JR], so that

F [KR, JR] = R3F [K,J ].

Remarkably, the renormalization equations are solvable for a broad class
of functions f(R), or more precisely, f(R/R0), R0 ≡ 1.

The second equation just states that the correlation length simply scales
as R.
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Again, the central feature of renormalization in this context is the assump-
tion that, at criticality, the system looks the same at all scales, that is, it is
invariant under renormalization at the critical point. All else flows from this.

There is no unique renormalization procedure for information sources.
Other, very subtle, symmetry relations – not necessarily based on the ele-
mentary physical analog we use here – may well be possible. For example,
McCauley (1993, p.168) describes the highly counterintuitive renormaliza-
tions needed to understand phase transition in simple ‘chaotic’ systems. This
is important, since biological or social systems may well alter their renormal-
ization properties – equivalent to tuning their phase transition dynamics – in
response to external signals. We will make much use of a simple version of
this possibility, termed ‘universality class tuning,’ below.

To begin, following Wilson, take f(R) = Rd, d some real number d > 0,
and restrict K to near the ‘critical value’ KC . If J → 0, a simple series
expansion and some clever algebra (Wilson, 1971; Binney et al., 1986) gives

H = H0κ
α

χ =
χ0

κs
,

(3.2)

where α, s are positive constants. Other, more biologically relevant, ex-
amples appear below, and will be used to construct a higher level dynamical
groupoid in the sense of section 2.6 above.

Further from the critical point, matters are more complicated, appearing
to involve Generalized Onsager Relations, ‘dynamical groupoids’, and a kind
of thermodynamics associated with a Legendre transform of H: S ≡ H −
KdH/dK.

An essential insight is that regardless of the particular renormalization
properties, sudden critical point transition is possible in the opposite direction
for this model. That is, one goes from a number of independent isolated and
fragmented systems operating individually and more or less at random into a
single large, interlocked, coherent structure, once the parameter K, the inverse
strength of weak ties, falls below threshold, or, conversely, once the strength
of weak ties parameter P = 1/K becomes large enough.

Thus, increasing nondisjunctive weak ties between them can bind several
different cognitive ‘language’ functions into a single, embedding hierarchical
metalanguage containing each as a linked subdialect, and do so in an in-
herently punctuated manner. This could be a dynamic process, creating a
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shifting, ever-changing pattern of linked cognitive submodules, according to
the challenges or opportunities faced by the organism.

This heuristic insight can be made more exact using a rate distortion argu-
ment (or, more generally, using the Joint Asymptotic Equipartition Theorem)
as follows:

Suppose that two ergodic information sources Y and B begin to interact,
to ‘talk’ to each other, to influence each other in some way so that it is
possible, for example, to look at the output of B – strings b – and infer
something about the behavior of Y from it – strings y. We suppose it possible
to define a retranslation from the B-language into the Y-language through
a deterministic code book, and call Ŷ the translated information source, as
mirrored by B.

Define some distortion measure comparing paths y to paths ŷ, d(y, ŷ). In-
voke the Rate Distortion Theorem’s mutual information I(Y, Ŷ ), which is the
splitting criterion between high and low probability pairs of paths. Impose,
now, a parametization by an inverse coupling strength K, and a renormal-
ization representing the global structure of the system coupling. This may be
much different from the renormalization behavior of the individual compo-
nents. If K < KC , where KC is a critical point (or surface), the two informa-
tion sources will be closely coupled enough to be characterized as condensed.

In the absence of a distortion measure, the Joint Asymptotic Equipartition
Theorem gives a similar result.

Detailed coupling mechanisms will be sharply constrained through regu-
larities of grammar and syntax imposed by limit theorems associated with
phase transition.

3.2 Biological renormalization

Next, the mathematical detail concealed by the invocation of the asymptotic
limit theorems emerges with a vengeance. Equation (3.1) states that the in-
formation source and the correlation length, the degree of coherence on the
underlying network, scale under renormalization clustering in chunks of size
R as

H[KR, JR]/f(R) = H[J,K]

χ[KR, JR]R = χ(K,J),

with f(1) = 1,K1 = K,J1 = J , where we have slightly rearranged terms.
Differentiating these two equations with respect to R, so that the right

hand sides are zero, and solving for dKR/dR and dJR/dR gives, after some
consolidation, expressions of the form
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dKR/dR = u1d log(f)/dR+ u2/R

dJR/dR = v1JRd log(f)/dR+
v2
R
JR.

(3.3)

The ui, vi, i = 1, 2 are functions of KR, JR, but not explicitly of R itself.
We expand these equations about the critical value KR = KC and about

JR = 0, obtaining

dKR/dR = (KR −KC)yd log(f)/dR+ (KR −KC)z/R

dJR/dR = wJRd log(f)/dR+ xJR/R.

(3.4)

The terms y = du1/dKR|KR=KC
, z = du2/dKR|KR=KC

, w = v1(KC , 0), x =
v2(KC , 0) are constants.

Solving the first of these equations gives

KR = KC + (K −KC)Rzf(R)y,

(3.5)

again remembering that K1 = K,J1 = J, f(1) = 1.
Wilson’s essential trick is to iterate this relation, which is supposed to

converge rapidly near the critical point (Binney et al., 1986), assuming that
for KR near KC , we have

KC/2 ≈ KC + (K −KC)Rzf(R)y.
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(3.6)

We iterate in two steps, first solving this for f(R) in terms of known values,
and then solving for R, finding a value RC that we then substitute into the
first of equations (3.1) to obtain an expression for H[K, 0] in terms of known
functions and parameter values.

The first step gives the general result

f(RC) ≈ [KC/(KC −K)]1/y

21/yR
z/y
C

.

(3.7)

Solving this for RC and substituting into the first expression of equation
(3.1) gives, as a first iteration of a far more general procedure (Shirkov and
Kovalev, 2001), the result

H[K, 0] ≈ H[KC/2, 0]
f(RC)

=
H0

f(RC)

χ(K, 0) ≈ χ(KC/2, 0)RC = χ0RC ,

(3.8)

which are the essential relationships.
Note that a power law of the form f(R) = Rm,m = 3, which is the

direct physical analog, may not be biologically reasonable, since it says that
‘language richness’ can grow very rapidly as a function of increased network
size. Such rapid growth is simply not observed.

Taking the biologically realistic example of non-integral ‘fractal’ exponen-
tial growth,

f(R) = Rδ,
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(3.9)

where δ > 0 is a real number which may be quite small, equation (3.7) can
be solved for RC , obtaining

RC =
[KC/(KC −K)][1/(δy+z)]

21/(δy+z)

(3.10)

for K near KC . Note that, for a given value of y, one might characterize
the relation α ≡ δy+ z = constant as a ‘tunable universality class relation’ in
the sense of Albert and Barabasi (2002).

Substituting this value for RC back into equation (3.7) gives a complex
expression for H, having three parameters: δ, y, z.

A more biologically interesting choice for f(R) is a logarithmic curve that
‘tops out’, for example

f(R) = m log(R) + 1.

(3.11)

Again f(1) = 1.
Using Mathematica 4.2 or above to solve equation (3.7) for RC gives

RC = [
Q

W [Q exp(z/my)]
]y/z,

(3.12)

where

Q ≡ (z/my)2−1/y[KC/(KC −K)]1/y.
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The transcendental function W (x), the Lambert W-function, is defined by
the relation

W (x) exp(W (x)) = x.

It arises in the theory of random networks and in renormalization strategies
for quantum field theories.

An asymptotic relation for f(R) would be of particular biological interest,
implying that ‘language richness’ increases to a limiting value with population
growth. Such a pattern is broadly consistent with calculations of the degree of
allelic heterozygosity as a function of population size under a balance between
genetic drift and neutral mutation (Hartl and Clark, 1997; Ridley, 1996).
Taking

f(R) = exp[m(R− 1)/R]

(3.13)

gives a system which begins at 1 when R = 1, and approaches the asymp-
totic limit exp(m) as R→∞. Mathematica 4.2 finds

RC =
my/z

W [A]
,

(3.14)

where

A ≡ (my/z) exp(my/z)[21/y[KC/(KC −K)]−1/y]y/z.

These developments indicate the possibility of taking the theory signifi-
cantly beyond arguments by abduction from simple physical models, although
the notorious difficulty of implementing information theory existence argu-
ments will undoubtedly persist.
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3.3 Universality class distribution

Physical systems undergoing phase transition usually have relatively pure
renormalization properties, with quite different systems clumped into the same
‘universality class,’ having fixed exponents at transition (Binney et al., 1986).
Biological and social phenomena may be far more complicated.

If the system of interest is a mix of subgroups with different values of
some significant renormalization parameter m in the expression for f(R,m),
according to a distribution ρ(m), then the first expression in equation (3.1)
should generalize, at least to first order, as

H[KR, JR] =< f(R,m) > H[K,J ]

≡ H[K,J ]
∫
f(R,m)ρ(m)dm.

(3.15)

If f(R) = 1 +m log(R) then, given any distribution for m,

< f(R) >= 1+ < m > log(R),

(3.16)

where < m > is simply the mean of m over that distribution.
Other forms of f(R) having more complicated dependencies on the dis-

tributed parameter or parameters, like the power law Rδ, do not produce
such a simple result. Taking ρ(δ) as a normal distribution, for example, gives

< Rδ >= R<δ> exp[(1/2)(log(Rσ))2],

(3.17)
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where σ2 is the distribution variance. The renormalization properties of
this function can be determined from equation (3.7), and the calculation is
left to the reader as an exercise, best done in Mathematica 4.2 or above.

Thus the information dynamic phase transition properties of mixed sys-
tems will not in general be simply related to those of a single subcomponent, a
matter of possible empirical importance. If sets of relevant parameters defin-
ing renormalization universality classes are indeed distributed, experiments
observing pure phase changes may be very difficult. Tuning among different
possible renormalization strategies in response to external signals would result
in even greater ambiguity in recognizing and classifying information dynamic
phase transitions.

Important aspects of mechanism may be reflected in the combination of
renormalization properties and the details of their distribution across subsys-
tems.

In sum, real biological, social, or interacting biopsychosocial systems are
likely to have very rich patterns of phase transition which may not display
the simplistic, indeed, literally elemental, purity familiar to physicists. Overall
mechanisms will, however, still remain significantly constrained by the theory,
in the general sense of probability limit theorems.

3.4 Punctuated universality class tuning

The next step is to iterate the general argument onto the process of phase
transition itself, producing a tunable workspace model subject to inherent
punctuated detection of external events.

As described above, an essential character of physical systems subject to
phase transition is that they belong to particular ‘universality classes’. Again,
this means that the exponents of power laws describing behavior at phase
transition will be the same for large groups of markedly different systems,
with ‘natural’ aggregations representing fundamental class properties (Binney
et al., 1986).

It appears that biological networks undergoing phase transition analogs
need not be constrained to such classes, and that ‘universality class tuning’,
meaning the strategic alteration of parameters characterizing the renormal-
ization properties of punctuation, might well be possible. Here we focus on the
tuning of parameters within a single given renormalization relation. Clearly,
however, wholesale shifts of renormalization properties must ultimately be
considered as well, a matter for future work.

Universality class tuning has been observed in models of ‘real world’ net-
works. As Albert and Barabasi (2002) put it,

“The inseparability of the topology and dynamics of evolving net-
works is shown by the fact that [the exponents defining universality
class] are related by [a] scaling relation..., underlying the fact that a
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network’s assembly uniquely determines its topology. However, in no
case are these exponents unique. They can be tuned continuously...”

Suppose that a structured external environment, itself an appropriately
regular information source Y, ‘engages’ a modifiable cognitive system. The
environment begins to write an image of itself on the cognitive system in a
distorted manner permitting definition of a mutual information I[K] splitting
criterion according to the Rate Distortion or Joint Asymptotic Equipartition
Theorems. K is an inverse coupling parameter between system and environ-
ment. At punctuation – near some critical point KC – the systems begin to
interact very strongly indeed, and, near KC , using the simple physical model
of equation (3.2),

I[K] ≈ I0[
KC −K
KC

]α.

For a physical system α is fixed, determined by the underlying ‘universality
class.’ Here we will allow α to vary, and, in the section below, to itself respond
explicitly to signals.

Normalizing KC and I0 to 1,

I[K] ≈ (1−K)α.

(3.18)

The horizontal line I[K] = 1 corresponds to α = 0, while α = 1 gives
a declining straight line with unit slope which passes through 0 at K = 1.
Consideration shows there are progressively sharper transitions between the
necessary zero value at K = 1 and the values defined by this relation for
0 < K,α < 1. The rapidly rising slope of transition with declining α is of
considerable significance:

The instability associated with the splitting criterion I[K] is defined by

Q[K] ≡ −KdI[K]/dK = αK(1−K)α−1,

(3.19)

and is singular at K = KC = 1 for 0 < α < 1. Following the arguments
of section 2.8, we interpret this to mean that values of 0 < α � 1 are highly
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unlikely for real systems, since Q[K], in this model, represents a kind of barrier
for ‘social’ information systems, in particular interacting network modules.

On the other hand, smaller values of α mean that the system is far more
efficient at responding to the adaptive demands imposed by the embedding
structured environment, since the mutual information which tracks the match-
ing of internal response to external demands, I[K], rises more and more
quickly toward the maximum for smaller and smaller α as the inverse coupling
parameter K declines below KC = 1. That is, in this model, systems able to
attain smaller α are more responsive to external signals than those charac-
terized by larger values. But smaller values will be harder to reach, probably
only at some considerable physiological or opportunity cost. Focused cognitive
action takes resources, of one form or another.

Wallace (2005a) makes these considerations explicit, modeling the role of
contextual and energy constraints on the relations between Q, I, and other
system properties.

The more biologically realistic renormalization strategies given above pro-
duce sets of several parameters defining the universality class, whose tuning
gives behavior much like that of α in this simple example.

Formal iteration of the phase transition argument on this calculation gives
tunable higher level cognition, focusing on paths of universality class param-
eters.

Suppose the renormalization properties of a language-on-a-network system
at some ‘time’ k are characterized by a set of parameters Ak ≡ αk1 , ..., α

k
m.

Fixed parameter values define a particular universality class for the renor-
malization. We suppose that, over a sequence of ‘times,’ the universality class
properties can be characterized by a path xn = A0, A1, ..., An−1 having sig-
nificant serial correlations. The correlations, in fact, permit definition of an
adiabatically piecewise stationary ergodic information source associated with
the paths xn. We call that source X.

Suppose also, in the now-usual manner, that the set of impinging external
(or internal, systemic) signals is also highly structured and forms another
information source Y which interacts not only with the system of interest
globally, but specifically with its universality class properties as characterized
by X. Y is necessarily associated with a set of paths yn.

Pair the two sets of paths into a joint path zn ≡ (xn, yy) and invoke an in-
verse coupling parameter, K, between the information sources and their paths.
This leads, by the arguments above, to phase transition punctuation of I[K],
the mutual information between X and Y, under either the Joint Asymptotic
Equipartition Theorem or under limitation by a distortion measure, through
the Rate Distortion Theorem. The essential point is that I[K] is a splitting
criterion under these theorems, and thus partakes of the homology with free
energy density which we have invoked above.

Activation of universality class tuning, the mean field model’s version of
attentional focusing, then becomes itself a punctuated event in response to
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increasing linkage between the organism and an external structured signal or
some particular system of internal events.

This iterated argument exactly parallels the extension of the General Lin-
ear Model to the Hierarchical Linear Model in regression theory (Byrk and
Raudenbusch, 2001).

Another path to the fluctuating dynamic threshold might be through a sec-
ond order iteration similar to that just above, but focused on the parameters
defining the universality class distributions.

3.5 Another network of dynamic manifolds and its
tuning

The set of universality class tuning parameters, Ak, defines another topological
manifold in the sense of section 2.8, whose topology could also be more fully
analyzed using Morse theory. That is, the arguments leading to section 2.9
can be applied here as well: the equivalence class of dynamic manifolds is
determined, not by universality class, which is tunable, but by the underlying
form of the renormalization relation, in the sense of the many different possible
renormalization symmetries described in section 3.2, equations 3.9, 3.11 and
3.13, etc. Thus the possible higher level dynamic manifolds in this model are
characterized by fixed renormalization relations, but tunable universality class
parameters. In precisely the sense of section 2.9 one can invoke a crosstalk
coupling within a groupoid network of different dynamic manifolds defined by
these renormalization relations, leading to the same kind of Morse theoretic
analysis of the higher level topological structure.

3.6 Evolutionary implications of multiple models

The existence of two distinct analytically solvable models for cognitive gene
expression, the mean number versions of chapter 2 and the mean field forms of
this chapter, suggests the possibility that evolution may have explored a broad
spectrum of less mathematically tractable approaches to the phenomenon.

If evolutionary history is any indication, current patterns of cognitive gene
expression are unlikely plesiomorphic. Evolution is littered with innovative
flux. Multicellularity began among the Ediacara 650 million years ago and
arose again in the Tommotian phase of the Cambrian Explosion, with a diver-
sity of body plans unrivaled since. The Tetrapoda’s late Devonian land inva-
sion included more than one multiple-digit plan. Ichthyostega, Acanthostega,
and Tulerpeton emerged with six, seven, even eight digits on each limb. Vari-
eties of great apes far outnumbering present-day remnants brachiated through
the Miocene.
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We hypothesize similar evolutionary radiations of cognitive gene expres-
sion, wherein bouts of divergent innovations arose together. In all likelihood
multiple attempts were made at building working gene expression mechanisms.

The key point here is that plentiful data indicate evolution has long ex-
perimented with the means and modes by which cognitive modules are in-
terconnected. The resulting referential experiences the organisms partake are
likely quite different even as the underlying mechanisms are phylogenetically
related.

In our scenario, the resulting phylogenetic bushes of cognitive gene ex-
pression were subsequently pruned by some combination of blind chance and
failure to adapt to changing circumstances. If true, we are left with little
recourse in excavating the resulting fossils, although comparison of gene ex-
pression mechanisms across taxa may prove of interest in reconstructing the
evolutionary history of the processes involved. Much effort has been made
to trace how deep through the Tree of Life molecular homologies run (e.g.,
Hox genes). But homoplasies – by convergence and by horizontal capture –
litter the genome too. The vertebrate immunoglobin super family, for one,
including alternate transposition by RAG1 and RAG2 (Agrawal et al., 1998),
appears viral in origin. Innovations of polyphyletic origin are routinely bor-
rowed, making organisms, although related by monophyletic descent, rough
mosaics.

Next we develop a hybrid model of highly punctuated coevolutionary in-
teraction from these perspectives, relating ecosystem, gene expression, and
evolutionary dynamics in a single structure dominated by mesoscale processes
of ecological resilience.
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Coevolution

4.1 The basic idea

Natural systems subject to coevolutionary interaction may become enmeshed
in the Red Queen dilemma of Alice in Wonderland, in that they must undergo
constant evolutionary change in order to avoid extirpation (Van Valen, 1973).
They must constantly run just to stay in the same place. An example would
be a competitive arms race between predator and prey. Each evolutionary ad-
vance in predation must be met with a coevolutionary adaptation which allows
the prey to avoid the more efficient predator. Otherwise the system cannot
persist, since a highly specialized predator can literally eat itself to extinction.
Similarly, each prey defense must be matched by predator adaptation.

Here we present a fairly elaborate model of coevolution, in terms of inter-
acting information sources. Interaction events, we will argue, can be highly
punctuated. These may be between Darwinian genetic, cognitive, or embed-
ding ecosystem structures.

4.2 Fragmentation and coalescence

We begin by reexamining ergodic information sources and their dynamics un-
der the self-similarity of a renormalization transformation near a punctuated
phase transition. We then study the linked interaction of two information
sources in which the richness of the quasi-language of each affects the other,
that is, when two information sources have become one another’s primary en-
vironments. This leads directly and naturally to a coevolutionary Red Queen.
We will generalize the development to a ‘block diagonal’ structure of several
interacting sources, and extend the model to include the influence of embed-
ding ‘cultural’ and other contexts, producing a ‘farming’ framework.

The structures of interest to us here can be most weakly, and hence uni-
versally, described in terms of an adiabatically, piecewise stationary, ergodic
information source involving a stochastic variate X. In some general sense,
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the source sends symbols α in correlated sequences α0, α1...αn−1 of length
n (which may vary), according to a joint probability distribution, and its
associated conditional probability distribution,

P [X0 = α0, X1 = α1, ...Xn−1 = αn−1],

P [Xn−1 = αn−1|X0 = α0, ...Xn−2 = αn−2].

If the conditional probability distribution depends only on m previous
values of X, then the information source is said to be of order m (Ash, 1990).

Again, by ‘ergodic’ we mean that, in the long term, correlated sequences of
symbols are generated at an average rate equal to their (joint) probabilities.
‘Adiabatic’ means that changes are slow enough to allow the necessary limit
theorems to function. ‘Stationary’ means that, between pieces, probabilities
don’t change (much), and ‘piecewise’ means that these properties hold be-
tween phase transitions, which are described using renormalization methods.

As the length of the correlated sequences increases without limit, the
Shannon-McMillan Theorem permits division of all possible streams of sym-
bols into two groups, a relatively small number characterized as meaningful,
whose long-time behavior matches the underlying probability distribution,
and an increasingly large set of gibberish with vanishingly small probability.
Let N(n) be the number of possible meaningful sequences of length n emitted
by the source X. Again, uncertainty of the source, H[X], can be defined as

H[X] = lim
n→∞

log[N(n)]
n

.

The Shannon-McMillan Theorem shows how to characterize H[X] directly
in terms of the joint probability distribution of the source X: H[X] is observ-
able and can be calculated from the inferred pattern of joint probabilities.

Let P [xi|yj ] be the conditional probability that stochastic variate X = xi
given that stochastic variate Y = yj and let P [xi, yj ] be the joint probability
that X = xi and Y = yj . Then the joint and conditional uncertainties of X
and Y , H(X,Y ), and H(X|Y ) are given by expressions like those of equation
(1.4).

And again, the Shannon-McMillan Theorem of states that H[X] is given
by the limits of equation (1.5).

Estimating the probabilities of the sequences α0, ...αn−1 from observation,
the ergodic property allows us to use them to estimate the uncertainty of the
source, of the behavioral language X. That is, H[X] is directly measurable.

Some elementary consideration (Ash, 1990; Cover and Thomas, 1991)
shows that source uncertainty has a least upper bound, a supremum, defined
by the capacity of the channel along which information is transmitted. That
is, there exists a number C defined by externalities such that H[X] ≤ C.

C is the maximum rate at which the external world can transmit infor-
mation originating with the information source, or that internal workspaces
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can communicate. Much of the subsequent development could, in fact, be
expressed using this inequality, which will be generalized in the following
chapter.

Again recall the relation between the expression for source uncertainty
and the free energy density of a physical system, as expressed by equation
(2.4), which undergoes a phase transition depending on an inverse temperature
parameter K = 1/T at a critical temperature TC .

Imposition of a renormalization symmetry on F (K) in equation (2.4) de-
scribes, in the infinite volume limit, the behavior of the system at the phase
transition in terms of scaling laws (K. Wilson, 1971). After some development,
taking the limit n → ∞ as an analog to the infinite volume limit of a physi-
cal system, we will apply this approach to a parametized source uncertainty.
We will examine changes in structure as a fundamental ‘inverse temperature’
changes across the underlying system.

We use three parameters to describe the relations between an information
source and its environment or between different interacting sources. The first,
J ≥ 0, measures the degree to which acquired characteristics are transmit-
ted. J ≈ 0 thus represents a high degree of genetic as opposed to cultural
inheritance. J will always remain distinguished, a kind of inherent direction
or external field strength in the sense of Wilson (1971).

The second parameter, Q = 1/C ≥ 0, represents the inverse availability
of resources. Q ≈ 0 thus represents a high ability to renew and maintain a
system.

The third parameter, K = 1/T , is an inverse index of a generalized tem-
perature T , which we will more directly specify below in terms of the richness
of interacting information sources.

We suppose further that the structure of interest is implicitly embedded
in, and operates within the context of, a larger manifold stratified by metric
distances.

Take these as multidimensional vector quantities A, B, C.... A may rep-
resent location in space, time delay, or the like, and B may be determined
through multivariate analysis of a spectrum of observed behavioral or other
factors, in the largest sense, etc.

It may be possible to reduce the effects of these vectors to a function of
their magnitudes a = |A|, b = |B| and c = |C|, etc. Define the generalized
distance r as

r2 = a2 + b2 + c2 + ....

(4.1)
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To be more explicit, we assume an ergodic information source X is asso-
ciated with the reproduction and/or persistence of a population, ecosystem,
cognitive dual language or other structure. The source X, its uncertainty
H[J,K,Q,X], and its parameters J,K,Q all are assumed to depend implic-
itly on the embedding manifold, in particular on the metric r of equation
(4.1).

A particularly elegant and natural formalism for generating such punc-
tuation in our context involves application of Wilson’s (1971) program of
renormalization symmetry – invariance under the renormalization transform
– to source uncertainty defined on the r-manifold. The results predict that
language in the most general sense, which includes the transfer of information
within a a cognitive enterprise, or between an enterprise and an embedding
context, will undergo sudden changes in structure analogous to phase transi-
tions in physical systems.

We must, however, emphasize that this approach is argument by abduc-
tion, in Hodgson’s (1993) sense, from physical theory. Much current develop-
ment surrounding self-organizing physical phenomena is based on the assump-
tion that at phase transition a system looks the same under renormalization.
That is, phase transition represents a stationary point for a renormalization
transform in the sense that the transformed quantities are related by simple
scaling laws to the original values.

Renormalization is a clustering semigroup transformation in which indi-
vidual components of a system are combined according to a particular set of
rules into a ‘clumped’ system whose behavior is a simplified average of those
components. Since such clumping is a many-to-one condensation, there can
be no unique inverse renormalization, and, as Chapter 3 shows, many possible
forms of condensation.

Assume it possible to redefine characteristics of the information source
X and J,K,Q as functions of averages across the manifold having metric r,
which we write as R. That is, ‘renormalize’ by clustering the entire system in
terms of blocks of different sized R.

Let N(K,J,Q, n) be the number of high probability meaningful correlated
sequences of length n across the entire community in the r-manifold of equa-
tion (4.1), given parameter values K,J,Q. We study changes in

H[K,J,Q,X] ≡ lim
n→∞

log[N(K,J,Q, n)]
n

as K → KC and/or Q → QC for critical values KC , QC at which the
system begins to undergo a marked transformation from one kind of structure
to another.

Given the metric of equation (4.1), a correlation length, χ(K,J,Q), can
be defined as the average length in r-space over which structures involving a
particular phase dominate.
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Now clump the ‘community’ into blocks of average size R in the multi-
variate r-manifold, the ‘space’ in which the system of interest is implicitly
embedded.

Following the arguments of Chapter 3 it is possible to impose renormaliza-
tion symmetry on the source uncertainty onH and χ by assuming at transition
the relations

H[KR, JR, QR,X] = RδH[K,J,Q,X]

(4.2)

and

χ(KR, JR, QR) =
χ(K,J,Q)

R

(4.3)

hold, where KR, JR and QR are the transformed values of K, J and Q after
the clumping of renormalization. We take K1, J1, Q1 ≡ K,J,Q and permit
the characteristic exponent δ > 0 to be real. Chapter 3 provides examples of
other possible relations. Equations (4.2) and (4.3) are assumed to hold in a
neighborhood of the transition values KC and QC .

Differentiating these with respect to R gives complicated expressions for
dKR/dR, dJR/dR and dQR/dR depending simply on R which we write as

dKR/dR =
u(KR, JR, QR)

R

dQR/dR =
w(KR, JR, QR)

R

dJR/dR =
v(KR, JR, QR)

R
JR.

(4.4)



82 4 Coevolution

Solving these differential equations gives KR, JR and QR as functions of
J,K,Q and R.

Substituting back into equations (4.2) and (4.3) and expanding in a first
order Taylor series near the critical values KC and QC gives power laws much
like the Widom-Kadanoff relations for physical systems (Wilson, 1971). For
example, letting J,Q→ 0 and taking κ ≡ (KC −K)/KC gives, in first order
near KC ,

H = κδ/yH0

χ = κ−1/yχ0

(4.5)

where y is a constant arising from the series expansion.
Note that there are only two fundamental equations – (4.2) and (4.3) –

in n > 2 unknowns: The critical ‘point’ is, in this formulation, most likely to
be a complicated implicitly defined critical surface in J,K,Q, ...-space. The
‘external field strength’ J remains distinguished in this treatment – the inverse
of the degree to which acquired characteristics are inherited – but neither K,
Q nor other parameters are, by themselves, fundamental, rather their joint
interaction defines critical behavior along this surface.

The surface is a fundamental object, not the particular set of parameters
(except for J) used to define it. That surface may be subject to any set of
transformations leaving the surface invariant. Thus inverse generalized tem-
perature resource availability or whatever other parameters may be identified
as affecting the richness of cognition, are inextricably intertwined and mutu-
ally interacting, according to the form of this critical evolutionary transition
surface. That surface, in turn, is unlikely to remain fixed, and should vary
with time or other extrinsic parameters, including, but not likely limited to,
J .

At the critical surface a Taylor expansion of the renormalization equations
(4.2) and (4.3) gives a first order matrix of derivatives whose eigenstructure
defines fundamental system behavior. For physical systems the surface is a
saddle point (Wilson, 1971), but more complicated behavior seems likely in
the ecological and social systems we study. See Binney et al., (1986) for some
details of this differential geometry.
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Taking, for the moment, the simplest formulation, (J,Q → 0), as K in-
creases toward a threshold value KC , the source uncertainty of the reproduc-
tive, behavioral, or other language common across the system declines and,
at KC , the average regime dominated by the ‘other phase’ grows. That is,
the system begins to freeze into one having a large correlation length for the
second phase. The two phenomena are linked at criticality in physical systems
by the scaling exponent y.

Assume the rate of change of κ = (KC − K)/KC remains constant,
|dκ/dt| = 1/τK . Analogs with physical theory suggest there is a character-
istic time constant for the phase transition. τ ≡ τ0/κ, such that if changes
in κ take place on a timescale longer than τ for any given κ, we may expect
the correlation length χ = χ0κ

−s, s = 1/y, will be in equilibrium with inter-
nal changes and result in a very large fragment in r-space. Following Zurek
(1985, 1996), the ‘critical’ freezeout time, t̂, will occur at a ‘system time’
t̂ = χ/|dχ/dt| such that t̂ = τ . Taking the derivative dχ/dt, remembering
that by definition dκ/dt = 1/τK , gives

χ

|dχ/dt|
=
κτK
s

=
τ0
κ
,

so that

κ =
√
sτ0/τK .

Substituting this value of κ into the equation for correlation length, the
expected size of fragments in r-space, d(t̂), becomes

d ≈ χ0(
τK
sτ0

)s/2,

with s = 1/y > 0. The more rapidly K approaches KC the smaller is
τK and the smaller and more numerous are the resulting r-space fragments.
Thus rapid change produces small fragments more likely to risk extinction in
a system dominated by economies of scale.

It is very important to recognize that this process can proceed in the
opposite direction, i.e., punctuated coalescence from a collection of relatively
independent, loosely interacting and largely isolated subcomponents, into a
far more coherent and integrated structure having very complicated dynamics
of mutual influence.

The next section focuses specifically on the analysis of those dynamics.

4.3 Recursive interaction

Extending the theory involves envisioning reciprocally interacting genetic, cog-
nitive, or ecosystem information sources as subject to a coevolutionary Red
Queen in the sense of Van Valen (1973) by treating their respective source
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uncertainties as recursively parametized by each other. That is, assume the
information sources are each other’s primary environments. These are, respec-
tively, characterized by information sources X and Y, whose uncertainties are
parametized

[1] by measures of both inheritance and inverse resources – J Q as above
– and, most critically,

[2] by each others inverse uncertainties, HX ≡ 1/H[X] and HY ≡ 1/H[Y],
so that

H[X] = H[Q, J,HY ,X]

H[Y] = H[Q, J,HX ,Y].

(4.6)

This is a recursive system having complex behaviors.
Assume a strongly heritable genetic system, J → 0, with fixed inverse

resource base, Q, for which H[X] follows something like the lower graph in
figure 4.1, a reverse S-shaped curve with K ≡ HY = 1/H[Y], and similarly
H[Y] depends on HX . That is, increase or decline in the source uncertainty of
one system leads to increase or decline in the source uncertainty of the other.
The richness of the two information sources is closely linked.

Start at the right of the lower graph for H[X] in figure 4.1, the source un-
certainty of the first system, but to the left of the critical point KC . Assume
H[Y] increases so HY decreases, and thus H[X] increases, walking up the
lower curve of the figure from the right. The richness of the first system’s inter-
nal language increases or the interaction between internal structures increases
the richness of their dual cognitive information sources. They get smarter or
faster or more poisonous, or their herd behavior becomes more sophisticated
in the presence of a predator.

The increase of H[X] leads, in turn, to a decline in HX and triggers an
increase of H[Y], whose increase leads to a further increase of H[X] and vice
versa. The Red Queen takes the system from the right of figure 4.1 to the left,
up the lower curve as the two systems mutually interact.

Now enlarge the scale of the argument, and consider the possibility of other
interactions.

The upper graph of figure 4.1 represents the disorder

S = H[K,X]−KdH[K,X]/dK,K ≡ 1/H[Y].

According to the dynamical manifold analysis, the peak in S represents
a repulsive barrier for transition between high and low values of H[X]. This
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Fig. 4.1. A reverse-S-shaped curve for source uncertainty H[X] – measuring lan-
guage richness – as a function of an inverse temperature parameter K = 1/H[Y]. To
the right of the critical point KC the system breaks into fragments in r-space whose
size is determined by the rate at which K approaches KC . A collection of fragments
already to the right of KC , however, would be seen as condensing into a single unit
as K declined below the critical point. If K is an inverse source uncertainty itself,
i.e., K = 1/H[Y] for some information source Y, then under such conditions a
Red Queen dynamic can become enabled, driving the system strongly to the left.
No intermediate points are asymptotically stable, given a genetic heritage in this
development, although generalized Onsager/dynamical arguments suggest that the
repulsive peak in S = H − K/dH/dK can serve to create quasi-stable resilience
realms. To the right of the critical point KC the system is locked into disjoint frag-
ments.



86 4 Coevolution

leads to the expectation of hysteresis. That is, the two realms, to the left
and right of the peak in S for figure 4.1, thus represent quasi-stable resilience
modes, in this model.

4.4 Extending the model

The model directly generalizes to multiple interacting information sources.
First consider a matrix of crosstalk measures between a set of information

sources. Assume the matrix can be block diagonalized into two major com-
ponents, characterized by network information source measures like equation
(2.3),

Im(X1...Xi|Y1...Yj |Z1...Zk),m = 1, 2.

Then apply the two-component theory above.
Extending the development to multiple, recursively interacting information

sources resulting from a more general block diagonalization seems direct. First
use inverse measures Ij ≡ 1/Ij , j 6= m as parameters for each of the other
blocks, writing

Im = Im(K1...Ks, ...Ij ...), j 6= m,

where the Ks represent other relevant parameters.
Next segregate the Ij according to their relative rates of change, as in

equation (2.3). Cognitive gene expression would be among the most rapid,
followed by ecosystem dynamics and evolutionary selection.

The dynamics of such a system, following the pattern of equations (2.8)
and (2.14), becomes a recursive network of stochastic differential equations,
similar to those used to study many other highly parallel dynamic structures
(Wymer, 1997).

Letting the Kj and Im all be represented as parameters Qj , (with the
caveat that Im not depend on Im), one can define

SmI ≡ Im −
∑
i

Qi∂Im/∂Qi

to obtain a complicated recursive system of phenomenological ‘Onsager
relations’ stochastic differential equations like (2.14),

dQjt =
∑
i

[Lj,i(t, ...∂SmI /∂Q
i...)dt+ σj,i(t, ...∂SmI /∂Q

i...)dBit]
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= Lj(Q1, ..., Qn)dt+
∑
i

σ(t, Q1, .., Qn)dBit,

(4.7)

where we have collected terms and expressed both the reciprocal I’s and
the external K’s in terms of the same Qj . The second mathematical appendix
provides an introduction to stochastic differential equations.

The index m ranges over the crosstalk and we could allow different kinds
of ‘noise’ dBit, having particular forms of quadratic variation which may, in
fact, represent a projection of environmental factors under something like a
rate distortion manifold.

Indeed, the Im and/or the derived Sm might, in some circumstances, be
combined into a Morse function, permitting application of Pettini’s topological
hypothesis.

The model rapidly becomes unwieldy, probably requiring some clever com-
binatorial or groupoid convolution algebra and related diagrams for concise
expression, much as in the usual field theoretic perturbation expansions (Hopf
algebras, for example). The virtual reaction method of Zhu et al. (2007) is an-
other possible approach.

As in the simple model above, there will be, first, multiple quasi-stable
points within a given system’s Im, representing a class of generalized resilience
modes accessible via punctuation and enmeshing gene selection, gene expres-
sion, and ecological resilience – similar to figure 4.1.

Second, however, will be analogs to the fragmentation of figure 4.1 when
the system exceeds the critical value Kc. That is, full-scale disintegration of
the entire system, and not just punctuation within it.

We thus infer two classes of punctuation possible for this kind of struc-
ture, both of which could entrain ecosystem resilience shifts, gene expression,
and gene selection, although the latter kind would seem to be the far more
dramatic.

There are other possible patterns:
[1] Setting equation (4.7) equal to zero and solving for stationary points

again gives attractor states since the noise terms preclude unstable equilibria.
[2] Unlike equation (2.14), however, this system may converge to limit cycle

or pseudorandom ‘strange attractor’ behaviors in which the system seems to
chase its tail endlessly within a limited venue – the traditional Red Queen.

[3] What is converged to in both cases is not a simple state or limit cycle
of states. Rather it is an equivalence class, or set of them, of highly dynamic
information sources coupled by mutual interaction through crosstalk. Thus
‘stability’ in this structure represents particular patterns of ongoing dynamics
rather than some identifiable static configuration.

Here we are, at last and indeed, deeply enmeshed in a highly recursive
phenomenological stochastic differential equations, but at a deeper level than
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Zhu et al. (2007) envisioned for gene expression alone, and in a dynamic rather
than static manner. The objects of this dynamical system are equivalence
classes of information sources and their crosstalk, rather than simple ‘states’
of a dynamical or reactive chemical system.

Imposition of necessary conditions from the asymptotic limit theorems
of communication theory has beaten the mathematical thicket back one full
layer. Other formulations may well be possible, but our work here serves to
illustrate the method.

It is, however, interesting to compare our results to those of Dieckmann
and Law (1996), who invoke evolutionary game dynamics to obtain a first
order canonical equation for coevolutionary systems having the form

dsi/dt = Ki(s)∂Wi(s′i, s)|s′i=si
.

(4.8)

The si, with i = 1, ..., N denote adaptive trait values in a community
comprising N species. The Wi(s′i, s) are measures of fitness of individuals with
trait values s′i in the environment determined by the resident trait values s,
and the Ki(s) are non-negative coefficients, possibly distinct for each species,
that scale the rate of evolutionary change. Adaptive dynamics of this kind
have frequently been postulated, based either on the notion of a hill-climbing
process on an adaptive landscape or some other sort of plausibility argument.

When this equation is set equal to zero, so there is no time dependence,
one obtains what are characterized as ‘evolutionary singularities’ or stationary
points.

Dieckmann and Law contend that their formal derivation of this equation
satisfies four critical requirements:

[1] The evolutionary process needs to be considered in a coevolutionary
context.

[2] A proper mathematical theory of evolution should be dynamical.
[3] The coevolutionary dynamics ought to be underpinned by a microscopic

theory.
[4] The evolutionary process has important stochastic elements.
Our equation (4.7) seems clearly within the same ballpark, although we

have taken a much different route, one which produces elaborate patterns
of phase transition punctuation in a highly natural manner. Champagnat et
al. (2006), in fact, derive a higher order canonical approximation extending
equation (4.8) which is very much closer equation to (4.7), that is, a stochas-
tic differential equation describing evolutionary dynamics. Champagnat et al.
(2006) go even further, using a large deviations argument to analyze dynami-
cal coevolutionary paths, not merely evolutionary singularities. They contend
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that in general, the issue of evolutionary dynamics drifting away from trajec-
tories predicted by the canonical equation can be investigated by considering
the asymptotic of the probability of ‘rare events’ for the sample paths of the
diffusion. By ‘rare events’ they mean diffusion paths drifting far away from the
canonical equation. The probability of such rare events is governed by a large
deviation principle: when a critical parameter (designated ε) goes to zero, the
probability that the sample path of the diffusion is close to a given rare path
φ decreases exponentially to 0 with rate I(φ), where the ‘rate function’ I can
be expressed in terms of the parameters of the diffusion. This result, in their
view, can be used to study long-time behavior of the diffusion process when
there are multiple attractive evolutionary singularities. Under proper condi-
tions the most likely path followed by the diffusion when exiting a basin of
attraction is the one minimizing the rate function I over all the appropriate
trajectories. The time needed to exit the basin is of the order exp(H/ε) where
H is a quasi-potential representing the minimum of the rate function I over
all possible trajectories.

An essential fact of large deviations theory is that the rate function I which
Champagnat et al. (2006) invoke can almost always be expressed as a kind of
entropy, that is, in the form I = −

∑
j Pj log(Pj) for some probability distri-

bution. This result goes under a number of names; Sanov’s Theorem, Cramer’s
Theorem, the Gartner-Ellis Theorem, the Shannon-McMillan Theorem, and
so forth (Dembo and Zeitouni, 1998). We suggest that gene expression, be-
cause of its underlying cognitive nature, may be an even more central aspect of
coevolutionary process than is currently understood. The fluctuational paths
defined by the system of equations in (4.7) may become serially correlated
outputs of an information source driven by cognitive gene expression. In par-
ticular, the coevolutionary pressures inherent to equation (4.7) may in fact
strongly select for significant cognition in gene expression, in essence another
version of the Baldwin effect.

4.5 The large deviations formalism

It is of some interest to explicitly carry through the program suggested by
Campagnat et al. (2006), and to compare it with the ‘natural’ generaliza-
tion of equation 4.7. We begin with a recapitulation of large deviations and
fluctuation formalism.

Information source uncertainty, according to the Shannon-McMillan Theo-
rem, serves as a splitting criterion between high and low probability sequences
(or pairs of them) and displays the fundamental characteristic of a growing
body of work in applied probability often termed the Large Deviations Pro-
gram, (LDP). This seeks to unite information theory, statistical mechanics,
and the theory of fluctuations under a single umbrella.

Following Dembo and Zeitouni, (1998, p.2), let X1, X2, ...Xn be a sequence
of independent, standard Normal, real-valued random variables and let



90 4 Coevolution

Sn =
1
n

n∑
j=1

Xj .

(4.9)

Since Sn is again a Normal random variable with zero mean and variance
1/n, for all δ > 0

lim
n→∞

P (|Sn| ≥ δ) = 0,

(4.10)

where P is the probability that the absolute value of Sn is greater or equal
to δ. Some manipulation, however, gives

P (|Sn| ≥ δ) = 1− 1√
2π

∫ δ
√
n

−δ
√
n

exp(−x2/2)dx,

(4.11)

so that

lim
n→∞

logP (|Sn| ≥ δ)
n

= −δ2/2̇

(4.12)

This can be rewritten for large n as
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P (|Sn| ≥ δ) ≈ exp(−nδ2/2).

(4.13)

That is, for large n, the probability of a large deviation in Sn follows
something much like the asymptotic equipartition relation of the Shannon-
McMillan Theorem, so that meaningful paths of length n all have approxi-
mately the same probability P (n) ∝ exp(−nH[X]).

Questions about meaningful paths appear suddenly as formally isomorphic
to the central argument of the LDP which encompasses statistical mechanics,
fluctuation theory, and information theory into a single structure (Dembo and
Zeitouni, 1998).

Again, the cardinal tenet of large deviation theory is that the rate func-
tion −δ2/2 can, under proper circumstances, be expressed as a mathematical
entropy having the standard form

−
∑
k

pk log pk,

(4.14)

for some set of probabilities pk.
Next we briefly recapitulate part of the standard treatment of large fluc-

tuations (Onsager and Machlup, 1953; Fredlin and Wentzell, 1998).
The macroscopic behavior of a complicated physical system in time is

assumed to be described by the phenomenological Onsager relations giving
large-scale fluxes as

∑
i

Ci,jdKj/dt = ∂S/∂Ki,

(4.15)

where the Ci,j are appropriate constants, S is the system entropy, and the
Ki are the generalized coordinates which parametize the system’s free energy.
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Entropy is defined from free energy F by a Legendre transform – more of
which follows below:

S ≡ F −
∑
j

Kj∂F/∂Kj ,

where the Kj are appropriate system parameters.
Neglecting volume problems for the moment, free energy can be defined

from the system’s partition function Z as

F (K) = log[Z(K)].

The partition function Z, in turn, is defined from the system Hamiltonian
– defining the energy states – as

Z(K) =
∑
j

exp[−KEj ],

where K is an inverse temperature or other parameter and the Ej are the
energy states.

Inverting the Onsager relations gives

dKi/dt =
∑
j

Li,j∂S/∂Kj = Li(K1, ...,Km, t) ≡ Li(K, t).

(4.16)

The terms ∂S/∂Ki are macroscopic driving forces dependent on the en-
tropy gradient.

Let a white Brownian noise ε(t) perturb the system, so that

dKi/dt =
∑
j

Li,j∂S/∂Kj + ε(t)

= Li(K, t) + ε(t),

(4.17)
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where the time averages of ε are < ε(t) >= 0 and < ε(t)ε(0) >= Dδ(t).
δ(t) is the Dirac delta function, and we take K as a vector in the Ki.

Following Luchinsky (1997), if the probability that the system starts at
some initial macroscopic parameter state K0 at time t = 0 and gets to the
state K(t) at time t is P (K, t), then a somewhat subtle development (e.g.,
Feller, 1971) gives the forward Fokker-Planck equation for P :

∂P (K, t)/∂t = −∇ · (L(K, t)P (K, t)) + (D/2)∇2P (K, t).

(4.18)

In the limit of weak noise intensity this can be solved using the WKB (i.e.,
the eikonal) approximation, as follows. Take

P (K, t) = z(K, t) exp(−s(K, t)/D).

(4.19)

z(K, t) is a prefactor and s(K, t) is a classical action satisfying the
Hamilton-Jacobi equation, which can be solved by integrating the Hamil-
tonian equations of motion. The equation reexpresses P (K, t) in the usual
parametized negative exponential format.

Let p ≡ ∇s. Substituting and collecting terms of similar order in D gives

dK/dt = p+ L,

dp/dt = −∂L/∂Kp

(4.20)

and
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−∂s/∂t ≡ h(K, p, t) = pL(K, t) +
p2

2
,

(4.21)

with h(K, t) the Hamiltonian for appropriate boundary conditions.
Again following Luchinsky (1997), these Hamiltonian equations have two

different types of solution, depending on p. For p = 0, dK/dt = L(K, t),
describing the system in the absence of noise. We expect that with finite noise
intensity the system will give rise to a distribution about this deterministic
path. Solutions for which p 6= 0 correspond to optimal paths along which the
system will move with overwhelming probability.

These results can, however, again be directly derived as a special case
of a Large Deviation Principle based on generalized entropies mathemati-
cally similar to Shannon’s uncertainty from information theory, bypassing the
Hamiltonian formulation entirely.

4.6 Farming a coevolutionary system

For a cognitive system characterized by a dual information source, of course,
there is no Hamiltonian, but the generalized entropy or splitting criterion
treatment still works. The trick is to do with information source uncertainty
what is done here with a Hamiltonians. We will show this follows from a simple
extension of the system described by equation 4.7 above.

Here we are concerned not with a random Brownian distortion of simple
physical systems, but, invoking cognitive gene expression, with a possibly com-
plex behavioral structure, in the largest sense, composed of quasi-independent
actors for which meaningful/optimal paths have extremely structured serial
correlation, amounting to a grammar and syntax, precisely the fact which al-
lows definition of an information source and enables the use of the very sparse
equipartition of the Shannon-McMillan and Rate Distortion Theorems.

In sum, to again paraphrase Luchinsky (1997), large fluctuations, although
infrequent, are fundamental in a broad range of processes, and it was recog-
nized by Onsager and Machlup (1953) that insight into the problem could be
gained from studying the distribution of fluctuational paths along which the
system moves to a given state. This distribution is a fundamental characteris-
tic of the fluctuational dynamics, and its understanding leads toward control
of fluctuations. Fluctuational motion from the vicinity of a stable state may
occur along different paths. For large fluctuations, the distribution of these
paths peaks sharply along an optimal, most probable, path. In the theory of
large fluctuations, the pattern of optimal paths plays a role similar to that of
the phase portrait in nonlinear dynamics.
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In this development, meaningful paths driven by cognitive or other phe-
nomena having an associated information source can play something of the
role of optimal paths in the theory of large fluctuations which Champagnat
et al. (2006) have invoked, but without benefit of a Hamiltonian.

In particular, the dispersion of the spectrum of cognitive gene expression
within a species, affecting the ability to adapt to changing ecological niches,
then becomes central to the mitigation of selection pressures generated by
coevolutionary dynamics. Too limited a response repertoire will cause a species
to become fully entrained into high probability dynamical fluctuational paths
leading to punctuated extirpation. A broad spectrum allows a species to ride
out much more of the coevolutionary selection pressure.

A sufficiently broad repertoire of cognitive gene expression responses leads,
however, to the necessity of a second order coevolution model in which the
high probability fluctuational paths defined by the system of equations (4.7)
are, in fact, themselves the output of some information source. This is a model
closely analogous to the second order cognitive structures needed to explain
animal consciousness (Wallace, 2005a). Intuitively, this transition to ‘cognitive
coevolution’ would be particularly likely under the influence of a strong sys-
tem of epigenetic inheritance, that is, an animal culture extending the niche
spectrum offered by cognitive gene expression alone. Thus we can expand this
development to one encompassing biocultural coevolution.

Most simply, and rather elegantly, such an extended argument just adds an
embedding context to the basic set of information sources presented in Chap-
ter 1. Ecosystem, cognitive gene expression, and the mechanisms of genetic
inheritance would then interact with a fourth information source, defined by
a generalized language associated with an encompassing (animal or human)
culture, characterized by an information source. The version of equation 2.3
in section 4.3 then becomes fourfold:

Im(X1, ..., Xi|Y1, ..., Yj |Z1, ..., Zk|U),

(4.22)

where the X,Y, Z are as before and U represents the embedding cultural
information source.

A considerable simplification results from not differentiating among the
X,Y , and Z, so that designating them all simply as Qj , one obtains, using
equation (2.2),

I(Q1, ..., Qn|U) = H(U) +
n∑
j=1

H(Qj |U)−H(Q1, ..., Qn, U).
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The system of equations 4.7 then becomes one step more complicated, as do
the corresponding dynamics. Some clever reformulation using combinatorial
algebras and the associated loop-structure arguments seems needed here.

The central point is that a one-step extension of the system of equation 4.7
permits incorporating the influence of an external cultural context in farming
a coevolutionary system, that is, in cultivating evolutionary and ecosystem
structures, including something of their trajectories.

The next chapter applies these perspectives to the coevolutionary inter-
action of prebiotic systems, focusing on the RNA error catastrophe paradox.
The second chapter that follows examines highly adaptive human pathogens
farmed by public policy, reductionist intervention, and socioeconomic struc-
ture. These mesoscale contexts drive the coevolutionary ecology of infection.
The resulting evolutionarily transformed organisms may display multiple drug
resistance, increased virulence associated with changes in life history strategy,
and other adaptations which make their control and containment more diffi-
cult at both the individual and population levels.
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Eigen’s paradox

5.1 Introduction

Here we examine prebiotic evolution using the coevolutionary machinery of
the last chapter to explore a possible linkage between a fundamental ecosystem
resilience shift and an important change in evolutionary process. We follow
closely the recent paper by R. Wallace and R.G. Wallace (2008).

Applying the homology between information source uncertainty and free
energy density, under rate distortion constraints, the famous prebiotic error
catastrophe of Manfred Eigen emerges as the lowest energy state for simple
prebiotic systems without error correction. Invoking compartmentalization
– ‘vesicles’ – and using a Red Queen argument, suggests that information
crosstalk between two or more properly interacting structures can initiate a
coevolutionary dynamic having at least two quasi-stable states. The first is a
low energy realm near the error threshold, and, depending on available energy,
the second can approach zero error as a limit. A large deviations argument
produces jet-like global transitions which, over sufficient time, may enable
shifts between the many quasi-stable modes available to more complicated
structures. The transitions ‘lock in’ to some subset of the various possible
low error rate chemical systems, which become subject to development by
selection and stochastic trajectories.

Energy availability, according to the model, is thus a powerful necessary
condition for low error rate replication, suggesting that some fundamental
prebiotic ecosystem transformation entrained reproductive fidelity. That is, a
basic metabolic shift, such as a new chemical cycle, onset of predation, and/or
photofixation of energy, was needed to enable low error rate reproduction.

This work, then, supports speculation that our RNA/DNA world may
indeed be only the chance result of a very broad prebiotic evolutionary phe-
nomenon. Processes in vitro, or ex planeta, might have other outcomes.

Manfred Eigen’s (1971, 1996) evolution model is a landmark attempt at
coherently relating evolution, molecular biology, and information theory. That
work views selection as condensation in information space, and evolution as a
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succession of phase transformations. Indeed, Eigen’s quasispecies model, with
its error catastrophe, corresponds exactly to a phase transition in a two di-
mensional Ising system (Leuthausser, 1986). The essence of Eigen’s paradox
is that the error catastrophe limits genome length in RNA precursor organ-
isms to much less than observed in DNA organisms having error correcting
enzymes, which, themselves, cannot be created in the absence of just such a
long genome.

As Holmes (2005) put it,

“To create more genetic complexity, it is therefore necessary to en-
code more information in longer genes by using a replication system
with greater fidelity. But there’s the catch: to replicate with greater fi-
delity requires a more accurate and hence complex replication enzyme,
but such an enzyme cannot be created because this will itself require
a longer gene, and longer genes will breach the error threshold”.

Here we reconsider Eigen’s paradox from a highly formal perspective which
hews quite closely to the fundamental asymptotic limit theorems of informa-
tion theory, in particular the Rate Distortion Theorem, and its zero-error limit,
the Shannon-McMillan Theorem. These, like the Central Limit Theorem in
parametric statistics, permit derivation of ‘regression-like’ models which can
be applied to real data. We use these theorems in a principled manner to de-
rive the high rate of mutation inherent to RNA virus replication and suggest
a plausible Red Queen coevolutionary ratchet leading toward an evolutionary
condensation resulting in effective error-correction mechanisms.

The line of argument is as follows:
[1] An increasingly complicated network of simple interacting ‘RNA-like’

organisms creates a collective biochemical system – a ‘vesicle’ – which, as a
parallel communication channel, can have a much higher channel capacity for
low-error replication than do the individual components.

[2] Several such distinct, properly interacting, collectives – compartments
in the sense of Eigen and Szathmary – become each others’ most intimate
environments. The resulting coevolutionary ratchet produces a Red Queen
structure which, given sufficient energy, can support quasi-stable states with
very low reproductive error rates.

[3] High error rate, but low energy, systems-of-vesicles can become sub-
ject to systematic ‘large deviations’ excursions that, over sufficient time, can
lead to the establishment of a distribution of low error rate, but higher en-
ergy, chemical systems. Even prebiological quasi-organisms can, apparently,
build pyramids, as it were. Thus many different chemistry-of-life solutions
seem possible, each subject to evolutionary processes of selection and chance
extinction.

[4] This latter step depends critically on the availability of adequate energy
sources which, we hold, will largely be driven by changes in the protoecosys-
tem. Such changes may well have been in the form of punctuated shifts in
resilience domain.
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This is not, except for [4], a particularly new perspective, and is essentially
similar to the ‘bags of genes’ model of Szathmary and colleagues (Szathmary
and Demeter, 1987; Szathmary, 1989, 2006; Fontanari et al., 2005; Holmes,
2005) as well as Eigen’s hypercycle compartment model (Eigen, 1996), but
with hypercycles generalized to broad coevolutionary interactions. Our inno-
vations lie in a highly formal use of the asymptotic limit theorems of infor-
mation theory and in the systematic extension of phase transition techniques
from statistical physics to information theory via ‘biological’ renormalizations.

Although the basic line of reasoning is fairly straightforward, a number
of mathematical tasks need to be confronted. The first is to reconfigure the
error catastrophe of Eigen’s model in terms of average distortion. That done,
the homology between information source uncertainty and free energy density
can be extended to the rate distortion function, and, since the rate distor-
tion limit is always a non-increasing convex function of the distortion, the
basic model emerges as a kind of energy minimization near the error catas-
trophe. Pettini’s (2007) topological hypothesis regarding the relation between
topological shifts in structure and phase transition can then be applied, using
characteristic ‘biological renormalizations’ to specify different forms of phase
transition. A theory of ‘all possible’ Eigen models is direct. For analogs to
the Gaussian channel, zero distortion – no error at all – is unattainable, re-
quiring infinite energy. Such systems would, then, always be subject to some
mutational variation, and, it follows, some type of natural selection.

The coevolutionary argument of the last chapter can then be applied to
two or more vesicles interacting through a mutual information crosstalk pro-
duces the essential results: Again, the simplest possible system has two quasi-
equilibrium points, one near the error limit, which is the low energy solution,
and the other near zero error, the high energy solution.

The many different possible chemical strategies in this broad spread of
possible solutions would themselves become higher order Darwinian individ-
uals subject to the vagaries of evolutionary process in the context of large
deviations, producing, on our planet, the familiar RNA-DNA chemistry basis
of life. Other possibilities, however, seem particularly interesting, and may
perhaps be observed in vitro or ex planeta.

5.2 Reconsidering the Eigen model

Following Campos and Fontanari (1999), the Eigen quasispecies model can be
characterized in its binary version as follows:

A molecule is represented by a string of L digits, (s1, s2, ..., sL) with the
variates sα allowed to take only two different values, each of which represents
a different type of monomer used to build the molecule. The concentrations xi
of molecules of type i = 1, 2, ..., 2L evolve in time according to the equations
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dxi/dt =
∑
j

Wi,jxj − Φ(t)xi

(5.1)

where Φ(t) is a dilution flux that keeps the total concentration constant,
determined by the condition that

∑
i dxi/dt = 0. Taking

∑
i xi = 1 gives

Φ =
∑
i,j

Wi,jxj .

(5.2)

The elements of Wi,j , the replication matrix, depend on the replication
rate or fitness Ai of the strings of type i, as well as on the Hamming distance
d(i, j) between strings i and j. They are

Wi,i = Aiq
ν

(5.3)

and

Wi,j = Ajq
L−d(i,j)[1− q]d(i,j)i 6= j.

(5.4)

Here 0 ≤ q ≤ 1 is the single-digit replication accuracy, assumed the same
for all digits. Again, Leuthausser (1986) shows this model corresponds exactly
to that of a two dimensional Ising system.

The famous figure on p.83 of Eigen (1996), taken from Swetina and Schus-
ter (1982), shows a numerical realization of the model for L = 50. The fittest
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sequence has Hamming distortion d = 0, and is characterized as the ‘master’
sequence. As the error rate (1− q) increases from zero, the proportion of the
population having the master sequence, x0, declines, while those correspond-
ing to other distortion values rise accordingly. The essential point, however,
is that, for all values below the critical error threshold, the average across the
quasispecies, all the xd, what Eigen calls the ‘consensus sequence’, remains
precisely the master sequence itself, even while the proportion constituting the
master sequence itself falls. After the error threshold, however, that consensus
average is lost, and the distributions become strictly random. The information
of the master sequence has been dissipated.

Our interest is in reconsidering this effect from the perspective of the
average distortion. As the error threshold is approached from below, the pro-
portion corresponding the master sequence, having d = 0, declines, while the
proportion of the population having d > 0 increases. Thus the average distor-
tion, D =

∑
j djxj , such that

∑
i xi = 1, itself increases monotonically as the

error rate approaches the error threshold, until a critical value of the average
distortion D is reached.

The Rate Distortion Theorem, described in the Appendix, states that there
is a minimum necessary rate of transmission of information, R(D), through
an information channel for any given average distortion D. That is, rates of
transmission – channel capacities – greater than R(D) are guaranteed to have
average distortion less than D for any chosen distortion measure (Cover and
Thomas, 1991; Dembo and Zeitouni, 1989).

We have translated the Eigen model from a focus on a single error threshold
into one involving a critical value of average distortion in the transmission of
information, and this will prove to be important for our subsequent modeling
exercise.

We will, like others, attempt to solve Eigen’s paradox by invoking a popula-
tion of related mutants as constituting a parallel transmission channel having
a sufficiently high capacity to ensure collective reproductive fidelity in spite
of individual molecular reproductive errors. The ‘consensus average’ becomes
the essential reproductive message, and different such populations separated
into compartments or vesicles in the sense of Szathmary and Demeter (1987).
These interact to become each other’s principal environments, engaging in a
crosstalk that enables the coevolutionary ratchet. Many different versions of
this mechanism may have developed, becoming subject to evolutionary selec-
tion and chance extinction. Certainly both Eigen’s compartment hypercycle
(Eigen, 1996) and Szathmary’s stochastic corrector (Szathmary and Deme-
ter, 1987) solve the essential problem. Likely so too may a quite a plethora
of different structures, or, as Szathmary (1989) comments, ‘while it is true
that hypercycles need compartments, do compartments need hypercycles?’
Here we will attempt a kind of general compartment model, using a broad
information-theoretic brush.



102 5 Eigen’s paradox

5.3 Capacity of a parallel channel

A trivial but important generalization of the simple channel without memory
studied in Section 2.10 is the Parallel Channel. Consider a set of K discrete
memoryless channels having capacities C1, ..., CK . Assume these are connected
in parallel in the sense that for each unit of time an arbitrary symbol is
transmitted and received over each channel. The input x = (x1, ...xK) to the
parallel channel is a K-vector whose components are inputs to the individual
channels, and the output y = (y1, ..., yK) is a K-vector whose components are
the individual channel outputs. The capacity of the parallel channel is

CTotal =
K∑
i=1

Ci.

(5.5)

Thus the consensus sequence in a compartment or vesicle, which is clearly
a parallel channel, can be transmitted at a much higher overall rate than is
possible using individual replicators. This is no small matter.

5.4 Rate distortion dynamics

The rate distortion function of equation (8.8) in the Appendix can actually be
calculated in many cases by using a Lagrange multiplier method – see Section
13.7 of Cover and Thomas (1991). For a simple Gaussian channel having zero
mean noise with variance σ2,

R(D) = 1/2 log[σ2/D], 0 ≤ D ≤ σ2,

R(D) = 0, D > σ2.

(5.6)

For this particular channel, zero distortion, no mutations at all, requires an
infinite channel capacity, which, according to the homology with free energy
density, requires infinite energy.
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A second important observation is that any rate distortion function R(D),
following the arguments of Cover and Thomas, (1991, Lemma 13.4.1) is nec-
essarily a decreasing convex function of D, that is, a reverse-J-shaped curve.
This requirement, like the singularity of Gaussian-like channels at zero distor-
tion, has profound consequences for replication dynamics.

It is possible to restate equations (2.7) and (2.8) in a manner which relates
them closely to our central. First recall the classic relation between informa-
tion source uncertainty and channel capacity:

H[X] ≤ C.

Next, the definition of channel capacity itself:

C ≡ max
P (X)

I(X|Y ).

Finally, the definition of the rate distortion function, from equation (8.8):

R(D) = min
p(y,ŷ);

∑
(y,ŷ)

p(y)p(y|ŷ)d(y,ŷ)≤D
I(Y, Ŷ ).

R(D) defines the minimum channel capacity necessary for average distor-
tion D, placing a limits on information source uncertainty. Thus, we suggest
distortion measures can drive information system dynamics.

We are led to propose, as a heuristic, that the dynamics of equations (2.7),
(2.8), and (2.14) will, through the relation H[X] ≤ C, be constrained by the
system as described in terms of a parametized rate distortion function. To
do this, take the rate distortion function R as parametized, not only by the
distortion D, but by some vector of variates D = (D1, ..., Dk), for which the
first component is the average distortion. The assumed dynamics are then
driven by gradients in the rate distortion disorder defined as

SR ≡ R(D)−
k∑
i=1

Di∂R/∂Di,

(5.7)

leading to the deterministic and stochastic systems of equations

dDj/dt =
∑
i

Lj,i∂SR/∂Di
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(5.8)

and

dDj
t = Lj(t,D1, ..., Dn)dt+

∑
i

σj,i(t,D1, ..., Dn)dBit.

(5.9)

D1 is the classic average distortion and the ‘noise’ terms dBit are char-
acterized by their quadratic variation. See the Mathematical Appendix for
details.

A simple Gaussian channel, taking σ2 = 1, has a Rate Distortion function

R(D) = 1/2 log[1/D],

so that,

SR(D) = R(D)−DdSR/dD = 1/2 log(1/D) + 1/2.

(5.10)

The simplest possible Onsager relation becomes

dD/dt ∝ −dSR/dD =
1

2D
,

(5.11)

where −dSR/dD represents the force of the ‘biochemical wind’.
This has the solution
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D ∝
√
t.

(5.12)

Similar results will accrue to any of the reverse-J-shaped relations which
must inevitably characterize a rate distortion function. The implication is
that simple RNA(-like) organisms – including RNA viruses – will inevitably
be subject to a relentless biochemical evolutionary force, a powerful entropic
wind, that can drive them very close to their critical mutation rates. These
represent, in a fundamental sense, the minimum energy states possible to them
as viable organisms. That is, in general, absent a contravening biological or
other constraint requiring a constant energy influx,

D = f(t),

(5.13)

with f(t) monotonic increasing in t.
It is not surprising, then, that so many RNA viruses are found close to their

error thresholds, which do indeed constitute a powerful biological constraint
(Holmes, 2003).

In the next section we will show how two or more interacting vesicles can,
given enough energy, by virtue of a Red Queen dynamic, oppose this fierce
chemical hurricane.

5.5 Rate distortion coevolution

We now extend equation (5.9) to an interacting system of vesicles, as in sec-
tion 4.4, by allowing as parameters the inverse rate distortion functions rep-
resenting interaction between vesicles. It is then possible to import wholesale
the coevolutionary developments of sections 4.3-4.5, although the analog to
figure 4.1 now involves simple reverse-J-shaped curves, since R(D) is convex-
decreasing in D.

A two-vesicle system then has two quasi-stable limit points, a low energy
solution that must necessarily be near the error catastrophe, and a high en-
ergy state that may be near to, but never at, the zero error limit, depending
on the available energy. Absent a relatively high energy source – predation,
a new metabolic cycle, elementary photocapture, or the like – low error rate
reproduction would be impossible, according to the model. This suggests some
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major ecological transformation in energy availability was a necessary condi-
tion for low error rate reproduction.

More complicated coevolutionary dynamics seem possible for larger sys-
tems, not only ‘quasi-evolutionarily stable strategies’, but even analogs to
limit cycles or pseudorandom strange attractors, all having various rates of
reproductive error.

A large deviations argument suggests that certain of these prebiotic chem-
ical systems may, given time, undergo highly structured excursions among
their various possible equilibrium or quasi-equilibrium modes, depending on
available energy. The more viable of these collective modes having low error
rates would then become subject to further evolutionary process, resulting in
a condensation from RNA-like to DNA-like error correcting structures, where
the various vesicles become ever more closely intertwined. Energy availability
may indeed be a critical matter, with the probability of a ‘large deviation’
dependent on development or availability of new energy sources. The inverse
perspective is that the sudden availability of a new energy source can drive
large deviations, and hence evolutionary process. If one can argue that en-
ergy availability is enmeshed with large scale ecosystem resilience shifts, then
this would be another example in which resilience drives evolution, albeit in
prebiotic circumstances.

Our invocation of core concepts from information theory apparently marks
a departure from current theorizing on these subjects. Applying the topologi-
cal considerations of the earlier chapters, in particular the dynamical groupoid
and directed homotopy arguments, a far richer theoretical structure is avail-
able, and will probably be required. One is, in spite of all the formal heavy
lifting of this chapter, still somehow reminded of something like Sidney Har-
ris’ famous cartoon in which a white-coated scientist, standing in front of a
blackboard filled with mathematical scribbles, turns to his audience, chalk in
hand, saying “...and here a miracle occurs...”.

Nonetheless, we have added to the store of theoretical tools useful in the
study of prebiotic evolution and viral replication. The keys to further progress,
as usual, however, seem to lie in more extensive and penetrating observational
and laboratory studies.

Our simple model has implications beyond a prebiotic context. It is possi-
ble to formulate the contest between a highly mutating pathogen, operating
at a low energy configuration, and a complex immune system, in terms of
phenotype, rather than simply genotype, coevolution, in the sense of West-
Eberhard (2003). Then the phenotype-phenotype ‘two-vesicle’ coevolutionary
ratchet has, again, two quasi-fixed points, that is, fragmentation near a high
variability phenotype, and immune-viral phenotype coalescence near a low
variability phenotype. The latter will, ultimately, write an image of itself, in
the sense of Adami et al. (2000), on the pathogen gene in spite of its high mu-
tation rate, producing protected zones defining that phenotype. These may,
in turn, be subject to targeting by a vaccine. The large deviations argument
suggests, however, that phenotypic stability in pathogen-immune system in-
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teraction may itself undergo significant and degrading punctuated excursions
under the influence of mesoscale resonance driven by embedding resilience
domain shifts. The next chapter applies something of this perspective to the
literal farming of human pathogens.



6

Farming human pathogens

Here we examine examples of the farming of coevolutionary systems, focusing
on the mutually amplifying roles of large-scale psychosocial stress, economic
structure, and reductionist interventions in the ecology and evolution of highly
adaptive disease organisms. We find, in general, that population-level socioe-
conomic and other stressors, in synergism with reductionist interventions,
are precisely suited to trigger mesoscale resonance coevolutionary resilience
domain shifts affecting rapidly evolving pathogens. In an ideal world these
changes would be the deliberate alteration of socioeconomic structure aimed
at decreasing rates of infection and/or virulence, perhaps extending the util-
ity of reductionist intervention. These case histories examine exactly contrary
patterns.

6.1 Culture and the infection phenotype: a modeling
exercise

Taking the perspectives of the earlier chapters, we can begin to model how
population-directed, structured, psychosocial stress imposes an image of itself
on the coevolutionary conflict between a highly adaptive chronic infection and
the immune response.

As population-level structured stress appears a fundamental part of the
biology of disease in human populations, this suggests the possibility that sim-
plistic individual-oriented magic-bullet drug treatments, vaccines, and risk-
reduction programs that do not address the fundamental living and working
conditions which underlie disease ecology will fail to control many current epi-
demics. In addition, such reductionist interventions may go so far as to select
for more holistic pathogens characterized by processes operating at multiple
levels of biocultural organization.
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6.1.1 Introduction

Earlier work in this direction (Wallace and Wallace, 2002; Wallace, 2002a)
examined culturally-driven variation in HIV transmission and malaria pathol-
ogy. HIV responds to immune challenge as an evolution machine, generating
copious variation and hiding from counterattack in refugia at multiple scales of
space, time, and population. P. falciparum engages in analogous rapid clonal
antigenic variation, and cyto-adherence and sequestration in the deep vascu-
lature, primary mechanisms for escaping from antibody-mediated responses
of the host’s immune system (Alred, 1998). Something much like the mutator
phenotype (Thaler, 1999) or second order selection (Tenallion et al., 2001),
by which the mechanisms mutations come about are themselves subjected to
selection, appears to generate antigenic variation in the face of immune at-
tack for a large class of pathogens. This could well be another version of the
Baldwin effect.

Concomitantly, DiNoia and Neuberger (2002) outline the mechanisms
by which the immune system’s own antibody-producing B-cells engage in a
second-order fine tuning of antibody production through somatic hypermuta-
tion, allowing organisms to respond quickly and effectively to pathogens that
they have been exposed to previously (Gearhart, 2002).

Many chronic infections, particularly pathogens that cloak themselves in
antigenic coats of many colors, are very often marked by distinct stages over
the course of disease. HIV infections typically involve an initial viremia trigger-
ing an immune response that drives the virus into refugia during an extended
asymptomatic period which, with the collapse of the immune system, ends
in AIDS. Malaria’s most evident stages are expressed as explosive outbursts
of rapid parasite replication that facilitate insect-mediated transmission be-
tween hosts. HIV, malaria, and a third disease, tuberculosis, account for over
five million deaths a year worldwide and exemplify the evolutionary success
of multiple-stage chronicity as a life history strategy (Ewald, 2000; Villarreal,
et al., 2000).

Here we analyze how pathogen life history stages represent a kind of co-
evolutionary punctuation for chronic infection in the face of relentless immune
and other selection pressures. For HIV that punctuation may arise from the
direct interactions between the virus and the immune system response. In the
case of malaria, it may result by means of a second order punctuation through
the mutator mechanism (Thaler, 1999) associated with rapid antigenic varia-
tion. Elsewhere we have studied clonal selection in tumorigenesis from such a
second order perspective (Wallace et al., 2003).

How can we characterize the interpenetration between antagonistic adap-
tive processes that defines disease dynamics? As described earlier, Adami et
al. (2000) applied an information theoretic approach to conclude that genomic
complexity resulting from evolutionary adaptation can be identified with the
amount of information a gene sequence stores about its environment. Lewon-
tin (2000) suggested something of a reverse process, in which environmental
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complexity represents the amount of information organisms introduce into
their environment as a result of their collective actions and interactions. We
propose modeling the interactions among information sources – generalized
languages – provides a more faithful encapsulation of the interactive, multi-
scale nature of pathogen-immune dynamics than does the common differential
equation predator-prey paradigm (e.g., Nowak and May, 2000).

Characterizing information sources as able to reflect their own context, as
Adami et al. mapped out, we have applied a rate distortion argument in the
context of imposed renormalization symmetry to obtain evolutionary punc-
tuated equilibrium, and can use the more general Joint Asymptotic Equipar-
tition Theorem (JAEPT) to conclude that pathogenic adaptive response and
coupled cognitive immune challenge will be jointly linked in chronic infec-
tion, and subject to a transient punctuated interpenetration very similar to
evolutionary punctuation. Multiple punctuated transitions, perhaps of mixed
order, may well constitute shifts to the different stages of chronic infection.

Examining paths in parameter space for the renormalization properties
of such transitions – the universality class tuning of chapter 3 – produces a
second order punctuation in the rate at which the selection pressure of the
immune system imposes a distorted image of itself onto pathogen structure.
This is our version of the mutator or Tenallion et al.’s second order selection.

Recognizably similar matters have long been under scrutiny: interactions
between the central nervous system (CNS) and the immune system, and be-
tween genetic heritage and the immune system have become academically
codified through journals with titles such as Neuroimmunology and Immuno-
genetics. Elsewhere (Wallace and Wallace, 2002) we introduced another com-
plication by arguing that the culture in which humans are socially embedded
also interacts with individual immune systems to form a composite entity that
we labeled an immunocultural condensation (ICC). It is, we will argue here,
the joint entity of immune, CNS, and embedding sociocultural cognition that
engages in orders of punctuated interpenetration with an adaptive chronic
infectious challenge. Similar arguments are already in the French literature
(e.g., Combes, 2000).

Included among the most damaging cultural inputs on immune system
function are the long-term psychosocial stresses of war, oppression, and dis-
crimination imposed by one population on another. If valid, the paradigm has
fundamental consequences for concepts of human biology. While Diamond
(1997) and others (Crosby, 1986; Hughes,2001) popularized ecological expla-
nations of human history, the paradigm presented here suggests investigation
in something of the other direction, at the means by which human history
shapes biological ontogeny, often through punctuated processes of mesoscale
resonance.

The paradigm would appear to have practical implications as well. Inter-
penetrations among pathogens, the immune system’s response, and the em-
bedding culture in which individuals find themselves would greatly color the
success of the kinds of individual-level disease interventions largely pursued
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today. Reductionist interventions – drug regimens, vaccines, risk reduction
programs – aimed at holistic diseases, defined by myriad processes operating
at multiple scales of time and space both within and without individuals, are
likely to fail. Furthermore, what successes reductionist interventions have had
against reductionist diseases may very well select for holistic diseases able
to dilute or deflect the effectiveness of interventions pursued at single scales
alone.

There are some general considerations. First, the information theory ap-
proach we have adopted in this book is notorious for providing existence the-
orems whose representation, to use physics jargon, is arduous. For example,
although the Shannon Coding Theorem implied the possibility of highly ef-
ficient coding schemes as early as 1949, it took more than forty years for
practical turbo codes to be created. The program we propose is unlikely to be
any less difficult.

Second, we are invoking information theory variants of the fundamental
limit theorems of probability. These are independent of exact mechanisms,
but, as necessary conditions, constrain the behavior of those mechanisms.
For example, although not all processes involve long sums of independent
stochastic variables, those that do, regardless of the individual variable distri-
bution, collectively follow a Normal distribution as a consequence of the Cen-
tral Limit Theorem. Similarly, the games of chance in a Las Vegas casino are
all quite different, but nonetheless the success of strategies for playing them
is strongly and systematically constrained by the Martingale Theorem, re-
gardless of game details. Languages-on-networks and languages-that-interact,
as a consequence of the limit theorems of information theory, will be subject
to necessary-condition regularities of punctuation and generalized Onsager
relations, regardless of detailed mechanisms, as important as the latter may
be.

Finally, just as parametric statistics are imposed, at least as a first ap-
proximation, on sometimes questionable experimental situations, relying on
the robustness of the Central Limit Theorem to carry us through, we will
invoke here a similar heuristic approach for the information theory limit the-
orems we define.

We begin with a reiteration and reinterpretation of some results from chap-
ter 3.

6.1.2 Universality class tuning

Here we again iterate the general argument of chapter 3 onto the process
of phase transition itself, obtaining Tenallion’s second order selection – the
mutator – in a natural manner.

We suppose that a structured environment, which we take itself to be
an appropriately regular information source Y – e.g., the immune system,
or more generally, for humans the immunocultural condensation (ICC) – en-
gages a modifiable system – e.g., a pathogen – through selection pressure.
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The ICC begins to write itself on the pathogen’s genetic sequences or protein
residues in a distorted manner permitting definition of a mutual information
I[K] splitting criterion according to the Rate Distortion or Joint Asymptotic
Equipartition Theorems. K is an inverse coupling parameter between system
and environment. According to our development, at punctuation – near some
critical point KC – the systems begin to interact very strongly indeed, and we
may write, near KC , taking as the starting point the simple physical model
of section 3.4,

I[K] ≈ I0[
KC −K
KC

]α.

For a physical system α is fixed, determined by the underlying universality
class. Here we will allow α to vary, and to itself respond explicitly to selection
pressure.

Normalizing KC and I0 to 1, we obtain,

I[K] ≈ (1−K)α.

(6.1)

To repeat, the horizontal line I[K] = 1 corresponds to α = 0, while α = 1
gives a declining straight line with unit slope which passes through 0 at K = 1.
Consideration shows there are progressively sharper transitions between the
necessary zero value at K = 1 and the values defined by this relation for
0 < K,α < 1. The rapidly rising slope of transition with declining α is, we
assert, of considerable significance.

Again, the instability associated with the splitting criterion I[K] is defined
by

Q[K] ≡ −KdI[K]/dK = αK(1−K)α−1,

(6.2)

and is singular at K = KC = 1 for 0 < α < 1. And again we interpret
this to mean that values of 0 < α � 1 are highly unlikely for real systems,
since Q[K], in this model, represents a kind of energy barrier for information
systems.
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On the other hand, smaller values of α mean that the system is far more
efficient at responding to the adaptive demands imposed by the embedding
structured ecosystem, since the mutual information which tracks the matching
of internal response to external demands, I[K], rises more and more quickly
toward the maximum for smaller and smaller α as the inverse coupling pa-
rameter K declines below KC = 1. That is, systems able to attain smaller
α are more adaptive than those characterized by larger values, in this model,
but smaller values will be hard to reach, and can probably be done so only at
some considerable physiological or other cost, an energy argument similar to
that of the previous chapter.

The more biologically realistic renormalization strategies given in chapter
3 produce sets of several parameters defining the universality class, whose
tuning gives behavior much like that of α in this simple example.

We can formally iterate the phase transition argument on this calculation
to obtain our version of the mutator, focusing on paths of universality classes.

6.1.3 The adaptive mutator

Suppose the renormalization properties of a biological or social language-on-
a network system at some ‘time’ k are characterized by a set of parameters
Ak ≡ αk1 , ..., αkm. Fixed parameter values define a particular universality class
for the renormalization. We suppose that, over a sequence of ‘times’, the uni-
versality class properties can be characterized by a path xn = A0, A1, ..., An−1

having significant serial correlations which, in fact, permit definition of an adi-
abatically piecewise memoryless ergodic information source associated with
the paths xn. We call that source X.

We further suppose, as described earlier, that external selection pressure
is also highly structured – e.g., the cognitive immune system or, in humans,
the ICC – and forms another information source Y which interacts not only
with the system of interest globally, but specifically with its universality class
properties as characterized by X. Y is necessarily associated with a set of
paths yn.

We pair the two sets of paths into a joint path, zn ≡ (xn, yy) and invoke
an inverse coupling parameter, K, between the information sources and their
paths. This leads, by the arguments above, to phase transition punctuation
of I[K], the mutual information between X and Y, under either the Joint
Asymptotic Equipartition Theorem or under limitation by a distortion mea-
sure, through the Rate Distortion Theorem (Cover and Thomas, 1991). The
essential point is that I[K] is a splitting criterion under these theorems, and
thus partakes of the homology with free energy density which we have invoked
above.

Activation of universality class tuning, our version of the mutator, then
becomes itself a punctuated event in response to increasing linkage between
organism – the pathogen – and externally imposed selection or other pressure
– responses of the ICC. Mutation rates become a function of the relationship
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between the ICC and the pathogen, above and beyond environmental insult
alone.

Thaler (1999) has suggested that the mutagenic effects associated with
a cell sensing its environment and history could be as exquisitely regulated
as transcription. Our invocation of the Rate Distortion or Joint Asymptotic
Equipartition Theorems in address of the mutator necessarily means that
variation comes to significantly reflect the grammar, syntax, and higher order
structures of the embedding processes. This involves far more than a simple
colored noise – stochastic excursions about a deterministic spine – and most
certainly implies the need for exquisite regulation. Our information theory
argument here converges with Thaler’s speculation.

In the same paper Thaler further argues that the immune system provides
an example of a biological system which ignores conceptual boundaries that
separate development from evolution. While evolutionary phenomena are not
cognitive in the sense of the immune system (Cohen, 2000), they may still
partake of a significant interaction with development, in which the very re-
productive mechanisms of a cell, organism, or organization become closely
coupled with structured external selection pressure in a manner recognizably
analogous to ‘ordinary’ punctuated evolution.

That is, we argue the staged nature of chronic infectious diseases like HIV
and malaria represents a punctuated version of biological interpenetration, in
the sense of Lewontin (2000), between a cognitive ‘immunocultural conden-
sation’ and a highly adaptive pathogen. We further suggest that this punc-
tuated interpenetration may have both first (i.e., direct) and second order
characteristics, involving cross interactions between direct cognitive effects of
the immune system or immunocultural condensation, or, more generally, of
the ICC and the mutator mechanisms of both the immune system and its
pathogen targets.

Another path to the mutator might be through a second order iteration
similar to that just above, but focused on the parameters defining the univer-
sality class distributions of section 3.3.

6.1.4 Population stress and pathogen response

As we discuss elsewhere (Wallace and Wallace, 2002; Wallace, 2002a), struc-
tured psychosocial stress directed at populations, by policy choice or as un-
foreseen consequence, constitutes a determining context for immune cognition
or, more generally, the immunocultural condensation. We wish to analyze the
way structured stress affects the interaction between the cognitive ICC and
an adaptive mutator, the principal line of defense against the ICC for a large
class of highly successful pathogens. To do this we must extend our theory
to three interacting information sources, briefly reiterating the argument of
Section 2.4.

The Rate Distortion and Joint Asymptotic Equipartition Theorems are
generalizations of the Shannon-McMillan Theorem which examine the inter-
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action of two information sources, with and without the constraint of a fixed
average distortion. We conduct one more iteration, and require a generaliza-
tion of the SMT in terms of the splitting criterion for triplets as opposed to
single or double stranded patterns. The tool for this is at the core of what
is termed network information theory (Cover and Thomas, 1991, Theorem
14.2.3), leading to equations (2.1) and (2.2). We briefly review that develop-
ment.

Suppose we have three (adiabatically piecewise stationary) ergodic infor-
mation sources, Y1, Y2 and Y3. We assume Y3 constitutes a critical embedding
context for Y1 and Y2 so that, given three sequences of length n, the probability
of a particular triplet of sequences is determined by conditional probabilities
with respect to Y3:

P (Y1 = y1, Y2 = y2, Y3 = y3) =

Πn
i=1p(y1i|y3i)p(y2i|y3i)p(y3i).

(6.3)

That is, Y1 and Y2 are, in some measure, driven by their interaction with
Y3

Then, as with previous analyses, triplets of sequences can be divided by a
splitting criterion into two sets, having high and low probabilities respectively.
For large n the number of triplet sequences in the high probability set will be
determined by the relation (Cover and Thomas, 1992, p. 387),

N(n) ∝ exp[nI(Y1;Y2|Y3)],

(6.4)

where splitting criterion is given by equation (2.1),

I(Y1;Y2|Y3) ≡

H(Y3) +H(Y1|Y3) +H(Y2|Y3)−H(Y1, Y2, Y3).
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We can then examine mixed cognitive/adaptive phase transitions analo-
gous to learning plateaus (Wallace, 2002b) in the splitting criterion I(Y1, Y2|Y3),
which characterizes the synergistic interaction between structured psychoso-
cial stress, the ICC, and the pathogen’s adaptive mutator. These transitions
delineate the various stages of the chronic infection, which are embodied in
the slowly varying APSE phase between transitions. Again, our results are
closely analogous to the Eldredge-Gould treatment of evolutionary punctu-
ated equilibrium in evolution.

We can, if necessary, extend this model to any number of interacting in-
formation sources, Y1, Y2, ..., Ys conditional on an external context Z in terms
of a splitting criterion defined by equation (2.2):

I(Y1; ...;Ys|Z) = H(Z) +
s∑
j=1

H(Yj |Z)−H(Y1, ..., Ys, Z),

where the conditional Shannon uncertainties H(Yj |Z) are determined by
the appropriate direct and conditional probabilities.

6.1.5 The phenotype coevolution ratchet

We have so far focused this treatment on complex parasites such as malaria
which may have mutator mechanisms determining behavior of their antigentic
coat of many colors. A simplified analysis can also be applied directly to HIV,
which, as a kind of evolution machine, seems to engage in endless, rapid,
direct mutation, and, at broader temporal scales, recombination. The essential
argument regarding RNA viruses is that the high error rate inherent to viral
replication is very nearly the lowest possible energy state consonant with
quasi-species survival, according to the rate distortion argument of chapter 5.
Nonetheless, a virus does not exist alone. It functions in cooperation with, as
well as in conflict with, the host organism. Some RNA viruses, for example
poliomylitus and measles, have high error rate replication, but a (nearly) fixed
phenotype, permitting effective vaccination.

The development of Chapter 5 suggests that the coevolutionary ratchet be-
tween virus and immune system can be generalized to phenotype-phenotype
interactions. That is, to the competition between the virus and the cognitive
immune system. At the level of the pathogen-host system, the possible co-
evolutionary stable states are either a highly variable phenotype-phenotype
conflict near a critical point, or else a fixed, phenotype-phenotype quasi-
equilibrium point at the low variability end of the ratchet.

This dichotomy appears to be extended to structurally more complex
pathogens, for example, malaria, which, although it is not near some evo-
lutionary error catastrophe, has apparently nonetheless been ratcheted down
to the high variability equilibrium point for phenotype coevolution.

The cognitive nature of the immune system may play an important role
here. SIV, the simian version of HIV, in long-evolved relations with a host
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species, exists at high blood titre without eliciting an inflammatory response
(Gordon et al., 2005). In terms of the cognitive model of section (1.2), SIV
antigen has been relegated to the ‘B0’ model of ‘not recognized’ rather than
the ‘B1’ mode of immune attack. One speculates as to the possible impor-
tance of cognitive gene expression in determining more complex phenotypic
coevolutionary processes. An example is perhaps found in the recent work of
Ley et al. (2008) on the evolution of mammals and their gut microbes. They
conclude that the tolerance of the immune system to gut microbes is a basal
trait in mammal evolution.

As stated at the end of chapter 5, however, a large deviations argument
suggests that external mesoscale ecosystem shifts might well drive a relatively
stable host-pathogen relationship from low to high variability, not a good
thing.

6.1.6 Implications of the model

Scientific enterprise encompasses the interaction of facts, tools, and theories,
all embedded in a path-dependent political economy that seems as natural to
us as air to a bird. Molecular biology, Central Limit Theorem statistics, and
19th century mathematics, presently provide the reductionist tool kit most
popular in the study of immune function and disease process. Many essential
matters related to the encompassing social, economic, and cultural matrix so
fundamental to human biology are simply blindsided, and one is reminded,
not very originally, of the joke about the drunk looking for his missing car
keys under a street lamp, “because the light here is better.”

The asymptotic limit theorems of probability beyond the Central Limit
Theorem, in concert with related formalism adapted from statistical physics,
would seem to provide new tools. We think these can generate theoretical
speculations of value in obtaining and interpreting empirical results about
infection and immune process.

Our model explicitly invokes the possibility of synergistic interaction be-
tween the selection pressure of the immunocultural condensation (ICC) that
characterizes human immune response and the variable antigenic coat of an
established pathogen population, particularly in the context of embedding
patterns of structured psychosocial stress which, to take a Rate Distortion
perspective, can literally write an image of itself onto that interaction. The
ICC, through immune hypermutation and the choice of immune response pur-
sued, may engage in its own second order selection. What results are first,
second, and possibly mixed, order interpenetrations, in which the ICC and
pathogens constitute each other’s selection pressure and selected structure,
an interaction that may become a distorted image of enfolding patterns of
socioeconomically, historically, and politically determined psychosocial stress.
As the evolutionary anthropologist Robert Boyd put succinctly, Culture is as
much a part of human biology as the enamel on our teeth (Boyd and Richerson
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1995; Richerson and Boyd, 2004). It follows that any efforts to characterize
and respond to threats to human biology need account for culture’s roles.

Human chronic infection cannot, in particular, be simply abstracted as
a matter of conflict between the pathogen and the immune system alone.
Indeed, the concept of an immune system ‘alone’ has no meaning within our
model, in stark contrast with, for example, the well-stirred Erlenmeyer flask
predator-prey population dynamics of Nowak and May (2000). The cells of
the immune system comprise only the point of a long biocultural sword aimed
at the throats of most infections.

Individual and collective history, socioeconomic structure, psychosocial
stress and the resulting emotional states, may not be mere adjuncts to what
is termed basic science in the medical journals. Rather, they may be as much
a part of basic human biology as T-cells. Magic bullet vaccines, therapeutic
drugs, or highly-focused medicalized social interventions against HIV disease
and other mutagenic parasites – approaches that inherently cannot reckon
with socioeconomic, historical, and cultural determinants of health and illness
– will likely largely fail as they are overwhelmed by a combination of relentless
pathogen adaptation, cross-population variation in immune cognition, and a
globalized travel network that increasingly confronts host populations with
myriad pathogen variants. For chronic infections like HIV and malaria, in-
dividual level or limited social network intervention strategies which neglect
larger embedding context, and the history of that context, embody a grossly
unreal paradigm of basic human biology.

We know that some social systems have succeeded in controlling malaria
through, for example, persistent and highly organized programs of insect vec-
tor control. For HIV, humans are both vector and host. The larger social
context, then, plays a fundamental role in the individual- and population-
level decisions that promote or decelerate the HIV epidemic (D. Wallace and
R. Wallace 1998; Schoepf et al. 2000). The biological consequences of ignoring
the larger context are devastating, above and beyond the awful human cost
of the epidemic.

R.G. Wallace (2004) suggests that, alone, individual-level antiretroviral
treatment of the HIV epidemic may constitute a selection pressure forcing
evolutionary changes in HIV life history, including, in one albeit remote pos-
sibility, a more rapid onset of AIDS. A key result, however, is that increasing
infection survivorship and decreasing the transition rate from the asymp-
tomatic stage to AIDS, as drug regimens aim to do, may induce the great-
est increase in infection population growth. Because infection survivorship is
physiologically enmeshed with host survivorship the asymptomatic stage be-
comes under the drug regimens a demographic shield against epidemiological
intervention. In other words, HIV may use processes at one level of biocultural
organization to defend itself against cures directed at it at other levels. Any
successful intervention, then, must display a comparable multidimensionality.

Cartesian reductionism internalizes causality by assuming the whole of any
phenomenon is a sum of its parts. Despite its successes, many (Wimsatt, 1980;
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Bignami, 1982; Levins and Lewontin, 1985; Mayr, 1996; Levins, 1998; Oyama
et al., 2001; Van Regenmortel and Hull, 2002; Gould 2003) have pointed out
the problems with the reductionist approach in the study of biological phe-
nomena, including of disease. Reductionism’s widespread application, even on
problems that do not yield to its approaches, is in part an outgrowth of social
decisions about the role and nature of science.

Our work, here and cited, suggests a further complication. The conse-
quences of reductionism’s failures do not merely include mischaracterizing
epidemics. The nature of study itself can affect the evolution of pathogens. The
reductionist approach may very well, through a mesoscale resonance-driven
microbial ecosystem resilience domain shift, select for holistic or dialectical
responses on the part of pathogens. Reductionism’s wholesale application,
while succeeding against diseases such as polio and smallpox, welcome devel-
opments notwithstanding, may select for diseases that are characterized by
complex sociogeographies, multiple hosts, and multidimensional interactions
across scale. The HIV, malaria, and tuberculosis epidemics, as we have dis-
cussed, are obvious examples of holistic pathogens. In industrial countries,
heart disease, cancer, and obesity take their toll; so-called diseases of afflu-
ence the poorest and most marginalized typically suffer the worst (Wallace et
al., 2003; Wallace, 2005a). The ecology literature tells us sources of mortality
compete. While pharmaceuticals, surgery, and individual-level risk reduction
interventions control reductionist threats – additive sources of mortality both
within individuals and populations – the pathogenic playing field appears now
tilted towards holistic diseases we are largely unable to address because of the
restricted scientific and medical practices pursued.

Our model raises the possibility of effective integrated pathogen manage-
ment (IPM) programs through synergistic combinations of social, ecologi-
cal, and medical interventions. IPM far transcends ‘medical’ strategies that
amount to little more than a kind of pesticide application, an approach in-
creasingly abandoned in agriculture as simply inadequate to address pathogen
evolutionary strategies.

Prospects for studying immunocultural condensation and implementing a
related IPM appear both exciting and difficult. New modes of intervention
need involve new means of modeling basic biology. While we can model the
interaction of first and second order phenomena in the context of structured
stress using network information theory, it is difficult to envision interaction
between second order ‘tuning’ processes, or the mechanics of even higher or-
der effects: can we continue to ‘tune the tuners’ in a kind of idiotypic hall of
mirrors? The mathematics would be straightforward, but the corresponding
molecular biology would have to be subtle indeed. Higher order interpenetra-
tion – mutating the mutator – may be observable in certain isolated circum-
stances, for example in the interplay between B-cell somatic hypermutation
and a pathogen’s hypervariable membrane proteins. More likely some version
of rate distortion manifold retina-like focus operates. Clearly much work is
needed to trace the connections among the culture-specific and cognitive na-
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ture of the immune system, pathogen adaptation, the information dynamics
of their interaction, the molecular manifestations of those dynamics, and the
particularities of intervention.

As a first effort toward testing the proposed relations among the ICC and
disease, we next qualitatively apply our paradigm to characterizing specific
pathogens and the socioecological contexts in which they evolve.

6.2 Culture and the infection phenotype: case histories

6.2.1 Introduction

Following closely Wallace and Wallace (2002), we begin with a reconsideration
of some implications of the Atlan-Cohen perspective on immune cognition
(Cohen, 1992, 2000; Atlan and Cohen, 1998) for understanding the role of
culture in the phenotypic expression of infectious disease, and the implications
for vaccine strategies when simple elicitation of sterilizing immunity fails.
This will provide an introduction to more complicated circumstances in which
culture, and the policies which derive organically from it, can actually drive
pathogen evolution.

The Atlan-Cohen view takes on special importance in the context of re-
cent work by Nisbett et al. (2001) showing clearly that cognition in the central
nervous system (CNS) is not universal, but rather differs fundamentally for
populations with different cultural systems. We propose the immune system
too may be a culture-specific condensation of sociocultural and biological cog-
nition, in the same sense that neuroimmunology and immunogenetics describe
the condensation of CNS and genetic ‘languages’ with immune function. Mod-
ifying Boyd’s aphorism about culture described previously, we propose that
culture is as much a part of the human immune system as T-cells. It follows
that successful vaccine strategies where the smallpox model fails most likely
must take such immunocultural condensation into account. In this introduc-
tory section we reinterpret recent studies of West African cultural variation in
immune response to malaria, and in the efficacy of interventions against it. We
also review similar US cultural variation in HIV transmission. The approach
neither reifies ‘race’ nor, as in much of the biomedical literature, denies the
burdens of social and political histories.

Malaria and HIV are major causes of morbidity and mortality for which
no vaccine strategy has produced sterilizing immunity. Malaria has a compli-
cated parasite life cycle with multiple and often changing antigens, and HIV
is an evolution machine. Indeed, many, if not most, infectious diseases and
malignancies have basic ecological and life-cycle factors that obviate simple
effective vaccination on the smallpox model.

Such complications are increasingly under scrutiny. For example interac-
tions between the central nervous system (CNS) and the immune system, and
between the genetic heritage and the immune system have become officially
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recognized and academically codified through journals with titles such as Neu-
roimmunology and Immunogenetics. Another complication, described in the
previous section, recognizes that the culture in which humans are socially em-
bedded also interacts with individual immune systems to form a composite
entity that might well be labeled an immunocultural condensation, (ICC).

In the light of the ICC we reinterpret recent observations of culturally-
specific immune response to malaria in West Africa, and to heterosexual AIDS
in the US.

6.2.2 Genes, cognition, and culture

Increasingly, biologists excoriate simple genetic reductionism which neglects
the role of environment. Lewontin (2000), for example, explains that genomes
are not ‘blueprints,’ as genes do not ‘encode’ for phenotypes. Organisms are
instead outgrowths of fluid, conditional interactions between genes and their
environments, as well as developmental ‘noise.’ Organisms, in turn, shape their
environments, generating what Lewontin terms a triple helix of cause and ef-
fect. Such interpenetration of causal factors may be embodied by an array
of organismal phenomena, including, as we shall discuss, a fourth branch to
the Lewontin helix, that is, culture’s relationships with the brain, the immune
system, and the ecology of infectious disease. We propose reinterpreting im-
mune function in this light, with profound implications for medical and public
health interventions for infectious diseases where the smallpox model fails.

The current vision of human biology among evolutionary anthropologists
is consistent with Lewontin’s analysis and is summarized by Durham (1991).
Durham argues that genes and culture are two distinct but interacting sys-
tems of inheritance within human populations. Information of both kinds has
influence, actual or potential, over behaviors which creates a real and un-
ambiguous symmetry between genes and phenotypes on the one hand, and
culture and phenotypes on the other. Genes and culture are best represented
as two parallel lines or ‘tracks’ of hereditary influence on phenotypes.

A goodly part of hominid evolution can be characterized as an interweaving
of genetic and cultural systems. Genes came to encode increasing hypersocial-
ity, learning, and language skills. The most successful populations displayed
increasingly complex structures that better aided in buffering the local envi-
ronment (Bonner, 1980). Every successful human population seems to have a
core of tool usage, sophisticated language, oral tradition, mythology and mu-
sic, focused on relatively small family/extended family groupings of various
forms. More complex social structures are build on the periphery of this basic
genetic-cultural object (Richerson and Boyd, 2004).

At the level of the individual, the genetic-cultural object appears to be
mediated by what evolutionary psychologists postulate are cognitive modules
within the human mind (Barkow et al., 1992). At the risk of reifying a prefor-
mationist ontology, each module was shaped by natural selection in response
to specific environmental and social conundrums Pleistocene hunter-gatherers
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faced. One set of such domain-specific cognitive adaptations addresses prob-
lems of social interchange (Cosmides and Tooby, 1992). Regardless of the exact
origins of the human mind, the human species’ very identity may rest, in part,
on its unique evolved capacities for social mediation and cultural transmission.

The brain-and-culture condensation has been adopted as a kind of new
orthodoxy in recent studies of human cognition. For example Nisbett et al.
(2001) review an extensive literature on empirical studies of basic cognitive dif-
ferences between individuals raised in what they call ‘East Asian’ and ‘West-
ern’ cultural heritages. They view Western-based pattern cognition as ‘ana-
lytic’ and East-Asian as ‘holistic.’ Nisbett et al. (2001) find that

[1]. Social organization directs attention to some aspects of the perceptual
field at the expense of others.

[2]. What is attended to influences metaphysics.
[3]. Metaphysics guides tacit epistemology, that is, beliefs about the nature

of the world and causality.
[4]. Epistemology dictates the development and application of some cog-

nitive processes at the expense of others.
[5]. Social organization can directly affect the plausibility of metaphysical

assumptions, such as whether causality should be regarded as residing in the
field vs. in the object.

[6]. Social organization and social practices can directly influence the de-
velopment and use of cognitive processes such as dialectical vs. logical ones.

Nisbett et al. (2001) conclude that tools of thought embody a culture’s
intellectual history, that tools have theories build into them, and that users
accept these theories, albeit unknowingly, when they use these tools.

We argue that the condensation between culture and both the gene and
the brain described here may also be found for the immune system. Next
we briefly review some implications of the Atlan-Cohen arguments regarding
immune cognition.

6.2.3 Immune cognition and culture

Section 1.2.1 examined the Atlan/Cohen view of immune cognition at some
length. As we have shown earlier, it is possible to give Atlan and Cohen’s
language metaphor of meaning-from-response a precise information-theoretic
characterization, and to place that characterization within a context of recent
developments which propose the coevolutionary mutual entrainment of differ-
ent information sources to create larger metalanguages with the originals as
subdialects. This work, a formalism based on the Large Deviations Program
of applied probability, permits treating gene-culture and brain-culture con-
densations using a unified conceptual framework of information source coevo-
lutionary condensation. Cohen’s immune cognition model suggests, then, the
possibility that human culture and the human immune system may be jointly
convoluted. That is, there would appear to be, in the sense of the gene-culture
and brain-culture condensations of the previous section, an immune-culture
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condensation as well. To neuroimmunology and immunogenetics we add ‘im-
munocultural condensation’.

The evolutionary anthropologists’ vision of the world implies language,
culture, gene pool, and individual CNS and immune cognition are intrinsically
melded and synergistic. We propose that where the smallpox vaccine model
fails, culture and immune cognition may become a joint entity, determining,
in considerable measure, the kind of vaccine strategy which may be effective.
This effect may be confounded – and even masked – by the distinct population
genetics often associated with linguistic and cultural isolation.

Africa contains great cultural and genetic diversity, suggesting the need
for severe local refining and monitoring of any vaccine strategy. Traditional
‘case-control’ studies can, in fact, be profoundly compromised by linguistic
and cultural differences which are convoluted with an associated genetic di-
vergence that may be a simple marker of such difference rather than its cause.
Similarly, the US, as a nation of immigrants, encompasses considerable cul-
tural and genetic diversity, even in the context of both de-jure and de-facto
deculturation.

In sum, population differences of immune function heretofore attributed
to genetic factors alone may, rather, represent differences in immune cognition
driven by, or, through the proposed ICC, synergistic with, profound cultural
differences.

We reinterpret recent observations on malaria in Burkina Faso and het-
erosexual AIDS in New Jersey from this perspective.

6.2.4 Malaria and the Fulani

Modiano et al. (1996, 1998, 2001) have conducted comparative surveys on
three roughly co-resident West African ethnic groups – which they describe
as ‘sympatric’ – exposed to the same strains of malaria. The Fulani, Mossi,
and Rimaibe live in the same conditions of hyperendemic transmission in a
Sudan savanna area northeast of Ouagadougou, Burkina Faso. The Mossi and
Rimaibe are Sudanese Negroid populations with a long tradition of seden-
tary farming, while the Fulani are nomadic pastoralists, partly settled and
characterized by non-Negroid features of possible Caucasoid origin.

Parasitological, clinical, and immunological investigations showed consis-
tent interethnic differences in P. falciparum infection rates, malaria morbidity,
and prevalence and levels of antibodies to various P. falciparum antigens. The
data point to a remarkably similar response to malaria in the Mossi and Ri-
maibe, while the Fulani are clearly less parasitized, less affected by the disease,
and more responsive to all antigens tested. No difference in the use of malaria
protective measures was demonstrated that could account for these findings.
Known genetic factors of resistance to malaria showed markedly lower fre-
quencies in the Fulani (Modiano et al., 2001). The differences in the immune
response were not explained by the entomological observations, which indi-
cated substantially uniform exposure to infective bites.
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Modiano et al. (1996) conclude that sociocultural factors do not seem to
be involved, and that the available data support the existence of unknown
genetic factors, possibly related to humoral immune responses, determining
interethnic differences in the susceptibility to malaria.

In spite of later finding the Fulani in their study region have significantly
reduced frequencies of the classic malaria-resistance genes compared to the
other ‘sympatric’ ethnic groups, Modiano et al. (2001) again conclude that
their evidence supports the existence in the Fulani of unknown genetic fac-
tor(s) of resistance to malaria.

This vision of the world carries consequences, seriously constraining in-
terpretation of the efficacy of interventions. Modiano et al. (1998) conducted
an experiment in their Burkina Faso study zone involving the distribution
of permethrin-impregnated curtains (PIC) to the three populations, with
markedly different results:

“ The PIC were distributed in June 1996 and their impact on
malaria infection was evaluated in [the three] groups whose baseline
levels of immunity to malaria differed because of their age and ethnic
group. Age- and ethnic-dependent efficacy of the PIC was observed.
Among Mossi and Rimaibe, the impact (parasite rate reduction after
PIC installation with respect to the pre-intervention surveys) was 18.8
% and 18.5 %, respectively. A more than two-fold general impact (42.8
%) was recorded in the Fulani. The impact of the intervention on
infection rates appears positively correlated with the levels of anti-
malaria immunity...”

Most critically, Modiano et al. (1998) conclude from this experiment that
the expected complementary role of a hypothetical vaccine is stressed by these
results, which also emphasize the importance of the genetic background of the
population in the evaluation and application of malaria control strategies.

While we fully agree with the importance of the results for a hypothetical
vaccine, much in the spirit of Lewontin (2000) we beg to differ with the ad
hoc presumptions of genetic causality, which paper over alternatives involving
environment and development consistent with these observations.

The medical anthropologist Andrew Gordon has published a remarkable
study of Fulani cultural identity and illness (Gordon, 2000):

“Cultural identity – who the Fulani think they are – informs think-
ing on illnesses they suffer. Conversely, illness, so very prevalent in sub-
Saharan Africa, provides Fulani with a consistent reminder of their
distinctive condition... How they approach being ill also tells Fulani
about themselves. The manner in which Fulani think they are sick ex-
presses their sense of difference from other ethnic groups. Schemas of
[individual] illness and of collective identity draw deeply from the same
well and web of thoughts... As individuals disclose or conceal illness, as
they discuss illness and the problem of others, they reflect standards
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of Fulani life – being strong of character not necessarily of body, being
disciplined, rigorously Moslem, and leaders among lessors... to be in
step with others and with cultural norms is to have pride in the self
and the foundations of Fulani life.”

The Fulani carried the Islamic invasion of Africa into the sub-Sahara, en-
slaving and deculturing a number of ethnic groups, and replacing the native
languages with their own. This is much the way African Americans were en-
slaved, decultured, and taught English.

As Gordon puts it,

“ ‘True Fulani’ see themselves as distinguished by their aristocratic
descent, religious commitments, and personal qualities that clearly
differ from lowland cultivators. Those in the lowland are, historically,
Fulani subjects who came to act like and speak Fulani, but they are
thought to be without the right genealogical descent. The separation
between pastoralists and agriculturists repeats itself in settlements
across Africa. The terms vary from place to place in Guinea, the
terms are Fulbhe for the nobles and the agriculturalist Bhalebhe or
Maatyubhee; in Burkina Faso, Fulbhe and the agricultural Rimaybhe;
and in Nigeria, the Red Fulani and the agricultural Black Fulani... The
schemas for the Fulani body describe the differences between them and
others. These are differences that justify pride in being Fulani and
not Bhalebhe, Maatyubhe, Rimaybhe, or Black Fulani. In Guinea, the
word ‘Bhalebhe’ means ‘the black one’. The term ‘Bhalebhe’ carries
the same meaning as ‘Negro’ did for Africans brought to North Amer-
ica. It effaces any tribal identity...

The control a Fulani exercises over the body is an essential feature
of ‘the Fulani way.’ Being out of control is shameful and not at all
Fulani-like... To act without restraint is to be what is traditionally
thought of as Bhalebhe...

Being afflicted with malaria – and handling it well – is a significant
proof of ethnicity. How Fulani handle malaria may be telling. What
they lack in physical resistance to disease they make up in persistence.
Though sickly, Fulani men only reluctantly give into malaria and forgo
work. To give into physical discomfort is not dimo. When malaria is
severe for a man he is likely not to succumb to bed, but instead to sit
outside of his home socializing.”

Parenthetically, many primate studies (e.g., Schapiro et al., 1998) show
that dominance rank, an important psychosocial factor, strongly and posi-
tively affects immune response in a stable social setting, while a vast body of
parasitological observation and theory (e.g., Crofton, 1971) shows the ‘overdis-
persion’ of parasites within affected populations – i.e., relative concentration
– is closely but inversely related to social dominance.
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Our Occam’s Razor hypothesis, then, is that the observed significant dif-
ference in both malarial parasitization and the efficacy of intervention between
the dominant Fulani and co-resident ethnic groups in the Ouagadougou re-
gion of Burkina Faso is largely accounted for by factors of immunocultural
condensation, particularly in view of the lower frequencies of classic malaria-
resistance genes found in the Fulani.

Given their protective ICC, the Fulani simply may not need those classic
genes.

It is not that the Fulani are not parasitized, or that the ‘Fulani way’
prevents disease, but that the population-level burdens of environment are
modulated by historical development, and these are profoundly different for
the (former) masters and the (former) slaves.

6.2.5 ‘Heterosexual AIDS’ in Northern New Jersey

Studies by Skurnick et al. (1998) and Rohowsky-Kochan et al. (1998), un-
der the general rubric of the Heterosexual Transmission Study (HATS), have
examined 224 heterosexual couples discordant for HIV type 1 infection (one
partner HIV infected) and for 78 HIV-concordant couples (both partners HIV-
infected) to identify demographic and behavioral risk factors for HIV trans-
mission. A large subset of this cohort was subsequently studied for differences
in major histocompatibility complex (MHC)-encoded class I and class II anti-
gens.

Couples were characterized by ‘ethnicity’ as ‘ Black, Non-Hispanic’, ‘White,
non-Hispanic’, and ‘Hispanic’.

Skurnick et al. (1998) state

“In New Jersey, heterosexual transmission has played nearly as
large a role in the AIDS epidemic as has injection drug use. Hetero-
sexual contact was the category of transmission associated with the
greatest increase in reported AIDS cases from 1994 to 1995. The sever-
ity of the epidemic and the frequency of heterosexual transmission in
northern New Jersey motivated us... to evaluate the importance of be-
havioral and biological factors that facilitate or impede heterosexual
transmission of HIV...

Risk factors that had significant bivariate associations with con-
cordance were included in a multiple logistic regression model to eval-
uate their relative importance in their simultaneous effects on con-
cordance... Ethnicity was the strongest correlate. Black and Hispanic
couples were both more likely to be concordant [in HIV infection] than
were whites or others.”

This was no small effect. The odds ratio (OR) for concordance associ-
ated with ‘Hispanic’ ethnicity was 4.9(1.9-12.7, P=0.001), that for ‘Black’ a
whopping 8.6(2.9-25.3, P=0.0001). The numbers in parenthesis are the 95%
confidence limits and the associated P-value.
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A principal conclusion of Skurnick et al. (1998) was that ethnicity may
relate to genetic differences in susceptibility of the uninfected partner or in-
fectiousness of the infected partner. That is, genetic factors entirely internal
to the couples themselves primarily determine their concordant or discordant
status.

The subsequent paper by Rohowsky-Kochan et al. (1998) examined the
genetic hypothesis in more detail:

“Our results suggest that there may be different HLA alleles in-
volved in the susceptibility and/or resistance to HIV infection in in-
dividuals of different ethnic backgrounds. It is possible that an as yet
unidentified susceptibility/resistance genetic factor for HIV infection
may be linked with different HLA alleles in different ethnic back-
grounds...

The American Caucasians... are a very heterogeneous group com-
prised of a mixture of [identifiable] ethnic subpopulations...

[S]ignificant HLA associations with HIV resistance/susceptibility
were detected in both Black and Hispanic cohorts but not in Cau-
casians... suggest[ing] that genetic factors may play a role in the find-
ing of Skurnick et al. (1998) that Black and Hispanic heterosexual
couples have a greater risk for HIV-1 concordance than Caucasian
couples.”

Again, alternative explanations consistent with the results are left unex-
plored in favor of a simplistic genetic reductionism.

European colonialism in the Americas parallels, in critical respects, that
of the Fulani in Sub-Saharan Africa. ‘Black’ populations now speak English,
and ‘Hispanic’ populations Spanish, and these terms efface tribal identity.

Although White ethnics can usually trace their past to some European
homeland, African-Americans – ‘Negroes’, ‘Blacks’ – many of whom are, af-
ter two hundred years of sexual exploitation in slavery and under American
Apartheid, more than a little ‘White’, usually cannot. Intermediate are the
Hispanics in the US, who are, in spite of Spanish colonialism, more recog-
nizably diverse. In Northern New Jersey they include self-identified Cubans,
Puerto Ricans, Mexicans, Garafuna, Aymara, etc. etc., many of whom travel
regularly to the homeland.

Northern New Jersey is, however, according to many studies (Massey and
Denton, 1993; Acevedo-Garcia, 2000), one of the most heavily segregated re-
gions of the US. Newark, the largest city in Northern New Jersey, in terms
of what Massey and Denton (1993) call statistical measures of Unevenness,
Isolation, Clustering, Centralization and Concentration, is even more segre-
gated than nearby New York City, one of the world’s most segregated cities.
As Massey and Denton (1993) put it, comparing African-Americans and His-
panics,
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“No other group in the contemporary United States comes close
to this level of isolation within urban society. US Hispanics, for ex-
ample, are also poor and disadvantaged; yet in no metropolitan area
are they hypersegregated. Indeed, Hispanics are never highly segre-
gated on more than three [of our five study factors] simultaneously...
Despite their immigrant origins, Spanish language, and high poverty
rates, Hispanics are considerably more integrated in US society than
are blacks.”

Given these circumstances, and taking malaria in Burkina Faso as a tem-
plate, it seems evident that effects of the ICC in the context of the US system
of Apartheid ensure that Caucasian couples would show fewer genetic mark-
ers of HIV than others, and that Blacks would show greater susceptibility to
HIV transmission than Hispanics, and Blacks and Hispanics together, greater
susceptibility than Caucasians.

6.2.6 Conclusions and speculations

At the individual level, as opposed to community scales of space, time and
population, these matters are fairly well understood. Recent work by Kiecolt-
Glaser and Glaser (1996, 1998, 2000), for example, has examined the effect
of chronic stress on the efficacy of influenza, hepatitis-B, and pneumococcal
pneumonia vaccine among elderly caregivers of dementia patients, and among
medical students.

They found, for influenza, that the caregivers showed a poorer antibody re-
sponse following vaccination relative to control subjects, as assessed by ELISA
and hemagglutination inhibition. Caregivers also had lower levels of in vivo
virus-specific-induced interleukin 2 levels and interleukin 1β. The data demon-
strate that down-regulation of the immune response to influenza virus vacci-
nation is associated with a chronic stressor in the elderly.

Similar effects were found among the elderly caregivers for response to
pneumoccocal pneumonia vaccination, leading to the conclusion that chronic
stress can inhibit the stability of the IgG antibody response to a bacterial
vaccine.

Medical students who reported greater social support and lower anxiety
and stress demonstrated a higher antibody response to HEP-B surface antigen
at the end of the study period.

Glaser et al. (1998) conclude that the differences in antibody and T-cell
responses to HEP-B and influenza virus vaccinations provide a demonstration
of how stress may be able to alter both the cellular and humoral immune
responses to vaccines and novel pathogens in both younger and older adults.

We reiterate that a vast body of animal model studies involving socially
structured populations shows clear impacts of acute and chronic social and
other stressors on immune competence (e.g., de Groot et al., 2001; Gryazeva
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et al., 2001; Stefanski et al, 2001). Elenkov and Chrousos (1999) in particu-
lar suggest that glucocorticoids and catecholamines, the end-products of the
stress system at the individual level, might selectively suppress cellular immu-
nity, Th1 phenotype, in favor of humoral response – again at the individual
level.

We now suggest, however, that the essential role of culture in human bi-
ology takes matters considerably beyond such individual-level stress models,
and into realms for which, to paraphrase Robert Boyd’s aphorism, culture is
as much a part of the human immune system as are T-cells. We have char-
acterized the interaction between immune and sociocultural cognition as an
immunocultural condensation, and use the concept to provide an Occam’s Ra-
zor explanation of observed differences in patterns of malarial parasitization
and response to intervention among co-resident ethnic groups in a section of
Burkina Faso, and rates of heterosexual transmission of AIDS within different
ethnic groups in Northern New Jersey.

The relation between the Fulani and the Rimaibe mirrors the relation
between ‘White’ and ‘Black’ residents of the US. Thus we suspect that differ-
ences of ICC may play a large role in the health disparities evident between
those groups, an effect which persists even in the face of adjustment for so-
cioeconomic factors. This suggests the continuing burden of history – what
organizational ecologists and evolutionary biologists have come to call path
dependence – written upon the individual level ICC.

AIDS is a disease of marginalization and poverty, spreading along the
structural flaws of a society like water through cracks in ice. Crossectional
marginalization and deprivation are synergistic with longitudinal path depen-
dent, historically driven, structures of ICC to define the ecology of the in-
fection. This perspective, unlike current simplistic geneticism, does not reify
‘race’, but rather focuses on the central roles of culture, environment and de-
velopment in the production of the ‘quadruple helix’ generating susceptibility
to, and expression of, infection by pathogens. The analysis directly incorpo-
rates path dependence in a natural manner, making explicit the often-enduring
effects of historical patterns of social, political, and economic exploitation. It
goes well beyond cross-sectional socioeconomic status analyses.

To the degree that factors of ICC dominate a disease ecology, there is un-
likely to be an effective, single, one-size-fits-all vaccine strategy. On the other
hand, a more flexible attack which makes appropriate use of ICC mechanisms
may enjoy a synergistic boost in effectiveness, at least among those who do
not bear the burdens of history. For those who do bear the burdens, however,
as the experiment with insecticide-treated curtains in Burkina Faso implies,
circumstances may be difficult indeed.

Many of these matters should be directly testable, using immune system
adaptations of Nisbett’s (2001) experimental techniques.

In the next section, we add the effects of HIV’s spatial economy on the
virus’ holistic evolution – a sociogeographic mode of farming pathogens.
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6.3 Multiple Drug Resistant HIV in New York

6.3.1 Introduction

Human immunodeficiency virus (HIV) displays the strongest positive selection
of any known organism. The virus, then, should be expected to successfully
adapt to selection pressures generated by antiretrovirals, other microbicides,
and vaccines. HIV can respond not only by developing multiple drug resis-
tance, but also by significant alterations in life history strategy – increased
virulence. Effective control of such a pathogen requires sophisticated multifac-
torial ecosystem intervention, including a return to traditional public health
approaches aimed squarely at improving living and working conditions among
the marginalized populations which are the keystones of pandemic infection.

Here we examine the likely impacts of a stunning counter strategy, the
coevolutionary farming of the virus by a systematic program of forced dis-
placement affecting poor African-Americans living in New York City’s most
heavily infected neighborhoods. The particular context is that the city is both
the principal driving epicenter for the hierarchical spatial diffusion of emerg-
ing infections in the US and its economic partners, and is a central focus of
HIV itself.

A conference held in 1993 by the Office of the High Commissioner for
Human Rights of the United Nations characterized forced displacement in
these terms (UNHCHR, 1993):

“The practice of forced displacement involves involuntary removal
of persons from their homes or land, directly or indirectly attributable
to the State... The causes of forced evictions are very diverse. The
practice can be carried out in connection with development and infras-
tructure projects... housing or land reclamation measures, prestigious
international events, unrestrained land or housing speculation, hous-
ing renovation, urban redevelopment or city beautification initiatives,
and mass relocation or resettlement programmes...

The practice of forced displacement shares many characteristics
with related phenomena such as population transfer, internal displace-
ment of persons, forced removals during or as a result or object of
armed conflict, ‘ethnic cleansing’, mass exodus, refugee movements,
etc....”

Here we examine a decades-long process of forced displacement affecting
African-Americans in New York City, with a special focus on the Harlem sec-
tion of the Borough of Manhattan. We study the possible impacts of continu-
ing displacement policies on the emerging scourge of multiply-drug resistant,
or other evolutionarily transformed variants, of HIV.

A well-known report by Freeman and McCord (1990) examined excess
mortality in Harlem, finding that, at the time, men in Bangladesh had a higher
probability of survival after age 35 than men in Harlem. They noted, almost in
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passing, that Harlem’s population had declined from 233,000 in 1960 to only
122,000 by 1980, with most of the population loss concentrated in the group
living in substandard housing, much of it abandoned or partially occupied
buildings. In that period the death rate from homicide increased from 25.3 to
90.8 per 100,000, with cirrhosis and homicide together accounting for some
33% of Harlem’s excess deaths between 1979 and 1981. By 1990 AIDS became
the most common cause of death for persons between 25 and 44 years of age
in Harlem.

The policy-driven process inducing that depopulation has been described
in some detail elsewhere (Wallace, 1990; R. Wallace and D. Wallace, 1997c; D.
Wallace and R. Wallace, 1998, 2003; D. Wallace, 2001, and references therein).
Withdrawal of essential housing-related municipal services, including fire ex-
tinguishment resources, from minority voting blocks in the 1970’s triggered
processes of large-scale contagious urban decay and forced migration involving
a devastating synergism of fire, housing abandonment, and pathology (Wal-
lace, 1988). The process was described by the New York State Assembly Re-
publican Task Force on Urban Fire Protection (Task Force, 1978) as follows:

“There is mounting evidence that the lack of fire protection
which has plagued communities in the South Bronx, Central Harlem,
Brownsville and Bushwick is assuming city-wide dimensions as it
spreads to [other neighborhoods]... there are indications the City Plan-
ning Commission and other agencies condoned [fire service] reductions
in the context of a ‘planned shrinkage’ policy... there is strong evi-
dence that these actions have resulted in unwarranted loss of life and
destruction of city neighborhoods...”

After examining the consequences Wallace (1990) wrote:

“...[T]he... origins of public health and public order are much the
same and deeply embedded in the security and stability of personal,
domestic and community social networks and other institutions...
[D]isruptions of such networks, from any cause, will express themselves
in exacerbation of a nexus of behavior, including violence, substance
abuse and general criminality. These in turn have the most severe im-
plications for...[many pathologies including the] evolution and spread
of AIDS.”

The policy-driven displacement of population affecting Harlem between
1970 and 1980 created a massive de-facto refugee camp environment for emerg-
ing and re-emerging infection. By 1990 Harlem was an epicenter of both AIDS
and tuberculosis, and of their interaction (D. Wallace and R. Wallace, 1998,
2003; R. Wallace and D. Wallace, 1997a; D. Wallace, 2001).

By 2005 Harlem and East Harlem rivaled the Gay center of New York
City, Manhattan’s Chelsea-Clinton neighborhood, in rates of HIV diagnoses
per 100,000 population, respectively 132.4, and 108.2, vs 135.0. Age-adjusted
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death rates per 1000 persons with AIDS were, however, quite different: 31.9
and 32.6 vs. 11.4 (NYCDOH, 2006). This divergence represents not only a
contrast in the effective availability of antretroviral drugs, but also obvious
population differences in patterns of burden and affordance between African-
Americans, other minorities, and middle-class Whites, in spite of similarly
draconian pressures enforcing the social and spatial segregation of ethnic and
sexual minorities in the United States (R.G. Wallace, 2003; Massey and Den-
ton, 1992).

The planned shrinkage program, which exacerbated the spread of AIDS
and tuberculosis (Wallace and Wallace, 1998), had, by 1990, set the stage for
a subsequent round of displacement. The loss of economic, social, and political
capital consequent on the induced contagious urban decay of the 1970’s left
Harlem without effective means of resisting ‘gentrification’ by majority pop-
ulations, that is, the ongoing reduction of Harlem to a largely-White ‘Central
Park North’.

Newman and Wyly (2006) describe this as follows:

“Central Harlem received an influx of middle-class residents through-
out the 1970s and 1980s but the changes during the late 1990s and
early 2000s are different. Harlem’s residents report a solid flow of
SUV’s (sports utility vehicles) of people driving through the neigh-
borhood scouting for homes. One resident described the housing de-
mand: ‘People are coming up while you’re on the street asking who
owns the building. It’s a daily thing’. The neighborhood also appeals
to renters seeking livable space with manageable commutes. In less
than 15 minutes, residents are whisked to midtown on a 2 or A train;
in 30 minutes, they can reach jobs on Wall Street. A 20-minute cab
ride gets you to LaGuardia Airport and every highway intersects with
Harlem. Rents for floor-through apartments in brownstones are cap-
turing $1,700 a month.”

They conclude:

“According to neighborhood informants, many [of those displaced
by the rise in rents] are moving out of the city to upstate New York,
New Jersey and Long Island... Those who are forced to leave gentri-
fying neighborhoods are torn from rich local social networks of infor-
mation and cooperation (the ‘social capital’ much beloved by policy-
makers); they are thrown into an ever more competitive housing mar-
ket shaped by increasingly difficult trade-offs between affordability,
overcrowding and commuting accessibility to jobs and services. All
of the pressures of gentrification are deeply enmeshed with broader
inequalities of class, race and ethnicity, and gender... As affordable
housing protections are dismantled in the current wave of neo-liberal
policy-making, we are likely to see the end-game of gentrification as
the last remaining barriers to complete neighborhood transformation
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are torn down... Low-income residents who manage to resist displace-
ment may enjoy a few benefits from the changes brought by gentrifica-
tion., but these bittersweet fruits are quickly rotting as the supports
for low-income renters are steadily dismantled.”

The forced displacement of New York City’s African-American popula-
tion to a suburban/exurban ring around New York City, much like the Black
townships surrounding Capetown, can be expected to induce a new round of
refugee camp behavioral syndromes which will further exacerbate the spread
of HIV among African-Americans. At present African-Americans account for
15% of the US population, but constitute over half of new HIV infections.

Katrina-like dispersal of New York City’s communities of color can be
expected to fatally compromise:

[1] ongoing antiretroviral drug treatment of those already infected with
HIV,

[2] the effectiveness of treating new cases with antiretrovirals, and
[3] virtually all possible infection prevention strategies.
This will, in all likelihood, markedly accelerate the development and spread

of drug resistant viral strains.
Mathematical analysis of contagious process in a commuting field (Wal-

lace et al., 1997, 1999; Wallace, 1999) suggests that, for national hierarchical
diffusion, Metropolitan Regions are the systems of fundamental interest. From
that perspective, a disease epicenter has much the same large-scale force of
infection whether it is concentrated in the center, or dispersed around the pe-
riphery, of a particular large city: urban-suburban linkages are strong enough
to create a functional equivalence (Wallace, 1997).

Given the powerful central role of New York City and its metropolitan
region in the economic and political function of the American Empire, as we
have come to know it, larger scale, that is, international, hierarchical diffu-
sion of infection from it can be expected to occur. Recent elegant, and very
disturbing, phylogeographic analysis by Gilbert et al. (2007) clearly confirms
that the first wave of international spread of HIV was driven by incubation
within the United States. Their work demonstrates convincingly that, for HIV-
1 group M subtype B, the predominant variant in most countries outside of
sub-Saharan Africa, while the virus had an initial transfer event from Africa
to Haiti around 1966, the key to subsequent geographic diffusion was what
then happened in the United States:

“...[A]ll..subtype B infections from across the world emanated from
a single founder event linked to Haiti. This most likely occurred when
the ancestral pandemic clade virus crossed from the Haitian commu-
nity in the United States to the non-Haitian population there.... HIV-1
was circulating in one of the most medically sophisticated settings in
the world for more than a decade before AIDS was recognized... [That
is],[o]ur results suggest that HIV-1 circulated cryptically in the United
states for ≈ 12 years before the recognition of AIDS in 1981.”
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The essential inference is not that ‘AIDS originated in Haiti’, but rather
that HIV-1 group M subtype B became entrained into the US social and
spatial system, strongly dominated by New York City and its metropolitan
region, where it circulated for over a decade, and then spread hierarchically
from the US to its trading partners. This is the pattern which may be ex-
pected for drug resistant or other evolutionarily transformed variants of the
virus which are now incubating in the vast marginalized subpopulations of
the United States.

A recent comprehensive review by Jones et al. (2008), which examined the
pattern of emerging infections from 1940 to 2004, not just AIDS, broadly con-
firms this analysis. They found that two developed regions strongly dominated
the expression of all new diseases in that period: the Northeast Corridor of the
U.S, including Boston, New York, Philadelphia, Baltimore, and Washington
D.C., each of which has a vast marginalized subpopulation, and the Greater
London metro region.

We recapitulate something of the evolutionary biology of HIV and of the
canonical pattern of hierarchical disease diffusion within the US, and end with
the implications of African-American forced displacement for both national
and international spread of evolutionarily transformed HIV.

6.3.2 Evolutionary biology of HIV

Affluent populations in the US have, at least in the short term, benefited
greatly from the introduction of highly active antiretroviral therapy (HAART)
against HIV. From 1995 to 1997, for example, HIV/AIDS deaths declined 63%
in New York City, primarily among middle-class, and highly organized, Gay
males (Chiasson et al., 1999). Declines in AIDS deaths have otherwise been
quite heterogeneous, depending critically on both the economic resources and
community stability of affected populations (e.g., R.G. Wallace, 2003).

At present, AIDS deaths in the US are, largely, another marker of long-
standing patterns of racism and socioeconomic inequity (e.g., Wallace and Mc-
Carthy, 2006; R. Wallace et al., 2007). Those who have economic resources, or
reside in stable communities not subject to various forms of redlining and/or
de-facto ethnic cleansing, have effective access to HAART. Others, without
resources, do not have such access.

HIV is, as indeed are most retroviruses, however, an evolution machine
(Rambaut et al., 2004) which, at the individual level, almost always develops
multiple drug resistance, resulting in overt AIDS and subsequent premature
fatality. Such response to chemical pesticides, as has been the case with myr-
iad other biological pests, is now becoming manifest at the population level.
By 2001, in the US some 50% of patients receiving antiretroviral therapy were
infected with viruses that express resistance to at least one of the available
retroviral drugs, and transmission of drug-resistant strains is a growing con-
cern (Clavel and Hance, 2004; Grant et al., 2002). Multiple drug resistant
(MDR) HIV is, in fact, rapidly becoming the norm, and the virus may even
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develop a far more virulent life history strategy in response to the evolution-
ary challenges presented by HAART, its successor microbicide strategies, or
planned vaccines (R.G. Wallace, 2004; Wallace and Wallace, 2004), a circum-
stance which may have already been observed (e.g., Simon et al., 2003).

The review by Rambaut et al. (2004) puts the matter thus:

“HIV shows stronger positive selection than any other organism
studied so far... [its viral] recombination rate... is one of the highest
of all organisms... Within individual hosts, recombination interacts
with selection and drift to produce complex population dynamics, and
perhaps provide an efficient mechanism for the virus to escape from
the accumulation of deleterious mutations or to jump between adap-
tive peaks. Specifically, recombination might accelerate progression to
AIDS and provide and effective mechanism (coupled with mutation)
to evade drug therapy, vaccine treatment or immune pressure... More
worryingly, there is evidence that some drug-resistant mutants show
a greater infectivity, and in some cases a higher replication rate, com-
pared with viruses without drug resistant mutations.”

R.G. Wallace (2004) finds that

“...HAART may select for... an HIV with a semelparous life his-
tory and a precocious senescence... [which] may be embodied by an
accelerated time to AIDS or related pathogenesis... Because infection
survivorship is physiologically enmeshed with host survivorship the
asymptomatic stage becomes under HAART a demographic shield
against epidemiological intervention. The results appear to exemplify
how pathogens use processes at one level of biological organization to
defend themselves against impediments directed at them at another.”

Above we have suggested that as population-level structured stress ap-
pears a fundamental part of the biology of many chronic infectious diseases
including AIDS. This raises the possibility that simplistic individual-oriented
magic bullet drug treatments, vaccines, and risk-reduction programs that do
not address the fundamental living and working conditions which underlie
disease ecology will fail to control many current epidemics. In addition, such
reductionist interventions may go so far as to select for more holistic pathogens
characterized by processes operating at multiple levels of biocultural organi-
zation.

MDR-HIV is already emerging in the very epicenters and epicenter popu-
lations where HIV itself first appeared (Clavel and Hance, 2004), since these
were the first to benefit from HAART, and thus seems likely to follow diffu-
sion patterns similar to those of the earlier stage of the AIDS epidemic. More
general ET-HIV’s can be expected to follow a similar pattern. We reconsider
the initial period.
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6.3.3 Hierarchical diffusion

Infectious disease is often seen as a marker for underlying urban structure.
For example, Gould and Tornqvist (1971, p. 160) write:

“As the urban lattice hardens, and the links between the major
centers strengthen, the dominant process is apt to change from a [spa-
tially] contagious to a hierarchical one.

We have few examples of this dramatic change in innovation dif-
fusion, but one particularly striking one comes from the early history
of the United States (Pyle, 1969). The disease cholera is hardly an
innovation we would like to spread around, but it does form a use-
ful geographical tracer in a spatial system, rather like a radioactive
isotope for many systems studied by the biological sciences. The first
great epidemic struck in 1832 at New York and Montreal, and then
diffused slowly along the river systems of the Ohio and Great Lakes.
A graphical plot of the time the disease was first reported against
distance shows a clear distance effect, indicating that basically pro-
cesses of spatial contagion were operating. A plot of time against city
size shows no relationship whatsoever. However, by 1849, the rudi-
mentary urban hierarchy of the United States was just beginning to
emerge. The second epidemic struck at New York and New Orleans
in the south, and a plot of first reporting times against city size, indi-
cates that a hierarchical effect was beginning to structure innovation
flows at this time. Finally, in 1865, when the third epidemic struck,
the railways were already strengthening the structure of America’s
urban space. The disease jumped rapidly down the urban hierarchy,
and a plot of reporting time against city size shows that a very clear
hierarchical process was at work.”

The first stages of the AIDS pandemic in the US provide a modern ex-
ample. The cover of Gould’s 1993 book The Slow Plague, with more detail in
Gould (1999), presents a time sequence of maps showing the number of AIDS
cases in the US on a logarithmic scale. Cases first appear in the largest US
port cities: New York, Los Angeles, San Francisco, Miami and Washington
DC. Subsequent spread is by hierarchical hopscotch to smaller urban centers,
followed by a spatially contagious winestain-on-a-tablecloth diffusion from city
center into the surrounding suburban counties.

Figure 6.1, from Wallace et al. (1999), gives a detailed analytic treatment of
the hierarchical hopscotch. Using multivariate analysis of covariance, it shows
the log of the number of AIDS cases in each of the 25 largest US metropolitan
regions for two periods, [1] through April, 1991 and [2] from April 1991 through
June 1995, as functions of a composite index defined in terms of a region’s
local pattern of susceptibility and its position in the US urban hierarchy. The
local indices are (i) the log of the number of violent crimes in the region for
1991, and (ii) an index of ‘rust belt’ deindustrialization, the log of the ratio
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of manufacturing employment in 1987 to that in 1972. The global index, of
position on the US urban hierarchy, is the log of the probability of contact
with the New York City metro region, the nation’s largest, determined from a
county-by-county analysis of migration carried out by the US Census for the
period 1985-1990.

Fig. 6.1. Log number of AIDS cases in the 25 largest US metropolitan regions,
through 4/91 and 4/91-6/95. The composite index is X = .764 Log(USVC91) + .827
Log(USME87/USME72) + .299 Log(Prob. NY). USVC91 is the number of violent
crimes, USMEnm the number of manufacturing jobs in year nm, and (Prob. NY) the
probability of contact with New York City according to Census migration data for
1985-1990. Applying multivariate analysis of covariance, the two lines are parallel
with different intercepts: The second is obtained simply by raising the first. The New
York Metropolitan Region (NYMR) is at the upper right of the graph. The pattern
is consistent with the assumption that the NYMR drives the hierarchical diffusion of
HIV nationally. This suggests a powerful, coherent, national-scale, spatiotemporal
hierarchical diffusion strongly linking marginalized communities in the NYMR, the
Apartheid policies which marginalize them, and the epidemic outbreak within them,
to the rest of the country.

Locally, high levels of violence and industrial displacement represent bust-
town and boom-town social dynamics leading to the loosening of social con-
trol. Nationally, the probability of contact with New York represents inverse
socio-spatial distance from the principal epicenter of the US AIDS epidemic.
Multivariate analysis of covariance finds the lines for the two time periods
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are parallel and each accounts for over 90 % of the variance in the dependent
variate. Thus later times are obtained from the earlier simply by raising the
graph in parallel. This means that processes within the New York Metropoli-
tan Region, the upper right point of the graph, drive the national hierarchical
diffusion of AIDS during this time span, the pre-HAART period of AIDS
spread. We take this as representing a propagating, spatio-temporally co-
herent epidemic process which has linked disparate, marginalized ‘core group’
neighborhoods of Gay males, intravenous drug users, and ethnic minority pop-
ulations across time and space with the rest of the urbanized US, ultimately
placing some 3/4 of the nation’s population at increasing risk: as go the New
York Metropolitan Region’s segregated communities, so goes the Nation. See
Wallace, Wallace et. al (1999) for details, and Abler et al. (1971) or Gould
(1993, 1999) for more general background.

The results of Gilbert et al. (2007) prove conclusively that a similar pattern
affects the hierarchical spread of HIV variants from the US to its principal
trading partners. The US, and by inference its dominant conurbation, the New
York Metropolitan Region, served as the primary source for diffusion of HIV-
1 group M subtype B to the industrialized world, and will almost certainly
continue to do so for its evolutionary transformed variants.

The social and geographic spread of infectious disease within a polity is
constrained by, and must be consistent with, an underlying sociogeography
in which segregated and oppressed subgroups traditionally constitute eco-
logical keystone populations. Acutely marginalized communities within and
surrounding the largest cities are particularly central.

In contrast to the conclusions of Jones et al., (2008), who inferred a ‘mis-
match’ in global resources currently allocated to emerging infectious disease
surveillance and control, with developed countries receiving, in their view,
an unneeded preponderance of resources, we see a two-fold, synergistic pro-
cess affecting diffusion of HIV and other emerging infections, which may be
summarized as:

[1] All roads lead to Rome.
[2] All roads lead from Rome.
That is, at first, de-facto colonial exploitation of economically peripheral

zones by the American Empire and its more developed client states, creates
circumstances ripe for the emergence of new infectious disease by a variety of
mechanisms. These pathogens are then entrained by economically determined
travel patterns into the largest urban centers of the US and its allies (in
particular the Northeast Corridor of the US, and the London Metro Region),
which serve as the New Rome of the current imperial system.

Second, the domestic version of the US colonial enterprise, in particular
the fatal legacy of slavery, which developed into the present system of Amer-
ican Apartheid (sensu Massey and Denton, 1992), has created vast marginal-
ized populations within the nation’s largest metropolitan regions, particularly
the Northeast Corridor. Newly-imported emerging infections then incubate
largely unnoticed within these huge permanent de-facto refugee camps, and
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subsequently blow back down the US urban hierarchy, and across to its more
developed client states, in particular the European Union.

There are several implications of this model for HIV. Most simply, the
find-the-cure ‘Treatment Culture’ which has dominated both official and non-
governmental organizations’ AIDS policy in the US for some time, and partic-
ularly since the development of HAART, is ending as HIV evolves resistance
to drug regimens or alters its life history (R.G. Wallace, 2004; Simon et al.,
2003; Wallace and Wallace, 2004). Possible vaccines seem similarly challenged
by HIV’s protean evolutionary nature, which allows the virus rapidly evolve
out from under immune suppression. Indeed, a consensus is now emerging
that the twenty-year search for a vaccine against HIV has made no progress,
with little hope for future results (Baltimore, 2008).

As the AIDS Treatment and Vaccine subcultures disintegrate under the
relentless pressure of pathogen evolution new social organizations must emerge
to confront the disease. Traditional public health approaches, which address
underlying structural factors responsible for disease incubation and spread at
the population level – primarily the power relations between groups – have
largely been abandoned in the US for reasons of political expediency. The
field is now dominated by a kind of neo-liberal, rightist intellectual analog to
the Stalinist sophistry of the fallen Soviet Union, effectively a Center-Right
Lysenkoism strongly driven by funding biases.

Controlling MDR, vaccine-resistant and other ET-HIV’s will require res-
urrection of traditional public health, but this will be difficult because, in the
US, so much of the discipline’s history has been lost in favor of the blame-the-
victim, medicalized, and individual-oriented perspectives now popular with
the current crop of major AIDS funding agencies and their client organiza-
tions. Many resulting projects are characterized as ‘fundable trivialities’ or
‘planting a tree in a desert’ even by foundation staff administering financial
support.

ET-HIV’s are now poised to spread from the main US AIDS epicenters,
particularly the New York Metropolitan Region, following much the same
patterns as the pre-HAART pandemic. In contrast, evidence exists that, for
at least one more egalitarian social system – Amsterdam – there is a declining
trend in transmission of drug-resistant HIV (Bezemer et al., 2004).

What is also clear, at least in the New York Metropolitan Area which
drives the hierarchical diffusion of all emerging infection (Gould, 1993, 1999),
and thus a keystone in the international spread of HIV variants from the US to
its trading partners (Gilbert et al., 2007; Jones, et al., 2008), is that rebuilding
of housing lost to prior policies of ethnic cleansing and stabilizing remaining
low income housing, is necessary for both regional and national control of
ET-HIV’s. The current gentrification of Central Harlem and other commu-
nities of color, given the region’s recent history, will simply further tighten
the contact probability field which links metropolitan counties (e.g. Wallace
and McCarthy, 2007 and references therein), and thus hasten the diffusion
of the new virus within the New York Metropolitan Region. As a result of
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its dominance and sociogeographic centrality in humanity’s ecosystem, New
York HIV will be catapulted throughout the United States and the rest of the
world.

In sum, displacing African-American and other poor populations from
Harlem and East Harlem into the lower-rent suburban periphery will cre-
ate refugee camp conditions in the outlying New York Metropolitan Region
for the development and international spread of evolutionarily-transformed
HIVs, including multiple-drug-resistant strains of the virus. Urban-suburban
linkages are strong in and near New York City, and can be expected to link
periphery and center in a new, virulent ecology of ET-HIV which will then
diffuse down the urban hierarchy, then from city center to suburban ring,
effectively placing at increased risk some 3/4 of the US population. Subse-
quent spread of ET-HIV’s to other industrialized countries will likely follow
the pattern uncovered by Gilbert et al. (2007).

At present, with condominiums presently selling for an average of well over
US $1.2 million each in Manhattan, assembling a package of only a dozen or
so 100 unit apartment houses in Harlem represents a potential profit of nearly
US $1 billion. For a billion dollars most developers, and their clients among
public officials and the leaders of non-governmental organizations, are unlikely
to give much thought to the national and international diffusion of multiple-
drug-resistant HIV. Pushing poor people out offers too much opportunity for
profit. The results seem likely to establish the New York Metropolitan Region
as the global source of MDR-HIV in much the same manner that China’s
Guangdong Province has, for deep structural reasons, become the epicenter
for worldwide transmission of highly pathogenic influenza A H5N1. the avian
influenza virus.

6.4 Avian influenza

6.4.1 Panic in the city

Hong Kong, March 1997. An outbreak of deadly avian influenza sweeps
through poultry on two farms (Davis, 2005; Greger, 2006). The outbreak
subsides, but two months later a three-year-old boy dies of the same strain,
identified as a highly pathogenic version of influenza A (H5N1). Officials are
shocked. This appears the first time such a strain has jumped the species bar-
rier and infected a human. Shocking too, the outbreak proves persistent. In
November a six-year-old is infected, recovering. Two weeks later, a teenager
and two adults are infected. Two of the three die. Fourteen additional infec-
tions rapidly follow.

The deaths spur panic in the city and, with the onset of the regular flu sea-
son, send many patients to the hospital worried their symptoms might be those
of the new flu. By mid-December poultry begin to die in droves in the city’s
markets and it now seems most humans infected had handled birds. Hong
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Kong acts decisively on that information. Authorities order the destruction
of all of Hong Kong’s 1.5 million poultry and block new imports from Guang-
dong, the mainland province across the Shenzhen River from which some of
the infected birds had been transported. Despite another human death in
January, the outbreak is broken.

The poultry infected with this version of the virus suffer more than the
gastrointestinal condition typical of avian influenza. The clinical manifesta-
tions include swelling of the wattles and infraorbital sinuses, congestion and
blood spots on the skin of the hocks and shanks, and a blue discoloration
of the comb and legs (Yuen and Wong, 2005). The latter is characteristic of
the cyanosis and oxygen deprivation suffered by many human victims of the
1918 pandemic. Internally, infected poultry are marked by lesions and hemor-
rhaging in the intestinal tract and the trachea, with blood discharge from the
beak and cloaca. Many birds also suffer infection in other organs, including
the liver, spleen, kidney, and the brain, the last infection leading to ataxia
and convulsion.

Most worrisome for human health is this strain’s capacity for broad
xenospecific transmission. The Hong Kong outbreak, first alerting the world to
H5N1, infected humans with an influenza much more pathogenic than the rela-
tively mild infections of other avian outbreaks that have intermittently crossed
over into human populations. These patients presented with high fever, later
developing some combination of acute pneumonia, influenza-like illness, upper
respiratory infections, conjunctivitis, pharyngitis, and a gastrointestinal syn-
drome that included diarrhea, vomiting, vomiting blood, and intestinal pain
(Bridges et al., 2000; de Jong et al. 2006). Patients also suffered multiple-organ
dysfunction, including that of the liver, kidney, and bone marrow. The respira-
tory attacks involved extensive infiltration of both lungs, diffuse consolidation
of multiple infected loci, and lung collapse.

If much of H5N1’s morbidity is distressing, its associated mortality is
alarming. Once infected, the lungs’ vasculature becomes porous and fibrinogen-
a protein involved in blood clotting-leaks into the lungs (de Jong et al., 2006).
The resulting fibroblast exudates clog the lungs’ alveolar sacs, where gas ex-
change takes place, and an acute respiratory disease syndrome results. In a
desperate effort to save its charge, the immune system recruits such a storm
of cytokines that the lungs suffer oedema. In effect, patients drown in their
own fluid only days after infection.

After Hong Kong, H5N1 slipped somewhat underground with local out-
breaks largely limited to birds in southern China. During this time the virus
underwent the first of a series of reassortment events, in which several ge-
nomic segments were replaced with those from other serotypes, reemerging
as a human infection in Hong Kong in 2002 (Li et al., 2004; Webster et al.,
2006). The following year H5N1 again reemerged, this time with a vengeance.
The Z genotype that surfaced as the dominant recombinant spread across
China, into Vietnam, Thailand, Indonesia, Cambodia, Laos, Korea, Japan,
and Malaysia. Two additional strains would subsequently materialize. Since
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2005 the Qinghai-like strain has spread across Eurasia, as far west as England,
and into Africa (Salzberg et al. 2007). The Fujian-like strain, emerging from its
eponymous southern China province, has spread regionally across Southeast
Asia and, more recently, into Korea and Japan (Smith et al., 2006).

Since 2003 H5N1 has infected 387 humans, killing 245 (WHO, September,
2008). Most of these infections have been poultry related; often the children of
small farmers playing with a favorite bird. But an increasing number of doc-
umented cases of human-to-human transmission have accumulated-in Hong
Kong, Thailand, Vietnam, Indonesia, Egypt, China, Turkey, Iraq, India, and
Pakistan (Kandan et al., 2006; Yang et al., 2007). The short chains of trans-
mission have largely consisted of relatives living with or tending a patient. The
worry, well publicized, is that H5N1 will improve upon these first infections,
evolving a human-to-human phenotype that ignites a worldwide pandemic.

The geographic diffusion of the virus is intimately related to the emergence
of such a phenotype. As are other pathogens, H5N1 is finding the regions of
the world where animal health surveillance remains underdeveloped or de-
graded by national structural adjustment programs associated with interna-
tional loans (Rweyemamu et al., 2000). There is now too a greater integration
of aquaculture and horticulture, a burgeoning live-bird market system, and
widespread proximity to backyard fowl (Gilbert et al., 2007; Cristalli and
Capua, 2007). Rural landscapes of many of the poorest countries are now
characterized by unregulated agribusiness pressed against periurban slums
(Guldin, 1993; Fasina et al., 2007). Unchecked transmission in vulnerable
areas increases the genetic variation with which H5N1 can evolve human-
specific characteristics. In spreading over three continents fast-evolving H5N1
also contacts an increasing variety of socioecological environments, including
locale-specific combinations of prevalent host types, modes of poultry farming,
and animal health measures.

In this way, by a type of escalating demic selection, H5N1 can better
explore its evolutionary options (Wallace and Wallace, 2003). A series of fit
variants, each more transmissible than the next, can evolve in response to
local conditions and subsequently spread. The Z reassortant, the Qinghai-like
strain, and the Fujian-like strain all outcompeted other local H5N1 strains
to emerge to regional and, for the Qinghai-like strain, continental dominance.
The more genetic and phenotypic variation produced across geographic space,
the more compressed the time until a human infection evolves.

6.4.2 Farming deadly influenza

Despite its impacts epidemiological and psychological, Hong Kong’s H5N1
represented no first outbreak of avian influenza. In fact, within the United
States alone, where the southern Chinese H5N1 has yet to reach, there have
been a series of outbreaks the past decade. These outbreaks were typically low
pathogenic, causing lesser damage to poultry. There was, however, an outbreak
of highly pathogenic H5N2 in Texas in 2002. A low pathogenic H5N2 outbreak
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in California, beginning in farms outside of San Diego, evolved greater viru-
lence as it spread through California’s Central Valley (Davis, 2005). Another
outbreak worthy of note is that of a low pathogenic strain of H5N1 in Michigan
in 2002. H5N1, then, has already invaded the United States in a less deadly
form, telling us that the molecular identity of a strain is insufficient for defin-
ing the danger of any single outbreak. Low and high pathogenic strains must
be distinguished otherwise. Some mechanism must transform low pathogenic
strains into more virulent ones (and, we should hope, back again).

The nastiness of the southern Chinese H5N1 may be in part due to an
antigenic shift to which we presently have no immunity. Humans have this
past century been infected almost exclusively by H1, H2, and H3 strains to
which we have developed antibody memory. When many of us are confronted
by another strain of these same types we can slow down the infection. We have
partial immunity at the individual level and herd immunity at the population
level. Since we have never been exposed to H5 infections en masse we have
nothing to slow down infection within each person and nothing to keep it
damped down across the population. What cannot be slowed down arrives
earlier. It is likely then that, as was the case for the 1957 and 1968 pandemics,
the main wave of the next new human-to-human influenza will sweep the
planet earlier than the typical seasonal flu, perhaps even as early as August
some terrible year in the near future (Cliff et al. 1986).

But how are we to account for an increase in virulence within a particular
flu subtype? Recall the low pathogenic strain of H5N1 in Michigan. Another
explanation leans on a large modeling literature (reviewed by Dieckmann et
al., 2002; Ebert and Bull, 2008) that hypothesizes a relationship between the
rate of transmission and the evolution of virulence, the amount of damage
a strain causes its host. Simply put, to start, there is a cap on pathogen
virulence. Pathogens must avoid evolving the capacity to incur such damage
to their hosts that they are unable to transmit themselves. If a pathogen kills
its host before it infects the next host it destroys its own chain of transmission.
But what happens when the pathogen ‘knows’ that the next host is coming
along much sooner? The pathogen can get away with being virulent because
it can successfully infect the next susceptible in the chain before it kills its
host. The faster the transmission rate, the lower the cost of virulence.

A key to the evolution of virulence is the supply of susceptibles (Lipsitch
and Nowak, 1995). As long as there are enough susceptibles to infect, a virulent
phenotype can work as an evolutionary strategy. When the supply runs out it
does not matter what virulence a pathogen has evolved. Time is no longer on
the particular strain’s side. A failed supply of susceptibles, drained by high
mortality or rebound immunity, forces all influenza epidemics to ultimately
burn out at some point. That’s cold comfort, of course, if millions of people
are left dead in a pandemic’s wake.

What caused southern China’s H5N1 to evolve its breathtaking virulence?
The circumstantial evidence points overwhelmingly to factory farming (Short-
ridge, 2003; FAO, 2004; Greger 2006). Growing genetic monocultures removes
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whatever immune firebreaks may be available to slow down transmission (Gar-
rett and Cox, 2008). Larger poultry population sizes and densities facilitate
greater transmission. Such crowded conditions depress immune response. High
turnover, a part of any industrial production, provides a continually renewed
supply of susceptibles, the fuel for the evolution of virulence.

There are additional pressures on influenza virulence on such farms. As
soon as industrial poultry reach the right bulk they are killed. Think ‘No
Factory for Old Chickens,’ with Javier Bardem as the plant manager. Resi-
dent influenza infections must reach their transmission threshold quickly in
any given bird, before the chicken or duck or goose is sacrificed. The quicker
viruses are produced, the greater the damage to the chicken. Increasing age-
specific mortality in factory chickens should select for greater virulence. With
innovations in production the age at which chickens are processed has been re-
duced from 60 days to 40 days (Striffler, 2005), increasing pressure on viruses
to reach their transmission threshold – and virulence load – that much faster.

Along with hosting experiments in mounting virulence, industrial produc-
tion has also increased the diversity of human-friendly influenza. Over the past
15 years an unprecedented variety of influenzas capable of infecting humans
has emerged across the global archipelago of factory farms. Along with H5N1
there are H7N1, H7N3, H7N7, H9N2, in all likelihood H5N2, and perhaps even
some of the H6 serotypes (WHO 2005, Puzelli et al. 2005, Meyers et al., 2007;
Ogata et al., 2008). Something of a positive loop appears to have emerged in
kind: the very efforts pursued to control pathogenic avian influenza may in
passing increase viral diversification. In late 2006, virologist Guan Yi and his
colleagues at the University of Hong Kong identified the previously unchar-
acterized Fujian-like H5N1 lineage (Smith et al., 2006). The team ascribed
the emergence of the strain as a viral evolutionary reaction to the Chinese
government’s campaign to vaccinate poultry. As in the case of other influenza
serotypes (Suarez et al., 2006; Escorcia et al., 2008), the virus appeared to
evolve out from underneath the pressure of vaccine coverage.

Factory farms provide what seems to be an ideal environment for the
evolution of a variety of virulent influenzas. And that seems to be a cost
agribusiness is willing to incur for the cheaper manufacture of its product.

6.4.3 The political virology of offshore farming

In Israel recently researchers selected for a lineage of featherless chickens
(Yaron et al., 2004). The birds look like walking groceries, ready to hop up
into the meats freezer in aisle 6 of your local supermarket. These chickens,
able to survive in warm climes alone, were developed in the interests of the
producer, not the consumer. Consumers have long avoided plucking feathers.
That’s typically done at the factory. A featherless poultry will allow producers,
on the other hand, to scratch off plucking feathers from production. The bald
bird offers the anatomical equivalent of the factory epidemiology agribusiness
is imposing on poultry-generating artificial chicken ecologies that could never
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persist in nature because of the epidemiological costs they incur, but that
allow more poultry to be processed faster. The resulting costs are shifted to
consumers and taxpayers alike.

The lengths to which agribusiness has changed poultry production are re-
markable, including, more recently, in the present avian influenza zone. South-
ern China serves as a regional incubator for new methods in poultry breeding
(Luo et al., 2003); Sun et al., (2007), for instance, describe a Guangdong
program in which geese were exposed to a counter-seasonal lighting schedule
that induced out-of-season egg-laying. The innovation helped double profits
for local goose production and expanded the market, and Chinese appetite,
for goose meat. The resulting market advantages forced smaller farms out of
business and led to a consolidation of the province’s agribusiness. The struc-
tural shift marks a perverse turn back toward the farm collectivization the
Chinese government abandoned in 1980, this time, though, under the control
of far fewer hands.

Karl Marx (1867/1990) traced many of the fundamentals of such efforts at
commodification. In the first chapter of the first volume of Capital Marx wrote
that human-made objects have multiple characteristics. They have use value –
a hammer can be used to beat down nails. In all human economies objects also
have an exchange value-how many other objects (say, screwdrivers) for which
a hammer can be exchanged. A capitalist economy adds a third characteristic,
turning objects into commodities. Surplus value is that part of the object’s
worth that accrues to capitalists as profit. Marx’s contribution was showing
that capitalists expropriate the surplus value by taking it out of the value
that workers added to the commodity when they make it, usually by paying
workers lower wages or increasing worker productivity, paying them the same
or less for more work.

In our efforts to better understand how influenza evolves we need only
address here Marx’s point that capitalists produce commodities not because
commodities are useful – have use value – but because they accrue surplus
value, to capitalists the most important characteristic of the object. Changing
the color or style of a hammer to attract more consumers may not seem such a
big deal, but for other objects changes in use value can have far-reaching, even
dangerous, consequences. In this case, agribusiness has changed its commod-
ity – living, breathing organisms-to maximize productivity. But what does it
mean to change the use value of the creatures we eat? What happens when
changing use value turns our poultry into plague carriers? Does out-of-season
goose production, for instance, allow influenza strains to avoid seasonal extir-
pation, typically a natural interruption in the evolution of virulence? Are the
resulting profits defensible at such a cost to the rest of us?

Mass commodification of poultry emerged in what is now called the ‘Live-
stock Revolution.’ Before the great shift, poultry was largely a backyard op-
eration. In Boyd and Watts’ (1997) map of poultry across the United States
in 1929, each dot represents 50,000 chickens. We see wide dispersion across
the country-300 million poultry total at an average flock size of only 70 chick-
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ens. The production filiere of that era shows local hatcheries sold eggs to
backyard poultry producers and independent farmers, who in turn contracted
independent truckers to bring live poultry to city markets.

That changed after WWII. Tyson, Holly Farms, Perdue, and other com-
panies vertically integrated the broiler filiere, buying up other local producers
and putting all nodes of production under one company’s roof (Manning and
Baines, 2004; Striffler, 2005). Boyd and Watts show by 1992 US poultry pro-
duction is largely concentrated in the South and parts of a few other states.
Each dot now represents 1 million broilers, 6 billion in total, with average
flock size of 30,000 birds.

By the 1970s, the new production model was so successful it was producing
more poultry than people typically ate. How many roasted chickens were
families prepared to eat a week? With the assistance of food science and
marketing the poultry industry repackaged chicken in a mind-boggling array
of new products, including chicken nuggets, strips of chicken for salads, and cat
food. Multiple markets were developed large enough to absorb the production.

Industrial poultry also spread geographically. With production widespread,
world poultry meat increased from 13 million tons in the late 1960s to about
62 million by the late 1990s, with the greatest future growth projected in Asia
(FAO, 2003). In the 1970s Asian-based companies such as Charoen Pokphand
set up vertical filieres in Thailand and, soon after, elsewhere in the region. In-
deed, CP was the very first foreign company allowed to set up production in
Guangdong under Deng Xiaoping’s economic reforms. China has since hosted
a veritable explosion in annual chickens and ducks produced (Gilbert et al.,
2007). Increases in poultry have also occurred throughout Southeast Asia,
though not nearly at the magnitude of China.

According to geographer David Burch (2005), the shift in the geography
of poultry production has some very interesting consequences. Yes, agribusi-
nesses are moving company operations to the Global South to take advantage
of cheap labor, cheap land, weak regulation, and domestic production hob-
bled in favor of heavily subsidized agro-exporting (Manning and Baines, 2004;
McMichael, 2006). But companies are also engaging in sophisticated corpo-
rate strategy. Agribusinesses are spreading their production line across much
of the world. For example, the CP Group, now the world’s fourth largest poul-
try producer, has poultry facilities in Turkey, China, Malaysia, Indonesia, and
the US. It has feed operations across India, China, Indonesia, and Vietnam.
It owns a variety of fast food chain restaurants throughout Southeast Asia.

Such rearrangements falsify the widely promulgated assumption that the
market corrects corporate inefficiencies. On the contrary, vertical multination-
alism cushions companies from the consequences of their own mistakes. First,
multinationals producing at scale can price unprotected local companies out of
business – the Wal-Mart effect. Consumers have nowhere else to go to punish
subsequent corporate blunders. Secondly, by threatening to move operations
abroad multinationals can control local labor markets; hobbling unions, block-
ing organization drives, and setting wages and working conditions. Unions are
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an important check on production practices that affect not only workers and
consumers, but both directly and by proxy the animals involved in produc-
tion. Thirdly, vertical agribusiness acts as both poultry supplier and retailer.
The CP Group, for instance, owns a number of fast-food chains in a number
of countries selling, what else, CP chicken. In short, fewer independent chains
exist to play suppliers off each other by demanding the food be prepared in a
way healthy to animals and humans alike.

In operating factories across multiple countries multinationals can hedge
their bets in a variant of David Harvey’s (1982/2006) spatial fix. The CP
Group operates joint-venture poultry facilities across China, producing 600
million of China’s 2.2 billion chickens annually sold (Burch, 2005). When an
outbreak of avian influenza occurred in a farm operated by the CP Group
in Heilongjiang Province, Japan banned poultry from China. CP factories in
Thailand were able to take up the slack and increase exports to Japan. With
the price per poultry ton increasing in the wake of an avian influenza crisis it
helped create, the CP Group grossed greater profits. A supply chain arrayed
across multiple countries increases the risk of avian influenza spread even as
it allows some companies the means by which to compensate for the resulting
interruptions in business (Sanders, 1999; Manning et al., 2007).

To protect the interests of agribusiness even as its operations struggle or
fail, multinationals also fund politicians or field their own candidates. Thaksin
Shinawatra, the Prime Minister of Thailand during the country’s first avian
influenza outbreaks, came to power on the backs of the telecommunications
and livestock industries. Shinawatra played a prime role in blocking Thai
efforts to control avian influenza. As Mike Davis (2005) describes it, when
outbreaks began in Thailand, corporate chicken-processing plants accelerated
production. According to trade unionists processing increased at one factory
from 90,000 to 130,000 poultry daily, even as it was obvious many of the chick-
ens were sick. As word got out about the illness, Thailand’s Deputy Minister
of Agriculture made vague allusions to an ‘avian cholera’ and Shinawatra and
his ministers publicly ate chicken in a show of confidence.

It later emerged that the CP Group and other large producers were collud-
ing with government officials to pay off contract farmers to keep quiet about
their infected flocks. In turn, livestock officials secretly provided corporate
farmers vaccines. Independent farmers, on the other hand, were kept in the
dark about the epidemic, and they and their flocks suffered for it. Once the
cover-up was blown open, the Thai government called for a complete mod-
ernization of the industry, including requiring all open-air flocks exposed to
migratory birds be culled in favor of new biosecure buildings only wealthier
farmers could afford.

Attempts to proactively change poultry production in the interests of stop-
ping avian influenza can be met with severe resistance by governments be-
holden to corporate sponsors. In effect, H5N1, by virtue of its association
with agribusiness, has some of the most powerful representatives available
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defending its interests in the halls of government. The very biology of avian
influenza is enmeshed with the political economy of the business of food.

If multinational agribusinesses can parlay the geography of production
into huge profits, regardless of the outbreaks that may accrue, who pays the
costs? The costs of factory farms have long been externalized. As Peter Singer
(2005) explains, the state has been forced to pick up the tab for the problems
these factories cause; among them, health problems for its workers, pollution
released into the surrounding land, food poisoning, and damage to transporta-
tion infrastructure. A breach in a poultry lagoon, releasing a pool of poultry
shit into a Cape Fear tributary that causes a massive fish kill, is left to local
governments to clean up.

With the specter of avian influenza the state is again prepared to pick up
the bill so that farm factories can continue to operate without interruption,
this time in the face of a worldwide pandemic agribusiness helped cause in the
first place. The economics are startling. The world’s governments are prepared
to subsidize agribusiness billions upon billions for damage control in the form
of animal and human vaccines, Tamiflu, and body bags. Along with the lives
of millions of people, the establishment appears willing to gamble much of
the world’s economic productivity, which stands to suffer catastrophically if
a pandemic were to erupt.

6.4.4 Why Guangdong? Why 1997?

In reorganizing its poultry industry under the American model of vertically
integrated farming, Chinese farming helped accelerate a phase change in in-
fluenza ecology, selecting for strains of greater virulence, wider host range, and
greater diversity. For decades a variety of influenza subtypes have been dis-
covered emanating from southern China, Guangdong included (Chang, 1969;
Shortridge and Stuart-Harris, 1982; Xu et al., 2007; Cheung et al., 2007). In
the early 1980s, with poultry intensification under way, University of Hong
Kong microbiologist Kennedy Shortridge (1982) identified 46 of the 108 dif-
ferent possible combinations of hemagglutinin and neuraminidase subtypes
circulating worldwide at that time in a single Hong Kong poultry factory.

Shortridge detailed the likely reasons southern China would serve as
ground zero for the next influenza pandemic:

[1] Southern China hosts mass production of ducks on innumerable ponds,
facilitating fecal-oral transmission of multiple influenza subtypes.

[2] The greater mix of influenza serotypes in southern China increases the
possibility the correct combination of gene segments would arise by genetic
reassortment, selecting for a newly emergent human strain.

[3] Influenza circulates year-round there, surviving the interepidemic pe-
riod by transmitting by the fecal-oral mode of infection.

[4] The proximity of human habitation in southern China provides an ideal
interface across which a human-specific strain may emerge.
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The conditions Shortridge outlined twenty-five years ago have since only
intensified with China’s liberalizing economy. Millions of people have moved
into Guangdong the past decade, a part of one of the greatest migration events
in human history, from rural China into cities of the coastal provinces (Fan,
2005). Shenzhen, one of Guangdong’s Special Economic Zones for open trade,
grew from a small city of 337,000 in 1979 to a metropolis of 8.5 million by
2006. As discussed earlier, concomitant changes in agricultural technology
and ownership structure have put hundreds of millions more poultry into
production (Luo et al., 2003; Burch, 2005; Sun et al., 2007). Poultry output
increased in China from 1.6 million tons in 1985 to nearly 13 million tons by
2000.

As Mike Davis (2005) summarizes it, by the onset of pathogenic H5N1,
only the latest pathogen to emerge under such socioecological conditions,

“[S]everal subtypes of influenza were traveling on the path toward
pandemic potential. The industrialization of south China, perhaps,
had altered crucial parameters in the already very complex ecological
system, exponentially expanding the surface area of contact between
avian and nonavian influenzas. As the rate of interspecies transmission
of influenza accelerated, so too did the evolution of protopandemic
strains.”

Pathogenic H5N1’s hemagglutinin protein was first identified by Chinese
scientists from a 1996 outbreak on a goose farm in Guangdong (Tang et al.,
1998). News reports during the initial H5N1 outbreak in Hong Kong detailed
local health officials’ decision to ban poultry imports from Guangdong from
where several batches of infected chickens originated (Kang-Chung, 1997).
Phylogeographic analyses of H5N1’s genetic code have pointed to Guang-
dong’s role in the emergence of the first and subsequent strains of pathogenic
H5N1 (Wallace et al., 2007). Scientists from Guangdong’s own South China
Agricultural University contributed to a 2005 report showing that a new H5N1
genotype arose in western Guangdong in 2003-4 (Wan et al., 2005).

Subsequent work has complicated the picture. With additional H5N1 sam-
ples from around southern China, Wang et al. (2008) showed virus from the
first outbreaks in Thailand, Vietnam and Malaysia appeared most related to
isolates from Yunnan, another southern Chinese province. Indonesia’s out-
breaks were likely seeded by strains isolated from the province of Hunan.
These are important results, showing the complexity of influenza’s landscape.
At the same time they need not absolve Guangdong. Even if some H5N1
strains emerged elsewhere in the region, Guangdong’s socioeconomic central-
ity may have acted as an epidemiological attractant, drawing in novel poultry
trade-borne strains from around southern China before dispersing them again
back out across China and beyond.

Mukhtar et al. (2007) meanwhile traced the origins of the genomic seg-
ments from the original 1996 outbreak in Guangdong. Most of the internal
proteins (encoding for proteins other than surface proteins hemagglutinin and
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neuraminidase) appeared phylogenetically closest to those of H3N8 and H7N1
isolates sampled from Nanchang in nearby Jiangxi Province. The 1996 hemag-
glutinin and neuraminidase appeared closest to those of H5N3 and H1N1 iso-
lates from Japan. In the months before the outbreak in Hong Kong several
of the proteins were again replaced by way of recombination, this time via
strains of H9N2 and H6N1 (Guan et al., 1999; Hoffmann et al., 2000). H5N1
outbreaks in the years that followed Hong Kong emerged by still more re-
combination (Li et al., 2004). The sociogeographic mechanisms by which the
various segments first converged (and were repeatedly shuffled) in Guangdong
remain to be better outlined. The results so far do indicate the spatial expanse
over which reassortants originate may be greater than Kennedy Shortridge,
or anyone else, previously outlined. But genomic origins tell us little how this
particular complement led to a virus that locally evolved such virulence other
than showing the genetic variation upon which the virus can draw.

A closer look at Guangdong’s drastically shifting socioeconomic circum-
stances, then, appears necessary in better illuminating the local conditions
that selected for such deadly pathogens so easily spread; not only H5N1, but
a diverse viral portfolio, including influenza A (H9N2) (Liu et al., 2003), H6N1
(Cheung et al., 2007), and SARS (Poon et al., 2004). What exactly are the
‘crucial parameters’ for the area’s disease ecosystem? What are the mecha-
nisms by which changes in southern China’s human-animal composite lead to
regular viral pulses emanating out to the rest of China and the world? Why
Guangdong? Why 1997 and thereafter?

6.4.5 700 million chickens

We begin with the death of Mao and the rehabilitation of Deng Xiaoping.
In the late 1970s, China began to move away from a Cultural Revolution
policy of self-sufficiency, in which each province was expected to produce most
foods and goods for its own use. In its place, the central government began
an experiment centered about a reengagement with international trade in
Special Economic Zones set up in parts of Guangdong (near Hong Kong)
and Fujian (across from Taiwan), and later the whole of Hainan Province.
In 1984, 14 coastal cities-including Guangzhou and Zhanjiang in Guangdong-
were opened up as well although not to the extent of the economic zones
(Tseng and Zebregs, 2003).

By macroeconomic indicators favored by establishment economists, the
policy was a success. Between 1978 and 1993 China’s trade-to-GNP ratio
grew from 9.7% to 38.2% (Perkins, 1997). Most of this growth stemmed from
manufactured goods produced by foreign-funded joint ventures and township
and village enterprises (TVE) allowed greater autonomy from central control.
Foreign direct investment (FDI) increased from nothing to US $45 billion by
the late 1990s, with China the second greatest recipient after the US. Sixty
percent of the FDI was directed to cheap-labor Chinese manufacturing. Given
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the extent of China’s small-holder farming, little FDI was initially directed to
agriculture (Rozelle et al., 1999).

That has since begun to change. Through the 1990s poultry production
grew at a remarkable 7% per year (Hertel et al., 1999). Processed poultry ex-
ports grew from US $6 million in 1992 to US$774 million by 1996 (Carter and
Li, 1999). The Interim Provisions on Guiding Foreign Investment Direction,
revised in 1997, aim to encourage FDI across a greater expanse of China and
in specific industries, agriculture included (Tseng and Zebregs, 2003). China’s
latest 5-year plan sets sights on modernizing agriculture nationwide (Tan and
Knor, 2006). Since China joined the WTO in 2002, with greater obligations to
liberalize trade and investment, agricultural FDI has doubled (Whalley and
Xin, 2006). But much opportunity for AgFDI remains available to a wider
array of sources of investment. By the late 1990s, Hong Kong and Taiwan’s
contribution to China’s FDI had declined to 50% of the total, marking an
influx of new European, Japanese, and American investment.

In something of a bellwether, in August, 2008, days before the Olympics,
U.S. private equity investment firm Goldman Sachs bought ten poultry farms
in Hunan and Fujian for US$300 million (Yeung, 2008). Although the image
of a band of New York brokers knee-deep in chicken shit may prompt a cackle,
Goldman Sachs has contracted third parties to run the farms. The outright
ownership appears a step beyond the joint ventures in which Goldman Sachs
had until then participated. Goldman Sachs already holds a minority stake
in Hong Kong-listed China Yurun Food Group, a mainland meat products
manufacturer, and 60% of Shanghai-listed Shuanghui Investment and Devel-
opment, another meat packer. Goldman Sachs’ new purchase, further up the
filiere, signals a shift in the global fiscal environment. The firm has voted with
its feet, deftly moving out of high-risk US mortgages and, during a global food
crisis, into Chinese farming.

Guangdong remains at the cutting edge of the economic shift. It hosted
the central government’s first efforts at internationalizing the rural economy
(Zweig, 1991; Johnson, 1992; Xueqiang et al., 1995). Starting in 1978, agricul-
tural production was redirected from domestic grain to Hong Kong’s market.
Hong Kong businesses invested in equipment in return for new output in veg-
etables, fruit, fish, flowers, poultry and pig. In something of a return to its
historical role, Hong Kong (‘the front of the store’) also offered Guangdong
(‘the back of the store’) marketing services and access to the international
market (Sit, 2004; Heartfield, 2005). In a few short years Guangdong’s econ-
omy again became entwined with and dependent upon Hong Kong’s economic
fortunes. And vice versa. As of the Hong Kong outbreak, investment in China
comprised 4/5 of Hong Kong’s FDI outflow (Heartfield, 2005). Much of Hong
Kong-funded production is now conducted in Guangdong, with Hong Kong’s
industrial base increasingly hollowed out as a result.

Eighty-five percent of the agricultural FDI brought in during the 1990s was
funneled into Guangdong and several of the other coastal provinces (Rozelle
et al., 1999). Guangdong was allowed to invest more in its transportation
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infrastructure, an invitation for further investment. Many of the province’s
companies were allowed to claim 100% duty drawbacks. Guangdong also de-
veloped trading arrangements with many of the 51 million Chinese overseas
(Gu et al. 2001, Heartfield 2005). As a class the expatriates, nearly 200 years
abroad, control large percentages of regional market capital, including in In-
donesia, Thailand, Vietnam, the Philippines, Malaysia, and Singapore. At the
time of the first H5N1 outbreaks overseas Chinese collectively comprised the
group with the greatest investment in mainland China (Haley et al. 1998).

As a result of the area-specific liberalization, Guangdong accounted for
42% of China’s total 1997 exports and generated China’s largest provincial
GDP (Lin, 2000; Gu et al., 2001). Of the coastal provinces, Guangdong hosted
the greatest concentration of joint-venture export-oriented firms, with the low-
est domestic costs for each net dollar of export income (Perkins 1997). Guang-
dong’s three free economic zones (Shenzhen, Shantou and Zhuhai) boasted an
export-to-GDP ratio of 67%, compared to a national average of 17%.

By 1997, and the first H5N1 outbreak in Hong Kong, Guangdong, home
to 700 million chickens, served as one of China’s top three provinces in poul-
try production (Organisation for Economic Co-operation and Development,
1998). Fourteen percent of China’s farms with 10,000 or more broilers were
located in Guangdong (Simpson et al., 1999). Guangdong’s poultry operations
were by this point technically modernized for breeding, raising, slaughtering,
and processing birds, and vertically integrated with feed mills and processing
plants. AgFDI helped import grandparent genetic stock, support domestic
breeding, and introduce superior nutrition feed milling/mixing (Rozelle et al.,
1999). Production has been somewhat constrained by access to interprovincial
grain and the domestic market’s preference for native poultry breeds less ef-
ficient at converting feed. Of obvious relevance, production also suffered from
inadequate animal health practices.

The rate and magnitude of poultry intensification poultry appears to have
combined with the pressures placed on Guangdong wetlands by industry and
a burgeoning human population to squeeze a diversifying array of influenza
serotypes circulating year-round through something of a virulence filter. The
resulting viral crop-for 1997, H5N1 by molecular happenstance-is exported
out by easy access to international trade facilitated in part by expatriate
companies.

Guangdong’s ascension wasn’t without its detractors. Domestic produc-
ers in Hong Kong competed with Hong Kong-Guangdong joint ventures for
export licenses (Zweig, 1991). Landlocked provinces meanwhile chafed at the
liberalization the central government proffered coastal provinces alone. With
so much domestic currency on hand, the coastal provinces could outcom-
pete inland provinces for livestock and grain produced by the inland’s own
TVEs. The coastal provinces were able to cycle their competitive advantage
by turning cheap grain into more profitable poultry or flat-out re-exporting
the inland goods, accumulating still greater financial reserves. At one point
rivalries became so intense that Hunan and Guangxi imposed trade barriers
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upon interprovincial trade. The central government’s efforts to negotiate in-
terprovincial rivalries included spreading liberalization inland (Tan and Khor,
2006). Provinces other than Guangdong and Fujian began to become entrained
into market agriculture, albeit at a magnitude still outpaced by their coastal
counterparts. Industrial poultry’s expanding extent increases the geographic
scope for H5N1’s emergence and may explain the roles Yunnan and Hunan
appear to have played in serving up H5N1 abroad.

An additional source of conflict, often forgotten in the cacophony of
macroeconomic indicators, requires comment-the Chinese people themselves.
China’s state capitalism has induced such a polarization of wealth that, along
with threatening its own economic growth, impoverishes hundreds of millions
of Chinese. In engaging in internally imposed structural adjustment China
has largely turned away from its real and ideological investment in the health
and wellbeing of its population (Hart-Landsberg and Burkett, 2005a). Tens
of millions of state industrial workers have been laid off. Labor income as a
share of Chinese GDP fell from about 50% in the 1980s to under 40% by 2000
(Li, 2008). FDI and private companies-under no obligation to offer housing,
healthcare, or retirement benefits-are used to discipline Chinese workers who
were long used to a living wage, basic benefits, and job protections (Hart-
Landsberg and Burkett, 2005b). Discipline, however, does not always take.
Protests running now into the tens of thousands, some turning into riots re-
quiring army deployment, have battered provincial governments accused of
corruption, land confiscation, expropriating state assets, wage theft, and pol-
lution. In something of an ironic twist, in defending foreign capital against
its own people China’s communist leadership has taken on the role of the
comprador class it defeated in 1949 (Heartfield, 2005).

Farmers have been particularly hard hit by the government’s capital-
ist turn. While decollectivization of agricultural land to household control
propped up by governmental price supports led to a doubling in rural in-
comes by 1984, rural infrastructure and attendant social support deteriorated
(Hart-Landsberg and Burkett, 2005a). In the late 80s, agricultural incomes
stagnated, eaten away by inflation and a decline in price supports. Families
began to abandon farming for informal industrial work in the cities. There,
many rural migrants are treated as a reviled caste, discrimination codified
by levels of officially designated migrant status and with attendant effects on
income (Fan 2001). China’s macroeconomic growth has been unable to absorb
many of the 100 million migrants.

Urbanization meanwhile has diffused out to the rural regions, eating up
peasant land. One million Chinese hectares have been converted from agri-
culture to urban use (Davis, 2006). Remote sensing shows from 1990 to 1996
13% of agricultural land in a ten-county region in Guangdong’s Pearl River
delta was converted into non-agricultural use, in all likelihood China’s most
rapid conversion (Seto et al., 2000). Rural towns have been transformed into
growing industrial cities, some supporting populations tipping a million people
(Lin, 1997).
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The termination of the commune system has left hundreds of millions
of peasants without access to medical care and health insurance (Shi 1993).
Universal health coverage has degraded to 21% of the rural population insured
(French, 2006). The number of affordable doctors has precipitously declined.
Infant mortality has risen across many provinces. Rural public health has
largely collapsed. Hepatitis and TB are now widespread. HIV incidence has
increased in several southeastern provinces, Guangdong included (Tucker et
al., 2005). STI incidence by province is correlated with immigration associated
with surplus men from rural regions separated from their families. Multitudes
of malnourished and immunologically stressed peasants cycle-migrating back
and forth from what may be the geographic origins of an influenza pandemic
would appear to compromise World Health Organization plans for intervening
at any new infection’s source.

6.4.6 Asian financial flu

It is hard to talk of 1997 without mentioning two events of geopolitical signif-
icance. On July 1 Hong Kong, long a British colony, was officially transferred
to China as a Special Administrative Region, the first in a series of steps to
full integration to be undertaken up through 2047. The next day the Bank of
Thailand floated the baht off the US dollar. The baht had been hammered by
currency speculation and a crippling foreign debt. International finance fled
the baht and soon, with the economic strength of Thailand’s neighbors also un-
der suspicion, from other regional currencies. The FDI-dependent economies
of the Philippines, Malaysia, Indonesia, Taiwan, and South Korea suffered in
the ensuing wave of devaluation. The rest of the world too felt the effects
of the infectious ‘Asian flu,’ as the crisis came to be called, with stock mar-
kets worldwide free-falling in response. Although the transfer of Hong Kong
to China and the Asian financial crisis followed the first outbreaks of avian
influenza in March, the events marked long-brewing shifts in regional political
economy with apparent impact on viral evolution and spread.

Hong Kong’s role in China’s internally imposed structural adjustment, as
we explored above, is amply documented. The intensification of Guangdong
poultry went hand in hand with the ongoing transformation of the province’s
border with Hong Kong (Breitung 2002). The resulting poultry traffic, how-
ever, is in no way unidirectional. Hong Kong exports to mainland China large
amounts of poultry, fruits, vegetables, nuts, oilseeds, and cotton (Carter and
Li 1999). There is too a large illegal trade. At the time of the outbreak, Hong
Kong chicken parts smuggled into China alone may have amounted to over
US$300 million per year (USTR, 1998; Carter and Li, 1999). Hong Kong is
clearly less a victim of Guangdong’s avian influenza ecology, as often por-
trayed, than a willing participant.

Meanwhile, the financial crisis slowed China’s economy. But because of
the central government’s intervention China avoided the worst of the flu (Lin,
2000). By staking billions in public works and loans, China kept the economic
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engine primed in the face of slowing exports. Prophetically, four years previ-
ous, the central government introduced fiscal austerity measures to cool off
inflation and the possibility of an overheated economy. An associated regula-
tion package was initiated to control the kind of short-term speculation that
would soon strain China’s regional neighbors. The central state maintains
tight control over the macroeconomy, capital flows, and corporate structure
even as it cedes much of the day-to-day operations to provincial authorities.
Concomitantly, China’s economy is more than export-driven. Even as aus-
terity leaves millions of Chinese destitute in its wake (Hart-Landsberg and
Burkett, 2005), the domestic economy continues to grow, albeit increasingly
dependent on luxury goods and real estate speculation. Finally, exports out
of China were until the crisis largely destined for East and Southeast Asia.
During the crisis’ aftermath China redirected more of its trade to Europe,
North America, Africa, Latin America, and Oceania. China, then, was able
to maintain a trade surplus, retain foreign investment, and prop the yuan
against the fiscal buffet from abroad.

At the same time, China was something more than a bystander to the
crisis. Its economy’s growing size and hemispheric reach may have exposed its
neighbors to the worst excesses of the neoliberal model (Hart-Landsberg and
Burkett, 2005a; Tan and Khor, 2006). In attracting FDI at rates above and
beyond those of its neighbors, China has become the prime exporter in the
region: textiles, apparel, household goods, televisions, desktop computers, an
increasing array of high-end electronics-you name it. The smaller economies
are forced to restructure production in such a way as to complement China’s
increasingly diverse commodity output, in a type of regional division-of-labor.
China’s transnational impact on supply lines forces each country to depend
on producing a smaller array of parts to be put together in China for final
export.

The resulting economies are more dependent on what few foreign multi-
nationals they are able to attract. The company town becomes the company
country. Such economies are more ‘brittle’-less robust in reacting to and re-
orienting around downturns in any single industry, a particularly pernicious
problem as the US begins to falter in its role of importer of last resort. The
capital flight exposes countries to the temptations of currency speculation. To
attract additional investment, establishment economists declare these coun-
tries, once burned by such speculation, must now remove remaining barriers
to the movement of money, goods, and capital, leaving domestic production
unprotected, the very conditions that brought about the 1997 crisis in the
first place.

It would appear bird flu and the financial flu are intimately connected,
their relationship extending beyond serendipitous analogy. Although agricul-
ture has until recently been less export-dependent than manufacturing, in part
from its perishability and now endangered trade protections (Hertel et al.,
2000), there are already a number of epidemiological ramifications. These in-
clude a geographically expanding and intensifying poultry production, greater
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exposure to transnational poultry, wider illegal poultry trade, and a truncation
in animal health infrastructure by austerity measures domestically imposed
in return for international loans (Rweyemamu et al., 2000). More acutely, the
aftermath of the financial flu may have also provided China a window for
expanding regional poultry exports. A hypothesis worth testing is that some
of these shipments seeded avian influenza outbreaks abroad.

How do we operationalize this model? How do we determine whether
transnational companies breed and spread avian influenza? Identifying poul-
try crates carrying H5N1 country-to-country remains a difficult, but impor-
tant, task (Kilpatrick et al., 2006). Tracing pathogens through commodity
chains is increasingly an important topic of study and mode of intervention
(Duffy et al., 2008). One difficulty centers about the willingness of govern-
ment regulators to inspect poultry plants, including conditions under which
pathogen virulence may evolve. At the same time, there is a danger such ef-
forts, once successful, may detract from the larger political ecology that shapes
avian influenza evolution. With billions annually at stake, a few unlucky con-
tract farmers or truck drivers may be sacrificed to protect a system stretching
across a hemisphere’s interlocking markets. We’ve explored here the possibil-
ity a deadly avian influenza is an unintended but not unexpected accessory
to multinational efforts to export a growing portfolio of Chinese agricultural
commodities. The problem of avian influenza is more than a police matter. It
is systemic, buried deep in political tissue.

6.4.7 Layers of complication

Ending poultry production as we know it could make a great difference in
Guangdong as elsewhere. But there are additional layers of complication.
There is no easy one-to-one relationship between poultry density and H5N1
outbreak at a variety of spatial scales. Across Asia, some areas where out-
breaks have occurred support comparatively few poultry, while other areas
with millions of chickens have been so far left untouched. There is something
of a stochastic component to disease spread. Epidemics start somewhere, in
this case in southern China, and take time to wend their way elsewhere, start-
ing with regions nearby and, in part by due cause and in part by chance,
farther abroad. There are, however, demonstrable causes other than those
inside the poultry industry.

Thailand offers one such example. As mapped by ecologist Marius Gilbert
and colleagues (Gilbert et al., 2006; Gilbert et al., 2008), the distribution of
Thai broilers and backyard poultry appear little associated with H5N1 out-
breaks. Local outbreaks appear better fitted to the densities of ducks that
are allowed to graze freely outside. After harvests these ducks are brought
in to feed on the rice that is left over on the ground. Satellite pictures show
rice harvests matching duck densities. The more annual rice crops, the more
ducks (and the greater the association with H5N1 outbreaks). It seems these
ducks, free to graze outdoors, exposed to migratory birds, and tolerant of
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a wider range of influenzas, serve as epidemiological conduits for infecting
nearby poultry. While a rather ingenious agricultural practice, raising a co-
hort of ducks on fallen waste rice may carry serious epidemiological overhead.
Double- and even triple-cropping is practiced in other avian influenza zones,
including southeastern China, the final stretches of the Xun Xi River, the
Ganges floodplain, and on the island of Java (Leff et al., 2004).

We have, then, an integrated viral ecology with highly complex dependen-
cies. The variety of farming practices, for one, splits a-twain a number of facile
dichotomies. There is a panoply of farm types, beyond the rough polarities of
‘small’ and ‘large.’ In Thailand alone there are closed-off farms, open struc-
tures with netting to block passerine birds, the aforementioned free-grazing
ducks, and backyard poultry (Songserm et al., 2006).

Even then, such a taxonomy implies a compartmentalization often absent
in the field. On a recent trip to Lake Poyang in Jiangxi Province, China, a team
of international experts discovered an astonishing farming ecology in which
domesticated free-range ducks fed in fields, bathed in local estuaries, swam
in the lake, and intermingled and presumably interbred with wild waterfowl.
Some flocks daily commuted across dikes from their sheds to the open water
and back. The epidemiological implications are obvious. Indeed, the facility by
which pathogens spread and evolve in the area is of an order that, according
to local farmers, chickens cannot be raised around the lake. For some poultry
species the region is epidemiologically radioactive.

Absent too from the taxonomy are profound structural changes imposed
by economic pressures upon world farming (Weis, 2007). For the past three
decades, the International Monetary Fund and the World Bank have made
loans to poorer countries conditioned on removing supports for domestic food
markets. Small farmers cannot compete with cheaper corporate imports subsi-
dized by the Global North. Many farmers either give up for a life on periurban
margins or are forced to contract out their services-their land, their labor-to
livestock multinationals now free to move in (Manning and Baines, 2004;
Lewontin, 2007). The World Trade Organization’s Trade-Related Investment
Measures permit foreign companies, aiming to reduce production costs, to pur-
chase and consolidate small producers in poorer countries (McMichael, 2006).
Under contract, small farmers must purchase transnational-approved supplies
and are given no guarantee their birds will be bought back by their transna-
tional partner. The new arrangements belie the superficial distinction that
has been made between factory farms exercising ‘biosecurity’ on the one hand
and small farmers whose flocks are exposed to the epidemiological elements.
Factory farms ship day-old chicks to be raised piecework by small farmers.
Once grown (and exposed to migratory birds), the grown birds are shipped
back to the factory for processing. The violation of ‘biosecurity’ appears built
directly into the industrial model.

A third complication is the historical shift in the relationship between
nature and farming. Maps in Phongpaichit and Baker (1995) show since 1840
Thailand has been transformed from primary wilderness into an agricultural
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state, a veritable bread-basket. Agriculture’s new girth comes at the expense of
wetlands worldwide, either out-and-out destroyed, polluted, or irrigated dry.
The latter abuse serves as another basis for conflicts between agribusiness and
small farmers. Socially stratified power struggles over the Chao Phraya basin
have wracked Thailand for hundreds of years (Molle, 2007).

Wetlands have traditionally served as Anatidae migration pit stops (Lemly
et al., 2000). A growing literature shows many migratory birds are no sitting
ducks and have responded to the destruction of their natural habitat. Geese,
for example, display an alarming behavioral plasticity, adopting entirely new
migratory patterns and nesting in new types of wintering grounds, moving
from deteriorating wetlands to food-filled farms. The shift has for some popu-
lations substantially increased their numbers (Jeffries et al. 2004, Van Eerden
et al., 2005). The population explosions have initiated a destructive feedback
in which the swarms of farm-fed migratory birds overgraze their Arctic breed-
ing grounds to the point the tundra is transformed into a mud pit. In the
course of colonizing our planet’s natural habitats-some 40% of the world’s
usable land now supports agriculture-we may have unintentionally expanded
the interface between migratory birds and domestic poultry.

Clearly agribusiness, structural adjustment, environmental destruction,
climate change, and the emergence of avian influenza are more tightly in-
tegrated than previously thought.

6.4.8 The political will for an epidemiological way?

Guangdong may only represent the front of a socioecological transformation
spreading across much of southern China, as well as across much of the pop-
ulated world. The origins of highly pathogenic H5N1 are multifactorial, with
many countries and industries and sources of environmental damage at fault.
Can we then place blame on the country, say, Indonesia or Vietnam or Nige-
ria, from which a human-to-human pandemic might first emerge? Should we
blame China for repeatedly seeding outbreaks regionally and internationally?
Should we blame Hong Kong for offshore farming? Or should we blame the
United States, where the industrial model of vertically integrated poultry first
originated, with thousands of birds packed in as so much food for flu? The
answers are yes, yes, yes, and yes. Blame, much as the problem itself, must
be distributed about its multiple levels of social and ecological organization.

To break avian influenza’s back, or at the very least promote some sort of
sustainable epidemiological mitigation, a number of radically invasive changes
are required, changes that challenge core premises of present political econ-
omy, neoliberal and state capitalist alike. Whether there exists the political
will to change is an open question. Denial, jockeying, and obfuscation are
presently rampant. Chinese officials have expended much effort in flat-out
denying responsibility for avian influenza (Wallace, 2007) or, in the epidemio-
logical equivalent of the American practice of paying off the families of collat-
eral damage without admitting guilt, offering small sums to affected countries.
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In 2007, China donated US $500,000 to Nigeria’s effort to fight avian influenza.
Never mind that Nigeria would never have needed the aid if China hadn’t in-
fected it with avian influenza in the first place. The Qinghai-like strain Nigeria
now hosts first originated in southern China. Meanwhile, the US and EU, lay-
ing undue blame on a stubborn Indonesia unwilling to share H5N1 samples,
have blocked efforts to reform a system of worldwide vaccine production that
rewards pharmaceutical companies and the richest populations at the expense
of the poorest (Hammond, 2007, 2008).

What must be done to stop avian influenza, if the political will is found
by, or forced upon, governments worldwide? In the short term, small farmers
must be fairly compensated for poultry culled in an effort to control outbreaks.
Poultry trade must be better regulated at international borders (Kilpatrick
et al., 2006; Wallace and Fitch, 2008). The world’s poor must be provided
epidemiological assistance, as well as vaccine and antiviral at no cost (Cristalli
and Capua, 2007; Ferguson 2007). Structural adjustment programs degrading
animal health infrastructure in the poorest countries must be terminated.

For the long term, we must end the poultry industry as we know it. Avian
influenza now emerges by way of a globalized network of corporate poul-
try production and trade, wherever specific strains first evolve. With poultry
batches whisked from region to region-transforming spatial distance into just-
in-time expediency (Harvey, 1982/2006)-multiple strains of avian influenza
are continually introduced into localities filled with populations of susceptible
birds. Such domino exposure serves as the fuel for the evolution of viral viru-
lence. In overlapping each other along the links of agribusiness’s transnational
supply chains, strains of avian influenza also increase the likelihood they can
exchange genomic segments to produce a recombinant of pandemic potential.
In addition to the petroleum wasted and the loss of local food sovereignty
there are epidemiological costs to the geometric increase in food miles.

We must instead devolve much of the production to regulated networks
of locally owned farms. While the argument has been made that corporate
chicken supplies the cheap protein many of the poorest need, the millions of
small farmers who feed themselves (and many millions more) would never
have needed such a supply if they hadn’t been pushed off their lands in the
first place. A reversal need not be solely an anachronistic turn to the small
family farm, but can include domestically protected farming at multiple scales
(Levins, 1993, 2007; Brown and Getz, 2008). Farm ownership, infrastructure,
working conditions, and animal health are inextricably linked. Once workers
have a stake in both input and output-the latter by outright ownership, profit
sharing, or the food itself-production can be structured in such a way that
respects human welfare, and, as a consequence, animal health. With local
farming, genetic monocultures of domesticated bird which promote the evolu-
tion of virulence can be diversified back into heirloom varieties that serve as
immunological firebreaks. The economic losses bird flu imposes upon global
poultry can be tempered: fewer interruptions, eradication campaigns, price
jolts, emergency vaccinations, and wholesale flock repopulations (Van Assel-
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donk et al., 2006). Rather than jury-rigged with each outbreak, restrictions
on bird movement are built naturally into the independent farm model.

The devil of such a domain shift is in its details. Richard Levins (2007),
with decades experience collaborating with local researchers and practitioners
on ecological approaches to Cuban agriculture and public health, summarizes
some of the many adjustments a new agriculture may require,

“Instead of having to decide between large-scale industrial type
production and a ”small is beautiful” approach a priori, we saw the
scale of agriculture as dependent on natural and social conditions,
with the units of planning embracing many units of production. Dif-
ferent scales of farming would be adjusted to the watershed, climatic
zones and topography, population density, distribution of available
resources, and the mobility of pests and their enemies.

The random patchwork of peasant agriculture, constrained by land
tenure, and the harsh destructive landscapes of industrial farming
would both be replaced by a planned mosaic of land uses in which each
patch contributes its own products but also assists the production of
other patches: forests give lumber, fuel, fruit, nuts, and honey but
also regulate the flow of water, modulate the climate to a distance
about ten times the height of the trees, create a special microclimate
downwind from the edge, offer shade for livestock and the workers, and
provide a home to the natural enemies of pests and the pollinators of
crops. There would no longer be specialized farms producing only one
thing. Mixed enterprises would allow for recycling, a more diverse diet
for the farmers, and a hedge against climatic surprises. It would have
a more uniform demand for labor throughout the year.”

The scale and practice of agriculture must be flexibly integrated into the
region’s physical, social and epidemiological landscapes. At the same time, it
need be acknowledged that under such an arrangement not all parcels will be
routinely profitable. Whatever reductions in income farms accrue in protecting
the rest of the region must be offset by regular redistributive mechanisms
(Richard Levins, personal communication).

Transforming the business of farming so broadly is likely only one of many
steps necessary to stop bird flu and other pathogens. For one, migratory birds,
which serve as a fount of influenza strains, must concomitantly be weaned off
agricultural land where they cross-infect poultry. To do so, wetlands world-
wide, waterfowl’s natural habitat, must be restored. Global public health ca-
pacity must also be rebuilt (Garrett, 2001). That capacity is only the most
immediate bandage for the poverty, malnutrition, and other manifestations
of structural violence that promote the emergence and mortality of infectious
diseases, including influenza (Kim et al., 2000; Farmer, 2004). Pandemic and
inter-pandemic flu have the greatest impact on the poorest (Davis, 2005). As
for many pathogens, particularly for such a contagious virus, a threat to one
is a threat to all.
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Only once these objectives are fulfilled will we be able to better cover
ourselves against H5N1 and the other influenza serotypes now lining up like
hurricanes brewing in the Atlantic.
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Final Remarks

The previous chapter suggests that evolutionary transformations in human
pathogens can be driven by ecosystem resilience shifts constituting reduc-
tionist interventions or changes in predatory socioeconomic structures. Re-
ductionist interventions are, for the most part, themselves the product of
particular socioeconomic perspectives: Use cheap ‘magic bullets’ to avoid the
necessity of comprehensive social change. But ecology drives evolution, and
these approaches are guaranteed to farm infectious disease, producing ever
more efficient microbial and viral predators on human populations. Although
a contrary strategy is clearly possible – social and economic reforms designed
to lessen pathogen virulence and spread – reductionist interventions presently
serve primarily as a political firebreak against effective public health programs:
Tamiflu and body bags, for instance, insulate the international poultry indus-
try.

The consequences will likely far transcend the development of pathogen
drug resistance, and may drive life history strategies for organisms which
operate at multiple scales. Reductionist interventions can select for holistic
diseases far beyond our coping strategies. Rapacious economic practice can
create new, or enlarge old, niches for pathogens, often through spatial or
economic dislocation.

The alternative strategy is one of ‘Integrated Pathogen Management’,
essentially an ecologically informed return to the basic principles of public
health, to public policies and economic practices that synergistically interrupt
transmission of human pathogens through coordinated interventions targeted
at different scales of space, time, and population. The scientific and admin-
istrative tools needed for such a program have long been with us, but the
political ability to use them remains thwarted by powerful economic inter-
ests, and by historical trajectories of marginalization, inequality, and deadly
conflict that so often become useful tools for those interests.

Wallace and Fullilove (2008) have shown in some detail how American
Apartheid interacted with HIV’s ‘basic biology’ to undercut attempts to con-
trol and contain AIDS in the United States. Here we have indicated something

R. Wallace et al., Farming Human Pathogens, DOI 10.1007/978-0-387-92213-3_7, 
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of the cost of that failure in terms of the ‘farming’ of multiple drug resistant
HIV. Avian influenza presents another, perhaps more deadly, example of the
large scale cultivation of a human pathogen.

This is not, in all, a particularly new perspective. Ecosystem methods are
widely touted as tools for controlling emerging infections, (e.g., Garrett and
Cox, 2008). Our contribution is to apply recently developed formal theoreti-
cal tools linking evolutionary transformations to ecological resilience domain
shifts – the results of Wallace and Wallace (2008). Ecosystem transforma-
tions entrain the evolution of human pathogens, just as they do other forms
of evolutionary change. From a theoretical perspective, the basic point is the
inevitability of mesoscale-driven punctuation in generalized coevolutionary
interactions. Thus evolution, ecosystem resilience, and cognitive phenomena,
which can all be (at least crudely) represented by information sources, are in-
herently subject to punctuated equilibrium dynamics. This can involve each
individually, as well as their interactions.

Holling (1992) finds that ecosystems are, by and large, controlled and or-
ganized by a small number of key plant, animal, and abiotic processes that
structure the landscape at different scales. He invokes an entrainment hy-
pothesis, that within any one ecosystem, the periodicities and architectural
attributes of the critical structuring processes will establish a nested set of
periodicities and spatial features that become attractors for other variables.
He argues that the degree to which small, fast events influence larger, slower
ones is critically dependent upon mesoscale disturbance processes.

Our lowest-common-denominator information-theoretic approach to co-
evolutionary interaction between genes, embedding ecosystem, and cognitive
process identifies ecosystem phenomena as the driving mesoscale: cognitive
phenomena are much faster, and (for large animals) genetic change much
slower. The mesoscale resonance argument of section 2.12 provides a formal
basis for these assertions. That is, punctuated changes in ecosystem struc-
ture, the traditional purview of ecological resilience, appear able to entrain
both Darwinian genetic and cognitive phenomena – including gene expres-
sion – triggering similarly punctuated outcomes, on top of the punctuation
naturally inherent to these information systems.

Thus, while discontinuous phase transitions are ‘natural’ at all scales of
biological information process, we argue that punctuated changes in an em-
bedding ecosystem resilience regime will be particularly effective at entrain-
ing faster cognitive and slower Darwinian genetic structural phenomena. In
particular, punctuated changes in ecosystem structure can write images of
themselves onto genetic sequence structure in a punctuated manner, result-
ing in punctuated population extinction and/or speciation events on geo-
logic timescales, and in sudden changes in gene expression and other cog-
nitive phenomena on more rapid timescales, including the evolution of human
pathogens. The case histories of chapter 6 suggest that for broad classes of
human pathogens these effects may be quite rapid, with public policy, reduc-
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tionist interventions, socioeconomic structure and process, and their many
synergisms, playing the key mesoscale roles.

This is, again, not an entirely new approach. Laland et al. (1999) have used
a different methodology to reach similar conclusions. In their view there is in-
creasing recognition that all organisms modify their environments through a
process they characterize as ‘niche construction’. Such modifications can have
profound effects on the distribution and abundance of organisms, the influ-
ence of keystone species, the control of energy and material flows, residence
and return times, ecosystem resilience, and specific trophic relationships. The
consequences of environment modification by organisms, however, are not re-
stricted to ecology, and organisms can affect both their own and each other’s
evolution by modifying sources of natural selection in their environments.
They cite Lewontin’s work, which points out that many of the activities of
organisms, such as migration, hoarding of food resources, habitat selection,
or thermoregulatory behavior, are adaptive precisely because they dampen
statistical variation in the availability of environmental resources.

Laland et al. (1999) argue that, hitherto, it has not been possible to ap-
ply evolutionary theory to ecosystems, because of the presence of nonevolving
abiota in ecosystems. They suspect this obstacle has been largely responsi-
ble for preventing the full integration of ecosystem ecology with population-
community ecology. However, in their view, adding the new process of niche
construction to the established process of natural selection enables the incor-
poration of both abiotic environmental components and interactions among
populations and abiota in ecosystems into evolutionary models an approach
equally applicable to both population-community ecology and ecosystem-level
ecology.

Odling-Smee et al. (1995, 2003) have discussed these matters from the
perspective of Lewontin, who has argued that the ‘metaphor of adaptation’
should be replaced by a ‘metaphor of construction’. However, the acceptance
of Lewontin’s position, they state, demands more than just semantic adjust-
ments to evolutionary theory. Niche construction changes the dynamic of the
evolutionary process in fundamental ways because it precludes a description
of evolutionary change relative only to autonomous environments. Instead,
evolution now consists of endless cycles of natural selection and niche con-
struction. Equally, it is no longer tenable from their perspective to assume
that the only way organisms can contribute to evolutionary descent is by
passing on fit or unfit genes to their descendants relative to their environ-
ments, because they can also pass on modifications in those environments
that are better or worse suited to their genes. Adaptation becomes a two-way
street in this theory.

More recently, Dercole et al. (2006) have addressed the problem using
their version of equation (4.8) to produce very complex dynamical patterns,
focusing on eco-evolutionary dynamics in communities containing ‘slow’ and
‘fast’ populations, which allows relaxing assumptions of ecological equilibrium.
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Whitham et al. (2006), in parallel with our approach, take a genetic frame-
work associated with ecologically-dominant keystone species to examine what
they call community and ecosystem phenotypes. They ask whether heritable
traits in a single species can affect an entire ecosystem. Recent studies, they
claim, show that such traits have predictable effects on community structure
and ecosystem processes. Because these community and ecosystem pheno-
types have a genetic basis and are heritable, they claim it is possible to apply
the principles of population and quantitative genetics to place the study of
complex communities and ecosystems within an evolutionary framework. This
could, they assert, allow us to understand, for the first time, the genetic basis
of ecosystem processes, and the effect of such phenomena as climate change
and introduced transgenetic organisms on entire communities.

Whitham et al. (2006) go on to define community evolution as a genetically
based change in the ecological interactions that occur between species over
time.

Here, by contrast, although we too focus on keystone scales, our particular
innovation has been to reduce the dynamics of genetic inheritance, ecosystem
persistence, and gene expression to a least common denominator as informa-
tion sources operating at markedly different rates, but coupled by crosstalk
into a broadly coevolutionary phenomenon marked at all scales by emergent
‘phase transition’ phenomena generating patterns of punctuated equilibrium.

Invocation of equivalence class arguments leads naturally into groupoid
structures and related topological generalizations, including Morse theory.
Taking a ‘mean number’ rather than the mean field approach generates a
qualitatively different class of exactly solvable models, based on giant com-
ponent phase transitions in networks. Hybrids of the two are possible, and
evolutionary process is unlikely to be at all constrained by formal mathemat-
ical tractability.

Higher cognitive phenomena – ‘farming’ by embedding cultural structures
– has now become the most powerful determinant of human pathogen evolu-
tion.

We conclude with E.C. Pielou’s (1977) important warning regarding the
kind of ecological modeling we do here:

“...[Mathematical models] are easy to devise; even though the as-
sumptions of which they are constructed may be hard to justify, the
magic phrase ‘let us assume that...’ overrides objections temporarily.
One is then confronted with a much harder task: How is such a model
to be tested? The correspondence between a model’s predictions and
observed events is sometimes gratifyingly close but this cannot be
taken to imply the model’s simplifying assumptions are reasonable in
the sense that neglected complications are indeed negligible in their
effects...

In my opinion the usefulness of models is great... [however] it con-
sists not in answer questions but in raising them. Models can be used
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to inspire new field investigations and these are the only source of new
knowledge as opposed to new speculation.”

The principal model-based speculation of this work is that, via the mecha-
nisms of section 2.12, mesoscale ecosystem resilience shifts can entrain punctu-
ated events of gene expression and other cognitive phenomena on more rapid
time scales, and slower genetic selection-induced changes, triggering punctu-
ated equilibrium Darwinian evolutionary transitions on broader time scales.
For microbial or viral pathogens, chapter 6 argues that this process may be
quite rapid indeed.

The model we have invoked, unlike most related work, is a statistical one in
which the asymptotic limit theorems of information theory impose necessary
conditions on the behavior of ecosystems, Darwinian genetic selection, and
gene expression. These necessary conditions, as the Central Limit Theorem
does for regression theory, permit the construction of empirical models which
can be fitted to data. Scientific inference is not in the model fitting itself,
but rather, in the comparison of similar systems under different conditions,
and the comparison of different systems under similar conditions. This semi-
empirical approach is, perhaps, what most differentiates our developments
from other attempts to model biological processes. We can, at best, impose
necessary conditions through our formal development. The real science must
then be done by real experiment.

For human populations in particular, several other layers of information
sources, those of Lamarckian culture, and of individual and group conscious-
ness and learning, become manifest, producing a rich stew of complicated
phenomena (Wallace, 2004, 2005b; Wallace and Fullilove, 2008).

The coevolutionary interaction between our cultural structures and our
pathogen predators plays out these dynamics in real time. Absent widespread,
comprehensive, progressive social reform, the results are likely to be globally
catastrophic, in no way restricted to the disenfranchised poor. The rapac-
ity of the pharmaceutical, real estate, agribusiness, and other international
elites – the global nomenklatura – will write an image of itself across human
populations as a relentless parade of plagues.
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Mathematical Appendix I

8.1 The Shannon-McMillan Theorem

According to the structure of the underlying language of which a message
is a particular expression, some messages are more ‘meaningful’ than oth-
ers, that is, are in accord with the grammar and syntax of the language. The
Shannon-McMillan or Asymptotic Equipartition Theorem, describes how mes-
sages themselves are to be classified.

Suppose a long sequence of symbols is chosen, using the output of the
random variable X above, so that an output sequence of length n, with the
form

xn = (α0, α1, ..., αn−1)

has joint and conditional probabilities

P (X0 = α0, X1 = α1, ..., Xn−1 = αn−1)

P (Xn = αn|X0 = α0, ..., Xn−1 = αn−1).

Using these probabilities we may calculate the conditional uncertainty

H(Xn|X0, X1, ..., Xn−1).

The uncertainty of the information source, H[X], is defined as

H[X] ≡ lim
n→∞

H(Xn|X0, X1, ..., Xn−1).

(8.1)
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In general

H(Xn|X0, X1, ..., Xn−1) ≤ H(Xn).

Only if the random variables Xj are all stochastically independent does
equality hold. If there is a maximum n such that, for all m > 0

H(Xn+m|X0, ..., Xn+m−1) = H(Xn|X0, ..., Xn−1),

then the source is said to be of order n. It is easy to show that

H[X] = lim
n→∞

H(X0, ...Xn)
n+ 1

.

In general the outputs of the Xj , j = 0, 1, ..., n are dependent. That is, the
output of the communication process at step n depends on previous steps.
Such serial correlation, in fact, is the very structure which enables most of
what is done in this paper.

Here, however, the processes are all assumed stationary in time, that is,
the serial correlations do not change in time, and the system is stationary.

A very broad class of such self-correlated, stationary, information sources,
the so-called ergodic sources for which the long-run relative frequency of a
sequence converges stochastically to the probability assigned to it, have a
particularly interesting property:

It is possible, in the limit of large n, to divide all sequences of outputs of an
ergodic information source into two distinct sets, S1 and S2, having, respec-
tively, very high and very low probabilities of occurrence, with the source un-
certainty providing the splitting criterion. In particular the Shannon-McMillan
Theorem states that, for a (long) sequence having n (serially correlated) ele-
ments, the number of ‘meaningful’ sequences, N(n) – those belonging to set
S1 – will satisfy the relation

log[N(n)]
n

≈ H[X].

(8.2)

More formally,
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lim
n→∞

log[N(n)]
n

= H[X]

= lim
n→∞

H(Xn|X0, ..., Xn−1)

= lim
n→∞

H(X0, ..., Xn)
n+ 1

.

(8.3)

Using the internal structures of the information source permits limiting
attention only to high probability ‘meaningful’ sequences of symbols.

8.2 The Rate Distortion Theorem

The Shannon-McMillan Theorem is the ‘zero error limit’ of the Rate Distor-
tion Theorem (Dembo and Zeitouni, 1998; Cover and Thomas, 1991), which
can be expressed in terms of a splitting criterion that identifies high probabil-
ity pairs of sequences. We follow closely the treatment of Cover and Thomas
(1991).

The origin of the problem is the question of representing one information
source by a simpler one in such a way that the least information is lost. For
example we might have a continuous variate between 0 and 100, and wish to
represent it in terms of a small set of integers in a way that minimizes the
inevitable distortion that process creates. Typically, for example, an analog
audio signal will be replaced by a ‘digital’ one. The problem is to do this in a
way which least distorts the reconstructed audio waveform.

Suppose the original stationary, ergodic information source Y with output
from a particular alphabet generates sequences of the form

yn = y1, ..., yn.

These are ‘digitized,’ in some sense, producing a chain of ‘digitized values’

bn = b1, ..., bn,

where the b-alphabet is much more restricted than the y-alphabet.
bn is, in turn, deterministically retranslated into a reproduction of the

original signal yn. That is, each bm is mapped on to a unique n-length y-
sequence in the alphabet of the information source Y :

bm → ŷn = ŷ1, ..., ŷn.
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Note, however, that many yn sequences may be mapped onto the same
retranslation sequence ŷn, so that information will, in general, be lost.

The central problem is to explicitly minimize that loss.
The retranslation process defines a new stationary, ergodic information

source, Ŷ .
The next step is to define a distortion measure, d(y, ŷ), which compares

the original to the retranslated path. For example the Hamming distortion is

d(y, ŷ) = 1, y 6= ŷ

d(y, ŷ) = 0, y = ŷ.

(8.4)

For continuous variates the Squared error distortion is

d(y, ŷ) = (y − ŷ)2.

(8.5)

Possibilities abound.
The distortion between paths yn and ŷn is defined as

d(yn, ŷn) =
1
n

n∑
j=1

d(yj , ŷj).

(8.6)

Suppose that with each path yn and bn-path retranslation into the y-
language and denoted yn, there are associated individual, joint, and condi-
tional probability distributions

p(yn), p(ŷn), p(yn|ŷn).
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The average distortion is defined as

D =
∑
yn

p(yn)d(yn, ŷn).

(8.7)

It is possible, using the distributions given above, to define the information
transmitted from the incoming Y to the outgoing Ŷ process in the usual
manner, using the Shannon source uncertainty of the strings:

I(Y, Ŷ ) ≡ H(Y )−H(Y |Ŷ ) = H(Y ) +H(Ŷ )−H(Y, Ŷ ).

If there is no uncertainty in Y given the retranslation Ŷ , then no informa-
tion is lost.

In general, this will not be true.
The information rate distortion function R(D) for a source Y with a dis-

tortion measure d(y, ŷ) is defined as

R(D) = min
p(y,ŷ);

∑
(y,ŷ)

p(y)p(y|ŷ)d(y,ŷ)≤D
I(Y, Ŷ ).

(8.8)

The minimization is over all conditional distributions p(y|ŷ) for which the
joint distribution p(y, ŷ) = p(y)p(y|ŷ) satisfies the average distortion con-
straint (i.e., average distortion ≤ D).

The Rate Distortion Theorem states that R(D) is the minimum necessary
rate of information transmission (effectively, the channel capacity) so that
the average distortion does not exceed the distortion D. Cover and Thomas
(1991) or Dembo and Zeitouni (1998) provide details.

Pairs of sequences (yn, ŷn) can be defined as distortion typical ; that is, for
a given average distortion D, defined in terms of a particular measure, pairs
of sequences can be divided into two sets, a high probability one containing
a relatively small number of (matched) pairs with d(yn, ŷn) ≤ D, and a low
probability one containing most pairs. As n→∞, the smaller set approaches
unit probability, and, for those pairs,
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p(yn) ≥ p(ŷn|yn) exp[−nI(Y, Ŷ )].

(8.9)

Thus, roughly speaking, I(Y, Ŷ ) embodies the splitting criterion between
high and low probability pairs of paths.

For the theory of interacting information sources, then, I(Y, Ŷ ) can play
the role of H in the dynamic treatment that follows.

The rate distortion function of equation (8.8) can actually be calculated in
many cases by using a Lagrange multiplier method – see Section 13.7 of Cover
and Thomas (1991). For a simple Gaussian channel having noise variance σ2

then

R(D) = 1/2 log[σ2/D], 0 ≤ D ≤ σ2,

R(D) = 0, D > σ2.

(8.10)

For this particular channel, zero distortion, no mutations at all, requires
an infinite channel capacity, which, the homology between information source
uncertainty and free energy density implies, requires infinite energy.

A second important observation is that any rate distortion function R(D),
following the arguments of Cover and Thomas, (1991, Lemma 13.4.1) is nec-
essarily a decreasing convex function of D, that is, a reverse-J-shaped curve.
This requirement, like the singularity of Gaussian-like channels at zero distor-
tion, has profound consequences for replication dynamics.

8.3 Morse Theory

Morse theory examines relations between analytic behavior of a function – the
location and character of its critical points – and the underlying topology of
the manifold on which the function is defined. We are interested in a number
of such functions, for example information source uncertainty on a parameter
space and ‘second order’ iterations involving parameter manifolds determining
critical behavior, for example sudden onset of a giant component in the mean
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number model, and universality class tuning in the mean field model. These
can be reformulated from a Morse theory perspective. Here we follow closely
the elegant treatments of Pettini (2007) and Kastner (2006).

The essential idea of Morse theory is to examine an n-dimensional manifold
M as decomposed into level sets of some function f : M → R where R is the
set of real numbers. The a-level set of f is defined as

f−1(a) = {x ∈M : f(x) = a},

the set of all points in M with f(x) = a. If M is compact, then the whole
manifold can be decomposed into such slices in a canonical fashion between
two limits, defined by the minimum and maximum of f on M . Let the part
of M below a be defined as

Ma = f−1(−∞, a] = {x ∈M : f(x) ≤ a}.

These sets describe the whole manifold as a varies between the minimum
and maximum of f .

Morse functions are defined as a particular set of smooth functions f :
M → R as follows. Suppose a function f has a critical point xc, so that the
derivative df(xc) = 0, with critical value f(xc). Then f is a Morse function if
its critical points are nondegenerate in the sense that the Hessian matrix of
second derivatives at xc, whose elements, in terms of local coordinates are

Hi,j = ∂2f/∂xi∂xj ,

has rank n, which means that it has only nonzero eigenvalues, so that
there are no lines or surfaces of critical points and, ultimately, critical points
are isolated.

The index of the critical point is the number of negative eigenvalues of H
at xc.

A level set f−1(a) of f is called a critical level if a is a critical value of f ,
that is, if there is at least one critical point xc ∈ f−1(a).

Again following Pettini (2007), the essential results of Morse theory are:
[1] If an interval [a, b] contains no critical values of f , then the topology

of f−1[a, v] does not change for any v ∈ (a, b]. Importantly, the result is valid
even if f is not a Morse function, but only a smooth function.

[2] If the interval [a, b] contains critical values, the topology of f−1[a, v]
changes in a manner determined by the properties of the matrix H at the
critical points.

[3] If f : M → R is a Morse function, the set of all the critical points
of f is a discrete subset of M , i.e. critical points are isolated. This is Sard’s
Theorem.

[4] If f : M → R is a Morse function, with M compact, then on a finite
interval [a, b] ⊂ R, there is only a finite number of critical points p of f such
that f(p) ∈ [a, b]. The set of critical values of f is a discrete set of R.
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[5] For any differentiable manifold M , the set of Morse functions on M is
an open dense set in the set of real functions of M of differentiability class r
for 0 ≤ r ≤ ∞.

[6] Some topological invariants of M , that is, quantities that are the same
for all the manifolds that have the same topology as M , can be estimated and
sometimes computed exactly once all the critical points of f are known: Let
the Morse numbers µi(i = 1, ...,m) of a function f on M be the number of
critical points of f of index i, (the number of negative eigenvalues of H). The
Euler characteristic of the complicated manifold M can be expressed as the
alternating sum of the Morse numbers of any Morse function on M ,

χ =
m∑
i=0

(−1)iµi.

The Euler characteristic reduces, in the case of a simple polyhedron, to

χ = V − E + F

where V,E, and F are the numbers of vertices, edges, and faces in the
polyhedron.

[7] Another important theorem states that, if the interval [a, b] contains a
critical value of f with a single critical point xc, then the topology of the set
Mb defined above differs from that of Ma in a way which is determined by
the index, i, of the critical point. Then Mb is homeomorphic to the manifold
obtained from attaching to Ma an i-handle, i.e. the direct product of an i-disk
and an (m− i)-disk.

Again, Pettini (2007) contains both mathematical details and further ref-
erences. See, for example, Matusmoto (2002) or the classic by Milnor (1963).

8.4 Geodesic flows

Explicit parametization of M of Section 2.8 introduces standard – and quite
considerable – notational complications (e.g. Burago et al., 2001; Auslander,
1967). Letting the parameters be a vector K having components Kj , j = 1..m,
we can write M in terms of a ‘metric tensor’ gi,j(K) as

M(A0, A) =
∫ Â

A

[
m∑
i,j

gi,j(K)
dKi

dt

dKj

dt
]1/2dt

(8.11)
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where the integral is taken over some parametized curve from the reference
state A0 to some other state A. Then equation (2.12) becomes

[
∑
i,j

gi,j(K)
dKi

dt

dKj

dt
]1/2 = L

dS

dM
.

(8.12)

This states that the ‘velocity’ dK/dt has a magnitude determined by the
local gradient in S at A0, since the summation term on the left is the square
root of an inner product of a vector with itself.

The first condition of equation (2.13), i.e. setting dS/dM|A0 = 0, gives

∑
i,j

gi,j
dKi

dt

dKj

dt
= 0.

(8.13)

Thus the initial velocity is again zero, in the coordinates K.
To go much beyond this obvious tautology we must, ultimately, generate

a parametized version of equation (8.11) and its dynamics, but expressing the
metric tensor, and hence redefining the geometry, in terms of derivatives of S
by the Ki. The result requires some development.

Write now, for parameters Ki the Onsager relation

dKi/dt = L∂S/∂Ki,

(8.14)

where the Ki have been appropriately scaled.
Again place the system in a reference configuration A0, having a vector of

parameters K0, so that
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dK/dt|K0 = L∇S|K0 ≡ 0.

(8.15)

Deviations from this state, δK ≡ K −K0, to first order, obey the relation

dδKi/dt ≈ L
m∑
j=1

(
∂2S

∂Ki∂Kj
|K0)δKj .

(8.16)

In matrix form, writing Ui,j = Uj,i for the partials in S, this becomes

dδK/dt = LUδK.

(8.17)

Assume appropriate regularity conditions on S and U, and expand the
deviations vector δK in terms of the m eigenvectors ei of the symmetric
matrix U, having Uei = λiei, so that δK =

∑m
i=1 δaiei.

Equation (8.17) then has the solution

δK(t) =
m∑
i=1

δai exp(Lλit)ei.

(8.18)

If all λi ≤ 0, then the system is bounded quasistable, and a physiological
forcing mechanism will be required to change status.

Next let dδKi/dt ≡ δVi. In first order the magnitude of the vector δV is
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|δV|2 =
L2

2

∑
i,j

[
∑
k

Ui,kUk,j ]δKiδKj

(8.19)

Redefining

gi,j ≡
L2

2

∑
k

Ui,kUk,j

(8.20)

gives, after some notational shift, the symmetric Riemannian metric

dV 2 =
∑
i,j

gi,j(Ki,Kj)dKidKj ,

(8.21)

so that the metric, and hence the geometry, is now defined in terms of
derivatives of S by the Kj .

The ‘distance’ between points a and b along some dynamic path in this
geometry is, again,

s(A,B) =
∫ B

A

[
∑
i,j

gi,j
dKi

dt

dKj

dt
]1/2dt.

(8.22)

Application of the calculus of variations to minimize this expression pro-
duces a geodesic equation for the slowest dynamical path, and hence the most
physiologically stable configuration. This has the traditional component-by-
component form
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d2Ki/dt
2 +

∑
j,m

Γ ij,m
dKj

dt

dKm

dt
= 0,

(8.23)

where the Γ ij,k are the famous Christoffel symbols involving sums and
products of gi,j and ∂gi,j/∂Km (e.g. Auslander, 1967; Burago et al., 2001;
Wald, 1984, etc.).

The analog to equation (8.12) in this new geometry, defining a quasi-stable
state, is that there exists a positive number K � R, where R is the maximal
possible number characteristic of the entire system, such that, for all geodesics
K(t) which solve equation (8.23),

|K(t)| ≤ K.

(8.24)

at all times t.
Under such circumstances geodesics sufficiently near the reference state A0

are all bound, and external physiological forcing must be imposed to cause
a transition to a different condition. This result is analogous to the ‘Black
Hole’ solution in General Relativity: recall that, within a critical radius near
a sufficiently massive point source – the ‘event horizon’ – all geodesics, rep-
resenting possible paths of light, are gravitationally bound without, however,
the possible grace of some deus ex machina.

Note that the repulsive version of equation (8.24) might well be charac-
terized as an unattainable White Hole.

Extending these considerations to the stochastic differential equation for-
mulation of equation 3.15 leads quickly and decidedly into realms of stochastic
differential geometry much like those of Emery (1989).



9

Mathematical Appendix II

9.1 Martingales

Suppose we have entered one of the great gambling casinos of the world,
host to an almost infinite variety of games of chance: card games ranging
from baccarat and blackjack to keno and poker, roulette wheels, one armed-
bandits, dice games, and so on. Each game has different rules of play, even
if, as for card games, the instruments of play are all the same. Complicated
outcomes for those instruments produce equally complex patterns of loss or
gain for the player.

Suppose a player begins with an initial fortune of some given amount, and
bets n = 1, 2, ... times according to a stochastic process in which a stochastic
variable Xn, which represents the size of the player’s fortune at play n, takes
values Xn = xn,i with probabilities Pn,i such that∑

i

Pn,i = 1,

where i represents a particular outcome at step n.
Assume for all n there exists a value 0 < C <∞ such that the expectation

of Xn,

E(Xn) ≡
∑
i

xn,iPn,i < C

(9.1)

for all n. That is, no infinite or endlessly increasing fortunes are permitted.
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We note that the state Xn = 0, having probability P 0
n , i.e. the loss of all

a player’s funds, terminates the game.
We suppose it possible to define conditional probabilities at step n + 1

which depend on the way in which the value of Xn was reached, so that we
can define the conditional expectation of Xn+1:

E(Xn+1|X1,X2, ...Xn) ≡ E(Xn+1|n)

The ‘sample space’ for the probabilities defining this conditional expecta-
tion is the set of different possible sequences of the xm,i > 0:

x1,i, x2,j , x3,k...xn,q

We call the sequence of stochastic variables Xn defining the game a Sub-
martingale if, at each step n,

E(Xn+1|n) ≥ Xn,

a Martingale if

E(Xn+1|n) = Xn

and a Supermartingale if

E(Xn+1|n) ≤ Xn.

Xn is, remember, the player’s fortune at step n.
Clearly a submartingale is favorable to the player, a martingale is an ab-

solutely fair game, and a supermartingale is favorable to the house.
Regardless of the complexity of the game, the details of the playing instru-

ments, the ways of determining gains or loss or their amounts, or any other
structural factors of the underlying stochastic process, the essential content
of the Martingale Limit Theorem is that in all three cases the sequence of
stochastic variables Xn converges in probability ‘almost everywhere’ to a well-
defined stochastic variable X as n→∞. That is, for each kind of martingale,
no matter the actual sequence of winnings x1,i, x2,j , ...xn,k, xn+1,m, ..., you get
to the same limiting stochastic variable X. Sequences for which this does not
happen have zero probability.

A simple proof of this result (Petersen, 1995) runs to several pages of dense
mathematics using modern theories of abstract integration on sets. Indeed, all
the asymptotic theorems we have cited require more or less arduous applica-
tion of measure theory and Lebesgue integration, topics which are themselves
relatively straightforward, elegant and worth study (Rudin, 1976, Royden,
1968). Proofs using more elementary approaches (Karlin and Taylor, 1975,
Ch. 6) run to full chapters.
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9.2 Nested Martingales

We are interested in a compound stochastic process in which the ‘winnings’ at
the ‘smaller’ scale, played by one set of rules, contribute, in some sense, to a
quite different game having completely different rules on a ‘larger’ scale. These
games are bounded by the condition E(Xn) < C, for some finite positive C.

The essential point is that a proportion of the winnings from the smaller
game are duplicated by a ‘benefactor’ and directly raise the magnitude of the
player’s fortune for the larger, embedding game.

If the inner game is characterized at step n by the random variable Yn,
then the ‘real’ winnings at step n+1 for the embedding game, associated with
the random variable Xn+1, become, for some function fn, which may involve
additional stochastic variables,

Xn+1 = fn(Xn,Yn,Yn+1).

(9.2)

A slightly different approach would involve conditional expectations in the
convolution of scales:

E(Xn+1|n) = Fn(Xn,Yn, E(Yn+1|n))

(9.3)

for some function Fn.
Traditionally the simplest version of this extension assumes that the com-

pound game is, in some sense, a subset of the original:

Xn+1 = Xn + An(Yn+1 −Yn).

(9.4)

We assume the filter An ≥ 0 is a non-negative stochastic variable, which
can indeed take the value 0. This may, for example, be greater than zero only
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one time in ten or a hundred, on average. Taking the conditional expectation
gives

E(Xn+1|n) = Xn + An(E(Yn+1|n)−Yn)

(9.5)

where we recognize the conditional expectation of any variate Zn at step
n is just its value.

Since An ≥ 0, the game described by the attenuated sequence Xn has the
same martingale classification as does the nested central city game described
by Yn.

9.3 The Martingale Transform

The X-processes in equation (9.4) is the Martingale transform of Yn (Taylor,
1996, p.232; Billingsley, 1968, p. 412), and the result is classic, representing
the impossibility of a successful betting system.

Note that the basic Martingale transform can be rewritten as

Xn+1 −Xn

Yn+1 −Yn
≡ ∆Xn

∆Yn
= An,

or

∆Xn = An∆Yn.

(9.6)

Induction gives

Xn+1 = X0 +
n∑
j=1

Aj∆Yj .

(9.7)
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This notation is suggestive: in fact the Martingale transform is the dis-
crete analog of Ito’s stochastic integral relative to a sequence of stopping
times, (Taylor, 1996, p. 232; Protter, 1990, p. 44; Ikeda and Watanabe, 1989,
p. 48). In the stochastic integral context the Y-process is called the ‘inte-
grator’ and the A-process the ‘integrand.’ Further development leads toward
generalizations of Brownian motion, the Poisson process, and so on (Meyer,
1989; Protter, 1990).

The basic picture is of the transmission of a signal, Yn, in the presence of
noise, An.

9.4 Stochastic Differential Equations

A more realistic extension of the elementary denumerable Martingale trans-
form for our purposes is

Xn+1 = Xn + (Bn+1 −Bn)Xn + An(Yn+1 −Yn),

(9.8)

where Bn is another stochastic variable.
Using the more suggestive notation of equations (9.6) and (9.7) this be-

comes the fundamental stochastic differential equation

∆Xn = Xn∆Bn + An∆Yn.

(9.9)

Taking conditional expectations gives

E(Xn+1|n)−Xn =
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Xn(E(Bn+1|n)−Bn) + An(E(Yn+1|n)−Yn).

(9.10)

If Xn,An ≥ 0, the martingale classification of X depends on those of B
and Y.

Extending the argument to a hierarchically-linked network is straightfor-
ward, leading to the Ito stochastic integral

Xn+1 ≈ X0 +
n∑
k=1

Ak∆Yk.

(9.11)

The complete hierarchical system, then undergoes an iterative Z-process
defined by the integrator Xj :

Zm+1 ≈ Z0 +
m∑
j=1

Cj∆Xj .

(9.12)

Extension of this development to intermediate times is complicated and
involves taking the continuous limit of the Riemann-type sums of equations
(9.7), (9.11) and (9.12). This produces the stochastic differential equation

dXt = XtdBt + AtdYt

(9.13)

whose solution depends critically on the behavior of the second-order step-
by-step ‘quadratic variation,’ a variance-like limit of the stochastic processes.
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Letting Un,Vn be two arbitrary processes with U0 = V0 = 0, their quadratic
variation is

[Un,Vn] ≡
n−1∑
j=1

(Uj+1 −Uj)(Vj+1 −Vj).

(9.14)

Taking the ‘infinitesimal limit’ of continuous time, a term-by-term expan-
sion of this sum can be shown to give (e.g. Meyer, 1989; Protter, 1990)

[Ut,Vt] = UtVt −
∫ t

0

UsdVs −
∫ t

0

VrdUr.

(9.15)

To put this in some perspective, classical Brownian motion has the ‘struc-
ture equation’

[Xt,Xt] = t.

That is, for Brownian motion the jump-by-jump quadratic variation in-
creases linearly with time. While much of the contemporary theory of financial
markets is based on Brownian analogs, real processes are likely to be more
complex, subject to sudden, massive, discontinuous ‘phase changes’ which
cannot be simply characterized as diffusional.

The solution of equation (9.13) is a classic result in the theory of stochastic
differential equations (Protter, 1990). We assume for simplicity no discontin-
uous jumps, and first study the ‘exponential’ equation

dXt = XtdBt

or equivalently

Xt = X0 +
∫ t

0

XsdBs
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(9.16)

Following Protter (1990, p. 78) this has the solution

Xt = ε(B)t = X0 exp(Bt − 1/2[Bt,Bt]).

(9.17)

Next we define

Ht ≡
∫ t

0

AsdYs.

(9.18)

Equation (9.13) can be restated as

Xt = Ht + X0 +
∫ t

0

XsdBs.

(9.19)

For the continuous case, this has the formal solution (Protter, 1990, p.266)

εH(B)t =

ε(B)t[H0 +
∫ t

0

1/ε(B)sd(Hs − [H,B]s)],

with
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1/ε(B) = ε(−B + [B,B]).

(9.20)

The structure equations defining [B,B] and [H,B] are critical in deter-
mining transient behavior, but not likely to have simple Brownian form.
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