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Preface

The aim of Apoptosis, Cell Signaling, and Human Diseases: Molecular Mecha-
nisms is to present recent developments in cell survival and apoptotic pathways and
their involvement in human diseases, such as cancers and neurodegenerative disor-
ders. This requires an integration of knowledge from several fields of research, includ-
ing pathology, genetics, virology, cell biology, medicine, immunology, and molecular
biology. This edition of the book examines the impact of molecular biology on dis-
ease mechanisms.  With recent advances in technology such as microarray and pro-
teomics, new biomarkers and molecular targets have been identified. These potential
targets will be very useful for the development of novel and more effective drugs for
the treatment of human diseases.  The challenge now is not only to understand disease
mechanisms but also to apply this knowledge to find therapies that are more effective.

Cellular processes play major roles in cell survival and apoptosis. These events
are essential for tissue homeostasis and the maintenance of proper growth and devel-
opment of multicellular organisms. Imbalance in survival and apoptotic pathways may
lead to several diseases. Therefore, understanding the molecular mechanisms of cell
survival and apoptotic pathways is essential for the treatment and prevention of hu-
man diseases. The main focus of Apoptosis, Cell Signaling, and Human Diseases:
Molecular Mechanisms is to discuss the recent development in cell signaling events,
growth, metastasis, and angiogenesis, mechanisms of drug resistance, and targeted
therapy for human diseases. Volume 1 contains 15 chapters divided into two sections:
“Malignant Transformation and Metastasis” and “Molecular Basis of Disease Therapy”;
Volume 2 contains 18 chapters, also divided into two sections: “Kinases and Phos-
phatases” and “Molecular Basis of Cell Death.” Scientists well known in their fields
have contributed to this book.

In part I, the pathophysiological processes including the mechanisms by which
normal cells are transformed to malignant cells, regulation of cell growth, differentia-
tion and apoptosis by oncogenes and tumor suppressor genes, consequences of DNA
damage and the ability of cells to repair damaged DNA in response to stress stimuli,
molecular events involved in metastasis and angiogenesis, and roles of transcription
factors and cytokines in cell survival and apoptosis, are discussed.  The recent devel-
opment in technology has allowed us to identify new diseases before the appearance
of the symptoms.  The delay in identification of the disease may be fatal to human life.
The incorporation of concepts of engineering to the principles of biology has further
revolutionized the field of medicine.  Nanotechnology, bioinformatics, microarray
and proteomics are powerful tools that are being used in drug discovery and develop-
ment, and treatment of human diseases.

In part II, biological significance of the kinases, and the cell signaling events
that control cell survival and apoptosis are discussed.  The identification of over 500
protein kinases encoded by the human genome sequence offers one measure of the
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importance of protein kinase networks in cell biology.  Phosphorylation and dephos-
phorylation of protein kinases such as protein kinase A (PKA), protein kinase C (PKC),
cyclin-dependent kinase (CDK), phosphatidylinositol 3-kinase (PI3K), Akt, and MAP ki-
nase (MAPK) are important for regulating cell cycle, survival, and apoptosis.  High-through-
put technologies for inactivating genes are producing an inspiring amount of data on the
cellular and organismal effects of reducing the levels of individual protein kinases.  Despite
these technical advances, our understanding of kinase networks remains imprecise. Major
challenges include correctly assigning kinases to particular networks, understanding how
they are regulated, and identifying the relevant in vivo substrates. Genetic methods provide a
way of addressing these questions, but their application requires understanding the muta-
tions and how they affect protein-protein interacts.

Apoptosis is a genetically controlled process that plays important roles in
embryogenesis, metamorphosis, cellular homeostasis, and as a defensive mechanism
to remove infected, damaged, or mutated cells.  Molecules involved in cell death path-
ways are potential therapeutic targets in immunologic, neurologic, cancer, infectious,
and inflammatory diseases.  Although a number of stimuli triggers apoptosis, it is mainly
mediated through at least three major pathways that are regulated by (i) the death recep-
tors, (ii) the endoplasmic reticulum (ER), and (iii) the mitochondria.  Under certain
conditions, these pathways may cross talk to enhance apoptosis.  Death receptor path-
ways are involved in immune-mediated neutralization of activated or autoreactive lym-
phocytes, virus-infected cells, and tumor cells.  Consequently, dysregulation of the death
receptor pathway has been implicated in the development of autoimmune diseases, immu-
nodeficiency, and cancer.   Increasing evidence indicates that the mitochondrial and ER
pathways of apoptosis play a critical role in death receptor-mediated apoptosis.  Dysregu-
lation of these pathways may contribute to drug resistance.

A lot of progress has been made in understanding the mechanisms of apoptosis.
Mitochondria are critical death regulators of the intrinsic apoptotic pathway in response
to DNA damage, growth factor withdrawal, hypoxia, or oncogene deregulation. Activa-
tion of the mitochondrial pathway results in disruption of mitochondrial homeostasis,
and release of mitochondrial proteins.  The release of mitochondrial apoptogenic factors
is regulated by the pro- and anti-apoptotic Bcl-2 family proteins, which either induce or
prevent the permeabilization of the outer mitochondrial membrane.  Activation of the
death receptor pathway also links the cell-intrinsic pathway through Bid.  Mitochon-
drial membrane permeabilization induces the release of mitochondrial proteins (e.g.,
cytochrome c, Smac/DIABLO, AIF, Omi/HtrA2, and endonuclease G), which are regu-
lated by proapoptotic and antiapoptotic proteins of Bcl-2 family, and in caspase-de-
pendent and -independent apoptotic pathways.  The antiapoptotic members (e.g. Bcl-2
or Bcl-X

L
) inhibit the release of mitochondrial apoptogenic factors whereas the proapo-

ptotic members (e.g. Bax, and Bak) trigger the release.
Recent studies suggest that, in addition to mitochondria and death receptors, other

organelles, including the endoplasmic reticulum (ER), Golgi bodies, and lysosomes,
are also major points of integration of proapoptotic signaling and damage sensing.
Each organelle possesses sensors that detect specific alterations, locally activate sig-
nal transduction pathways, and emit signals that ensure inter-organellar cross-talk.
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The genomic responses in intracellular organelles, after DNA damage, are controlled
and amplified in the cross-signaling via mitochondria; such signals induce apoptosis,
autophagy, and other cell death pathways.

Chromatin remodeling agents modulate gene expression in tumor cells.  Acety-
lation and deacetylation are catalyzed by specific enzyme families, histone acetyl-
transferases (HATs) and deacetylases (HDACs), respectively.  Since aberrant
acetylation of histone and nonhistone proteins has been linked to malignant diseases,
HDAC inhibitors bear great potential as new drugs due to their ability to modulate
transcription, induce differentiation and apoptosis, and inhibit angiogenesis.  The pre-
clinical data on HDAC inhibitors are very promising, and several HDAC inhibitors
are currently under clinical trials for the treatment of cancers.

Apoptosis, Cell Signaling, and Human Diseases: Molecular Mechanisms will be
valuable to graduate students, postdoctoral and medical fellows, and scientists with a
working knowledge of biology and pathology who desire to learn about the molecular
mechanisms of human diseases and therapy.  I hope that individuals of diverse back-
grounds will find these volumes very useful.

Rakesh Srivastava, PhD
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I

KINASES AND PHOSPHATASES



1

Significance of Protein Kinase A in Cancer

Maria V. Nesterova and Yoon S. Cho-Chung

Summary
The system of cyclic nucleotides is one of the regulatory cascades whose initial step begins at the

level of the external signal perception and whose final step is completed by phosphorylation of a
number of substrate proteins mediating the diverse functional responses of the cell. The study of
cyclic adenosine monophosphate (cAMP) has indicated a dual effect for this nucleotide on prolifer-
ation and differentiation processes. Elevation of intracellular cAMP in normal and transformed cells
can lead to the initiation of cell proliferation, or is accompanied by corresponding morphological
changes and the induction of differentiation. The main target of cAMP action in the cell is cAMP-
dependent protein kinase, which may exist as two different isozymes, designated as type I (PKA-I)
and type II (PKA-II). These two isoforms are essentially distinct in their physicochemical properties.
Such evident differences of the protein kinases, both under the control of cAMP, indicate that they
act at different stages of cell life. The relative ratio of PKA-I and PKA-II varies not only throughout
the cell cycle in cells of the same type, but also among tissues and during development. The data
reported to date suggest that PKA-I acts as a positive growth effector, whereas PKA-II inhibits cell
division. Some exceptions were described, particularly the Carney complex, which is completely
attributed to mutations in the regulatory subunit of PKA-I. Thus, by modulating PKA isozymes, one
can regulate the process of cell division by controlling the balance in the proliferation–differentia-
tion system. This chapter describes a strategy for using cAMP analogs, antisense oligonucleotides,
and cAMP response element (CRE) transcription factor decoy oligonucleotides to modulate the
cAMP-mediated system to encounter and combat diseases, such as cancer. In connection with a
newly discovered excreted form of PKA, termed extracellular PKA (ECPKA), we also discuss the
possibility of using PKA as a tool in the diagnosis of cancer.

Key Words: Protein kinase A; 8-Cl-cAMP; antisense PKA RI; cancer; growth inhibition; tumor
reversion; CRE-transcription factor decoy.

1. Introduction
Cells can respond to extracellular signals through the activation of cell-surface receptors

and second-messenger pathways. The first-discovered and best-characterized second-
messenger system in eukaryotic cells is the cyclic adenosine monophosphate (cAMP)-
mediated system (1–3). Today, it is generally accepted that, in keeping with Greengard’s
hypothesis, most cAMP effects are related to the activating action on cAMP-dependent
protein kinase A (PKA) and the phosphorylation of its protein substrates (4). In the
absence of cAMP, PKA is an enzymatically inactive tetrameric holoenzyme consisting
of two catalytic subunits (C) bound to a regulatory subunit (R) dimer. Cyclic AMP binds
in cooperative manner to two sites on each regulatory subunits. Upon the binding of four
molecules of cAMP, the enzyme dissociates into an R subunit dimer with four molecules

From: Apoptosis, Cell Signaling, and Human Diseases: Molecular Mechanisms, Volume 2
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of cAMP bound and two free and active C subunits that phosphorylate serine and threo-
nine residues on specific substrate proteins (5,6).

Cyclic AMP regulates a number of different cellular processes, such as cell growth
and differentiation, metabolic processes, lipolysis, ion channel conductivity, synaptic release
of neurotransmitters, and gene expression. The question rises of how one enzyme with
such broad specificity like PKA can mediate so precisely the enormous variety of diverse
physiological events. The substrate specificity of PKA can be achieved on the different
levels of biological regulation. The first and most basic level of such regulation is the fact
that PKA has several isoforms. Initially, two izosymes of PKA, termed type I and type II
(PKA-I and PKA-II, respectively), were found based on their pattern of elution from
diethylaminoethyl (DEAE)-cellulose columns (7,8).

However, molecular cloning has identified a significant heterogeneity in both R and
C subunits, which revealed multiplicity of PKA isozymes. Cloning of cDNAs for regu-
latory subunits have identified two RI subunits, named RI (9,10) and RI (11,12), and
two RII subunits, termed RII (13,14) and RII (15,16), as separate gene products.
Furthermore, three distinct C subunits were identified and designated as C (17), C
(18,19), and C (20), respectively.

The PKA-I and PKA-II holoenzymes have distinct biochemical properties (8,21). It
has been shown that association and dissociation rates of PKA isozymes are affected
differently by factors such as salt and MgATP concentrations (8,22,23). In addition, auto-
phosphorylation of PKA-II favors its dissociation (24). Furthermore, PKA-I holo-
enzymes are more easily dissociated by cAMP in vitro than PKA-II holoenzymes (5,25).
Importantly, the preferential association of RII with C occurs in intact cells despite the
observation that the purified preparations of RI and RII show similar affinities for the
C subunit (26). If RII is overexpressed in cells, the C subunit preferably binds to RII,
increasing its holoenzyme PKA-II and depleting the RI holoenzyme, PKA-I (27). In
contrast, when RI is overexpressed, it is present at free dimers, cannot compete with RII
for C-binding, and does not downregulate PKA-II or upregulate PKA-I (27). More
recently it was shown, however, that depletion of the RII or RI subunit by gene targeting
did not result in quantitative compensation by RII in the RII knockout mice or by
RII /RII in the RI knockouts as would be expected. Instead, the authors found the
induction of RI and PKA-I assembly in both the RI and RII knockouts as a result
of a four- to fivefold increase in the half-life of RI protein when binding to the C subunit
forming PKA-I holoenzyme (28).

These data from the embryonic cells (28) are totally opposite to that observed in the
adult cells (27). Thus, the PKA-I and PKA-II assembly in vivo is clearly distinctive
between cells in the developmental stage, such as knockout mice, and the mature-adult
cells (28). It indicates that the PKA-I is essential for developmental embryonic cells,
whereas PKA-I is no longer needed in the fully developed adult cells. Therefore, these
data obtained from the knockout mice cannot be extrapolated directly to that of the
adult cells.

The presence of an isozyme consisting of an RI -RI heterodimer with associated
phosphotransferase activity has been reported (29). This isozyme was eluted at the posi-
tion of PKA-II by DEAE-cellulose chromatography, indicating different biochemical
properties of holoenzymes containing R-subunit homodimers vs heterodimers. The
existence of multiple R and C subunits make possible the formation of a number of PKA

4 Nesterova and Cho-Chung



holoenzymes with different biological characteristics and activities, which can be a part
of a regulatory system affecting the specificity of cAMP/PKA signaling pathway in cell
development, differentiation, and malignant transformation.

2. Protein Kinase A Isozymes: Normal Cells vs Cancer Cells
2.1. Tissue Specificity and Intracellular Distribution

In earlier studies, it was shown that the relative content of PKA-I and PKA-II varies
among tissues in adult animals and also in the same tissue among the different species
of animals (8,30), although the total R subunit/C subunit molar ratio in all normal tis-
sues examined was found to be 1:1 (30). It has become clear that considerable hetero-
geneity in R isoforms exists not only among species and tissues, but also within a single
cell type under different physiological/pathological conditions (31). The distinct local-
ization of PKA isoforms within the cell presents another level for regulation of the ability
of a single second messenger, cAMP, to produce a variety of effects and provides the
possibility for the phosphorylation of locally accessible substrates, ultimately resulting
in specific regulatory effects. The RI isoforms are thought to be primarily soluble and
cytoplasmic, whereas between 30 and 75% (depending on the tissue source) of the cellular
RII pool is in particular compartments and in association with certain subcellular structures,
such as with specific A-kinase anchor proteins (AKAPs) (32,33). It has been shown that
RI and RII may be associated with microtubules (34).

RII and RII subunits were found associated with pericentriolar matrix of the centro-
some during interphase (35), and the catalytic subunits bind to microtubules or mitotic
spindels (36). Localization on these structures, which are major components of the
cytoskeleton and mitotic apparatus, suggests that PKA can play an important role in dif-
ferent phases of the cell cycle. It was found that RII is tightly bound to centrosomal
structures during interphase through interaction with the AKAP450, but dissociates and
redistributes from centrosomes at mitosis. Furthermore, RII is solubilized from parti-
cular cell fractions and changes affinity toward AKAP450 as a result of phosphorylation
by CDK1 (37,38). It was found in colon cancer cells LS-174T that plasma membranes,
Golgi apparatus, and mitochondria contained mainly RII , and in the fractions of lyso-
somes and microsomes RI and RII were found in nearly equal amounts (39). The
analysis of purified plasma membranes and the surface of intact cells revealed the presence
of PKA on the external surface of LS-174T human colon carcinoma cells (40). Immuno-
precipitation identified the cAMP-binding protein as the RII regulatory subunit of PKA.
Moreover, during the logarithmic stage of growth, both the RI and RII subunits of PKA
were localized on the cell surface.

The cAMP signaling into the nucleus deserves special attention. It has been proposed
that the cellular localization of catalytic subunit may be responsible for determining its
physiological substrates. The most dominating theory is that in the basal state, PKA
resides in the cytoplasm as an inactive holoenzyme and induction of cAMP liberates the
catalytic subunit, which passively diffuses into the nucleus and induces cellular gene
expression (41–43). However, in earlier studies, PKA regulatory subunits were found in
the nucleus (44–46). It was observed that the localization of R-subunits in the nucleus
was dependent on the cAMP level especially in cancer cells (44). Recently, it was
shown that the two types of PKA in NG108-15 cells (neuroblastoma-glyoma hybrid)
differentially mediate the forskolin- and ethanol-induced cyclic AMP response
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element-binding protein (CREB) phosphorylation and cAMP response element
(CRE)–mediated gene transcription (47). It was discovered that activated type II PKA
is translocated into the nucleus where it phosphorylates CREB. By contrast, activated
type I PKA does not translocate to the nucleus but is required for CRE-mediated gene
transcription for the activation of coactivator, CBP. In the recent study of PC3M prostate
cancer cells with the aid of confocal microscopy, the total colocalization of C and RII
was found in both the cytoplasm and the nucleus of RII -transfected, growth-arrested
cancer cells (48). By contrast, such total colocalization of RII and C was not found
in the parental-nontransfectant, RI - and C -overexpressing cells (48). It was shown
that v-Ki-Ras oncogene alters cAMP nuclear signaling by regulating the location and
the expression of PKA-RII (49). They demonstrated that localization of PKA-II influences
cAMP signaling to the nucleus. Ras alters the localization and the expression of PKA-II
Translocation of PKA-II to the cytoplasm reduces the expression of cAMP-dependent
gene products (including RII , thyroid stimulating hormone [TSH] receptor, and thyro-
globulin), and the loss of RII permanently downregulates thyroid-specific expression
pattern (49). Taken together, these data suggest the special role for RII in cAMP-mediated
nuclear signaling.

2.2. Ontogeny and Cell Differentiation

The data described previously show us the importance of PKA in cell physiology.
The changes in the amount or activity of PKA isozymes have been correlated with
highly regulated processes, such as ontogeny and cell differentiation. Examples of such
studies are described here.

Two studies (50,51) of the development of PKA in mouse heart showed that the type I/
type II isozyme activity ratio (or RI/RII ratio) decreased from 3.0 in neonates (7- or 14-
d-old) to 1.0 in adult hearts. It was found that in rodents, after the third postnatal wk,
that no more cardiac cell division occurs, such that only cellular hypertrophy is respon-
sible for further cardiac growth (52). This implies that high levels of type I kinase (or
RI) are associated with the developmental phase of cell growth. A study of the differen-
tiation of ovarian follicle granulosa cells from immature hypophysectomized rats
treated with injections of estradiol and follicle-stimulating hormone showed a 10- to 20-
fold increase in the RII content of granulosa cells, without a corresponding increase in
the catalytic activity of PKA (53).

An inverse relationship between estrogen receptor and RII cAMP receptor has been
shown (54) in the growth and regression of hormone-dependent mammary tumors for
which estrogen has a trophic role. Differential expression of type I and type II protein
kinase is also cell-cycle specific. In Chinese hamster ovary (CHO) cells, PKA-I activ-
ity is high during mitosis and relatively low during G1 and S phases, whereas type II
activity is low during mitosis and increases at the G1-to-S phase border, again decreas-
ing by mid- to late-S phase (55). Experiments on peripheral blood lymphocytes sug-
gested that the mitogen concanavalin A selectively activated PKA-I, whereas
N6,O2-dibutyryl-cAMP activated PKA-II as well (56). This raised the question of
whether the two isozymes might mediate different effects on cell replication in these
cells. However, some reports have concluded that both isozymes convey inhibitory sig-
nals in lymphocytes (57). The most recent paper confirmed the significance of PKA-I
in receptor-mediated T-lymphocyte activation (58). Another report (59) showed that
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PKA-I mediates the inhibitory effects of cAMP on cell replication in T-lymphocytes. It
was concluded that activation of PKA-I is sufficient to inhibit T-lymphocyte prolifera-
tion. The membrane-bound PKA-II may mediate cAMP actions not related to cell repli-
cation. Interesting results were obtained by transfection of a human neoplastic B
precursor cell line (Reh) with plasmid-containing C gene (60). The growth rate of
clones transfected with C was retarded. In contrast, overexpression of the RI had no
effect on cAMP-dependent inhibition of cell proliferation. Furthermore, expression of
mutant regulatory subunit, which renders cAMP-dependent protein kinase unresponsive
to cAMP, clearly protected against the inhibitory effect of cAMP. These data provide
evidence that activation of the C subunit of PKA mediated the inhibitory action of
cAMP on cell proliferation in Reh cells (60). Thus, lymphoid cells provide us with the
important possibility of exploring how mitogenic signals regulate the levels of PKA
subunits.

Several examples of changes in PKA those that are associated with cell differen-
tiation induced in malignant cells by means other than cAMP stimulus, have been
described. Friend erythroleukemia cells—virus-transformed murine erythroleukemia
cells—can be stimulated by a wide variety of agents to express several characteristics
of erythroid cell differentiation. Induction of differentiation by dimethyl sulfoxide
was shown to result in a threefold increase in RII, a threefold decrease in RI, and an
RII/RI ratio of 11, compared with 1.2 in control cells (61). Murine embryonal sarcoma
cells, the pluripotent stem cells of malignant teratocarcinoma, responded to retinoic
acid followed by cAMP (but not the reverse order) by differentiating and becoming
parietal endoderm cells (62). Because cAMP alone cannot produce this effect, it was
suggested that the retinoic acid induced changes, which altered the response to cAMP
(63). The treatment of F-9 cells with retinoic acid resulted in an increase in RI, RII,
and histone kinase activity in cytosol and a preferential increase in the amount of RII
associated with plasma membrane. A selective activation of type II isozyme was also
correlated with the growth arrest induced by calcitonin in human breast cancer cell
line (64). These data indicate the distinct roles of cAMP receptor isoforms in the regulation
of ontogeny and cell differentiation and support a hypothesis that protein kinase type
II is primarily involved in differentiation processes, whereas protein kinase type I
relates cell proliferation (65,66).

2.3. RI /PKA-I: Cell Transformation and Human Tumors

Because the changing ratio of PKA-I and PKA-II appears to be involved in the onto-
genic and differentiation processes as described above, it is logical to expect changes or
abnormalities in the PKA of neoplastic cells. RI is the major subunit of PKA detected
in various types of human cancer cell lines (67,68). These cell lines include hormone-
dependent (MCF-7, T47D, and ZR-75-D) and hormone-independent (MCF-7ras, MDA-
MB-231, and BT-20) breast cancers; WiDr, LS-174, and HT-29 colon carcinomas; A549
lung carcinoma; HT-1080 fibrosarcoma; A4573 Ewing’s sarcoma; FOG and U251
gliomas; and HL-60, K-562, K-562myc, and Molt-4 leukemias.

The comparison of primary breast tumors with normal breast tissues showed signi-
ficantly higher levels of the RI/RII ratio and an increase in RI in tumors (69,70).
Extensive studies of PKA composition in mammary tumors in cancer patients revealed
(71) that overexpression of the R subunits of PKA (in particular, RI) is associated with
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high proliferation in normal breast, malignant transformation in the breast, poor prog-
nosis in established breast cancer, and resistance to antiestrogens. These data, together
with the observation that successful antiestrogen therapy is associated with reduced
expression of RI mRNA, suggest that targeting R subunits is an appropriate therapeutic
strategy for breast cancer.

The ratio of type I to type II protein kinase in renal cell carcinomas was about twice
that in renal cortex, although the total soluble cAMP-dependent protein kinase activity
was similar in both normal and malignant tissues (72). In the surgical specimens of
Wilms’ tumor, the type I/type II PKA ratio was two times greater than that in normal
kidney, and the RI/RII ratio was 0.79 for normal kidney and 2.95 for kidney with tumor
(73). Specimens of colorectal cancer contained R subunits, with no detectable levels of
RII, whereas both distant and adjacent mucosa contained detectable amounts of RII
with decreased levels of RI (74). Changes in cAMP-dependent protein kinase activity
have been reported in human thyroid carcinomas (75), in human cerebral tumors (76),
and in leukemia cells from patients (77). The comparison between RI and RII patterns
in normal peripheral blood lymphocytes and those in lymphocytes from patients with
chronic lymphocytic leukemia is characterized by low absolute amounts of RI and RII
and an altered molecular species of RII (78).

2.4. RI /PKA-I: Carcinogenesis

Alterations in PKA isozymes have been found during carcinogenesis. During dimethyl-
benz(a)anthracene-induced mammary carcinogenesis in rats, the transient increase in type
I PKA and RI subunit coincided with the initial action of carcinogen in the mammary
gland (79). The incidence of gastric adenocarcinoma by N-methyl-N’-nitro-N-nitroso-
guanidine and the trophic action of gastrin on gastric carcinoma production was correlated
with an increase in type I PKA activity (80). Changes in the cAMP-binding affinity to RII
but not to RI have been shown to correlate with the progression of urethan-induced mouse
lung tumors (81). Thus, RII of normal adult lung contained both high- and low-affinity
cAMP-binding sites, whereas RII in tumor exhibited only the low-affinity site, and these
changes in the cAMP-binding property correlated in degree with tumor size and extent of
anaplasticity. In contrast, a decreased expression of PKA-I and RI subunit was found in
mouse tumor cell lines of lung epithelial origin as compared with the immortalized non-
tumorigenic cell lines (82).

Changes in PKA isozyme patterns have been commonly observed in in vivo cell
transformation. SV40 viral transformation of BALB 3T3 fibroblasts was accompanied
by an increase in PKA-I activity and RI subunit level; normal BALB 3T3 cells contain
only type II kinase isozyme (83). Transformation of rat 3Y1 cells by the highly onco-
genic human adenovirus type 12 correlated with a three- to sixfold increase in PKA-I
and RI subunit levels (84). A marked increase in RI with a decrease in RII subunits was
detected in Harvey murine sarcoma virus-transformed NIH/3T3 clone 13-3B-4 cells
(85) and in NRK cells transformed with transforming growth factor (TGF) or v-Ki-ras
oncogene (86). TGF -induced transformation of mouse mammary epithelial cells
brought about a marked increase in the RI mRNA level along with a decrease in RII
and RII mRNA levels (87).

The dual signals, positive and negative, transduced by cAMP may depend on the availability
of RI and RII subunits, respectively. We have previously shown (88–91) that downregulation
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of RI receptor and the compensatory increase in RII receptor, obtained either by
treatment with site-selective cAMP analogs, such as 8-Chloro-adenosine 3 :5 -phosphate
(8-Cl-cAMP) or with an antisense oligonucleotide targeted against the RI mRNA
(see following sections), lead to arrest of cancer cell growth and induction of differentiation.
Moreover, the role of RII/PKA-II has been implicated in the control of gene transcription.
In the rat cancer cell line A126-1B2, a mutant of PC-12 pheochromocytoma that contains
a deficient PKA-II but contains the wild-type level of PKA-I, reconstitution of functional
levels of RII /PKAII rescued the cAMP-dependent cell-differentiation pathway and the
inducibility of the CRE-containing somatostatin gene transcription (92). We have hypothe-
sized that in cancer cells, a reduced availability of RII receptor, or its functional inactivation,
may play a key role in sustaining the high levels of RI expression and transformed phenotypes.
However, the direct link between overexpression of RI subunit and subsequent transformation
of normal cell to malignant cell is still unknown.

2.5. RI : A Partner for Cell-Cycle Regulator

Recently, RFC40 (RFC2), a novel partner for RI the second subunit of replication fac-
tor C (RFC) complexwas identified. It was shown, that this interaction may be associated
with cell survival (93). The RFC complex, which consists of five subunits (RFC1-5), func-
tions as a clamp loader to load the sliding clamp, proliferating cell nuclear antigen
(PCNA) onto the DNA, in an ATP-dependent manner, for the processive DNA synthesis
catalyzed by DNA polymerases and . The small subunits of the RFC complex have
been shown to form different complexes involved in cell-cycle checkpoint, sister chro-
matid cohesion and chromosome transmission, and genomic stability (94,95). In the
course of this study, a nonconventional nuclear localization sequence (NLS) was identi-
fied for RI and the investigators suggested, that nuclear localization of RFC40 may be
dependent on RI . Furthermore, when this process was disrupted, the progression of cells
to S phase became impaired leading to GI arrest. Thus, this novel protein–protein interaction
may also provide a basis for the regulation of cell-cycle progression by RI .

2.6. RI /RII : Point Mutation for Distinct Tumor Phenotype

One important method to study the significance of the protein is the introduction of
mutations into its structure. It has been shown that replacement of the pseudophosphory-
lation site Ala-97 in bovine RI with Ser significantly reduces MgATP binding affinity
for PKA-I holoenzyme (96). Conversely, replacement of the autophosphorylation site
Ser-145 in the R subunit of yeast PKA with Ala significantly enhances the affinity of R
for C subunit (97). In our study, we have shown (98) that overexpression of RII in
human colon carcinoma cells induces growth arrest and phenotypic changes that can be
abolished by site-directed mutation (autophosphorylation site) in RII . Our results sug-
gest a role for RII in the suppression of tumor cell growth, and thus abnormal expres-
sion of R subunit isoforms of PKA may be involved in neoplastic transformation.
Introduction of Ala99 to Ser mutation in human RI RI -P) causes reduced kinase acti-
vation by cAMP and arrest of hormone-dependent breast cancer cell growth (99).

2.7. Microarray Validation: RII —Induction of Tumor Reversion

The use of DNA microarray technology made possible genome-wide analysis of
gene expression patterns in cancer cells transfected with the isoforms of PKA regulatory
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subunits. We used PC3M prostate carcinoma cells as a model to overexpress wild-type
and mutant R and C subunit genes and examined the effects of differential expression
of these genes on tumor growth (48). RII - and RI -P–overexpressing cells markedly
suppressed genes that define the proliferation signature; RI -P, Ala99 to Ser mutation of
human RI is a functional mimic of RII . This cluster of genes was highly expressed
in parental-, C -, and RI -overexpressing cells. In this proliferation signature, genes
encoding cell-cycle control proteins, transcription factors, growth factor receptors, protein
kinases and phosphatases, and BRCA-1-associated protein-1 were predominant. RII -
and RI -P–overexpressing cells also downregulated the transformation signature, including
genes encoding the ras homolog gene family, v-Akt murine thymoma, viral oncogene
homolog 2, TGF- 1 and receptor III, and matrix metalloproteinase 1 (MMP-1). Conversely,
RII -overexpressing cells upregulated the differentiation signature. This cluster was
dominated by genes encoding the PKA RII subunit, thioredoxin peroxidase, COX 11
homolog, E-cadherin, ornithine decarboxylase antizyme, thyroid hormone receptor
interactor 3, guanine nucleotide binding protein, Notch homolog 4, retinoblastoma-
binding protein 2, plasminogen activator inhibitor type II, protein phosphatase 4 and 2,
catalytic subunits, p53-binding protein 1, general transcription factor IIA1, and caspase
4. Strikingly, this cluster of differentiation genes induced in RII -overexpressing cells
was unaltered in RI -and C -overexpressing cells. Further characterization of these
differentiation genes will shed light on the mechanism of PKA signaling in apoptosis/
differentiation of tumor cells.

2.8. RI Mutation in Carney Complex

Cancer is associated with extensive genetic alterations and chromosomal distur-
bances, resulting in mutations of many genes. A series of recently published articles has
shown the first human disease mapping to mutations in RI –Carney complex (100).
Carney complex describes the association of spotty skin pigmentation, myxomas, and
endocrine overactivity; the disease is in essence the latest form of multiple endocrine
neoplasia to be described. It affects the pituitary, thyroid, adrenal, and gonadal glands.
Primary pigmented nodular adrenocortical disease (PPNAD), a micronodular form of
bilateral adrenal hyperplasia that causes a unique, inherited Cushing syndrome, is also
the most common endocrine manifestation of Carney complex. PPNAD and Carney
complex are genetically heterogeneous, but one of the responsible genes is PRKAR1A,
at least for those families that map to 17q22-24 (the chromosome region that harbors
PRKAR1A). The presence of inactivating germline mutations and the loss of wild-type
allele in Carney complex lesions indicated that PRKAR1A could function as a tumor-
suppressor gene in these tissues. Moreover, the experiments with transgenic mice bear-
ing an antisense construct of RI showed the possibility of the development of
endocrine and other tumors with increased levels of RII (101–103). Another group of
investigators (104) evaluated the expression of RI , RII , and RII in a series of 30
pituitary adenomas and the effects of subunit activation on cell proliferation. In these
tumors, neither mutation of PRKAR1A nor loss of heterozygosity was identified. By
real-time PCR , the mRNA of the three R subunits was detected in all of the tumors.
RI mRNA was most predominantly found in the majority of samples. By contrast,
immunohistochemistry documented low or absent RI protein levels in all tumors,
whereas RII and RII proteins were highly expressed, thus resulting in an unbalanced

10 Nesterova and Cho-Chung



RI/RII ratio. The low levels of RI resulted, at least in part, from proteosome-mediated
degradation. The effect of the RI/RII ratio on proliferation was assessed in GH3 cells
(growth hormone–secreting pituitary adenoma), which showed a similar unbalanced
pattern of R subunits expression, and in growth hormone-secreting adenomas. 8-
Cl–cAMP and RI RNA silencing (siRNA) stimulated cell proliferation and increased
cyclin D1 expression, respectively, in human and rat adenomatous somatotrophs. These
data show that a low RI/RII ratio resulted in proliferation of transformed somatotrophs
and are consistent with the Carney complex model in which RI inactivating mutations
further unbalance this ratio in favor of RII subunits.

Taken together, the balance between two isoforms of PKA appears to be critical for
maintenance of the certain state of the cell. Therefore, by modulating the activity of these
isozymes, one can regulate cell processes by controlling the balance in the proliferation/
differentiation system. Thus, PKA can be a target for antitumor drugs and can be used
in the diagnosis of cancer. The following sections of this review will describe the new
developments in the use of PKA as a target in cancer therapy.

3. PKA—Target for Anticancer Drugs
3.1. 8-Cl-cAMP

3.1.1. Site-Selective cAMP Analogs

In earlier studies, it was shown that growth and morphology of a number of cultured
cell lines can be influenced by cAMP or its derivatives (105,106). Exposure of various
lines of transformed cells to cyclic AMP or its dibutyryl derivative resulted in inhibition
of growth rate without affecting cell viability. The possibility of using the analogs of
cAMP for inhibition of tumor growth in vivo was shown for the first time in experi-
ments with hormone-dependent mammary tumors (107). It was shown that estrogen
concentration did not change, but acid ribonuclease activity and synthesis increased
during treatment with the N6,O2 -dibutyryl cyclic AMP and during tumor regression as
a result of hormonal deprivation. Growth arrest, thus, appears to derive from enhanced
tissue catabolism (107).

The study of mechanism of action and biology of PKA brought up the idea to syn-
thesize the analogs of cAMP that preferentially bind and activate PKA-I vs PKA-II.
cAMP binds to the regulatory subunits of PKA, at two different binding sites, termed
Site A (Site 2) and Site B (Site 1) (108,109). These binding sites have been identified
by differences in their rate of cyclic nucleotide dissociation and specificity for cyclic
nucleotide binding. Unlike parental cAMP, site-selective cAMP analogs demonstrate
selective binding for either one of the two known cAMP binding sites in the R subunit,
resulting in preferential binding and activation of either protein kinase isozymes
(108,109). cAMP, at high millimolar concentrations, saturates both PKA-I and PKA-II
maximally and equally without discrimination; therefore, selective modulation of
cAMP receptor isoforms has not been possible in previous studies where high concen-
trations of cAMP/cAMP analogs have been used (109).

With the use of site-selective cAMP analogs, it became possible to correlate the specific
effect of cellular protein kinase isozymes with cAMP-mediated responses in intact cells
(110). It was found that site-selective cAMP analogs demonstrate a major regulatory effect
on growth in a broad spectrum of human cancer cell lines, including breast, colon, lung and
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gastric carcinomas, fibrosarcomas, gliomas, and leukemias, as well as on growth in athymic
mice of human cancer xenografts of various cell types, including breast, colon, and lung car-
cinomas (67,68,87,110). The effect of the analogs on growth inhibition appeared to be
selective toward transformed cancer cells as opposed to nontransformed cells. The analogs
produced little or no growth inhibition of NIH/3T3 cells, normal mammary epithelial cells,
and normal peripheral blood lymphocytes (110). In contrast with the previously studied
cAMP analogs, the site-selective analogs demonstrated their growth-inhibitory effect in
micromolecular concentrations and were able to inhibit the growth of cancer cell lines that
are resistant to the cAMP analogs previously studied, such as dibutyryl-cAMP. Of these
site-selective cAMP analogs, the most potent in growth inhibition was 8-Cl-cAMP.

3.1.2. 8-Cl-cAMP: A Clinically Relevant cAMP Analog

8-Cl-cAMP, which belongs to the isozyme site discriminator class of site-selective
cAMP analogs, activates and downregulates PKA-I, but not PKA-II, by binding to both
site A and site B of RI, and to site B of PKA-II (111,112). The important property of
site-selective analogs was discovered by the effect of 8-Cl-cAMP on in vivo growing
tumors (68). The growth of transplantable hormone-independent DMBA- and metasta-
tic NMU-rat mammary carcinomas, which are completely resistant to dibutyryl cAMP,
was markedly inhibited by 8-Cl-cAMP treatment, and in the treated NMU–tumor-bear-
ing animal, no metastatic lesions were detected at the time of sacrifice, whereas the ani-
mals with untreated control tumor displayed metastatic lesions (68).

3.1.3. 8-Cl-cAMP vs 8-Cl-adenosine

In the cell culture, in vitro, and in rodent serum, in vivo, 8-Cl cAMP can be meta-
bolized by serum phosphodiesterase and 5 -nucleotidase to 8-Cl-adenosine, which is
strongly cytotoxic (113). It should be noted, however, that in human serum, 8-Cl-cAMP
was found not to be metabolized (NCI Decision Network Meeting, 1989). The universal
potent growth inhibitory effect of 8-Cl-cAMP, demonstrated in a broad spectrum of
human cancer cell lines (67,68,87,110), attracted attention of several investigators to per-
form 8-Cl-cAMP study. However, their seemingly wrong experimental approaches, such
as short time course (2 d instead of more than 3 d) and high concentrations of 8-Cl-cAMP
(50–100 M instead of 5–10 M), which produced the metabolites of 8-Cl-cAMP and
resulted in growth inhibition of both cancer cells as well as normal cells, led to the con-
clusion that the effect of 8-Cl-cAMP was actually that of its metabolite, 8-Cl-adenosine
(114). These investigators completely ignored the newly discovered fact that the growth
inhibitory effect of site-selective cAMP analogs is different from that in previous reports
that have shown a strong cytotoxicity using some of the amino-substituted C-8 analogs
and cyclic nucleotides of purine analogs; the cytotoxicity was mainly caused by the
adenosine metabolites of their nucleotides (115,116). Our laboratory performed an
extensive analysis of the effects of bovine (commercial) serum on the growth inhibitory
effect of 8-Cl-cAMP vs 8-Cl-adenosine (117). We used 11 heat-inactivated sera of dif-
ferent sources and one non-heat-inactivated serum. 8-Cl-cAMP (5 M for 3 d) exhibited
varying degrees (0–51%) of growth inhibition on the same cell line cultured in the
medium containing heat-inactivated serum from a different source. 8-Cl-adenosine (5 M
for 3 d) produced a constant growth inhibition (60%) regardless of serum source. The
phosphodiesterase activities for neither the cAMP nor 8-Cl-cAMP correlated with the
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varying degrees of growth inhibition exerted by 8-Cl-cAMP in the presence of different
serum supplements. The expression of RI subunit of PKA in the same cell line varied
widely with the different sources of serum supplement. 8-Cl-cAMP–induced growth
inhibition was dependent on the basal levels of RI and correlated with specific down-
regulation of the RI 8-Cl-cAMP, but not 8-CPT-cAMP (8-Cl-phenyl-thio-cAMP or N6-
benzyl-cAMP), inhibited cell growth in serum-free medium. These results show that the
growth inhibitory effect of 8-Cl-cAMP can vary with serum factors that modulate the
cellular RI expression but not the hydrolysis of 8-Cl-cAMP.

3.1.4. 8-Cl-cAMP: Antiproliferative and Proapoptotic Agent

It was shown that 8-Cl-cAMP-induced growth inhibition of LS-174T human colon
carcinoma cells was preceded by an increase in the transcription of RII gene and a
decreased transcription of RI gene and with corresponding changing levels of RII and
RI proteins (88). 8-Cl-cAMP also suppresses c-myc and c-ras oncogene expression
and induces changes in cell morphology (86). The inhibition of growth of LX-1 human
lung carcinoma in athymic mice by 8-Cl-cAMP correlated with an increase in RII
mRNA and protein levels and with a decrease in RI mRNA and protein levels (89). A
marked increase in RII mRNA along with a decrease in RI mRNA also preceded the
megacaryocytic differentiation induced in K-562 human leukemia cells by site-selective
cAMP analogs (118). The antagonistic effect of 8-Cl-cAMP toward TGF- also brought
about changing levels of cAMP receptor mRNA (87). Recently, it was shown that treat-
ment of MCF-7 breast cancer cells with 8-Cl-cAMP not only led to reduction of RI
but also decreased the amount of RFC40-RI complex, a cell-cycle regulator complex,
together with a decrease in cell survival (93).

Two independent, experimental approaches have been used to determine the mecha-
nism of the antitumor activity exhibited by 8-Cl-cAMP: overexpression of Bcl-2 or
treatment with ZVAD (a broad-range caspase inhibitor) to specifically block apoptotic
cell death without affecting the cell-proliferation pathway; and assessment of the effect
of 8-Cl-cAMP in the cell overexpressing RII , which exhibits retarded cell growth and
a reverted phenotype but does not undergo spontaneous apoptosis (119,120). At approx
5 d of 8-Cl-cAMP treatment, Bcl-2 is transiently downregulated, and Bad expression
continuously increased. Overexpression of Bcl-2 blocks 8-Cl-cAMP-induced apoptosis
but has no effect on the accompanying inhibition of cell proliferation. Suppression of
apoptosis by ZVAD does not abrogate 8-Cl-cAMP–induced inhibition of cell prolifera-
tion, and 8-Cl-cAMP exhibits no additive effect on the inhibition of cell proliferation in
cells overexpressing RII . These results indicate that 8-Cl-cAMP inhibits cancer cell
growth through both an antiproliferation mechanism and a proapototic mechanism
(120). Most likely, 8-Cl-cAMP, being a selective activator of PKA-I but not PKA-II
(68,88,121) will promote the phosphorylation of Bcl-2, but not Bad, leading to Bcl-2
inactivation and apoptosis. In fact, Bad phosphorylation by PKA-II in mitochondria is
shown to activate Bcl-2 (122). Further studies are required to refine the mechanism of
action of 8-Cl-cAMP in tumor growing inhibition.

3.1.5. 8-Cl-cAMP: Inhibitor of Clonogenic Growth

Important preclinical studies were conducted for evaluation the effects of 8-Cl-cAMP
on clonogenic growth of blast progenitors from 15 patients with acute myeloblastic

Protein Kinase A in Human Cancer 13



leukemia and 3 patients affected by advanced myelodysplastic syndrome (123). It was
shown that 8-Cl-cAMP was more effective in inhibiting the self-renewing clonogenic
cells than the terminally dividing blast cells. In addition, in four out of six cases 
studied, 8-Cl-cAMP was able to induce a morphologic and/or immunophenotypic
maturation of leukemic blasts. An evident reduction of RI levels in fresh leukemic
cells after exposure to 8-Cl-cAMP was also detected. The results showing that 8-Cl-
cAMP is a powerful inhibitor of clonogenic growth of leukemic blast progenitors by
primarily suppressing their self-renewal capacity indicate that this site-selective
cAMP analog represents a potent biological agent for acute myeloblastic leukemia
therapy in humans (123).

3.1.6. Phase I and Ex Vivo Clinical Studies

A phase I study of 8-Cl-cAMP provided promising results for use of this com-
pound in a clinical setting (124). Thirty-six courses of 8-Cl-cAMP were adminis-
tered to 17 patients by continuous intravenous infusion of the drug for 5 d/wk for
2 wk followed by a 1-wk rest period. Six increasing dose levels, from 0.01 to
0.25 mg/kg/h, were explored. A grade 4 and a grade 3 increase in serum creatinine and
a grade 2 increase in blood urea nitrogen observed at dose level VI (0.25 mg/kg/h)
in two patients were the dose-limiting toxicity. Level V (0.2 mg/kg/h) was the maximum
tolerated dose in which a grade 1 increase in serum creatinine was observed. An
increase in calcium levels was observed in several patients. Pharmacokinetic analysis
demonstrated that 8-Cl-cAMP at level IV (0.125 mg/kg/h), a dose devoid of toxicity,
achieved plasma concentrations in the potential therapeutic range. Interleukin (IL)-2
receptor expression, natural killer (NK)cell number, and cytolytic activity of peripheral
blood lymphocytes were markedly increased with 8-Cl-cAMP administration at all
doses (124).

Recently, it was found that activation of PKA by cAMP agonists, such as 8-Cl-
cAMP, selectively causes rapid apoptosis in v-abl transformed fibroblasts by inhibiting
the Raf-1 kinase (125). It was investigated whether 8-Cl-cAMP is useful for the treat-
ment of chronic myelogenous leukemia (CML), which is marked by the expression of
the p210bcr/abl p210bcr/abl oncogene. The study of the effects of 8-Cl-cAMP on primary
leukemia cells, bone marrow cells (BMCs) from eight CML patients (one at diagnosis,
three in chronic, and four in accelerated phase), were treated. Ex vivo treatment of
BMCs obtained in chronic phase of CML with 100 M 8-Cl-cAMP for 24 to 48 h led
to the selective purging of Philadelphia Chromosome (Ph I chromosome) without toxic
side effects on BMCs of healthy donors as measured by colony-forming unit (CFU)
assays. BMCs from patients in accelerated phase showed selective, but incomplete elim-
ination of Ph I chromosome positive colony forming cells. The mechanism of 8-Cl-
cAMP was investigated in cells transformed by p210bcr/abl, a cell culture model for
CML. The results showed that 8-Cl-cAMP reduced DNA synthesis, and viability inde-
pendent of Raf inhibition as Raf inhibitors had no effect. MEK inhibitors interfered with
DNA synthesis, but not with viability. These data indicate that 8-Cl-cAMP could be use-
ful to purge malignant cells from the bone marrow of patients with CML and certain
other forms of leukemias.

Further clinical applications of 8-Cl-cAMP may include its combination with other
anticancer drugs, differentiation agents, and conventional chemotherapeutic agents.
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3.2. Antisense Oligonucleotides

3.2.1. Antisense PKA RI

In the past years, selective nucleic acid therapeutics, those that can be used to mod-
ulate PKA isozyme expression, have been developed. These made a major contribution
to the understanding of several PKA-I functions and led to the development of potential
anticancer drugs. Results from this approach provided the first direct evidence that
the RI is a positive effector of cancer cell growth. It was found that downregulation
of RI by 21-mer antisense oligonucleotide directed to codons 1–7 of human RI
(15–30 M) led to growth arrest and differentiation in HL-60 leukemia cells (126) and
the inhibition of growth in human cancer cells of epithelial origin, including breast
(MCF-7), colon (LS-174T), and gastric (TMK-1) carcinoma and neuroblastoma (SK-N-SH)
cells, with no sign of cytotoxicity (91). The effect of RI antisense oligonucleotide
correlated with a decrease in RI protein and a concomitant increase in RII protein
levels (127). The increase in RII may, therefore, be responsible for the differentiation
in these cells exposed to RI antisense. In fact, exposure of HL-60 cells to 21-mer RII
antisense resulted in a blockade of cAMP-induced growth inhibition and differentiation
without apparent effect on the differentiation induced by phorbol esters (127). Thus,
RII cAMP receptor, but not RI , is the mediator of cAMP-induced differentiation in
HL-60 cells. The increase in RII at mRNA and protein level has also been correlated
with differentiation of K562 chronic myelocytic leukemia (118) and Friend erythrocytic
leukemia cells (128).

It has been shown that the sequence-specific inhibition of RI gene expression
inhibits in vivo tumor growth (129). A single subcutaneous injection into nude mice
bearing LS-174T human colon carcinoma with RI antisense phosphorothiate oligo-
nucleotide (directed to 8–13 codons of human RI ) resulted in an almost complete suppres-
sion of tumor growth for 7 d. There was no apparent sign of systemic toxicity. Even after
14 d, tumor growth was significantly inhibited in the antisense-treated animals. In contrast,
tumors in untreated, saline-treated, or control antisense-treated animals showed continued
growth. The RI levels in tumors from the antisense-treated animals were markedly
decreased within 24 h and remained at low levels for up to 2 to 3 d. Specific targeting of
RI by the antisense is evident, as RII levels remained unchanged. At day 3 after antisense
treatment, tumors that contained unreduced amounts of RI contained a new species of
R, RII along with a reduced amount of RII . The increase in RII expression was also
found in tumors that contained decreased levels of RI without reduction in RII
content. RII appeared 24 h to 3 d after antisense treatment but was not detected in control
tumors. These data show that the antisense-targeted suppression of RI brought about a
compensatory increase in RII levels.

3.2.2. Antisense RI Stabilizes the Competitor Molecule of RII

Examination of RII mRNA levels and the rate of RII protein synthesis in the con-
trol and antisense-treated LS-174T colon cancer cells revealed that the mechanism of
RII compensation demonstrated in the RI antisense-treated cells does not involve
transcriptional or translational control (130). This implies that the increased RII pro-
tein observed in the antisense-treated tumor cells must be due to stabilization of the
protein. Pulse-chase experiments were performed to determine the half-life of RII
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protein in control and antisense-treated LS-174T cells. The half-life of RII in control
cells was approx 2.0 h as measured by immunoprecipitation of [35S]-labeled RII pro-
teinfrom cell extracts after a cold chase with unlabeled methionine. In contrast, the
half-life of RII protein in antisense-treated cells was 11 h. This represents a 5.5-fold
increase in the half-life of the RII protein on treatment with RI antisense. The com-
pensatory stabilization of RII protein may represent an important biochemical mech-
anism of RI antisense that ensures depletion of PKA-I, leading to sustained inhibition
of tumor cell growth (130).

3.2.3. Second Generation Antisense RI

The “second generation” of structurally modified oligonucleotides has improved the
effectiveness of antisense oligos through a wide variety of sugar modifications. The
most important modifications involve the 2 position, such as 2 -O-methyl, 2 -O-
methoxy-ethyl, 2 -O-alkyl, or other groups. These analogs generally have increased
affinity for RNA and are more resistant to nucleases. Nevertheless, these oligos do not
support RNase H activity, and for this reason, their antisense effect is limited to a phys-
ical block of translation. Other representatives of “second generation” oligonucleotides
have modified phosphate linkages or ribosyl moieties, as well as oligonucleotides with
an altered backbone (131).

One of the most interesting examples of such second generation ODNs is the
RNA-DNA mixed backbone ODN of RI antisense, HYB165 (GEM 231) (132). The
polyanionic nature of the antisense RI PS-ODN is minimized, and the immuno-
stimulatory effect (GCGT motif) is blocked in RNA-DNA mixed-backbone RI anti-
sense ODN (133,134). Such second-generation ODNs have been shown to improve
antisense activity, be more resistant to nucleases, form more stable duplexes with
RNA and retain the capability to induce RNase H (135–137). Studies conducted in
both in vitro and animal models have demonstrated that, following treatment with
GEM231, downregulation of PKA-I is balanced by a rapid compensatory increase of
PKA-II isoform and is associated with early inhibition of expression of growth factors
and their receptors (TGF- , endothelial growth factor receptor [EGFR], and erbB-2),
oncogenes (myc and ras), and angiogenic factors (vascular endothelial growth factor
[VEGF] and basic fibroblast growth factor [bFGF]), as well as the induction of apoptosis
and, finally, growth arrest (138–142).

3.2.4. Microarray—Genomic View of Antisense RI

Our laboratory has conducted an analysis by DNA microarray of normal and cancer
cells treated in vitro and in vivo with antisense RI . We have demonstrated that this
agent is able to modulate a wide set of genes related to cell proliferation and transfor-
mation (143). It was shown that in a sequence-specific manner, antisense targeted to
protein kinase A RI alters expression of the clusters of coordinately expressed genes
at a specific stage of cell growth, differentiation, and activation. The genes that define
the proliferation-transformation signature are downregulated, whereas those that define
differentiation-reverse transformation signature are upregulated in antisense-treated
cancer cells and tumors, but not in host livers. In this differentiation signature, the genes
showing the highest induction include genes for the G proteins Rap 1 and Cdc42. The
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expression signature induced by the endogenously supplied antisense oligodeoxy-
nucleotide overlaps strikingly with that induced by endogenous antisense gene over-
expression. Defining antisense DNAs on the basis of their effects on global gene expression
can lead to identification of clinically relevant antisense therapeutics and can identify
which molecular and cellular events might be important in complex biological processes,
such as cell growth and differentiation (143).

3.2.5. Antisense RI : Combinatorial Therapy With Cytotoxic Drugs 
and Monoclonal Antibodies

Several studies have shown that the antisense RI is able to cooperate with a variety
of anticancer drugs of different classes, following intraperitonial as well as oral admini-
stration of the antisense. In particular, synergistic antitumor activity associated with
increased apoptosis can be obtained with taxanes, topoisomerase I and II inhibitors, and
platinum derivatives, both in vitro and in nude mice bearing a wide variety of human
cancer types (144–147). The biochemical and molecular basis of the cooperative effect
observed include the sensitization of cells to certain anticancer agents following down-
regulation of PKA-I and compensatory increase of PKA-II, the pharmacokinetic inter-
actions of antisense with certain drugs, and finally, the involvement of PKA-I in
signaling pathways hit by cytotoxic drugs.

A group of investigators proposed that the functional interactions of EGFR and PKA-I
may provide the basis for the development of a therapeutic strategy based on the com-
bination of their selective inhibitors (148). The combination of MabC225 (chimeric
monoclonal antibody [MAb] against EGFR-erbitux) with either the site-selective cAMP
analog 8-Cl-cAMP or, later, with GEM231, has been the first demonstration of the fea-
sibility and the antitumor activity of the combined blockade of pathways that are criti-
cal for cancer cell proliferation, survival, and progression and the regression of tumor
xenografs in vivo in nude mice (149). The combination of low doses of these agents
causes a marked cooperative antitumor effect in vitro and in vivo in nude mice accom-
panied by a significant prolongation of survival with no sign of toxicity.

Several studies established a link between PKA, bcl-2, and apoptosis. PKA seems
to be involved in bcl-2 phosphorylation following treatment with paclitaxel and
microtubule-damaging agents, whereas the PKA-I subunit RI is directly bound to
cytochrome c oxidase, and PKA-I inhibition causes cytochrome c release and apop-
tosis (150). Antisense PKA-I is able to inhibit bcl-2 expression and function, as well
as induce cleavage of PARP, activation of caspase 3, and finally, apoptosis (151).
More recently, it has been demonstrated that the PKA RI antisense can induce
phosphorylation of bcl-2 and hypohposphorylation of BAD, thus causing bcl-2
inactivation and induction of apoptosis in androgen-independent human prostate
cancer cells (152). These data also provide an explanation for the enhanced apoptotic
activity observed when antisense RI is associated with cytotoxic drugs. For these
reasons, it was investigated whether the combined blockade of PKA and bcl-2 by
antisense strategy may represent a potential therapeutic approach (153). It was
demonstrated that oral administration of GEM231 in combination with intraperi-
toneal injection of antisense bcl-2, oblimersen, has a marked antitumor effect and
causes a significant prolongation of survival in nude mice bearing human colon cancer
xenografs (153).
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3.2.6. Antisense RI : Phase II Clinical Study

Antisense RI has completed phase I studies (131) and is now entering phase II eval-
uation in combination with cytotoxic drugs. It could have therapeutic applications in
combination with other agents through enhancement of their antitumor activity and the
triggering of apoptosis, as well as after conventional therapy, by turning off mitogenic
signals and inducing a state of tumor dormancy. This therapeutic strategy would allow
the use of lower doses of cytotoxic drugs or radiation and a more selective and long-
term control of cancer with moderate toxicity.

3.2.7. Antisense RI : Chemoprevention

Because PKA-I seems to participate in the signals triggered by proteins implicated in
the process of neoplastic transformation, antisense RI may have a role in the field of
cancer chemoprevention. It was shown that, in DMBA-induced mammary carcino-
genesis, RI antisense inhibited the tumor production in a sequence-specific manner (154).
The results demonstrated that RI antisense produces dual anticarcinogenic effects: (1)
increasing DMBA detoxification in the liver by increasing phase II enzyme activities,
via increasing CRE-binding-protein phosphorylation and enhancing CRE-and AP-1
directed transcription; and (2) activating DNA repair processes in the mammary gland
by downregulating PKA-I.

3.3. CRE-Transcription Factor Decoy

The CRE consensus sequence is intimately involved in the transcription of a wide range
of genes (155). The promoter regions of several of these genes have been studied, and a
common CRE sequence has been found upstream of the transcription start site (156). All
of the cAMP responsive gene promoter regions have the same eight-base enhancer
sequence, the CRE, which is the palindromic sequence 5 -TGACGTCA-3 (157). Protein
that binds to the CREs has been identified as 43-kDa in size, contains a basic leucine
zipper DNA-binding motif, and is activated after phosphorylation by cAMP-dependent
protein kinase (158). Functional studies have shown that this transcription factor, termed
the CRE-binding protein (CREB), couples gene activation to a wide variety of cellular
signals, and thus coordinates a multitude of genes that regulate numerous cellular processes,
including cell growth and differentiation (159–161).

The ubiquitous nature of the CRE consensus site makes it a good target for chemo-
therapy. Synthetic double-stranded phosphorothioate oligonucleotoides with high affinity
for a target transcription factor can be introduced into cells as decoy cis-elements to
bind the factors and alter gene expression. Because the CRE cis-element is palin-
dromic, a synthetic single-stranded oligonucleotide composed of the CRE sequence self-
hybrydizes to form a duplex/ hairpin. It has been shown that a palindromic trioctamer of
this sequence can interfere with CREB binding, and specifically inhibits PKA subunit
expression, interfering with the CRE-PKA pathway (162). This oligonucleotide restrained
tumor cell proliferation, without affecting the growth of noncancerous cells. Furthermore,
in animal studies, CRE-decoy oligo inhibited tumor growth in nude mice without
obvious toxicity (162).

CREB is known to heterodimerize with a variety of other transcription factors,
including members of the Jun/Fos family (163). c-fos is also induced by cAMP, suggesting
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crosstalk between the CRE and AP-1 pathways. The CRE decoy brings about a marked
decrease in AP-1 binding resulting from decreases in c-fos expression (162). This result
demonstrates CRE decoy inhibition of transcription factor binding at two different cis-
elements: CRE and AP-1. Moreover, it was shown, that CRE decoy upregulates p53 and
inhibits the cyclin D1/Cdk4/pRB signaling pathway (164).

In a recent report, the effect of CRE-decoy oligo alone in a panel of three colorectal
cancer cell lines and the effect of combining this oligonucleotide with etoposide, 5-
fluorouracil on cell growth and viability have been investigated (165). Simple drug–drug
interaction studies showed that combining CRE-decoy oligo with chemotherapy resulted
in an enhancement of the antiproliferative effects. Furthermore, this cytostatic effect was
protracted and associated with an increase in senescence-associated -galactosidase
activity at pH 6.0. There is a possible role for p21waf1 in mediating this effect, as the
enhancement of cell growth inhibition was not observed in cells lacking the ability to
correctly upregulate this protein. Additionally, significant decreases in cyclin-dependent
kinase (CDK)-1 and CDK-4 function were seen in the responsive cells. These data
provide a possible model of drug interaction in colorectal cell lines, which involves the
complex interplay of the molecules regulating the cell cycle. Clinically, the cytostatic
ability of CRE-decoy oligo could improve and enhance the antiproliferative effects of
conventional cytotoxic agents.

These results support the ability of the CRE decoy oligonucleotide to regulate the
expression of cAMP-responsive genes underlying tumorigenesis and tumor progression.

4. PKA—A Cancer Diagnostic Tool
Recently, the presence of active PKA in the form of free C subunit was found in the

sera of patients with cancer, as well as in conditioned medium of cancer cells in tissue
culture (166–168). This ECPKA phosphorylates Kemptide, a PKA-specific synthetic
peptide substrate containing the consensus phosphorylation site of PKA (166). The
ECPKA activity is specifically inhibited by PKI, a PKA peptide inhibitor, but not by
PKC-specific peptide inhibitor, and is not activated by cAMP (166–168). Biochemical
and immunological characterization have shown that ECPKA is identical to the free C
subunit of intracellular PKA (166). A striking correlation was found between PKA-I
overexpression in the cell and ECPKA secretion. C and RI transfectants, which
upregulate PKA-I, increased ECPKA expression (166). Conversely, downregulation of
PKA-I in RII transfectants correlated with the sharp downregulation of ECPKA (166).
Overexpression of RI -P, which functionally mimics RII , downregulated ECPKA
expression as compared with that by RI , and mutant RII -P, a functional mimic of
RI , upregulated ECPKA as compared with RII cells.

Overexpression of mutant C , which lacks the N-terminal myristate, upregulated
total cellular PKA activity and PKA-I holoenzyme, but barely increased ECPKA, indi-
cating a structural requirement of ECPKA secretion (166). Increase of functional PKA-I
via RI or C overexpression in the cell, which may promote cell proliferation and
neoplastic transformation, enhances ECPKA secretion; conversely, ECPKA secretion is
decreased in tumor cells that are growth arrested via RII overexpression, which down-
regulates PKA-I and upregulates PKA-II (RII containing PKA-II). Recently, the clin-
ical significance of ECPKA in melanoma patients has been demonstrated (169). The
results showed the presence of ECPKA activity in the serum of melanoma patients,
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which correlated with the appearance and size of the tumor. Most importantly, surgical
removal of melanoma caused a precipitous decrease in ECPKA activity in the sera of
patients, suggesting that ECPKA may be a novel predictive marker in melanoma.

5. Conclusion
Cyclic AMP-dependent protein phosphorylation has been implicated in the regula-

tion of a wide variety of cellular processes. Activation occurs by binding of cAMP to
R subunits of PKA resulting in a release of free C subunits and subsequent phospho-
rylation of a variety of protein substrates. How can one enzyme with broad substrate
specificity be in charge of regulation of so many cellular processes? The control of
cAMP-dependent phosphorylation occurs on many different levels. First, this enzyme
exists in the form of two isozymes, which have several isoforms of R and C subunits.
The differences in promoter organization allow the differential regulation of the expres-
sion of the enzyme in response for extracellular stimuli. The difference in physicochem-
ical properties allows for activation of the enzyme at various intracellular conditions.
The localization of PKA in the cell is another extremely important point necessary to
achieve the specificity of biological function of PKA. There are many experimental evi-
dences for distinct function of PKA-I and PKA-II, providing molecular proof for the
importance of intracellular balanced expression of the two isoforms, which can play
a critical role in controlling cell growth and differentiation. Any disturbance of the balance
between subunits can lead to dramatic changes in the cell.

The key role in biological regulation makes PKA an important target for antitumor
drugs. One possibility for modulating the balance between PKA isozymes is the use
of site-selective analogs of cAMP. It was discovered that site-selective cAMP analogs
can act as novel biological agents capable of inducing growth inhibition and differen-
tiation in a broad spectrum of human cancer cell lines, including carcinomas, sarcomas,
and leukemias, without causing cytotoxicity. These studies resulted in the selection of
8-Cl-cAMP, the most potent site-selective cAMP analog for preclinical and clinical
phase I studies.

RI , which has completed phase I studies and is now entering phase II evaluation in
combination with cytotoxic drugs, could have therapeutic applications in combination
with other agents by enhancing their antitumor activity and triggering apoptosis, as well
as after conventional therapy, by turning off mitogenic signals and inducing a state of
tumor dormancy.

The CRE transcription factor complex is a pleiotropic activator that participates in
the induction of a wide variety of cell proliferation genes. Decoy technology is useful
in studying the role of CRE-directed transcription in tumorigenesis, tumor progression,
and cancer therapy. The CRE decoy is harmless to normal cells, but it is a potent
inhibitor of cancer cell growth both in vitro and in vivo.

Various cancer cells excrete PKA into conditioned media. Compared with serum
taken from healthy persons, serum taken from cancer patients exhibit marked upregula-
tion of ECPKA expression. Thus, it may be possible to use serum PKA as a tool for
diagnosing cancer.

Thus, the diversity and complexity of the cAMP signaling are highly dependent on
different stages of normal cellular development and differentiation, and such signaling
is disrupted in an abnormal physiology such as cancer. We believe that the large amount
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of experimental evidence now accumulated strongly supports the idea that PKA is a
valuable target for cancer treatment and diagnosis.
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Protein Kinase C and Apoptosis

Mary E. Reyland

Summary
The protein kinase C (PKC) family consists of ten structurally related serine/threonine protein

kinases. PKC isoforms are critical regulators of cell proliferation and survival and their expression
or activity is altered in some human diseases, particularly cancer. The development and utilization
of PKC isoform specific tools, including dominant inhibitory kinases, mouse models in which spe-
cific PKC isoforms have been disrupted, and PKC isoform specific antisense/siRNA, has allowed
studies to define isoform-specific functions of PKC in the apoptotic pathway. From these approaches
a pattern is emerging in which the conventional isoforms, particularly PKC and PKC , and the
atypical PKCs, PKC / and PKC , appear to be anti-apoptotic/pro-survival. The novel isoform,
PKC , is primarily pro-apoptotic, whereas PKC in most studies appears to suppress apoptosis. The
identification of both pro- and anti-apoptotic isoforms suggests that PKC isoforms may function as
molecular sensors, promoting cell survival under favorable conditions, and executing the death of
abnormal or damaged cells when needed.This chapter discusses what is currently known about the
contribution of specific isoforms to apoptosis, and how signal transduction by PKC integrates with
other molecular regulators to promote or inhibit apoptosis. 

1. Introduction
Apoptosis was originally described by Kerr, Wyllie, and Currie as a series of mor-

phologic changes to the cell which include membrane blebbing, nuclear condensation
and DNA digestion (1). It is now appreciated that this program of cell death is initiated
by physiological stimuli, during development, and by a wide range of cellular toxins.
Apoptosis is essential for the maintenance of tissue homeostasis in complex organisms,
and alterations in this pathway underlie a variety of disease processes. During develop-
ment, apoptosis mediates cell turnover and tissue remodeling and is important for the
elimination of self-reactive cells in the immune system. Apoptosis is also important for
the clearance of altered or damaged cells, and notably does so without eliciting an
inflammatory response. However, inappropriate activation or inhibition of apoptosis is
associated with a wide range of human diseases including cancer, autoimmune disease,
and neurodegenerative disorders. In cancer and autoimmune disease, failure to elimi-
nate defective or unwanted cells may contribute to disease (2–8), whereas in neurode-
generative disorders there is an inappropriate loss of cells. Included in this later group
are diseases such as heart failure and other types of acute and chronic tissue injury
where apoptosis may contribute to excessive cell loss. 

Genetic disruption of the apoptotic pathway is an extremely common feature of
tumor cells and the ability to evade apoptosis is considered an essential “hallmark of
cancer” (9,10). Correlations between the expression of specific apoptotic markers and
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clinical outcome underscore the relevance of this pathway to cancer biology (11,12).
For instance, increased expression of the anti-apoptotic protein, Bcl-2, or reduced
expression of the pro-apoptotic protein, Bax, correlates with poor prognosis and
increased metastasis in breast and other tumor types (11,12).  Bax expression is lost in
a subset of human colon cancers and its loss is associated with increased cancer cell
growth in vivo and in vitro (13). Likewise, inhibition of apoptosis may underlie the
resistance of many tumors to chemotherapeutic drugs. Loss of Bax in glioblastoma multi-
forme tumors results in resistance to apoptotic stimuli in vitro (14). Mouse models also
suggest that targeted suppression of the apoptotic pathway promotes tumor progression
in mice expressing activated oncogenes. For instance, overexpression of Bcl-2 increases
c-myc induced tumorigenesis in the mammary gland (15), whereas loss of the pro-apop-
totic protein, Bax, accelerates mammary tumor development in C3(1)/SV40-Tag transgenic
mice (16). Taken together, these studies suggest that normal apoptosis is critical for tumor
suppression and that inactivation, or aberrant regulation of this pathway, may have
important consequences for tumorigenesis or tumor progression. 

PKC family members have been implicated in a wide range of cellular responses
including cell permeability, contraction, migration, hypertrophy, proliferation, apopto-
sis, and secretion. In many cases these functions appear to be cell or tissue specific,
implying that the specification of these responses relies on the interaction of PKC iso-
forms with other regulatory pathways in the cell. In particular, protein kinase cascades
are emerging as important modulators of the apoptotic response (17). These include the
phosphoinositide 3-kinase/AKT (PI3-kinase/AKT) pathway, the c-Jun-N-terminal-
Kinase (JNK) and p38 pathways, the Janus-Kinase-Signal Transducer and Activator of
Transcription (JAK-STAT) pathway (18–20), and many isoforms of PKC. Activation of
these cascades can result in direct phosphorylation of apoptotic proteins, or regulate
apoptosis by activating or inhibiting the transcription of pro- or anti-apoptotic genes.
Recently, tools to decipher the function of specific PKC isoforms have been developed,
including “knock-out” mouse models, enabling investigators to probe the roles played
by specific members of this family. This chapter will focus on the evidence that specific
members of this family play distinct roles in regulating apoptosis. 

2. Apoptosis
Many laboratories have been involved in deciphering the molecular players that exe-

cute apoptosis as well as molecular regulators of the pathway. From these studies it has
become clear that despite the disparity in signals that induce apoptosis, execution of the
pathway relies on a common set of biochemical mediators. Critical genes in the apop-
totic pathway were identified first in Caenorhabditis elegans, and homologs of these
genes have since been cloned in mammalian cells, revealing a highly conserved path-
way from nematodes to mammals (21,22). Essential players in this pathway include the
Bcl-2 family of pro- and anti-apoptotic proteins, and the cysteine-dependent aspartate-
directed (caspase) proteases (23,24).

The Bcl-2 family consists of pro- and anti-apoptotic proteins that regulate the release
of pro-apoptogenic factors from the mitochondria, such as cytochrome c, which is essen-
tial for caspase activation (23,25). Apoptosis is suppressed through heterodimerization of
anti-apoptotic Bcl-2 proteins, such as Bcl-2 and Bcl-xL, with pro-apoptotic proteins such
as Bak and Bax, thus the ratio of pro- to anti-apoptotic Bcl-2 proteins is an important
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determinant of cell fate. In nonapoptotic cells, anti-apoptotic proteins bind to and neutral-
ize pro-apoptotic proteins. Apoptotic stimuli alleviate the Bcl-2 mediated suppression of
pro-apoptotic Bax and Bak, allowing these proteins to oligomerize into transmembrane
pores in the mitochondria, induce cytochrome c release and activate caspases. Key to this
pathway are the “BH3” only proteins, pro-apoptotic members of the Bcl2 family such as
Bim, Bid, Bik, PUMA, Noxa, and Bad, which act as apical damage sensors (26). BH3-only
proteins are thought to function by antagonizing the action of pro-survival Bcl-2 proteins
(26). The diversity of this subfamily of Bcl-2 proteins suggests that they may have evolved
in to response to diverse types of cell stress.

Caspases are expressed as inactive zymogens and are processed to an active form in
response to apoptotic stimuli (24,27,28). Activated initiator caspases cleave and activate
other caspases, resulting in a cascade of caspase activation. The job of activated cas-
pases is to dismantle the cell through cleavage of cell proteins, thus, caspase activation
is central to the process of apoptosis and activation of caspases is generally viewed as
an irreversible commitment to cell death. Whereas activation of the apoptotic pathway
is critical for removal of unwanted cells, studies from mice lacking specific components
of the apoptotic cascade suggest that this pathway is also absolutely required for devel-
opment, because loss of caspase-3, -7, -8, or -9, or Bcl-2 results in either embryonic or
perinatal death (29–31).

Two pathways for the activation of caspases have been described (see Fig. 1) (32).
These pathways differ in the mechanism by which initiator caspases are activated,
whereas the activation of downstream, or effector caspases, such as caspase 3, 6, and 7
is common to both pathways. The receptor-mediated, or extrinsic, pathway is initiated
by ligand binding to death receptors such as tumor necrosis factor (TNF), Fas, and TNF-
related apoptosis-inducing ligand (TRAIL) receptors (33). Ligand binding leads to the
formation of signaling complexes which activate caspases and lead to cell death. Key to
this pathway is formation of the death inducing signaling complex (DISC). Death recep-
tors contain a cytoplasmic domain, known as the “death domain” which, upon ligand
binding, interacts with the death domain of the adaptor protein, Fas-associated death
domain protein (FADD) or TRAIL-associated death domain protein (TRADD). Pro-
caspase-8 is then recruited to the complex to form the DISC, resulting in auto-cleavage
and activation of caspase-8 (34). Activated caspase 8 in turn cleaves and activates down-
stream “effector” caspases, such as caspase-3, leading to cleavage of cellular proteins
and cell death. Although this pathway was originally described as mitochondrial
independent, it is now clear that active caspase-8 can cleave Bid, a member of the Bcl-2
family, and that cleaved Bid can amplify the death signal by promoting the release of
apoptogenic proteins from the mitochondria (35).

Drugs, chemicals, irradiation, and cell stress activate caspases via the intrinsic or
mitochondria-dependent pathway. Although the specific cell signals delivered by these
agents differ, all appear to converge at the mitochondria resulting in the release of
cytochrome c and loss of mitochondrial membrane potential. Cytochrome c, together
with Apaf1, ATP and pro-caspase-9, forms the “apoptosome” and leads to activation of
caspase-9, and the subsequent activation of effector caspases. In addition to the Bcl-2
proteins discuss above, caspase activation is also regulated by the release of mitochon-
drial proteins such as the inhibitor of apoptosis proteins (IAP) that inhibit activated cas-
pases, and SMAC/DIABLO which binds and inhibits IAPs (36,37). Finally, a group of
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mitochondrial proteins have been identified that induce apoptosis independently of 
caspase activation (38,39). These include Apoptosis Inducing Factor (38,39) and
endonuclease G (40), which are released from the mitochondria in response to an apop-
totic signal and translocate to the nucleus to trigger nuclear condensation and DNA
fragmentation (39).

3. PKC Structure/Activation
The PKC family contains 10 structurally related serine/threonine protein kinases that

were originally characterized by their dependency upon lipids for activity (see Fig. 2)
(41,42). The lipid dependence of these enzymes has facilitated the identification of
upstream activators. Physiologic regulators of PKC, including growth factors and hor-
mones, activate PKC via receptor stimulated activation of phosphatidylinositol-specific
phospholipase C (PI-PLC). Activation of PI-PLC results in the generation of diacylgly-
cerol (DAG), an increase in intracellular Ca++ via generation of Ins(1,4,5)P3, and the
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Fig. 1. Intrinsic and extrinsic apoptotic pathways. Apoptosis can be activated through the
extrinsic/death receptor dependent pathways, or the intrinsic/mitochondrial dependent pathway.
Both pathways converge to activate a common set of effector caspases. See text for details.



subsequent activation of PKC. Sub-families of PKC are defined by their requirement for
these activators, with the classical isoforms (PKC , , and ) requiring DAG and 
calcium, the novel isoforms (PKC , , , and ) requiring DAG, but not calcium, and
the atypical isoforms (PKC and / ) requiring neither. The domains critical for bind-
ing these activators have been defined and reside in the N-terminal regulatory portion
of the protein. These include the C1 domain which binds DAG and the C2 domain
which binds Ca++. These domains also function to target PKC to membranes via DAG
and anionic phospholipids (43). The N-terminal regulatory domain also contains binding
sites for anchoring proteins which are thought to target the activated kinase to specific
subcellular sites. These include the Receptors for Activated C Kinase (RACK’s) as well as
other PKC-interacting proteins (44).

The C-terminal kinase domain of PKC is highly conserved between isoforms and
phosphorylation at three sites in this domain is required to generate a mature form of the
kinase that can be recruited to membranes (45–51). The first of these phosphorylation
events occurs at a conserved threonine in the activation loop; phosphorylation at this site
appears to be essential for activity of most isoforms (48,51). Several laboratories have
identified the PIP3 regulated kinase, PDK-1, as the kinase responsible for PKC activa-
tion loop phosphorylation (46,52). Phosphorylation at two additional C-terminal sites
contributes to the stability of the kinase. These include an autophosphorylation site and
a C-terminal hydrophobic site (48). Phosphorylation at these sites renders PKC protease
and phosphatase resistant, and catalytically competent. However PKC is still in an inac-
tive conformation in which the substrate binding pocket is occupied by the pseudosub-
strate domain. Generation of the second messengers, DAG and Ca++, increases the
affinity of “primed” PKC for the membrane resulting in release of the pseudosubstrate
from the substrate binding pocket and activation of the kinase. Tyrosine phosphorylation
of some PKC isoforms, particularly PKC , is seen in response to many stimuli including
apoptotic stimuli such as UV, H2O2 and etoposide (53–63). Tyrosine residues important
for apoptosis have been identified by mutagenesis and will be addressed below.

4. PKC and Apoptosis
PKC plays a fundamental role in the regulation of cell proliferation and differentia-

tion and recent studies suggest that it is also involved in the regulation of cell survival.
Early approaches to defining the role of PKC in apoptosis relied upon activation of PKC
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Fig. 2. Structural representation of PKC isozymes and their subfamilies. PS, pseudosubstrate;
C1, binds DAG/phorbol esters; C2, binds phosphatidyl serine and Ca2+; C3 and C4, kinase
domain.



by phorbol-12-myristate-13-acetate (PMA), which targets the conventional and novel
isoforms, and inhibition by pharmacological agents. These agents are problematic both
because of their broad specificity within the PKC family, and in the case of inhibitors,
their potential for inhibition of other enzymes. Nonetheless, using these types of
approaches, investigators have clearly demonstrated a role for PKC in regulating apop-
tosis induced by both death receptors (extrinsic pathway), and by DNA damaging
agents and cell toxins (intrinsic pathway). Whether alterations in PKC activity enhance
or suppress apoptosis appears to depend on the initiating signal as well as the specific
cell type. Most studies indicate that activation of PKC with PMA blocks Fas, TRAIL,
and TNF- induced apoptosis (64–69). In some cases this appears to result from 
disruption of DISC formation (66,67).  The protective effect of PMA on Fas-induced
apoptosis has also been attributed to activation of the extracellular regulated kinases
(ERK) and NF- B pathways (70). However, in some studies PMA induces apoptosis, or
sensitizes cells to death receptor induced apoptosis (71–73). This supports the notion
that the functional outcome of PKC activation reflects the specific PKC isoform expres-
sion profile of a given cell type. 

The particular cellular mix of PKC’s maybe even more critical in the context of the
intrinsic apoptosis pathway. Activation of PKC with PMA blocks irradiation induced
apoptosis in Jurkat cells (74) and singlet oxygen induced apoptosis in HL-60 cells (75).
However, in some cell types, including salivary epithelial cells (71) and prostate cancer
cells (72,76), PMA induces apoptosis. Likewise, the PKC inhibitor, rottlerin, sup-
presses genotoxin induced apoptosis in most cells, however in some cell types pretreat-
ment with rottlerin enhances apoptosis (77,78).The complexity and potential redundancy
of the PKC signaling network has prompted the development of PKC isoform specific
tools including dominant inhibitory kinases, mouse models in which specific PKC iso-
forms have been disrupted, and PKC isoform-specific antisense/siRNA to define iso-
form-specific functions of PKC in the apoptotic pathway. From these approaches a
pattern is emerging in which the conventional isoforms, particularly PKC and PKC ,
and the atypical PKC’s, PKC / , and PKC , appear to be anti-apoptotic/pro-survival.
The novel isoform, PKC , is primarily pro-apoptotic, whereas PKC in most studies
appears to suppress apoptosis. What is currently known about the contribution of specific
isoforms to apoptosis, and how signal transduction by specific PKC isoforms integrates
with other molecular regulators to promote or inhibit apoptosis is discussed in the next
section.

5. Pro-survival PKC Isoforms
Pro-survival PKC isoforms have been defined chiefly based on the ability of these

protein kinases to suppress apoptotic signaling and/or promote cell survival. 

5.1. PKC

Most evidence suggests that PKC promotes cell survival and that loss of PKC
activity either induces death outright, or sensitizes cells to death signals. A notable
exception is LNCaP prostate cancer cells (79,80). In these cells PKC activation by a
synthetic DAG analog that activated PKC , but not PKC , was shown to induce apop-
tosis, and this could be blocked by expression of a dominant-negative PKC mutant
(79). However, in melanoma cell lines (81), COS1 cells, bladder carcinoma cell lines
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(82), glioma cells (83) and salivary gland epithelial cells (84), depletion of PKC acti-
vity by expression of dominant negative of PKC , or by PKC depletion with antisense
or siRNA, induces apoptosis. In the case of salivary epithelial cells and glioma cells,
PKC and PKC have been shown to be reciprocal regulators of apoptosis, with PKC
promoting cell survival and PKC promoting cell death (83,84). Finally, ceramide
induced apoptosis is thought to function at least in part by inhibiting phosphorylation,
and thereby activation, of PKC (85).

An important question remaining is whether apoptosis induced by loss of PKC is
secondary to loss of a proliferative signal, or occurs through a direct effect on the apop-
totic machinery. Proteins involved in the execution of apoptosis have been identified as
potential targets of PKC . Overexpression of PKC increases Bcl-2 phosphorylation at
serine 70 and suppresses apoptosis in human pre-B REH cells (86). Interestingly, phos-
phorylation at serine 70 has been shown to stabilize and increase the anti-apoptotic
function of Bcl-2 (87).  In a similar vein, depletion of PKC in COS cells induces apop-
tosis and this correlates with down regulation of Bcl-2 expression (82). PKC has also been
implicated in transduction of the Akt/PKB survival signal via direct phosphorylation of
Akt at serine 473, and by of activation of the serine/threonine protein kinase Raf-1
(88,89). Overexpression of PKC in 32D myeloid progenitor cells activates endoge-
nous Akt, consistent with its pro-survival function (90).

Overexpression of PKC is seen in a variety of human tumors, arguing that it may be a
pro-proliferative signal as well as an anti-apoptotic signal in these cells (91,92). Overex-
pression of PKC increases the proliferative capacity of thymocytes, MCF-7 breast cancer
cells and glioma cells (91,93,94). PKC has been shown to regulate a number of pathways
involved in cell proliferation including the MAPK, AP-1 and NF-kB pathways, and pro-
motes cell-cycle progression in some cells. The increased expression of PKC in tumor
cells has prompted the development of therapies directed at reducing its expression or
activity (91,93,94). Studies in vitro using a PKC antisense oligonucleotide to decrease
PKC expression in tumor cell lines showed decreased proliferation and increased
expression of p53, suggesting that PKC depletion therapy may sensitize tumors cells to
apoptosis (95–97). Likewise, PKC antisense oligonucleotides significantly reduced
tumor growth in a xenograph model (97). However, clinical trials to assess the efficacy of
this strategy for the treatment of human tumors have been disappointing.

5.2. PKC

Two forms of PKC , which differ in their C-terminus, are generated by alternative
splicing, PKC I and PKC II. Studies from mice deficient for both isoforms indicate that
PKC is essential for signaling via the B-cell antigen receptor and that loss of PKC
results in decreased NF- B activation and B cell survival (100). Most in vitro data indi-
cates a pro-survival function for PKC II. In vivo studies show that overexpression of PKC

II protects small cell lung cancer cells against c-myc induced apoptosis (101) and
Whitman et al. have shown that activation of PKC II suppresses Ara-C induced apopto-
sis in HL-60 cells and increases the level of the anti-apoptotic protein, Bcl-2 (102).
Nuclear translocation and activation of PKC II is also associated with v-Abl mediated
suppression of apoptosis in IL-3 dependent hematopoietic cells (103). Reported substrates for
PKC II include the pro-survival kinase, Akt, and lamin B1. In antigen stimulated mast cells
PKC II phosphorylates Akt at serine 473, consistent with a pro-survival function (104).
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PKC II phosphorylation on lamin B1 in etoposide treated rat fibroblasts appears to precede
caspase-6 cleavage of lamin B1 and dissolution of the nuclear membrane. 

In line with a pro-survival/anti-apoptotic function, animal cancer models as well as
human tumor studies suggest that PKC II expression may contribute to tumor promotion
or progression. For instance, PKC II expression is specifically increased in patients with
diffuse large B-cell lymphomas and inhibition of PKC in cultured cells from these
patients induces apoptosis (106). In mice, expression of a PKC II transgene results in
hyperplasia of intestinal epithelial cells and increased sensitivity to chemical carcinogens
(107,108). In a mouse xenograph model, growth of hepatocellular carcinomas induced
by overexpression of vascular endothelial growth factor (VEGF) could be blocked, and
apoptosis induced, by oral administration of an inhibitor of PKC (109). Recently, the
PKC- selective inhibitor, Enzastaurin, has been shown to suppress growth and induce
apoptosis in xenographs of human colon cancer and glioblastoma (110).

Whereas PKC II functions primarily to promote cell survival, the role of PKC I in
survival/apoptosis is less clear.  Inhibition of PKC I in W10 B cells increases apoptosis,
presumably by suppressing activation of the ERK pathway (111). Likewise, overexpres-
sion of PKC I suppresses the apoptotic response of gastric cancer cells to the COX-2
inhibitor, SC-236, whereas antisense depletion of PKC I sensitizes these cells to
chemotherapeutic drugs (95,112). In contrast, a pro-apoptotic function for PKC I has
been demonstrated using a HL-60 variant, HL-525 cells, which are deficient in PKC
(113). HL-525 cells are suppressed in death receptor induced apoptosis, but this response
can be recovered by transfection of PKC I (113,114). Likewise, in U-937 myeloid
leukemia cells PMA treatment induces apoptosis in a PKC dependent manner (73).

5.3. PKC

PKC expression/activation is often associated with cell transformation and tumori-
genesis and the ability of PKC to promote tumorigenesis is in many cases related to the
suppression of apoptosis (115–120). Early in vitro studies showed that PKC is required
for PMA mediated protection of U937 cells from TNF- or calphostin C induced apop-
tosis (121). Caspase cleavage of PKC occurs in some cells undergoing apoptosis, and
Basu et al. have shown that in MCF-7 cells treated with TNF- , caspase cleavage gener-
ates an active, anti-apoptotic form of PKC (122,123). In glioma cells, expression of
PKC suppresses TRAIL induced apoptosis. This protection can be enhanced by expres-
sion of a caspase-resistant form of PKC , suggesting the caspase cleavage of PKC con-
tributes to its pro-survival function (124). Likewise, expression of PKC promotes
survival of lung cancer cells and increases their resistance to chemotherapeutic drugs
(120). In contrast, PKC has been shown to be required for UV induced apoptosis
through regulation of the JNK and ERK signaling pathways via activation of Ras/Raf
(125). This may be a common effector of PKC because studies from other labs suggest
that the oncogenic function of PKC is through activation of the Ras/Raf pathway
(126–128). PKC has also been shown to enhance survival through activation of the 
NF- B pathway (129).

Other studies have suggested that changes in PKC expression may be associated
with tumor progression in humans. The PKC gene is amplified in 28% of thyroid can-
cers and a chimeric/truncated version of PKC has been cloned from human thyroid
cancer cells (116). Expression of this chimeric/truncated PKC protein in PCCL3 cells



made them resistant to apoptosis, suggesting that this may contribute to tumor prolifer-
ation or progression (116). In contrast, a later study from the same group showed no
mutations in PKC in a study of 31 thyroid cancers; however some tumors had
decreased expression of PKC (130). Analysis of a panel of melanoma cell lines showed
that PMA sensitizes cells to TRAIL induced apoptosis and that sensitization correlates
with low expression of PKC (131).

Overexpression of PKC is a common feature of human prostate tumors (132).
Studies in human prostate carcinoma cells show that overexpression of PKC is associ-
ated with conversion from an androgen dependent to androgen independent state, and
that in a CWR22 xenograft model, PKC is upregulated in recurrent prostate tumors
(117). This study further shows that endogenous PKC is required for resistance to
apoptosis in CWR-R1 cells, a cell line selected from the recurrent CWR22 tumors
(117). In other studies from the same lab, the resistance of prostate cancer cells to apop-
tosis was shown to result from the interaction of PKC with the pro-apoptotic protein,
Bax (133). Moreover, the association of PKC with Bax correlated with the progression
of prostate cancer cells to an apoptosis resistant state (133).

5.4. PKC and PKC

The atypical PKC isoforms, PKC / , and PKC are associated with survival in many
cells. These isoforms are downstream effectors of PI-3 kinase, are required for mitogenic
activation in oocytes and fibroblasts, and for NF- B activation in NIH3T3 cells and
U937 cells (134,135). Most studies indicate a correlation between the expression or acti-
vation of PKC / and/or PKC and sensitivity to apoptosis. PKC suppresses Fas-FasL
induced apoptosis in Jurkat cells by inhibiting DISC formation (136). Murray and Fields
have shown that PKC / protects human K562 leukemia cells from apoptosis induced by
taxol or okadaic acid (137). Protection against these agents appears to be specific for
PKC / , as expression of PKC had no effect (137). This same lab has also shown that
Bcr-Abl mediated resistance to apoptosis requires PKC (138). Plo et al. have reported
that overexpression of PKC protects U937 cells from etoposide and mitoxantrone-
induced apoptosis via inhibition of topoisomersase II activity (139). In line with these
studies, inhibition of PKC sensitizes U937 cells to etoposide and TNF- induced apop-
tosis (140). Berra et al. have shown that exposure of cells to apoptotic stimuli such as UV
radiation, leads to a dramatic decrease in the activity of the atypical PKC isoforms, PKC
and/or PKC (141). PKC is cleaved by caspases and down regulation of cleaved PKC
has been shown to occur through the ubiquitin-proteasome pathway (142,143).

Studies investigating the molecular mechanisms by which atypical PKC’s inhibit
apoptosis have revealed two potential pathways. PKC activity in apoptotic cells is nega-
tively regulated by it’s interaction with the pro-apoptotic protein, Prostate Apoptosis
Response-4 (PAR-4). Expression of PAR-4 induces apoptosis by coordinately activat-
ing the Fas-FasL death receptor pathway and suppressing the pro-survival NF- B pathway
(144). Data from several laboratories suggests that PAR-4 functions in part by regulating
pro-survival signaling mediated by the atypical PKCs.  PAR-4 has been shown to inter-
act with, and suppress, the enzymatic activity of PKC and PKC in apoptotic cells
(145). Further studies revealed that the atypical PKC’s are critical for activation of the
NF- B pathway, and that sequestration of PKC and PKC by PAR-4 is one mecha-
nism by which PAR-4 suppresses NF- B activation (146–149).  PKC has also been
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shown to interact with p38 in apoptotic chondrocytes, resulting in inhibition of
PKC (150). Recently it has been shown that p38 interacts with the regulatory domain
of PKC and suppresses PKC activity by blocking autophosphorylation of the kinase
(151). Interestingly, PKC and PKC have also been shown to bind to, and inactivate,
the pro-survival kinase, Akt, in response to ceramide and growth factors (152–154).
This finding suggests that through regulation of pro-survival pathways, the atypical
PKC’s may act as a switch between cell death and cell proliferation.

6. Pro-apoptotic PKC Isoforms
The novel isoforms, PKC and PKC , are often grouped together as pro-apoptotic.  This

is based primarily on the finding that both isoforms are cleaved by caspase-3 to generate
a constitutively activated form of the kinase, which, when introduced into cells can induce
apoptosis (155,156). However, the contribution of PKC to apoptosis has been investi-
gated to only a limited extent, with some studies indicating that it is required for T-cell
survival (157,158), whereas others indicate a pro-apoptotic function (155,156,159,160). In
contrast, the function of PKC in apoptotic cells has been studied extensively and it is
clear that in most cellular contexts PKC promotes, and in many instances is required for,
execution of the apoptotic program.

6.1. PKC

PKC is a ubiquitously expressed isoform that has been implicated in both regulation
of cell proliferation and cell death. In addition, recent studies on PKC / mice have
identified diverse roles for this signaling molecule in control of immunity (161,162),
apoptosis (163), and cell migration (164). In most cells overexpression of PKC results
in inhibition of proliferation, and/or apoptosis, and loss of PKC is associated with cell
transformation (165–169). However, some studies have attributed an anti-apoptotic or
pro-survival function to PKC , particularly in transformed or tumor cells (170–176).
PKC is required for activation of ERK downstream of the epidermal growth factor
receptor (EGF) (177–179) and for signal transduction downstream of the insulin growth
factor-1 (IGF-1) receptor in some tumor cells (180–182). These studies suggest that
PKC has the potential to both positively and negatively regulate cell proliferation and
cell death, and hence may act as a “switch” to direct a cell into an appropriate pathway
depending on the cellular milieu (183).

PKC is activated by numerous apoptotic stimuli and PKC activity is required for
apoptosis induced by ultraviolet (UV) irradiation, genotoxins, taxol and brefeldin A
(184,185), phorbol ester (186), oxidative stress (187), and death receptors (188).
Suppression of PKC function through treatment with the chemical inhibitor rottlerin
(185), expression of kinase dead PKC (PKC KD) (184) or the PKC regulatory
domain (186), or by introduction of a competitive PKC specific RACK RBS peptide
(189), all inhibit apoptosis in different cell types. 

Our laboratory and other groups have utilized inhibitors of PKC to probe where in
the apoptotic pathway PKC functions. In parotid C5 cells exposed to etoposide,
expression of PKC KD inhibits distal apoptotic events such as DNA fragmentation and
the morphological features of apoptosis, as well as proximal apoptotic events including
loss of mitochondrial membrane potential (184). Indeed, other reports have shown inhi-
bition of mitochondrial apoptotic features upon suppression of PKC function
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(186,187). This indicates that PKC s role in apoptosis is at, or prior to, signaling events
at the mitochondria. Consistent with these findings, mice in which the PKC gene has
been disrupted are defective in mitochondria-dependent apoptosis (163).

6.2. Caspase-Cleavage of PKC

Caspase cleavage of PKC is emerging as an important mechanism for amplification
of the apoptotic pathway. Early studies in U937 cells showed that irradiation activated
a 40-kD myelin basic protein kinase that was subsequently identified as a stable, proteo-
lytically cleaved, yet catalytically competent fragment of PKC (190). Cleavage of
PKC was shown to occur in the hinge domain of the protein at a consensus caspase-3
cleavage sequence, thus causing the release of the N-terminal regulatory region of the
enzyme and generating a C-terminal, constitutively active kinase fragment (see Fig. 3).
Production of this PKC fragment could be inhibited by overexpression of Bcl-2 or
treatment of cells with a pharmacological caspase inhibitor. In an accompanying study,
expression of the PKC catalytic fragment (PKC CF) was shown to be sufficient to rap-
idly induce apoptotic cell death independent of a killing stimulus, thus revealing a role
in apoptosis for PKC (191).

The current evidence suggests that full length PKC , as well as PKC CF, contribute
to apoptosis. It is known that expression of the caspase generated PKC CF is sufficient
to induce cell death, and Sitailo et al have shown that expression of PKC CF is associ-
ated with activation of the pro-apoptotic protein, Bax, and cytochrome c release
(192,193). Furthermore, a caspase resistant mutant of PKC protects keratinocytes from
UV-induced apoptosis (194). However, evidence supports a role for full length PKC
(PKC FL) in apoptosis as well, because a caspase uncleavable form of PKC can
induce apoptosis (192) and PKC is important for cell death in response to the toxins
ceramide and phorbol esters which do not induce PKC cleavage (76,195–197). Thus
PKC may function at two or more points in the apoptotic pathway; a likely scenario
being that PKC FL contributes to activation of caspase-3 and generation of PKC CF
which then feeds back to amplify the apoptotic pathway.  How PKC regulates specific
apoptotic events is not clear, although insight can be gathered from the large number of
studies that have analyzed PKC activation, subcellular localization and phosphoryla-
tion targets in apoptotic cells.

6.3. Tyrosine Phosphorylation of PKC

Phosphorylation of PKC on tyrosine residues is an early response to many stimuli
including apoptotic stimuli such as UV, H2O2 and etoposide(53–56). Functionally
important tyrosine residues in PKC have been identified by mutagenesis and include
Y64 and Y187 in glioma cells treated with etoposide (53), Y311, Y332 and Y512 in
response to H2O2 (56), and Y52, Y64 and Y155 in response to Sindbis virus infection
(198). Recently, Okhrimenko et al. have identified PKC Y155 as being important for
the anti-apoptotic effects of PKC in glioma cells treated with TRAIL (176). These studies
suggest that phosphorylation of PKC on specific tyrosine residues may regulate the
cell or stimulus specific functions of PKC .

Although in many cases the tyrosine kinases upstream of PKC have not been defined,
studies point to nonreceptor tyrosine kinases, specifically c-Abl and the Src-like kinase,
Lyn, as being important in response to apoptotic agents (54,56,58–60,199,200).
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Apoptotic agents activate c-Abl and Lyn and induce their association with PKC
(55,201,202). Yuan et al. report that in MCF-7 cells c-Abl constitutively associates with
PKC , and that PKC becomes phosphorylated on tyrosine in cells induced to undergo
apoptosis with ionizing radiation (55). Studies from this same lab show that in H2O2
treated cells, c-Abl phosphorylates PKC and PKC can also phosphorylate and activate
c-Abl (201). Yoshida et al. have reported that expression of dominant negative Lyn can
suppress tyrosine phosphorylation of PKC in Ara-C treated cells (202). Whereas Lyn
and c-Abl are found in both the nucleus and cytosol, it is the nuclear form of these
kinases that is activated by DNA damaging agents (203,204). Tyrosine phosphorylation
may link PKC to downstream events in the apoptotic pathway by regulating its catalytic
activity, subcellular localization, caspase cleavage or interaction with other proteins such
as substrates.

6.4. Subcellular Localization of PKC

PKC localizes to a variety of subcellular compartments in apoptotic cells in a cell
and stimulus dependent fashion. Translocation of PKC to the mitochondria has been
demonstrated in response to PMA, whereas oxidative stress induces mitochondrial
accumulation of PKC in U937 cells (186,187,196,197). In these studies translocation
of PKC to the mitochondria results in cytochrome c release and loss of mitochondrial
membrane potential. Mitochondrial association of PKC in prostate cancer cells ampli-
fies ceramide formation and promotes apoptosis (205). However, treatment of HeLa
cells with ceramide induces PKC localization to the Golgi compartment, and translo-
cation to the Golgi was shown to be indispensable for apoptosis (195). In contrast, treat-
ment of glioma cells with TRAIL results in the accumulation of PKC in the
endoplasmic reticulum and suppression of apoptosis (176).

PKC translocates from the cytosol to the nucleus in response to etoposide, -irradiation,
Fas ligand and IL-2 deprivation (53,55,192,206). We have defined a nuclear localization
sequence (NLS) in the carboxy-terminus of PKC that is required for nuclear import of
both full-length PKC and the PKC CF and have shown that nuclear localization of
PKC CF is required for its ability to induce apoptosis (192). Strikingly, parotid C5 cells
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Fig. 3. PKC and apoptosis. Sites in the mouse PKC protein important for regulation and
activation in apoptotic cells are shown. These include Y52, Y64, Y155, Y187, Y311, Y332, and
Y512; the caspase cleavage site at aa327; and the C-terminal nuclear localization sequence. 
See text for more details.



transfected with GFP-tagged PKC catalytic fragments exhibit rapid nuclear accumulation
and induction of apoptosis, independent of an apoptotic stimulus. This suggests that
caspase cleavage facilitates nuclear translocation of PKC in parotid C5 cells, while in
glioma cells, nuclear localization may precede caspase cleavage (53,192). Taken together,
these studies suggest a nuclear function for PKC in some apoptotic cells. This hypothesis
is supported by the observation that the many of PKC substrates in apoptotic cells are
nuclear proteins. 

6.5. Targets of PKC in Apoptotic Cells

Substrates of PKC in apoptotic cells include transcription factors, protein kinases,
structural proteins, DNA repair and checkpoint molecules, membrane lipid modification
enzymes, and Bcl-2 family members. Intriguingly, these substrates are localized to
mitochondria, plasma membrane, and nuclear compartments, suggesting that PKC can
regulate apoptosis from various organelles within the cell. In UV exposed cells, PKC
can phosphorylate and activate phospholipid scramblase 3 (PLS3) at the mitochondria
(207). In Fas treated cells, PKC phosphorylates and activates another member of this
family, PSL1, at the plasma membrane (208). In apoptotic monocytes PKC associates
with, phosphorylates, and increases the activity of caspase-3 (209).

The majority of PKC ’s substrates in apoptotic cells are nuclear proteins. For
instance, lamin B, a nuclear structural protein, is phosphorylated by PKC in Ara-c
exposed cells and contributes to this protein’s degradation and the subsequent destruction
of the nuclear infrastructure (210). Also, within the nucleus, PKC interacts with and
phosphorylates DNA-PK in cells exposed to genotoxins (211,212). Phosphorylation of
DNA-PK inhibits DNA binding, suggesting that PKC mediated phosphorylation
inactivates the DNA double strand break repair function of this protein (212). PKC also
phosphorylates the multifunctional molecule hRad9, which regulates DNA repair and
can act as a BH3 only death molecule by binding Bcl-2 (211). PKC may also regulate
the transcription of death genes through activation of the transcription factors p53,
p73 , and STAT1. One study found that downregulation of PKC inhibits the basal
transcription of p53 whereas other studies report PKC dependent accumulation of the
p53 protein in apoptotic cells (213–215). p73 , a transcription factor that mediates
genotoxin induced cell killing, is phosphorylated by PKC CF, inducing p73 dependent
reporter transcription (216). Our laboratory has shown that PKC and STAT1 interact
in etoposide treated cells and that STAT1 is required for PKC CF mediated DNA
fragmentation and apoptosis (217).

Although possibly not direct targets, activated PKC has been shown to interface
with downstream signaling cascades to regulate the apoptotic machinery. Indeed, in
apoptotic cells, the PI3-kinase/AKT pathway, the ERK, JNK and p38 pathways and the
JAK-STAT pathway all appear to be regulated at least in part by PKC . PKC activates
the JNK pathway in irradiation and Ara-c induced apoptosis, possibly through phos-
phorylation and activation of MEKK1 (202). PKC also enhances radiation-induced
apoptosis via ERK1/2 activation and suppression of radiation-induced G2-M arrest, and
(218). In keratinocytes p38 is a downstream effector of PKC (219). In cardiomyocytes
exposed to ischemia,Akt is dephosphorylated and inactivated in a PKC dependent manner
and this is accompanied by dephosphorylation and loss of Bad sequestration, allowing
this potent apoptotic protein to induce cell death (220). Finally, the binding of HSP25

PKC and Apoptosis 43



to PKC has been shown to inhibit cell death, suggesting that the pro-apoptotic function
of PKC may be negatively regulated through specific protein-protein interactions (221).

7. Conclusions
The identification of both pro- and anti-apoptotic isoforms suggests that PKC may

function as a molecular sensor, promoting cell survival under favorable conditions and
executing the death of abnormal or damaged cells when needed. Although it is conve-
nient for the purpose of discussion to classify PKC isoforms as pro- or anti-apoptotic,
most PKC isoforms classified as primarily pro-survival/anti-apoptotic can also function
to promote apoptosis and vis a versa. This observation underscores the importance of
cellular context and begs the question of how the function of these isoforms is specified.
Although this is not well understood, it is clear that specification of function is likely to
involve post-translational modifications as well as function-specific changes in subcellular
localization. Post-translational modifications, such as phosphorylation, may allow for
protein–protein interactions with other molecular regulators of apoptosis, and/or target the
active kinase to a specific subcellular location where these interactions may occur.
Understanding the molecular basis for regulation of apoptosis by PKC isoforms may
contribute to the development of therapeutic strategies to treat diseases such as cancer
and neurodegenerative disorders.
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The Role of Phosphoinositide 3-Kinase-Akt Signaling 
in Virus Infection

Samantha Cooray

Summary
Successful virus infection of host cells requires efficient viral replication, production of virus

progeny and spread of newly synthesized virus particles. This success, however also depends on the
evasion of a multitude of antiviral signaling mechanisms. Many viruses are capable of averting
antiviral signals through modulation of host cell signaling pathways. Apoptotic inhibition, for exam-
ple, is a universal intracellular antiviral response, which prolongs cellular survival and allows viruses
to complete their life cycle. Ongoing apoptotic inhibition contributes to the establishment of latent
and chronic infections, and has been implicated in viral oncogenesis. The phosphoinositide 3-kinase
(PI3K)-Akt pathway has become recognized as being pivotal to the inhibition of apoptosis and cell-
ular survival. Thus, modulation of this pathway provides viruses with a mechanism whereby they can
increase their survival, in addition to other established mechanisms such as expression of viral onco-
genes and direct inhibition of proapoptotic proteins. Recent research has revealed that this pathway
is up-regulated by a number of viruses during both short-term acute infections and long-term latent
or chronic infections. During acute infections PI3K-Akt signaling helps to create an environment
favorable for virus replication and virion assembly. In the case of long-term infections, modulation of
PI3K-Akt signaling by specific viral products is believed to help create a favorable environment for
virus persistence, and contribute to virus-mediated cellular transformation.

Key Words: Phosphoinositide 3-kinase; Akt; virus; transformation; signaling; survival.

1. Introduction
Efficient virus replication and production of virus progeny is dependent on the ability

of viruses to survive in a hostile host environment. In order to survive inside cells,
viruses have evolved mechanisms by which they can modulate cellular events, particularly
those governing apoptosis and cellular survival. Virus-mediated apoptotic inhibition is
a well-established survival mechanism. During acute infections, such as those caused by
respiratory viruses like influenza A and respiratory syncitial virus (RSV), apoptotic
inhibition plays a role in maintenance of cell viability during virus replication and
growth. During long-term infections such as latent herpesviruses infections, or chronic
hepatitis B and C virus infections, apoptotic inhibition plays a role in prolonged survival
of infected cells. In latently infected cells apoptotic mechanisms are often held in check
by specific viral proteins and the cell cycle can also be modulated, creating an environ-
ment favorable for cellular transformation and tumor development. During chronic
infection, it is believed that multiple biochemical changes occur within the host cell,
resulting from both virus-dependent and -independent mechanisms, which can lead to
cellular transformation. The molecular mechanisms that result in cellular transformation
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in vivo as a result of long-term virus infections are not well defined, and are likely to
depend also on the virus species, the cell type infected, and the genetics of the host.

Viruses block apoptosis through inhibition of classical apoptotic pathway proteins
such as death receptors, caspases, and p53, and expression of viral homologues to anti-
apoptotic proteins such as Bcl-2 (1). However, numerous mitogenic signaling pathways
within the eukaryotic cell also regulate the balance between apoptosis and cell survival.
Phosphoinositide 3-kinases (PI3Ks) are pivotal to several signal transduction pathways
and act on a number of downstream signaling molecules to regulate cellular events such
as cellular survival, differentiation and proliferation (2). Akt kinase is one such mole-
cule, and PI3K-Akt signaling has been demonstrated to be extremely important in cell
survival (3). Constitutive up-regulation of PI3K-Akt cell survival signaling has also
been implicated in oncogenesis, as it averts apoptotic cell death during uncontrolled cellular
proliferation (4).

Activation of the PI3K-Akt signaling pathway during virus infection is emerging as
a common mechanism for virus survival during early replication, the establishment of
latent and chronic infections, and virus-mediated cellular transformation. This chapter
will describe the PI3K-Akt pathway in detail and discuss the viral modulation of this
pathway as a means for survival in different types of virus infection.

2. PI3K-Akt Signaling
2.1. PI3Ks

PI3Ks are a family of enzymes that phosphorylate the 3 hydroxyl group of the inositol
ring of phosphatidylinositol (PtdIns) and related inositol phospholipids, generating 
3 -phosphoinositide products (see Fig. 1) (5). These phosphoinositide products act as
second messengers, which aid the recruitment of numerous proteins into signaling
complexes at the plasma membrane, and in this way can activate numerous downstream
signaling events.

There are three classes of PI3Ks (I, II, and II), which differ in their substrate specificity
and regulation. Class I PI3Ks, however, are by far the best studied, as they function to
regulate downstream signaling events in response to external mitogenic stimuli. In addition,
it is only the effect of signaling downstream class I PI3Ks that has been studied in the context
of virus infections, therefore only this class will be discussed. Further information on class
II and III PI3Ks can be found in a number of recent reviews (2,6).

Class I PI3Ks are heterodimeric proteins consisting of a catalytic subunit (110 kDa,
p110) and a regulatory (or adaptor) subunit. This class of PI3Ks has been further sub-
divided into subgroups IA and IB which are activated downstream of tyrosine kinases
and G-protein-coupled receptors (GPCRs) respectively (6). In mammals the p110
catalytic subunit of class IA PI3Ks has 3 isoforms ( , , ), each encoded by a separate
gene. They also have seven adaptor subunits, generated by expression and alternative
splicing of three different genes (p85 , p85 , and p55 ). The prototype p85 subunit
has an Src-homology 3 (SH3) domain, a proline-rich domain and two Src-homology
2 (SH2) domains that mediate protein-protein interactions (Table 1). The p110 catalytic
subunits form functional complexes with the adaptor subunits by binding to a region
between their SH2 domains (the inter-SH2 region) (Table 1) (7). Forms of class IA
PI3Ks have also been identified in Drosophila melanogaster, Caenohabiditis elegans,
and the slime mold Dictyostelum discoideum (6).
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Activation of class IA PI3Ks is mediated by the adaptor subunits. In quiescent cells
the p85 regulatory subunit has been shown to inhibit the catalytic activity of the
p110 (8). Upon mitogenic stimulation p85 mediates the translocation of p110 to the
plasma membrane through binding of its SH2 domains to autophosphorylated receptor
tyrosine kinases (RTKs) (see Fig. 2) (9). This binding event is also believed to result
in a conformational change which releases the p110 subunit from the inhibitory binding
of p85 , allowing it to be free to phosphorylate its lipid substrates (10–12). Class IA
PI3Ks can also be activated by tyrosine kinases in the cytoplasm downstream of other
types of receptor. Src-family kinases, for example, have been shown to bind consti-
tutively to class IA PI3Ks and increase activity through phosphorylation of the p85
subunit at Tyr-688 (13,14).

Class IB PI3Ks appear only to exist in mammals and consist of a single p110 catalytic
subunit, associated with a single 101 kDa (p101) adaptor subunit (Table 1) (2,5,15).
Unlike the class IA adaptor subunits, p101 does not contain any Src homology
domains and interacts with p110 instead via its proline-rich domain (Table 1) (5).
Class IB PI3Ks are activated by binding of the catalytic subunit to the G subunits of
heterotrimeric GTP-binding proteins (16). It has been observed that class IA PI3Ks can
also be activated by G-proteins, and both class IA and IB PI3Ks can bind Ras. In addition,
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Fig. 1. The site of action of PI3Ks. Phosphatidylinositol (PtdIns) is composed of a glycerol
backbone with fatty acid side chains attached at positions 1 and 2 and an inositol ring attached
at position 3. The fatty acid side chains lie within the inner leaflet of the plasma membrane, with
the inositol ring in the cytoplasm. PI3Ks transfer a phosphate group (P) from adenosine triphos-
phate (ATP) to the 3 hydroxyl of the inositol ring of phosphatidylinositol. This results in the pro-
duction of adenosine diphosphate (ADP) and phosphoinositide-3-phosphate (PtdIns-3-P). PI3Ks
can also transfer a phosphate group to phosphoinositides already phosphorylated at other inositol
hydroxyl positions (1 , 2 , 4 , and 5 ) to produce 3 phosphoinositides.



the HA-Ras isoform is associated with activation of PI3K and Akt rather than the
classical mitogen activated Raf-MEK-ERK signaling cascade (see Fig. 2) (17). However,
the regulation and activation of PI3K-Akt signaling events by Ras has not been well
studied, and the influence this has on downstream signaling events remains to be
determined (16,18,19).

The primary target for class I PI3Ks, both in vitro and in vivo, is phosphatidylinositol-
4,5-diphosphate (PtdIns-4,5-P2), and hence the primary product is phosphatidylinositol-
3,4,5-triphosphate (PtdIns-3,4,5-P3) (see Fig. 2) (20). The production of PtdIns-3,4,5-P3 is
regulated by the phosphatase, PTEN, which catalyses the dephosphorylation of PtdIns-
3,4,5-P3 to PtdIns-4,5-P2 (see Fig. 2) (21,22).

2.2. Activation and Antiapoptotic Function of Akt

The production of PtdIns-3,4,5-P3 by class I PI3Ks results in the recruitment of a wide
variety of signal transduction proteins to the plasma membrane, which is facilitated by
their lipid-binding pleckstrin homology (PH) domains (see Fig. 2) (23). Once at the
plasma membrane these proteins are most commonly activated by secondary phosphory-
lation events. One such protein, considered largely responsible for the antiapoptotic and
cell survival mechanisms downstream of PI3K, is Akt (see Fig. 2).

Akt was discovered as a cellular homologue (c-Akt) of the viral oncogene (v-Akt)
from the acutely transforming retrovirus AKT8, isolated from a murine T-cell lymphoma
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(24–26). It was simultaneously identified as a novel kinase with many similarities to pro-
tein kinase A (PKA) and protein kinase C (PKC), and therefore was also named protein
kinase B (PKB) (27). In mammals, there are three isoforms of Akt (Akt 1, 2, and 3 or
PKB , , and ) that have a broad tissue distribution. All three isoforms are composed
of an N-terminal PH domain, a central catalytic domain, and a C-terminal hydrophobic
domain. As mentioned above, binding of the PH domain of Akt to the phosphoinositide
products of PI3K results in its recruitment to the plasma membrane. Once there, Akt is
activated by phosphorylation at Thr-308 of the catalytic domain by phosphoinositide-
dependent kinase 1 (PDK-1), and at Ser-473 of the C-terminal hydrophobic region
(Akt1/PKB ) by another kinase, termed phosphoinositide-dependent kinase 2 (PDK-2),
which is yet to be identified (28).

Upon activation, Akt phosphorylates a wide variety of targets at Ser/Thr residues, which
are involved in the regulation of cell differentiation, proliferation and survival /apoptotic
inhibition (see Fig. 3). A number of Bad proapoptotic proteins are inactivated by Akt
phosphorylation. These include the Bcl-2 family member Bad (Ser-136), the cell death
effector protease caspase-9 (Ser-196) and glycogen synthase kinase-3 beta (GSK-3 ) (Ser-9)
(see Fig. 3) (29). Akt-phosphorylated BAD binds to 14-3-3 proteins and is sequestered in
the cytosol. This interaction prevents it from heterodimerizing with and inactivating anti-
apoptotic Bcl2-family members, such as Bcl-2 and Bcl-xL, at the mitochondrial membrane
(15,30). Akt-phosphorylation and inactivation of human caspase-9, and several other cas-
pases, blocks activation of the proteolytic apoptotic caspase cascade (31). GSK-3 has been
shown to induce apoptosis and this is blocked by Akt phosphorylation (32). GSK-3
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Fig. 2. Activation of class IA PI3Ks. RTKs bind to extracellular mitogens, which trigger
their activation through dimerization and autophosphorylation of their cytoplasmic domains.
The p85 (or p55) adaptor subunits of class IA PI3Ks recruit the p110 catalytic subunits to the
plasma membrane through binding of their SH2 domains to the phosphorylated tyrosines on
the RTK. This binding also causes a conformational change resulting in activation of p110.
p110 is also known to be activated by G-proteins such as Ras. Activated PI3Ks then phospho-
rylate plasma membrane PtdIns such as PtdIns-4,5-P2 to produce Ptd-3,4,5-P3. Various signaling
proteins such as Akt are recruited to the plasma membrane via binding of their PH domains to
phosphorylated PtdIns. Once there, they are subsequently phosphorylated and activated by
kinases such as PDK1/2.



normally phosphorylates and inhibits glycogen synthase, therefore it has been suggested
that Akt inactivation of GSK-3 may also increase glycogen synthesis (33).

In addition, Akt inhibits the transcription of proapoptotic genes by phosphorylating
members of the forkhead family of transcription factors such as FKHR. FKHR predomi-
nantly resides in the nucleus, where it regulates the transcription of a number of genes
crucial to apoptosis, for example FasL and Bim (34). Akt-phosphorylation promotes the
export of FKHR from the nucleus into the cytosol, where it is bound and inhibited by
14-3-3 proteins (34,35). Akt can also activate the transcription of antiapoptotic genes
(e.g., inhibitors of apoptosis [AIFs]) through phosphorylation of I B kinase (IKK ).
IKK phosphorylates the NF- B inhibitor I B and facilitates its ubiquitin-mediated
degradation. This permits NF- B to translocate to the nucleus where it can up-regulate
gene expression (36–40).

It is considered that the ability of Akt to simultaneously block apoptotic factors and
increase survival factors correlates with protection against apoptotic stimuli in a variety
of cell types in which activated Akt has been constitutively over-expressed.
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Fig. 3. Akt-mediated survival. Activated Akt mediates cell survival by phosphorylating
and inhibiting a number of Bad proapoptotic proteins, including, caspase-9, Bad and GSK-3 .
Akt phosphorylates and inhibits forkhead transcription factors like FKHR, preventing them
from migrating to the nucleus and up-regulating the expression of Bad proapoptotic genes. Akt
can also activate transcription of Bad prosurvival genes by activation IKK , which degrades
I B and releases the transcription factor NF- B. The inhibition of Bad and FKHR is aided by
14-3-3 proteins, which bind and sequester their phosphorylated forms in the cytoplasm.



3. PI3K-Akt Signaling in Virus Infection
3.1. PI3K-Akt Mediated Cell Survival During the Early Stages of Acute Virus
Infections

Activation of Akt downstream of PI3K has been shown to be important in cell sur-
vival and apoptotic inhibition during different types of virus infection. Recent research
on viruses that cause acute infections, for example, suggests that activation of PI3K-Akt
signaling may contribute to survival during the early stages of infection, when virus
replication and protein synthesis are taking place. However, activation of such survival
responses may also be induced by the infected cells themselves to permit sufficient time
for the activation of antiviral cellular defense mechanisms and viral clearance by the
host immune system.

Early activation of PI3K-Akt survival signaling has been most commonly observed in
vitro with RNA viruses that cause acute infections such as human RSV, severe acute respi-
ratory syndrome (SARS) coronavirus, and rubella virus (RV). Infections with these viruses
usually results in the induction of apoptosis, which is considered, for nonlytic viruses, to
facilitate spread of progeny (1). As these viruses cannot evade immune system detection,
they have to replicate and spread rapidly in order to survive, which may be aided by initial
activation of survival responses followed by induction of apoptosis (1).

RSV is an important cause of serious respiratory tract illness in children and
immunocompromised adults (41). This virus preferentially infects airway epithelial
cells, leading to a severe inflammatory response characterized by the up-regulation of
inflammatory cytokines and chemokines, as well as signal transducers and activators of
transcription (STATS) (42–44). This response has been shown in vitro to be dependent
on an increase in the transcriptional activity of NF- B (42,43). The induction of NF- B
activity during RSV infection in A549 airway epithelial cells has been shown to result
from activation of PI3K and Akt (45). Interestingly, although RSV infection ultimately
leads to cell death, a large proportion of RSV infected cells remain viable well into the
infection. This maintenance of cell viability is also dependent on the activation of PI3K,
Akt, and NF- B, as inhibition of PI3K with the drug LY294002 has been shown to cause
a rapid increase in the speed and magnitude of RSV-induced apoptosis (45). Further studies
have demonstrated that RSV infection of A549 cells and primary tracheobronchial
epithelial cells leads to the activation of ceramidase and sphingosine kinase resulting in
an up-regulation of the production of the prosurvival molecule sphingosine 1-phosphate
(S1P) (46). S1P subsequently mediates the downstream activation of PI3K-Akt (as well
as extracellular regulated kinase [ERK]) leading to cell survival and apoptotic inhibition
in the initial stages of RSV infection (46). This data suggests that PI3K-Akt signaling
contributes to cell survival to preserve host cells until the life cycle of RSV is complete.

Similar signaling events have been observed during RV infection in vitro. RV infec-
tion has been shown to increase the phosphorylation of Akt and GSK-3 , and like RSV,
inhibition of PI3K with LY294002 increases the speed and magnitude of RV-induced
caspase-dependent apoptosis (47). However, in contrast to RSV, these survival signals
occur concomitantly with, and no prior to, apoptotic signals that occur early in RV
infection (48–52). However extensive apoptosis does occur at later stages of the virus
life cycle, implying that the cell survival signals are eventually overridden following the
production and release of large amounts of virus progeny. This suggests that in RV
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infection, the signals regulating downstream Akt survival events as well as apoptosis, be
they viral or cellular, probably differ from those of RSV. The significance of cell survival
and apoptosis during RV associated disease such as acute lymphadenopathy, rash and
congenital rubella syndrome, is unknown.

Like RV, infection with SARS-associated coronavirus (CoV) in Vero E6 cells has
been shown to increase phosphorylation of Akt and GSK-3 as well as a PKC , another
downstream mediator of PI3K survival signaling (53,54). However, in contrast, the sur-
vival response resulting from PI3K-Akt signaling was deemed to be weak, as LY294002
treatment did not result in an increase in apoptotic DNA laddering (54). The authors
conclude that the weak activation of Akt and GSK-3 in SARS-CoV infected cells is
not sufficient to prevent virus-induced apoptosis at any stage of infection. The inability
of cells to mount an adequate survival response may contribute to the pathology of
SARS in vivo, however further studies need to be done to investigate this.

Coxsackievirus B3 (CVB3) is the causative agent of acute myocarditis, although
infection with CVB3 can also lead to chronic cardiomyopathy (55,56). CVB3 infection
of cardiac myocytes results in caspase-dependent apoptotic cell death, the extent of
which is considered to influence not only the fate of infected cells, but also the severity
of the disease. Esfandiarei and colleagues (57) have demonstrated that CVB3 infection
of human lung epithelial (HeLa) cells results in a gradual increase in both Akt and GSK-
3 phosphorylation, and akin to RV and RSV, inhibition of PI3K with LY294002
increases CVB3-induced apoptosis. An increase in apoptosis was also detected when a
dominant negative mutant of Akt1 was transfected into cells prior to CVB3 infection
(57). LY29002 and dominant negative Akt were also used to show that PI3K-Akt sig-
naling was necessary for viral RNA synthesis and viral protein expression. Interestingly
activation of Akt was not dependent on the caspase cascade, suggesting that PI3K-Akt
signaling and caspase-dependent apoptosis work independently of each other. However,
unlike studies with the viruses mentioned above, the time course over which the apop-
totic and survival signals were activated were not analyzed. Therefore it is difficult to
say whether or not PI3K-Akt signaling is activated for cell survival early in infection,
although the dependence of such signals for RNA synthesis is certainly suggestive of
this. The activation and involvement of PI3K-Akt signaling during CVB3-induced
chronic cardiomyopathy has not been investigated.

It is tempting to speculate that infection of cells with viruses such as RV, RSV,
SARS-CoV, and CVB3 all result in the initial activation of PI3K-Akt and other survival
signals to support their replication, followed thereafter by induction apoptosis to facili-
tate virus spread. However, as the viral products that could potentially mediate such
effects have not been identified, one cannot conclude that the effects are virus- rather
than cell-mediated.

3.2. PI3K-Akt Mediated Survival in Lytic/Latent Viral Infections

PI3K-Akt mediated survival has also been found to be important during both the lytic
and latent stages of lytic/latent virus infections. The lytic stage of a lytic/latent infection
is similar to an acute infection in that virus replication and production of virus progeny
results in death of infected cells, which can also correlate with the appearance of dis-
ease symptoms. However such viruses can avoid host immune system detection and
clearance by establishing a latent infection. During viral latency, a limited set of viral
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proteins is expressed and infectious viral progeny are not produced (58). Viruses that are
able to establish latent infections such as human papillomavirus (HPV), and herpes-
viruses such as human cytomegalovirus (HCMV), Epstein-Barr virus (EBV), and Kaposi’s
sarcoma-associated herpesvirus (KSHV) maintain their genomes as extrachromosomal
episomes during latency (59). Lytic replication can be re-initiated at any time and this
is often accompanied by the reappearance of disease symptoms.

Activation of PI3K-Akt signaling is believed to contribute to the maintenance of the
latent state by suppressing apoptosis, and hence the elimination of virus-infected cells.
Long periods of latency, or reactivation from latent to lytic state, can also lead to trans-
formation of infected cells. Signaling downstream of PI3K and Akt has been shown to
contribute to both reactivation from latency, and virus-mediated transformation. Viral
proteins expressed during the lytic or latent stages of infection have been shown to acti-
vate PI3K either through direct interaction with the catalytic or adaptor subunits, or by
facilitating the association of PI3K with receptor or non-receptor tyrosine kinases.

Although a leading cause of congenital defects worldwide (60), HCMV infection
in healthy individuals in usually asymptomatic. However like other herpesviruses,
HCMV is capable of establishing life-long latent infections (61). Establishment of HCMV
latent infection in vitro has been demonstrated to result in cellular transformation.
However, the molecular mechanisms and viral proteins involved in the establishment
of HCMV latency and transformation have not been well characterized. Studies looking
at the activation of signaling pathways such as PI3K-Akt during HCMV infection
have focused on virus entry and replication during the initial stages of primary lytic
infections in vitro.

Entry of HCMV into host cells is facilitated by binding of its envelope glycoproteins
gB (UL55) and gH (UL75) to receptors on the surface of the host cell. This binding
has been demonstrated to result in the activation of several downstream intracellular
signaling molecules which are important for viral DNA replication (62–64). However,
exactly how these molecules are activated downstream of the host cell receptors is
not well understood (64–66). Recently it was demonstrated that following HCMV
infection of human embryonic lung fibroblasts (HELs), PI3K was strongly activated
via phosphorylation of its p85 adaptor subunit. This resulted in the subsequent acti-
vation of Akt, p70 S6 kinase, and NF- B (67). p70 S6 kinase is another downstream
target of Akt, which is associated with cellular proliferation rather than survival, as it
phosphorylates ribosomal protein S6 to elevate protein production (68,69). Activation
of PI3K-Akt signaling did not produce a cell survival response in HCMV-infected
cells, as inhibition of PI3K with LY294002 did not induce apoptosis. This is in con-
trast to RSV, where inhibition PI3K, Akt, and NF- B results in increased apoptosis
during the initial stages of infection. Inhibition of PI3K did, however, block DNA
replication, and inhibited expression of viral proteins IE1-72, IE2-86, UL44, and
UL84 (67). Up-regulation of transcription factor NF- B and p70 S6 kinase down-
stream of PI3K and Akt may result in cellular proliferation rather than survival, and
such signaling appears to be important for transcription and translation of immediate
early genes and completion of the lytic cyle (67). The HCMV proteins involved in the
up-regulation of PI3K-Akt signaling remain to be determined, and the involvement of
PI3K-Akt signaling during HCMV latency and cell mediated transformation in vitro
has not yet been investigated.
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EBV (human herpesvirus 4) is the causative agent of infectious mononucleosis (59)
and is implicated in the development of a variety of B-cell and epithelial-cell malignan-
cies including Burkitt’s lymphoma, Hodgkin’s disease, and nasopharyngeal carcinoma
(70,71). Like HCMV, EBV can establish latent infections leading to the transformation
of cells in vitro. EBV infection of primary human B-cells results in their transformation
to lymphoblastoid cell lines (LCLs). During latent infection, EBV constitutively expresses
a restricted set of proteins, which are also detected both in vitro in EBV-transformed B-cells
and in a number of the EBV-associated malignancies (72). Two of these latently encoded
proteins, the integral membrane proteins LMP1 and LMP2A, interfere with PI3K-Akt
signaling and upregulate PI3K-Akt mediated cell survival.

LMP1 behaves like a constitutively active tumor necrosis factor receptor (TNFR),
and facilitates the recruitment of TNFR-associated death domain proteins (TRADD and
RIP), and TNFR-associated factors (TRAFs) to the plasma membrane (73–75). In this
way LMP1 is able to regulate a number of mitogenic signaling cascades and has been
shown to be essential for in vitro B-cell transformation (76–78). The C-terminal cyto-
plasmic domain of LMP1 has been shown to bind to the p85 adaptor subunit of PI3K,
leading to the activation of Akt (see Fig. 4). LMP1 activation of the PI3K-Akt pathway
is thought to significantly contribute to cell survival and the morphological changes
observed in B-cell transformation, as inhibition of PI3K with LY2940092 reverses the
transformed phenotype (79).

LMP2A, like LMP1, has also been shown to activate PI3K and Akt in B-cells,
although a direct interaction has not been demonstrated (80). However, it is possible that
direct binding occurs via the C-terminal cytoplasmic tail of LMP2A, which is phospho-
rylated, providing binding sites for the SH2 domains of Src protein tyrosine kinases
(PTKs) like Syk, as well as Lyn, both important mediators of B-cell signal transduction.
Phosphorylation and subsequent activation of such tyrosine kinases in B-cells, is
required for activation of PI3K by LMP2A. This is presumably because although
LMP2A can recruit molecules via is phosphorylated cytoplasmic tail, it probably lacks
the tyrosine kinase activity of autocatalytic RTKs (see Fig. 4) (80). LMP2A activation
of PI3K-Akt signaling does not appear to contribute to B-cell survival in vitro (80).
However, in primary B-cells from LMP2A transgenic mice, Ras is constitutively acti-
vated, as is PI3K and Akt (81). These cells also show constitutive and up-regulation of
antiapoptotic Bcl-2 family protein Bcl-xL, but no activation of mitogen activated
kinases Raf, MEK1/2 and ERK1/2, which are traditionally associated with Ras (81).
Thus the Ras isoform involved is likely to be HA-Ras, which is associated with activa-
tion of PI3K rather than Raf. In addition, inhibitors of Ras, PI3K, and Akt but not Raf
resulted in an increase in apoptosis in these cells. These findings suggest that during 
B-cell development LMP2A mimics a B-cell receptor (BCR) through constitutive acti-
vation of Ras, PI3K, Akt, and Bcl-xL proteins. This allows excess BCR negative B-cells,
which would normally be eliminated by apoptosis, to survive in peripheral lymphoid
organs and this may be involved in the development of EBV-associated B-cell lymphomas
such as Hodgkin’s disease (81).

Expression of LMP2A in the human epithelial keratinocytes, also activates PI3K-
Akt cell survival signals, leading to cellular transformation (82). In Ramos Burkitt’s
lymphoma and HSC-39 epithelial gastric carcinoma cell lines, LMP2A expression
protects against transforming growth factor (TGF)- induced caspase-dependent
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apoptosis via activation of PI3K and Akt (83). Inhibition of PI3K with LY294002
was shown to inhibit Akt phosphorylation and block the antiapoptotic effect of
LMP2A. These findings demonstrate that LMP2A can protect both B-cells and
epithelial cells from apoptosis, perhaps providing a clonal selective advantage to
such cells resulting in their immortilization. The role of LMP1 and LMP2A medi-
ated apoptotic protection via PI3K and Akt has yet to be demonstrated for epithelial
cells in vivo, and the involvement of PI3K-Akt signaling in EBV-epithelial cell
malignancies is less well understood.
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Fig. 4. Viral proteins that mediate PI3K-Akt survival during lytic/latent infections, chronic infec-
tions and cellular transformation. Viruses that cause lytic/latent infections express proteins that acti-
vate PI3K-Akt mediated survival to maintain the latent state such as EBV LMP1 and LMP2A, and
KSHV K1. This is believed to contribute to cellular transformation following prolonged periods of
latency, or as in the case of HPV E5, upon reactivation from latency. PI3K-Akt has also been shown
to be required for the reactivation to the lytic state mediated by EBV protein BRLF1. PI3K-Akt
signaling also facilitates PyV-mediated transformation in non-permissive cells. Viruses that cause
chronic infections also express proteins that activate PI3K-Akt survival signals such as HCV NS5A
and HBV HBx protein. However, whether constitutive up-regulation of PI3K and Akt contributes to
cellular transformation after long periods of chronic infection is unknown. Activation of PI3K by
viral proteins requires viral-protein mediated translocation to plasma membrane and binding to
activated RTKs and/or the recruitment of cytoplasmic Src PTKs.



The latent form of EBV is periodically converted to the lytic form by expression of
two proteins which work in conjunction to activate transcription, BRLF1 and BZLF1
(84,85). PI3K-Akt signaling has been shown to be necessary for EBV reactivation from
latency as PI3K and Akt are activated by BRLF1, and inhibition of PI3K abrogates
BRLF1 transcriptional activity and ability to disrupt viral latency (86). BZLF1, however,
does not activate PI3K, but PI3K-Akt signaling may be required for the synergistic action
of BRLF1 and BZLF1.

KSHV or human herpesvirus 8 has been identified as the etiologic agent of Kaposi’s
sarcoma (KS), of which there are various types including transplant-KS, endemic-KS,
classical-KS, and acquired immunodeficiency syndrome (AIDS)-associated KS
(87–89). All forms of KS are histologically identical, and are angiogenic multicellular
tumours (88). However AIDS-associated KS is the most aggressive, and is the most
common tumor to arise in human immunodeficiency virus (HIV)-infected individuals
(90). KSHV encodes an array of “pirated” regulatory proteins, which control cell
growth, and are thought to contribute to KSHV latency and development of KS,
although the molecular mechanisms involved are not well understood (91–93). One
such protein is K1 a transforming BCR-like transmembrane protein, which is similar to
EBV LMP2A, and can also recruit tyrosine kinases like Syk to the plasma membrane
via its cytoplasmic domain (94,95). The cytoplasmic domain of K1 can also induce
phosphorylation of a number of signaling molecules, perhaps via Src PTKs, including
the p85 subunit of PI3K (see Fig. 4) (94). This phosphorylation has been shown to
correspond to the up-regulation of PI3K activity in B-cells over-expressing K1 (96).
Increased PI3K activity leads to the phosphorylation and activation of Akt, and inhibi-
tion of PTEN phosphatase and forkhead transcription factors (see Fig. 4) (96). In addi-
tion K1 expression can protect cells from both FKHR- and Fas-mediated apoptosis (96).
This suggests that K1 may protect KHSV-infected cells early in the virus life cycle and
contribute to the survival of tumorigenic cells during the development of KS.

HPV can also result in immortilization of infected cells, however, unlike the herpes-
viruses, HPV-mediated transformation occurs upon reactivation to the lytic state rather
than after long periods of latency. HPV causes benign epithelial warts and is associated
with the development of cervical and urogenital cancers (97). The high-risk HPV type
16 (HPV 16), which is regularly detected in cervical cancers, encodes a putative trans-
membrane membrane protein E5, that can activate the PI3K-Akt pathway (see Fig. 4)
(98,99). HPV 16 E5 has been shown to interact with the epidermal growth factor receptor
(EGFR) in human epithelial keratinocytes, stimulating activation through facilitating
dimerization and autophosphorylation (100,101). EGFR activation by HPV16 E5 up-
regulates PI3K-Akt survival signaling, which can protect cells against ultraviolet (UV)
induced apoptosis (99). Whether PI3K and Akt activation also contributes to HPV
reactivation from latency is unknown. However, E5 is necessary for full activation of the
HPV transforming protein E7, therefore induction of PI3K-Akt dependent apoptotic
inhibition by E5 may contribute to E7-mediated oncogenesis (99,102–104). E5-mediated
activation of PI3K, like EBV LMP1 and LMP2A, probably occurs at the plasma membrane
through association of the phosphorylated cytoplasmic domain of the EGFR with p85
adaptor subunit of PI3K (see Fig. 4).

The Polyomaviridae differ from the herpesviruses and HPV, in that they only persist
and stimulate cellular proliferation and transformation in non-permissive host cells that
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do not support their replication (105). During the early stages of polyomavirus infec-
tion, the “tumor,” or T-antigens, are produced which are able to stimulate resting cells
to re-enter the cell cycle, and have transforming capability. Primate polyomaviruses
encode two T-antigens, large T (LT) and small T (ST), whose transforming capability
result, in part, from inhibition of apoptosis by blocking the activity of the p53 tumor
suppressor. The LT antigen from mouse polyomavirus (PyV) does not have a binding
site for p53. However PyV does encode a novel middle T (MT) antigen, a cytosolic
phosphoprotein that interacts with a number of SH2 containing proteins, including
PI3K, phospholipase C (PLC ) and Shc (106–108). The SH2 domain of the PI3K p85
subunit associates with the phosphorylated Tyr-315 of MT, which leads to its activation
subsequent activation of Akt (108–110). Recent studies suggest that MT may utilize
the PI3K-Akt pathway to block apoptosis during viral transformation, independently
of p53 (109).

3.3. PI3K-Akt Mediated Survival During Chronic Viral Infections

Another strategy by which viruses can persist in the infected host is through esta-
blishment of a chronic infection. In contrast to viruses which persist in a latent state,
viruses that cause chronic infections continuously replicate and produce infectious
progeny (58). Chronic infections result from failure of the host immune system to clear
the initial infection, and thus disease symptoms are ongoing. In some circumstances
malignant transformation can result from chronic infection of a specific cell type,
although unlike latent infections, expression of particular viral proteins are usually not
involved. Instead chronic infection is believed to lead to a series of biochemical events
that are thought to bring about a cellular environment favorable for tumor development.
PI3K-Akt signaling has been proposed to be involved in the survival of the host cell dur-
ing chronic infection and contribute to cellular transformation.

Hepatitis B virus (HBV) and hepatitis C virus (HCV) infect hepatocytes and cause
acute liver disease. A small percentage of HBV and a large percentage of HCV infec-
tions become chronic, and after many years can lead to hepatocellular carcinoma
(HCC). During chronic HBV infection and HBV-associated HCC, the viral DNA
becomes integrated at random into the host cell genome, which causes gene duplica-
tions, deletions, and chromosomal translocations. The core and polymerase regions of
the genome are often destroyed but interestingly the gene encoding the hepatitis B X
protein (HBx) remains intact. The HBx protein transcriptionally transactivates a variety
of viral and cellular promoter and enhancer elements (111). HBx also indirectly acti-
vates transcription factors through up-regulation of several mitogenic signaling path-
ways, including the Ras-Raf-MEK-ERK and JNK pathways (112,113). In hepatoma
cells, transcriptionally active HBx has been shown to associate with the catalytic sub-
unit of PI3K (see Fig. 4), leading to increased phosphorylation of the p85 adaptor sub-
unit and activation of PI3K (114). This is in contrast to the other viral proteins discussed
herein, which interact with the p85 adaptor subunit, suggesting that HBx may be novel
in its mechanism of PI3K activation.

HBx-induced PI3K activation was further demonstrated to block TGF- -induced
apoptosis through downstream activation of Akt, phosphorylation Bad, and subsequent
inhibition of caspase-3 (114,115). This inhibition of TGF- -induced apoptosis via
PI3K and Akt, is similar to that mediated by EBV LMP2A, and also requires Src PTKs.
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Src PTK activity is elevated following HBx expression and Src kinase inhibitors
block PI3K protection against TGF- -induced apoptosis (116). This suggests that
like EBV LMP2A and KSHV K1, HBx probably facilitates the activation of PI3K by
bringing it into close proximity with the Src PTKs, although this event would not
require recruitment to the plasma membrane.

HBx-induced apoptotic inhibition via PI3K-Akt signaling may provide HBV-
infected hepatocytes with a selective growth advantage. This could be important during
the initial stages of HCC development, however the situation in vivo is likely to be more
complex and further studies are required to unravel the complexities of tumor develop-
ment following chronic HBV infection (114,115).

The molecular effects of HCV infection in hepatocytes that contribute to chronic
infection and HCC are less well defined. However, many studies have focused on the
HCV nonstructural protein NS5A following the discovery that mutations in this protein
correlate to resistance to interferon treatment (117). NS5A is an HCV nonstructural protein
thought to play a role in virus replication, although its exact function is unknown. Like
polyomavirus MT, NS5A is a cytosolic phosphoprotein that can interact with and regulate
a number of signaling molecules (118–121). The C-terminus of NS5A contains a highly
conserved polyproline motif which can interact with the Src homology 3 (SH3) domains
of the adaptor protein Grb2 and the PI3K p85 subunit and form a complex with the
EGFR substrate Grb2-associated binder 1 (Gab1) (see Fig. 4) (122–124). In human lung
fibroblasts and hepatoma cells stably expressing NS5A, or harboring subgenomic HCV
replicons the NS5A-PI3K p85 complex has been found to increase p85 phosphorylation,
PI3K kinase activity and downstream phosphorylation of Akt and Bad (122,124). This
results in an increased protection against apoptotic stimuli (124). Thus in a mechanism
similar to that of HPV E5, the complex that NS5A forms with the PI3K p85 subunit as
well as Grb2 and Gab1 may facilitate binding of p85 to the phosphorylated cytoplasmic
tail of EGFR and subsequent activation of PI3K. These findings suggest that NS5A is
important for survival during HCV infection. However whether NS5A up-regulates
survival signals during chronic liver disease in vivo and the development of HCC requires
further investigation.

3.4. HIV: A Law Unto Itself

In terms of virus infection, human immunodeficiency virus type 1 (HIV-1) is charac-
teristically unique. HIV-1 is able to cause acute cytopathic infection but at the same time
can evade the host immune system by establishing a latent infection in target CD4+ cells
through integration of proviral DNA into the host genome. However unlike retroviruses
such as human T-cell leukemia virus (HTLV), and viruses with lytic/latent infectious
cycles, persistence of HIV is not known to directly lead to malignant transformation.
Therefore, studies on PI3K-Akt signaling during HIV-1 infection have focused on viral
replication and acute pathogenicity, and HIV involvement in the development of KS.
Several HIV-1 proteins have been shown to interact with PI3K, either directly or indirectly
in association with other proteins.

HIV-1 entry is facilitated by binding of the HIV-1 glycoprotein gp120 to the CD4 sur-
face molecule on T-cells and macrophages, and also requires the presence of chemokine
coreceptors (125–127). The interaction of gp120 with CD4 in primary CD4+ T-cells and
macrophages has been shown to result in rapid phosphorylation of the p85 adaptor subunit.

70 Cooray



Full PI3K activation, however, requires the chemokine receptor, and like EBV LPM2A
and HBV HBx, also requires Src PTKs (see Fig. 5) (128,129). The chemokine receptors
are G-protein linked serpentine receptors, and the activation of PI3K by gp120 binding
is impaired by pertussis toxin, which is a G-protein inhibitor. This suggests that gp120
binding to CD4 and its coreceptors stimulates the activation of class IB rather than class
IA PI3Ks. However, it was the class IA PI3K p85 adaptor subunit that was shown to be
phosphorylated, an event that possibly be mediated by Src PTKs, which may also be
recruited to the plasma membrane. This suggests that perhaps both class IA and IB PI3Ks
are activated downstream of HIV-1 binding and entry; however, whether this leads to
activation of Akt and downstream survival events, remains unknown. Like PI3K signals
triggered downstream of HCMV binding and entry, activation of PI3K is important
during the HIV-1 life cycle. Inhibition of PI3K with LY294002 was shown to affect viral
replication and reverse transcription, but was not required for viral DNA integration or
gene expression (129).

The HIV-1 Nef protein is proline-rich and enhances virus infectivity through its inter-
action with the SH3 domains of a variety of signaling proteins including Src PTKs,
T-cell receptors, G-proteins and p21-activated kinase (PAK) (130–133). Nef is able to
directly bind to the C-terminal end of the PI3K p85 subunit and recruit PAK and guano-
sine 5 triphosphate (GTP) exchange factor Vav into a signaling complex (see Fig. 5)
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Fig. 5. HIV proteins regulating PI3K-Akt signaling. Binding of HIV-1 gp120 to CD4+ T-cells
and macrophages, and subsequent virus entry causes the recruitment and activation of PI3K,
which is required for viral replication and reverse transcription. At a later stage of HIV-1 infection
the proline-rich protein Nef recruits PI3K, PAK and Vav into a signaling complex, which causes
the activation of PI3K and Akt, and inhibition of caspase-dependent apoptosis. This probably
protects cells from premature apoptosis and allows HIV-1 to complete its life cycle.



(134). Inhibition of PI3K with LY294002 in HIV-1 infected Jurkat and Cos-1 cells pre-
vented activation of PAK and decreased the production of viral progeny (134). Nef
expression at the plasma membrane in NIH3T3 cells blocks apoptosis, which requires
both PAK and PI3K (135). Nef appears to play an important role in apoptotic inhibition
and stimulation of cell survival, via molecules such as PI3K and PAK, during acute HIV
infection. These data suggest that the regulation of PI3K signaling by different HIV-1
proteins is important during various stages of the virus life cycle. Activation of PI3K
during acute HIV-1 infection, in common with other viruses that cause acute infection,
is likely to help premature host cell death prior to production of new virus progeny
(1,135,136). However, further studies are required to show whether whether Akt-medi-
ated survival is up-regulated downstream of PI3K during HIV-1 infection.

HIV-1 infection leads to a progressive decline in the CD4+ T-cells and macrophages
it infects. This results in immunodeficiency and permits infection and development of
disease by other opportunistic agents. HIV-1 proteins have been shown to modulate the
host cell environment and contribute to the disease symptoms caused by other infectious
agents. The HIV-1 Tat protein, for example, is thought to contribute to the aggressive-
ness of AIDS-associated KS (88,89,137). Tat is able to stimulate a variety of signaling
mechanisms in KS cells, including activation of PI3K (137–139). Tat inhibits apoptosis
and increases cell viability via phosphorylation of Akt and Bad downstream of PI3K,
which is down-regulated by chemotherapeutic agent vincristine, used to treat KS
(140,141). Inhibition of PI3K was shown to block Tat-induced Akt activation, Bad
phosphorylation, and downstream apoptotic inhibition (141). Therefore, Tat-induced
PI3K-Akt survival during KSHV transformed cells, may contribute to tumor cell sur-
vival and the aggressive nature of AIDS-associated KS.

4. Conclusion
In the past 20 yr extensive research in the field of cell biology has lead to the discov-

ery and characterization of many molecules and signaling cascades, which regulate cell
proliferation, apoptosis, and survival. The PI3K-Akt signaling pathway has received
considerable attention, because its importance in cell survival and apoptotic inhibition
was realized. As a result, a vast amount of research is emerging into the involvement of
this pathway in virus infection. Many of the major breakthroughs in cell biology, lead-
ing to the characterization of various signaling molecules and their involvement in dis-
ease states, have been made through the identification of unregulated viral counterparts.
Thus an understanding of cell signaling in the context of virus infection not only con-
tributes to our understanding of the effects of various signaling proteins, but also to our
understanding of virus-host dynamics and virus disease states.

PI3K-Akt signaling appears to be important during the early stages of acute infec-
tions, with viruses such as CVB3, RV, RSV, and SARS-CoV. Inhibition of PI3K early
in the virus life cycles induces premature apoptotic cell death and has a negative affect
on virus replication and production. The induction of survival signals may only be
required for virus replication and protein production as virus particle budding and
release is often facilitated by apoptosis. However, the host cell itself may initiate induc-
tion the of PI3K-Akt survival to allow antiviral mechanisms to get under way.

HIV-1 can also cause acute infection, but at the same time is able to persist for long
periods in the host. Activation of PI3K during acute HIV-1 infection in vitro has been
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shown to be important for many stages in the virus life cycle. However, unlike the other
viruses that cause acute infections it is not know whether activation of PI3K leads to
Akt-mediated survival signaling and the effect of such signaling on virus persistence in
the host.

A number of viruses including EBV, KSHV, and HPV, have the ability to establish
long-term latent infections in the host. After long periods of latency or upon reactivation
from latency, such infections can ultimately lead to virus-mediated cellular transfor-
mation. It appears that the gene products of latently infecting viruses can constitutively
up-regulate PI3K-Akt cell survival signals and therefore continuously block apoptotic
signals. This contributes to both virus survival in the latent state and allows proliferative
signals to go unchecked resulting in oncogenic transformation. However, activation of this
pathway is not only required for viral transformation but also for other stages of the virus
life cycle. EBV BZLF1-mediated reactivation from latency, for example, requires the acti-
vation of PI3K and Akt. Productive polyomavirus infection requires the up-regulation of
PI3K-Akt cell survival and cellular proliferation.

Long-term infections can also be established by chronically infecting viruses such as
HBV and HCV, which, after prolonged periods, can also lead to cellular transformation.
However, both HBV and HCV viral products have been shown to induce PI3K-Akt survival
signals, which blocks apoptosis. Whether this situation occurs in vivo in chronic infection
and the cellular transformation that ensues has not been studied, and this is partly due
to the lack of efficient cell culture systems for such viruses.

Another limitation to studies examining the effect of virus infection on host cell
signaling is the use of continuous tumorigenic cell lines with altered biological properties.
The cross-regulation between multiple signaling pathways, which may differ in cell systems
in vivo and in vitro, also makes it difficult to obtain results which are conclusive.
However, the use of transgenic animals, as in the case of EBV LMP2A and the ongoing
development of new techniques such RNA interference (RNAi), will allow for better
understanding of the modulation of cell signaling cascades. In future, this may help to
identify new cellular and viral proteins, and lead to a more in depth understanding of cellular
transformation and other viral and cellular diseases.
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Cyclin-Dependent Kinase 5
A Target for Neuroprotection?

Frank Gillardon

Summary
Cyclin-dependent kinase 5 (CDK5) activity is mainly restricted to the nervous system where it

plays a central role in neuronal development and neurotransmission. There is increasing evidence that
overactivation of CDK5 contributes to the pathogenesis of both chronic and acute neurodegenerative
diseases suggesting that deregulated CDK5 may represent a therapeutic target for neuroprotection.

By high-throughput screening we identified small molecule CDK5 inhibitors that prevented neu-
ronal cell death in various paradigms. The compounds blocked the cell death program upstream of
mitochondrial depolarization and cytochrome c release. Phosphoproteome analysis revealed poten-
tial mechanisms underlying neuroprotection by CDK5 inhibitors, but also indicated interference with
the physiological function of CDK5. Microarray analysis demonstrated rapid changes in gene
expression following administration of CDK5 inhibitors to cultured neurons. Although compound-
related effects cannot be excluded, our data advise caution when considering CDK5 inhibitors as
therapeutic agents in chronic neurodegenerative diseases.  

Key Words: CDK5; neurodegeneration; kinase inhibitors; proteomics; gene expression profiling.

1. Introduction
Cyclin-dependent kinases (CDKs) are serine/threonine kinases that are involved in the

regulation of cell-cycle progression. Although CDK5 shows 60% homology to CDK1/2,
CDK5 is not involved in cell proliferation and its activity is mainly restricted to postmi-
totic neurons. During neuronal differentiation expression of cell-cycle CDKs is switched
off, whereas expression of CDK5 and its neuron-specific activator p35 becomes activated
(reviewed in refs. 1,2). CDK5 knockout mice die in utero and embryos exhibit severe
structural disorganization of the brain indicating a role for CDK5 in neuronal develop-
ment. Blockade of CDK5 activity in cultured neurons points to a physiological function
in neurite outgrowth and synaptic signaling (reviewed in ref. 3).

Overactivation of CDK5 has been detected in the central nervous system of both
Alzheimer’s disease patients and transgenic mouse models of amyotrophic lateral scle-
rosis and Niemann-Pick disease, respectively (reviewed in refs. 1,3,4). Re-expression
and activation of mitotic CDKs has also been shown in Alzheimer’s disease brains and
various animal models for neurodegeneration. Moreover, nonselective CDK inhibitors
and dominant-negative kinase mutants prevent neuronal cell loss in these models
demonstrating that CDKs contribute to neurodegeneration (1,2). Because the patho-
physiological relevance of CDK5 has been extensively reviewed, this chapter will focus
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on preclinical development of small molecule CDK5 inhibitors and their characteriza-
tion by phosphoproteome and transcriptome analysis.

2. Small Molecule CDK Inhibitors and Neuroprotection
To determine the relevance of various CDKs for neuronal cell death, we used small

molecule inhibitors for mitotic CDKs that were originally developed for anti-proliferative
treatment of tumors. All compounds completely blocked proliferation of tumor cell
lines with an EC50 in the low-nanomolar range, thus demonstrating that they are bio-
logically active and cross the cell membrane. The compounds were named Indolinones,
which refers to their basic chemical structure (8). In cell-free kinase assays, some
Indolinones also inhibited recombinant CDK5 (Table 1), whereas other kinases that
may contribute to neuronal cell death (e.g., c-Jun N-terminal kinases, p38 mitogen-
activated protein kinases [MAPK]) were not significantly affected. An increase in adeno-
sine triphosphate (ATP) concentration shifted the dose-response curve to the right
demonstrating competition with ATP for binding to CDKs (see Fig. 1A). Although the ATP
binding pocket is highly conserved between members of the CDK family (see Fig. 1B),
some of the compounds exhibit selectivity towards individual CDKs (e.g., Indolinone B)
(Table 1). Similar findings have been reported using other ATP competitive protein
kinase inhibitors, and structure analysis indicates that specificity is conferred by side-
chain interaction with nonconserved residues adjacent to the ATP binding site (5,6).
However, we were unable to identify a highly selective (selectivity factor >50) CDK5
inhibitor by high-throughput screening of more than 800,000 compounds.

Oxidative stress plays a central role in both acute and chronic neurodegenerative dis-
eases. Therefore, we tested the compounds in cultures of cerebellar granule neurons follow-
ing administration of buthionine sulfoximine (BSO), an irreversible inhibitor of glutathione
synthase, which induces delayed neuronal cell death by cellular glutathione depletion and
subsequent free radical stress (7). The CDK5 inhibitors Indolinone A (0.3 m M) and roscov-
itine (30 m M) completely prevented the decline of Alamar Blue fluorescence as a measure
for mitochondrial activity after BSO exposure (Table 1). The neuroprotective effect of
indolinone A was not mediated via scavenging of reactive oxygen species (ROS) following
glutathione depletion, because indolinone A did not prevent the BSO-induced increase in
oxidant-sensitive dichlorodihydrofluorescein fluorescence. Indolinone A also promoted
survival of cerebellar granule neurons in other paradigms of cell death (e.g., staurosporine
treatment, potassium/serum deprivation, colchicine exposure) with an EC50 in the sub-
micromolar range (8). In cultured rat cortical neurons, administration of Indolinone A reduced
cell death following DNA damage induced by the topoisomerase I inhibitor camptothecin.

It should be mentioned however, that Indolinones were ineffective in other in vitro
models for neurodegeneration. Excitotoxic cell death in organotypic hippocampal slice
cultures following glutamate exposure was not reduced by Indolinone A treatment (see
Fig. 2A). This is somewhat surprising, since CDK5 phosphorylates NMDA receptors,
thereby enhancing ion channel activity (9). Furthermore, viral overexpression of domi-
nant-negative CDK5 mutants protected hippocampal neurons from cell death following
forebrain ischemia, where glutamate excitotoxicity plays a major role.   

Uptake of the parkinsonism-inducing toxin, 1-methyl-4-phenylpyridinium, into cul-
tured dopaminergic neurons impairs mitochondrial complex 1 activity and causes
oxygen radical generation (10). Treatment of cultured neurons from rat midbrain with
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Indolinone A did not protect tyrosine hydroxylase-immunoreactive dopaminergic neu-
rons against 1-methyl-4-phenylpyridinium toxicity. Moreover, Indolinone A alone led to
a decrease in the number of tyrosine hydroxylase-positive neurons, whereas non-
dopaminergic neurons were not affected (see Fig. 2B). Very recently, phosphorylation
of tyrosine hydroxylase by CDK5 has been shown to increase enzyme stability and
activity (11), which may underlie the neurotoxic effect of the CDK5 inhibitor on cul-
tured dopaminergic neurons. On the other hand, the pan-CDK inhibitor flavopiridol
attenuated the loss of dopaminergic neurons in rats injected with 1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine (12). Thus, we cannot exlude that a compound-related effect
may contribute to the selective neurotoxicity of Indolinone A in cultured dopaminergic
neurons seen in our studies. Indolinone A was also active in vivo. Intravitreal injections
promoted survival of retinal ganglion cells after transection of the optic nerve, and
intracerebroventricular infusion significantly reduced infarct volume following tran-
sient focal cerebral ischemia in rats (Table 1) (8). Most importantly, compounds that
inhibit mitotic CDKs but not CDK5 did not show neuroprotective effectiveness in any
paradigm (Table 1), strongly suggesting that CDK5 represents an attractive target for
neuroprotection.

3. Point of Intervention
Studies during the last decade have shown that different cell death pathways converge

on mitochondria causing the release of various cell death-promoting proteins (13). A
therapeutic intervention at the early steps in the cell death cascade seems a prerequisite
for long-term functional neuroprotection.

In our studies using cultured neurons, release of cytochrome c from mitochondria
during staurosporine-induced apoptosis was prevented by Indolinone A, as assessed by
immunoblotting (8). More importantly, the CDK5 inhibitor preserved mitochondrial
transmembrane potential after glutathione depletion by BSO, while mitochondria were
completely depolarized in cultures treated with the pan-caspase inhibitor zVAD-fmk
(see Fig. 3A).

In order to determine whether Indolinone A directly acts on mitochondria, two experi-
ments were performed. First, cytochrome c release and subsequent neuronal cell death
was triggered directly at the mitochondrial level using HA14-1, a small molecule
inhibitor of the antiapoptotic mitochondrial Bcl-2 protein (14). HA14-1 binds to the sur-
face pocket of Bcl-2, thereby preventing heterodimerization with cell death-promoting
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Table 1
Inhibition of CDKs and Neuroprotection by Indolinones

Indo-A Indo-B Indo-C

CDK1/IC50 (m M) 0.025 2.5 0.009
CDK2/IC50 (m M) 0.036 2.0 0.093
CDK4/IC50 (m M) 0.0001 0.0008 >10.0
CDK5/IC50 (m M) 0.005 1.4 1.9
Glutathione depletion/EC50 (m M) 0.13 >1.0 >1.0
Serum deprivation/EC50 (m M) 0.08 >1.0 >1.0
Focal cerebral ischemia/infarct reduction (%) 58.8 n.d. nd
Optic nerve transection/neuron survival (%) 62.7 –5.6 nd



Bcl-2 family members, like Bax, Bad, or Bak. Bax oligomers then insert into the outer
mitochondrial membrane mediating the release of cytochrome c. In cultured cerebellar
granule neurons, HA14-1 dose-dependently increased mitochondrial dysfunction and
cell death which was not reduced by cotreatment with the CDK5 inhibitor (see Fig. 4A).
Secondly, the compounds were administered directly to mitochondria that had been
isolated from mouse forebrains. Treatment of density gradient-purified mitochondria
with high concentrations of calcium led to a decrease in transmembrane potential.
Mitochondrial depolarization was not prevented by coadministration of Indolinone A,
although a small amount of CDK5 copurified with mitochondria (see Fig. 4B). These
findings indicate that Indolinone A exerts its neuroprotective effects upstream of the
Bcl-2/Bax family, mitochondrial depolarization, and cytochrome c release.
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Fig. 1. (A) Inhibition of recombinant CDK5/p25 by Indolinone A in a cell-free assay. At
higher ATP concentrations (circles) dose-response curve is shifted to the right indicating an ATP-
competitive mode of action. Empty circle/triangle indicates absence of CDK5 substrate histone
H1. (B) Molecular model showing amino acid conservation between mitotic CDK2 and neuronal
CDK5 in a region encompassing the ATP binding site. ATP bound within its pocket is depicted. 
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Fig. 2. (A) The CDK5 inhibitor Indolinone A does not prevent excitotoxic death of hippocam-
pal neurons induced by glutamate. Rat organotypic hippocampal slice cultures were stained with
propidium iodide and monitored 6 h before (upper row) and 16 h after (lower row) glutamate
exposure (50 m M for 1h), respectively. Uptake of prodium iodide (fluorescence) indicates neu-
ronal cell death in the granule cell layer of the dentate gyrus (DG) and the pyramidal cell layer of
the cornu ammonis (CA). Neurodegeneration is prevented by pretreatment with the glutamate
receptor antagonist MK-801, but not with the CDK5 inhibitor Indolinone A (Indo-A). (B)
Treatment with Indolinone A causes a decline in the number of tyrosine hydroxylase (TH)
immunopositive neurons in vitro. Neuronal cell cultures from the embryonic rat midbrain were
incubated with either the neurotoxin 1-methyl-4-phenylpyridinium (MPP+ ) or Indolinone A
(Indo-A). Dopaminergic neurons were visualized by tyrosine hydroxylase immunocytochemistry
and healthy neurons with long neurites (inset) were counted. Values represent mean ± SD, n = 4.



Activity of both antiapoptotic and proapoptotic Bcl-2 family members can be modu-
lated by phosphorylation and various kinase signaling pathways influence cell survival
(15). In neuronal cell culture, activity of antiapoptotic extracellular signal-regulated
kinase (ERK) versus proapoptotic c-Jun N-terminal kinase/p38 mitogen-activated
protein kinase (JNK/p38 MAPK) has been shown to determine survival (16). Studies in
CDK5-deficient mice point to a crosstalk between CDK5 and ERK/JNK signaling path-
ways (17,18). As shown in Fig. 5, incubation of cerebellar granule neurons with
Indolinone A caused a rapid increase in phosphorylation of both ERK and c-Jun indi-
cating activation of ERK/JNK signaling. By contrast, Indolinone A treatment did not
modulate phosphorylation/activation of Akt kinase or p38 MAPK.

To analyze whether activation of anti-apoptotic ERK by Indolinone A underlies its
neuroprotective effectiveness, we co-incubated cerebellar granule neurons with Indolinone
A and the ERK inhibitor U0126 (19). Whereas U0126 (10 m M) completely blocked the
increase in ERK phosphorylation by Indolinone A, the compound did not significantly
affect neuroprotection by Indolinone A against BSO-induced cell death. Similarly, treat-
ment of cerebellar granule neurons with the JNK inhibitor SP600125 (30 m M) (20) plus

86 Gillardon

Fig. 3. (A) Indolinone A preserves mitochondrial transmembrane potential in cultured rat
cerebellar granule neurons during free radical stress. Neuronal cell cultures were treated with
BSO which inhibits glutathione biosynthesis, thereby increasing free radical generation and cell
death. Hyperpolarized, functional mitochondria exhibit red fluorescence following administra-
tion of the potential-sensitive dye JC-1, whereas depolarized mitochondria show green fluores-
cence. An overlay of confocal lasercan microscope images is presented. Complete depolarization
of mitochondria is visible in cultures coincubated with BSO and the pan-caspase inhibitor
zVAD-fmk (zVAD, 100 m M), whereas Indolinone A (Indo-A, 0.3 m M) prevents loss of mito-
chondrial transmembrane potential. (B) Indoline A does not affect synaptic vesicle recycling in
rat cerebellar granule neurons. Cultured neurons were co-incubated with compound and FM
1–43, a fluorescent tracer of synaptic vesicle endocytosis. Confocal laser scan microscope
images show similar signal intensity compared to vehicle-treated control cultures.



Indolinone A prevented the accumulation of phospho-c-Jun, however, blockade of
BSO-induced cell death by Indolinone A remained unchanged. Thus, activation of
ERK/JNK signaling is dispensable for Indolinone A-mediated neuroprotection against
free radical stress. In contrast, cultured cortical neurons from CDK5 knockout mice
showed increased JNK activity and c-Jun phosphorylation, as well as a faster rate of
apoptotic cell death following ultraviolet (UV) irradiation (17).
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Fig. 4. (A) The CDK5 inhibitor Indolinone A does not block the cell death program, if it is
triggered directly at the mitochondrial level. Administration of HA14-1, a small molecule
inhibitor of antiapoptotic Bcl-2 protein, dose-dependently induces cell death in cultured rat cere-
bellar granule neurons as assessed by Alamar Blue assay. Coadministration of Indolinone A (0.3
m M) does not promote survival. (B) Indolinone A has no effect on isolated mitochondria.
Metabolically active mitochondria were purified from mouse forebrains. Mitochondrial trans-
membrane potential (Ym) was measured in a microtiter plate reader following administration of
the potential-sensitive dye JC-1. Preincubation with Indo-A does not prevent mitochondrial
depolarization induced by calcium overload (100 nmol/mg). Values represent mean ± SD, n = 4-
5. (Inset) Immunoblot analysis demonstrates that a small fraction of CDK5 co-purifies with brain
mitochondria. Lane 1: homogenate; lane 2: cytosol; lane 3: purified mitochondria.



4. Phosphoproteome Analysis
Following proteolytic cleavage of its activatory subunit p35 to p25, CDK5/p25

translocates from the plasma membrane to the cytosol and nucleus where novel sub-
strates become hyperphosphorylated leading to neuronal cell death. Toxic substrates such
as tau and neurofilament proteins have already been identified in Alzheimer’s disease and
amyotrophic lateral sclerosis (1,3,4). Incubation of cerebellar granule neurons with
Indolinone A lead to a complete dissappearance of basal phospho-tau(Ser202/Thr205)
immunoreactivity, as assessed by immunoblotting (21). However, we could not detect an
increase in tau phosphorylation in our models of neurodegeneration and thus, other
pathogenic substrates remain to be identified.

In order to identify novel CDK5 substrates in brain lysates, we performed a pilot
study using KESTREL (kinase substrate tracking and elucidation) (22). Pig brains were
homogenized, purified by gel filtration chromatography, and fractionated by heparin
chromatography. An aliquot from each fraction was incubated with recombinant
CDK5/p25 and radiolabeled ATP. In addition to the CDK5/p25 autophosphorylation
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Fig. 5. Crosstalk between CDK5 and ERK/JNK signaling cascades. Rat cerebellar granule
neurons were cultured in 60-mm Petri dishes and treated with the CDK5 inhibitor Indolinone A
(Indo-A, 0.3 m M) or BSO (500 m M) for 3 h. Proteins were detected in cell lysates by
immunoblot analysis using the following primary antibodies: anti phospho-c-Jun(Ser73), anti
total c-Jun, anti phospho-ERK1/2(Thr202/Tyr204), anti total ERK1/2, anti phospho-
Akt(Thr308), anti total Akt, anti phospho-p38 MAPK(Thr180/Tyr182), and anti total p38
MAPK. Inhibition of CDK5 causes a selective increase in phosphorylation of ERK1/2 and the
JNK substrate c-Jun indicating activation of ERK and JNK signaling, respectively. The total c-
Jun immunoreactive band is shifted suggesting that c-Jun becomes phosphorylated at multiple



bands, several 32P-labeled proteins of varying molecular weight were detected (see Fig. 6A).
The fractions containing these potential CDK5 substrates were further purified by ion
exchange and gel filtration chromatography. The bands were excised from the gel,
digested with trypsin, and identified by peptide mass fingerprinting. The peptide masses
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Fig. 6. (A) Identification of novel CDK5 substrates by KESTREL. Protein extracts from pig
brains were fractioned by chromatography. An aliquot of each fraction was supplemented with
recombinant CDK5/p25 and [g-32P]ATP. Reactions were analyzed by sodium dodecyl sulfate-
polyacrylamide gel electrophoresis (SDS-PAGE) and autoradiography. Radiolabeled bands were
excised, proteins were digested with trypsin and identified by peptide mass fingerprinting. Left:
phosphorylation of the known CDK5 substrate tau (three isoforms). Right: autophosphorylation
of recombinant CDK5/p25 and phosphorylation of neuronal nitric oxide synthase (nNOS). (B)
Peptide mass fingerprint of collapsin response mediator protein-4. Rat cerebellar granule
neurons were coincubated with 32P orthophosphoric acid and the CDK5 inhibitor Indolinone A
(or vehicle). Proteins were separated by two-dimensional gel electrophoresis. Differentially radio-
labeled gel spots were digested with trypsin and analyzed by MALDI-TOF mass spectrometry.



were matched with tau protein (accession number P29172, three isoforms) and neuronal
nitric oxide synthase (accession number Q9Z0J4, N-terminal fragment), respectively.
Neuronal nitric oxide synthase exhibits several CDK5 consensus phosphorylation sites
(S/TPXK/H/R) and potentially represents a novel CDK5 substrate. About 40 substrates
for CDK5 have been published (4), however, phosphorylation under physiological con-
ditions has not been demonstrated for all of them. Using KESTREL we could identify
only tau and p25. Some CDK5 substrates are transmembrane proteins which are difficult
to solublize, others are low-abundant proteins which are difficult to detect. Preliminary
results indicate that additional radiolabeled bands become detectable following modifi-
cation of KESTREL (A. Knebel, personal communication).

We also used metabolic labeling followed by two-dimensional (2D) gel electrophore-
sis and matrix assisted laser desorption/ionization-time of flight (MALDI-TOF) mass
spectrometry to analyze global changes in protein phosphorylation in cerebellar granule
neurons in vitro. In Indolinone A-treated cultures, a significant increase in 32P incorpora-
tion was observed in cofilin (accession number P45592), tubulin b (P04691), a-internexin
(Q07803), syndapin I (Q9Z0W5), heterogeneous nuclear ribonucleoprotein K (Q07244),
and elongation factor G (Q07803) (21). Neuronal proteins showing a Indolinone A-
induced loss of 32P incorporation included dynein light intermediate chain 2 (O43237),
collapsin response mediator protein-2 (P47942), and collapsin response mediator protein-
4 (Q62952) (see Fig. 6B). Corresponding protein spots on silver-stained gels did not show
significant changes in staining intensity. Prediction of potential phosphorylation sites was
performed using the computer program NetPhos (www.cbs.dtu.dk/services/NetPhos).
Phosphorylation at serine, threonine or tyrosine residues was predicted with a score greater
than 0.9 for all radiolabeled proteins.

Both dynein light intermediate chain 2 and collapsin response mediator proteins-
2/-4 exhibit conserved CDK5 consensus phosphorylation site [(S/T)PX(K/H/R)] and
phosphorylation of collapsin response mediator protein-2 by CDK5 has recently been
confirmed by others (23). Collapsin response mediator proteins regulate axonal elonga-
tion and phosphorylation by Rho-associated kinase causes growth cone collapse. In our
study, incubation of cultured chicken dorsal root ganglion neurons with the CDK5
inhibitor Indolinone A significantly increased neurite length (21). Consistently, growth
cone collapse was blocked in rat dorsal root ganglion neurons by the CDK5 inhibitor
roscovitine or by transfection of mutant collapsin response mediator protein-2(S522A)
that cannot be phosphorylated by CDK5 (23). Similar results were obtained in dorsal
root ganglion neurons from CDK5-deficient mice (24). It should be noted however, that
conflicting data have been reported using cultured chicken sympathetic ganglia, where
both roscovitine and a dominant-negative CDK5 mutant lead to a marked reduction in
neurite outgrowth (25).

CDK5 has been shown to modulate the activity of various protein kinases and pro-
tein phosphatases (reviewed in ref. 4) which may help explain why numerous proteins
become phosphorylated in cerebellar granule neurons following CDK5 inhibitor treat-
ment. Cofilin is best known for its destabilizing effects on the actin cytoskeleton.
Recently, however, it has been shown that following different apoptotic stimuli dephos-
phorylated cofilin rapidly translocates to mitochondria where it induces cytochrome c
release and cell death. Phosphorylation of cofilin inhibited mitochondrial transloction
and cytochrome c release (26). Because Indolinone A prevents mitochondrial release of
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cytochrome c and enhances 32P incorporation in cofilin, we analyzed, whether this
mechanism might contribute to Indolinone A-mediated neuroprotection. Following
serum/potassium deprivation in cultured cerebellar granule neurons, we detected a five-
fold accumulation of cofilin in the mitochondrial fraction that was significantly reduced
by administration of the CDK5 inhibitor (21). Consistently, Indolinone A also lead to a
twofold increase in the ratio of phospho-cofilin(Ser-3) to total cofilin in cell lysates as
assessed by immunoblotting. It may be hypothesized that early in the cell death cascade,
CDK5 inactivates/activates the kinase/phosphatase acting on cofilin(Ser-3).

Finally, treatment of rat cerebellar granule neurons with Indolinone A significantly
increased 32P incorporation into elongation factor G and heterogeneous nuclear ribo-
nucleoprotein K. Elongation factor G catalyzes the translocation of ribosomes during
protein synthesis and heterogeneous nuclear ribonucleoprotein K couples extracellular
signals to mRNA transcription and translation (27) suggesting that CDK5 inhibitors
might also influence gene expression.

5. Gene Expression Profiling
In several studies nuclear localization of CDK5 and association with nuclear

proteins (e.g., SET protein) has been described (28). More importantly, CDK5
has been shown to phosphorylate several transcription factors [retinoblastoma
protein, p53, myocyte enhancer factor 2 (MEF2), signal transducer and activator of
transcription 3 (STAT3), suppressor of defective silencing 3 Sds3)] and to modulate
transcriptional activity (4,29–31). CDK5-mediated phosphorylation/inactivation of
the survival-promoting transcription factor MEF2 contributes to neuronal cell death
following free radical stress. We have therefore included gene expression profiling
to investigate the influence of the neuroprotective CDK5 inhibitor Indolinone A on
neuronal gene expression (21).

cDNA microarray analysis demonstrated that numerous mRNAs were either upregu-
lated or downregulated more than or equal to twofold already 3 h after compound admin-
istration (Table 2A,B). Phosphorylation by CDK5 inhibits MEF2 transcriptional activity
and enhances Sds3-mediated transcriptional repression (29,31), whereas transcription
of STAT3 target genes is increased (30). Consistently, Indolinone A treatment lead to a
decrease in mRNA of FBJ osteosarcoma oncogene (c-fos), a well known target gene for
STAT3, and sequence analysis revealed that several up-regulated genes contain binding
consensus sequences for MEF2 [CT(A/t)(a/t)AAATAG] in their regulatory regions (21).
Interestingly, expression of MEF2D mRNA is rapidly downregulated following MEF2
disinhibition by the CDK5 inhibitor. Additionally, there seems to be a compensatory
downregulation of several protein phospatases (Table 2B). Similar to phosphoproteome
analysis, gene expression profiling revealed that several components of the basic gene
transcription machinery (e.g., RNA polymerase, nuclear ribonucleoproteins) are modu-
lated following Indolinone A treatment. This raises the possibility that Indolinone A might
also inhibit CDK7, -8, or -9, which are involved in regulation of RNA transcription (32).
Similar to our data however, chemical inhibition of Pho85 kinase in yeast (the functional
homolog to mammalian CDK5) caused induction/repression of more than 300/500 genes
(33). Notably, changes in gene expression were transient and only detectable after the
rapid loss of Pho85 activity caused by chemical inhibition, but not in Pho85 gene-
deficient yeast mutants.
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The physiological relevance of the genes listed in Table 2 remains to be determined.
We could not detect changes in the amount of mRNAs encoding anti-/proapoptotic
proteins following administration of neuroprotective Indolinone A. However, an effect
of the CDK5 inhibitor on synaptic function is indicated by several transcripts encoding
synaptic proteins. CDK5 plays a central role in synaptic vesicle endocytosis by phos-
phorylating amphiphysin, dynamin and synaptojanin, which regulates interaction with
other components (e.g., endophilin) (34–36). In our study, mRNA expression of dynamin
and endophilin increases rapidly following CDK5 inhibitor administration. Compound
treatment also enhanced expression of synapsin mRNA and phosphorylation of syn-
dapin protein which are involved in synaptic vesicle recycling. To determine whether
expression of these genes is modulated as a consequence of functional alterations in
synaptic signaling induced by CDK5 blockade, we coincubated cerebellar granule neu-
rons under depolarizing conditions with Indolinone A and FM 1-43, a fluorescent tracer
of synaptic vesicle endocytosis (37,38). Internalization of FM 1–43 into recycling vesi-
cles was monitored using a Leica confocal laserscan microscope or a Millipore
CytoFluor plate reader. In our study, signal intensity did not differ between Indolinone
A-treated and vehicle-treated neuronal cell cultures (see Fig. 3B). In a more detailed
analysis by Tan et al. (35) however, both the CDK5 inhibitor roscovitine and a domi-
nant-negative CDK5 mutant reduced synaptic vesicle endocytosis in cultured rat cere-
bellar granule neurons.

6. Conclusions
Taken together, our data indicate that inhibition of mitotic CDKs is not sufficient for

neuroprotection in numerous cell death paradigms, whereas coinhibition of CDK5 by
some Indolinones preserves neuronal structure and function. High-throughput screening
of compound libraries for CDK5 inhibitors may be biased towards identification of
potent, but nonselective compounds acting via ATP competition. However, crystal struc-
ture analysis of CDK5/p25 revealed clear differences in kinase activation and substrate
recognition compared with mitotic CDKs (39) that may be exploited to design more
selective inhibitors. On the other hand, CDKs and other cell death promoting kinases
become coactivated in some paradigms of neurodegeneration (1) suggesting that non-
selective inhibitors may be superior for neuroprotection. Additionally, we cannot
exclude that neuroprotection following CDK5 inhibitor administration is achieved by
inhibition of an unknown kinase, since more than 500 putative protein kinase genes
have been identified in the human genome (40).

Phosphorylation of several proteins and expression of nearly 200 genes is modulated
3 h after compound administration. Modulation of synaptic proteins is indicative of an
interference with the physiological function of CDK5 in neurotransmission which may
preclude long-term administration in chronic neurodegenerative diseases. Nevertheless,
the CDK5-inhibiting Indolinones promote both neuronal survival and neurite outgrowth
in various models suggesting that small molecule CDK5 inhibitors may favour func-
tional survival and regeneration following acute neurological insults.

Note added in proof: Novel CDK5 inhibitors have been published by Ahn and
colleagues (Chem Biol 2005;12:811–823). Effect of p35 gene deletion in rodent
models of neurodegeneration has been described by Hallows et al. (J Neurosci 2006;
26:2738–2744).
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Critical Roles of the Raf/MEK/ERK Pathway in Apoptosis 
and Drug Resistance

James A. McCubrey, Fred E. Bertrand, Linda S. Steelman, Fumin Chang, 
David M. Terrian, and Richard A. Franklin

Summary
The Ras/Raf/MEK/ERK pathway plays a critical role in the transmission of signals from growth fac-

tor receptors to the nucleus to regulate gene expression. Components of this pathway (e.g., Ras and
B-Raf) are frequently mutated in human cancer. Mutations at upstream receptors (e.g., epidermal growth
factor receptor [EGFR] and Flt-3) and chimeric chromosomal translocations (e.g., BCR-ABL), which
transmit their signals through the Ras/Raf/MEK/ERK cascade were also frequently observed in human
cancer. This pathway also interacts with other signaling pathways (e.g., PI3K/PTEN/Akt) to regulate
cell growth. In some cells, mutation of PTEN may contribute to suppression of Raf/MEK/ERK because
of the ability of Akt to phosphorylate and inactivate Raf-1. Other regulatory components of the
Raf/MEK/ERK pathway (e.g., the Raf Kinase Inhibitor Protein, RKIP) may display altered expression
during metastasis, which lead to activation of the pathway. This chapter describes the roles of the
Raf/MEK/ERK pathway in signal transduction, prevention of apoptosis and induction of drug resistance.

Key Words: Raf; MAPK; apoptosis; cell cycle; signal transduction; drug resistance.

1. Overview of Ras/Raf/MEK/ERK Signaling and its Role in Apoptosis 
and Drug Resistance

The Ras/Raf/MEK/ERK cascade couples signals from cell surface receptors to
transcription factors, which regulate gene expression. A diagrammatic overview of the
Ras/Raf/MEK/ERK pathway is presented in Fig. 1. This pathway is often activated by
mutations or overexpression in upstream molecules such as BCR-ABL and epidermal
growth factor receptor (EGFR) in certain tumors. The Raf/MEK/ERK pathway also has
profound effects on the regulation of apoptosis by the post-translational phosphoryla-
tion of apoptotic regulatory molecules including Bad, caspase 9, and Bcl-2. Depending
upon the stimulus and cell type, this pathway can transmit signals, which regulate
apoptosis and cell-cycle progression (1–5). A survey of the literature reveals the daily
increase in complexity in this pathway, as there are multiple members of the kinase,
transcription factor, apoptotic regulator, and caspase executioner families, which can be
activated or inactivated by protein phosphorylation. Raf, either through downstream
MEK and ERK, or independently of MEK and ERK, can induce the phosphorylation of
proteins, which control apoptosis. The diversity of signals transduced by this pathway
is further increased as different Raf family members heterodimerize to transmit
different signals. Furthermore, additional signal transduction pathways interact with
the Raf/MEK/ERK pathway to positively or negatively regulate its activity. Abnormal
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activation of this pathway occurs in human cancer as a result of mutations at Ras and
B-Raf as well as genes in other pathways (e.g., PI3K, PTEN, Akt), which serve to
regulate Raf activity. The Raf/MEK/ERK pathway also influences chemotherapeutic
drug resistance as ectopic activation of Raf induces resistance to doxorubicin and pacli-
taxel in breast cancer cells and some mutations at B-Raf have been detected in breast can-
cers. For all the above reasons, the Raf/MEK/ERK pathway is an important pathway to
target for therapeutic intervention. Inhibitors of Ras, Raf, MEK and some downstream
targets have been developed and many are currently in clinical trials. This chapter will
summarize our current understanding of the Ras/Raf/MEK/ERK signal transduction
pathway and other interacting signaling and apoptotic pathways.

2. Ras and its Role in the Raf/MEK/ERK Kinase Cascade
Ras is a small GTP-binding protein, which is the common upstream molecule of

several signaling pathways including Raf/MEK/ERK, PI3K/Akt and RalEGF/Ral (6).
So far three Ras proteins have been identified, namely Ha-Ras, Ki-Ras, and N-Ras. Ras
proteins show varying abilities to activate the Raf/MEK/ERK and PI3K/Akt cascades.
For example, Ki-Ras has been associated with the Raf/MEK/ERK pathway whereas
Ha-Ras is associated with PI3K/Akt activation (7). Different mutation frequencies have
been observed between Ras genes in human cancer (Ki-Ras > Ha-Ras).

For Ras to be targeted to the cell membrane, it must be farnesylated by farnesyl trans-
ferase (Ha-, Ki-, and N-Ras) or geranylgeranylated by geranylgeranyl transferase (N-and
Ki-Ras). Farnesylation and geranylgeranylation both occur on the same cysteine residue.
Ras preferentially undergoes farnesylation, however, in the presence of farnesylation
inhibitors N-Ras and Ki-Ras can undergo gernylgernylation. Farnesylation and geranyl-
geranylation are important for targeting Ras to the cell membrane. Ha-Ras and N-Ras can
also undergo palmitoylation with Ha-Ras having two palmitoylation sites and N-Ras
having one palmitoylation site. Ki-Ras appears to lack a palmitylation site. It is believed
that palmitoylation plays a role in plasma membrane microlocalization. Following bind-
ing of cytokines, growth factors or mitogens to their appropriate receptors activation of the
coupling complex Shc/Grb2/Sos occurs. Upon stimulation by Shc/Grb2/SOS, the inactive
Ras exchanges GDP for GTP and undergoes a conformational change and becomes active.
The GTP bound active Ras can then recruit Raf to cell membrane (see Fig. 1).

3. Raf Activation and Inhibition
Raf is a serine/threonine (S/T) kinase and is normally activated by a complex series

of events including: (1) recruitment to the plasma membrane mediated by an interaction
with Ras (7); (2) dimerization of Raf proteins (8); (3) phosphorylation/dephosphoryla-
tion on different domains (9); (4) disassociation with the Raf kinase inhibitory protein
(RKIP) and, (5) association with scaffolding complexes (e.g., kinase suppressor of Ras,
[KSR]) (see Fig. 2). Raf activity is further modulated by adaptor proteins including
Bag1 and 14-3-3 (10). Inhibition of Ras activity hinders Raf activation.

4. Regulation of Raf Activity by Phosphorylation
The mammalian Raf family consists of A-Raf, B-Raf, and Raf-1 (C-Raf). These

proteins have three conserved regions, which have been termed CR1, CR2, and CR3 (4).
Among these three domains, CR1 contains the Ras binding site; CR2 contains the
regulatory domain and CR3 contains the kinase domain.
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There are at least thirteen regulatory phosphorylation sites on Raf-1 (1,10,11). Some
of these sites (e.g., S43, S259 and S621) are phosphorylated when Raf-1 is inactive.
This allows the 14-3-3 chaperonin proteins to bind Raf-1 and confer a formation which
is inactive (see Fig. 2). Upon cell stimulation, S621 becomes transiently dephosphory-
lated by a phosphatase not yet identified. Phosphatases such as protein phosphatase 2A
(PP2A) dephosphorylate S259 (11). 14-3-3 then disassociates from Raf-1. This allows
Raf-1 to be phosphorylated at S338, Y340, and Y341, which renders Raf-1 active. A Src
family kinase is likely responsible for phosphorylation at Y340 and Y341 (10–12). The
phosphatases, which dephosphorylate S621 and other Raf phosphorylation sites,
excluding S259, are unknown. 

Y340 and Y341 on Raf-1, the phosphorylation targets of Src family kinases, are
conserved in A-Raf (Y299 and Y300), but are replaced with aspartic acid (D) at the
corresponding positions in B-Raf (D492 and D493) (10,13). The negatively charged
aspartic acid residues mimic activated residues, which makes B-Raf highly active.
Maximal activation of Raf-1 and A-Raf requires both Ras and Src activity whereas
B-Raf activation is Src-independent (14). Interestingly, as will be discussed later, more
mutations at B-Raf, than either Raf-1 or A-Raf, have been detected in human cancer.
This may have resulted from a simpler mode of activation and selection of cells containing
B-Raf mutations than either Raf-1 or A-Raf mutations.

The S338 residue present in Raf-1 is conserved among the three Raf isoforms, how-
ever, in B-Raf (S445), this corresponding site is constitutively phosphorylated (15).
S338 phosphorylation on Raf-1 is stimulated by Ras and is dependent on p21-activated
protein kinase (PAK) (16). Other phosphorylation sites in Raf-1 that may modulate its
activity include: S43, S339, T491, S494, S497, S499, S619, and S621. Protein kinase C
(PKC) has been shown to activate Raf and induce crosstalk between PKC and
Raf/MEK/ERK signaling pathways (17). S497 and S499 were identified as the target
residues on Raf-1 for PKC phosphorylation (17). However, other studies suggest that
these sites are not necessary for Raf-1 activation (18).

Anti-Apoptotic and Drug Resistance Effects of the Raf/MEK/ERK Signaling 105

Fig. 2. (Opposite page) Regulation of Raf Activity by Phosphorylation, Ras Binding and
Complex Formation. Activation of Ras occurs after receptor ligation and results in the posttransla-
tional modification of Ras and membrane translocation. Ras recruits Raf-1 to the membrane by
binding the Ras binding domain present on Raf-1. Also occurring at this time is the transient
dephosphorylation of S621 present on Raf-1. The S259 present on Raf-1 is then dephosphorylated
by PP2A. This allows Raf-1 to be phosphorylated and activated by other kinases (PAK, Src family
kinases, and potentially PKC). Raf-1 then binds ATP and phosphorylates MEK, which in turn phos-
phorylates ERK. Raf-1 is then inactivated by protein dephosphorylation and binds 14-3-3. This
results in a conformational change and Raf-1 is translocated to the cytoplasm and is inactive. Raf-1
also associates with RKIP which results in its inactivation. MEK and ERK also interact with RKIP
which prevents this interaction with Raf-1. RKIP is phosphorylated by PKC which results in the
disassociation of Raf-1 from RKIP and activation of Raf-1. The phosphorylation/dephosphory-
lation events alter the configuration of Raf-1 and can result in the disassociation of the 14-3-3
protein, which unlocks the Raf-1 protein allowing it to be phosphorylated by other kinases. The
binding of the chaperonin protein 14-3-3 and the subsequent conformational changes and translo-
cation to the cytoplasm are indicated. This figure is based in part by the models proposed by
Dr. Walter Kolch (11,17,20,23).
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Raf activity is also negatively regulated by phosphorylation on the CR2 regulatory
domain. Akt and protein kinase A (PKA) phosphorylate S259 on Raf-1 and inhibit its
activity (19,20). Furthermore, Akt or the related serum/glucocorticoid regulated kinase
(SGK) phosphorylate B-Raf on S364 and S428 and inactivate its kinase activity (21,22).
These S-phosphorylated Rafs associate with 14-3-3 and become inactive. This inhibitory
effect of Akt on Raf activity is cell type-specific and may depend on the differentiation
state of the cells (19). It was suggested that some differentially expressed mediators are
essential for the association between Akt and Raf.

Recently a scaffolding protein, Raf Kinase Inhibitory Protein (RKIP) has been shown
to inhibit Raf-1 activity (23). RKIP is a member of the phosphatidylethanolamine-binding
protein (PEBP) family. This multi-gene family is evolutionally conserved and has related
members in bacteria, plants and animals (24). Interesting RKIP can bind Raf or
MEK/ERK complex but not to Raf, MEK and ERK together. Various isoforms of PKC
have been shown to phosphorylate RKIP on S153 that results in the disassociation of Raf
and RKIP. Subsequently RKIP binds the G-protein-coupled receptor kinase 2 (GRK2) and
inhibits its activity (24). The role of RKIP in metastasis will be discussed in Section 17.

The importance of Raf-1 in the Raf/MEK/ERK signal transduction pathway has
come into question as a result of the discovery that B-Raf was a much more potent acti-
vator of MEK compared with Raf-1 and A-Raf. Many of the “functions” of Raf-1 still
persist in Raf-1 knock-out mice likely as a result of function of endogenous B-Raf (25).
Interestingly and controversially it has recently been proposed that B-Raf is not only the
major activator of MEK1, but B-Raf is also required for Raf-1 activation. Furthermore,
B-Raf may be temporally activated before Raf-1. However, there may be different subcel-
lular localizations of B-Raf and Raf-1 within the cell that exert different roles in signaling
and apoptotic pathways (26). In some cases, B-Raf may transduce its signal through
Raf-1. The reasons for this added step in the kinase cascade are not obvious but may
represent another layer of fine tuning.

Raf-1 plays important roles in promoting cell-cycle progression and preventing apop-
tosis. Recently, Raf-1 has been postulated to have nonenzymatic functions and serve as a
docking protein. An excellent summary of these non-MEK/ERK related activities of Raf-1
is presented in the review by Hindley and Kolch (27). Raf-1 has been proposed to have
important functions at the mitochondrial membrane. Expression of membrane targeted
Raf was shown to complement a BCR-ABL mutant in abrogating the cytokine-dependence
of hematopoietic cells (28). In these mutant BCR-ABL transfected cells, Bad was
expressed in the hyperphosphorylated inactive form and released from the mitochondria
into the cytosol. In contrast, in the cells containing the BCR-ABL mutant but lacking the
membrane-targeted Raf-1, which were not cytokine-dependent, Bad was hypophosphory-
lated and present in the mitochondrial fraction. BCR-ABL may interact with mitochondrial
targeted Raf-1 to alter the phosphorylation of Bad at the mitochondrial membrane and
hence regulate (prevent) apoptosis in hematopoietic cells containing the BCR-ABL chromo-
somal translocation (29). This survival mechanism is independent of MEK and ERK.

5. Downstream of Raf Lies MEK1
Mitogen-activated protein kinase/ERK kinase (MEK1) is a tyrosine (Y-) and S/T-dual

specificity protein kinase (30,31). Its activity is positively regulated by Raf phosphory-
lation on S residues in the catalytic domain. All three Raf family members are able to



phosphorylate and activate MEK but different biochemical potencies have been observed
(B-Raf > Raf-1>> A-Raf) (30,31). Although MEK1 is a key kinase in the Raf/MEK/
ERK cascade, it does not appear to be frequently mutated in human cancer. Activated
mutants can be constructed which will abrogate the cytokine-dependence of hemato-
poietic cells and morphologically transform NIH-3T3 cells (1). Another interesting
aspect regarding MEK1 is that it’s predominate downstream target is ERK. In contrast,
both upstream Raf and downstream ERK appear to have multiple targets. Thus, thera-
peutic targeting of MEK1 is relatively specific.

6. Downstream of MEK1 Lies ERK
Extracellular-signal-regulated kinases 1,2 (ERK), are S/T kinases and their activities

are positively regulated by phosphorylation mediated by MEK1 and MEK2. ERKs can
directly phosphorylate many transcription factors including Ets-1, c-Jun and c-Myc.
ERK can also phosphorylate and activate the 90 kDa ribosomal six kinase (p90Rsk),
which then leads to the activation of the transcription factor CREB (32) (see Fig. 1).
Moreover, through an indirect mechanism, ERK can lead to activation of the NF- B
transcription factor (nuclear factor immunoglobulin -chain enhancer-B cell) by phos-
phorylating and activating inhibitor B kinase (IKK) (see below). ERK1 and ERK2 are
differentially regulated. ERK2 has been positively associated with proliferation while
ERK1 may inhibit the effects of ERK2 in certain cells (33).

7. The Proliferative and Anti-Proliferative Effects of Ras/Raf/MEK/ERK Signaling
Amplification of ras proto-oncogenes and activating mutations that lead to the

expression of constitutively-active Ras proteins are observed in approximately 30% of
all human cancers (34,35). B-Raf is mutated in approx 7% of all cancers (36). The
effects of Ras on proliferation and tumorigenesis have been documented in immortal
cell lines (37). However, antiproliferative responses of oncogenic Ras have also been
observed in nontransformed fibroblasts, primary rat Schwann cells and primary fibro-
blast cells of human and murine origins (38). Ras and its downstream effector molecules
affect the expression of many molecules which regulate cell cycle including p16Ink4a,
p15Ink4b, and p21Cip1, and can lead to premature cell-cycle arrest at the G1 phase. This
p15Ink4b/p16Ink4a or p21Cip1-mediated premature G1 arrest and subsequent senescence is
dependent on the Raf/MEK/ERK pathway (39–41).

Overexpression of activated Raf proteins is associated with such divergent responses
as cell growth, cell-cycle arrest or even apoptosis (42–45). The fate of the cells depends
on the level and isoform of Raf kinase expressed. Ectopic overexpression of Raf
proteins is associated with cell proliferation in cells including hematopoietic cells (42)
erythroid progenitor cells (46) and A10 smooth muscle cells (47). However, over-
expression of activated Raf proteins is associated with cell-cycle arrest in rat Schwann
cells, mouse PC12 cells, human promyelocytic leukemia HL-60 cells, small cell lung
cancer cell lines, and some hematopoietic cells (48–50). Depending on the Raf isoform,
overexpression of Raf can lead to cell proliferation or cell growth arrest in NIH-3T3
fibroblast and FDC-P1 hematopoietic cells. It is not clear why overexpression of the Raf
gene can lead to such conflicting results, but it has been suggested that the opposite out-
comes may be determined by the amount or activity of the particular Raf oncoprotein
(43,45).
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NIH-3T3 cells have been transfected with the three different Raf genes. The intro-
duced A-Raf molecule was able to upregulate the expression of cyclin D1, cyclin E,
Cdk2, and Cdk4 and down-regulate the expression of Cdk inhibitor p27Kip1 (51). These
changes induced the cells to pass through G1 phase and enter S phase. It should be
remembered that A-Raf is the weakest Raf kinase and its role in cell proliferation is not
clear. However, in B-Raf and Raf-1 transfected NIH-3T3 cells, there was also a signi-
ficant induction of p21Cip1, which led to G1 arrest. Using cytokine-dependent FDC-P1
hematopoietic cells transfected with conditionally-active mutant Raf-1, A-Raf, and
B-Raf genes as a model, we have demonstrated that moderate Raf activation, such as
A-Raf and Raf-1, led to cell proliferation, which was associated with the induction of
cyclin expression and Cdks activity. However, ectopic expression of the much more
potent B-Raf could lead to apoptosis (42–45).

An alternative explanation for the diverse proliferative results obtained with the three
Raf genes is the different biological effects of A-Raf, B-Raf, and Raf-1. The individual
functions of these three different Raf proteins are not fully understood. Even though it
has been shown that all three Raf proteins are activated by oncogenic Ras (14,52–56)
target the same downstream molecules (i.e., MEK1 and MEK2) (21,57–59), and use the
same adapter protein (14-3-3) for conformational stabilization (60), different biological
and biochemical properties among them have been reported and their functions are not
always compensatable (59,61–66). It is safe to say that even as we learn more about the
intricacies of these Raf molecules, we discover that there are more questions regarding
their specificities and mechanism of activation.

The cellular distribution of the different Raf proteins in mice is very diverse. The Raf-1
protein is expressed ubiquitously whereas A-Raf is predominately expressed in urogenital
tissues. B-Raf was originally shown to be expressed in neuronal tissues and hematopoi-
etic cells (63,65–67). However, as stated previously, B-Raf is now thought to be the most
important activator of the Raf/MEK/ERK cascade and recognition of its cellular distribu-
tion in normal and neoplastic samples has increased (36). This is most likely the result of
improved ability to detect expression and mutation of the different Raf isoforms.

Knockout mice with a homologous deletion of these Raf genes have revealed very
different phenotypes (64,66,67). B-Raf / mice died embryonically with serious defects
in vascular endothelial cell survival and differentiation indicated by an increased num-
ber of endothelial cell precursors and apoptotic cells in vascular endothelium (66). A-
Raf / mice showed gastro-intestinal and neurological defects and died shortly after
birth (63). Raf-1 / mice also died embryonically and showed defects in the develop-
ment of skin, lung, and placenta (66). However, in both A-Raf / and Raf-1 / mice no
significant apoptotic cells were observed, likely resulting from the presence of func-
tional B-Raf in these cells (57).

The abilities of the Ras isoforms to activate the three Raf molecules are different
(14,54,56,68). Ras and Src stimulate the kinase activity of both Raf-1 and A-Raf. However,
B-Raf kinase activity is controlled by both Ras and other members of the small G-protein
family, such as Rap1 (14,69,70) or TC21 (14,70). Raf-isoform-specific interaction partners
have been identified using three different Raf molecules as bait in yeast two-hybrid screens.
PA28 , a subunit of the 11 S regulator of proteasomes, binds with B-Raf but not Raf-1 or
A-Raf (71). Both CK2 (the regulatory subunit of protein kinase CK2) and pyruvate kinase
M2 are A-Raf-specific interaction partners (67,72). RKIP may display differential abilities

108 McCubrey et al.



to bind Raf-1, B-Raf and A-Raf. Although RKIP binds and inhibits Raf-1, it is not clear
whether RKIP binds and inhibits B-Raf and A-Raf. Recently it was shown by proteomic
analysis of Raf-1 signaling complexes that the Mammalian Sterile 20-like kinase (MST-2)
binds Raf-1 but not B-Raf (73). Thus although the Raf proteins are related and often called
“isoforms,” they exhibit different modes of activation and different interaction patterns.
Hence, caution must be applied when using the word “isoform.”

8. Downstream Transcription Factor Targets of the Ras/Raf/MEK/ERK Pathway
The Ras/Raf/MEK/ERK signaling pathway can exert proliferative or antiproliferative

effects through downstream transcription factor targets including NF- B, CREB, Ets-1,
AP-1, and c-Myc. ERKs can directly phosphorylate Ets-1, AP-1, and c-Myc, which lead
to their activation (74–142) (see Fig. 3). These transcription factors induce the expres-
sion of genes important for cell-cycle progression, prevention of apoptosis and regula-
tion of drug resistance. However, under certain circumstances, strong Raf signaling has
been shown to result in the inactivation of downstream transcription factors (99), includ-
ing NF- B and c-Myc, which may account for the Raf-induced antiproliferative
responses observed in some studies. 

9. Raf Signaling and NF- B
NF- B is a dimeric transcription factor comprised of members of the Rel gene family

of DNA-binding proteins including RelA, RelB, p105/NF- B1, and p100/NF- B2.
Many target genes of NF- B play important roles in proliferation, prevention of apopto-
sis, angiogenesis, metastasis, and immune responses (74–80). NF- B can modulate the
expression of its target genes encoding: cytokines, growth factors, other transcription
factors, and regulators of cell proliferation and apoptosis by binding to the B cis-acting
element contained in their promoter regions (74–76).

Raf activation induces the expression of reporter genes driven by the NF- B pro-
moter (79,80). Raf activates NF- B through two pathways. First, Raf can activate NF- B
in a rapid and direct fashion, which involves the activation of Mitogen-activated protein
kinase/ERK Kinase Kinase-1 (MEKK1) and it’s target the Inhibitor of B Kinase
(IKK ) (80–83). Second, Raf may also activate NF- B through an autocrine loop in cer-
tain cell types (42,80,83). Earlier work had suggested a possible role of p90Rsk in the
activation of NF- B because in vitro studies showed that p90Rsk could phosphorylate
I B on S32, which lead to I B degradation (84,85). Further studies indicated that Raf-
mediated NF- B activation is independent of the MEK/ERK/RSK pathway, but dependent
on MEKK1 (81). This is another example of a Raf-dependent event, which is inde-
pendent of MEK/ERK activity. Raf-induced MEKK1 preferentially activates IKK and
has little effect on IKK (81,86). This activation is possibly through direct phosphory-
lation (87). However, Raf inhibits NF- B activity in the human glioblastoma cell line,
T98G, through the MEK/ERK pathway. So, the Raf/MEK/ERK pathway may in some
circumstances exert a negative regulatory role in NF- B activity (88).

10. Raf Signaling and CREB
The Cyclic AMP-Responsive Element-Binding protein (CREB) was initially identified

as a leucine zipper transcription factor that functions as a regulatory effector of the
cAMP signaling pathway. CREB also plays important roles in signal transduction initiated
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by Ca++, growth factors, and stress signals (89,90). CREB regulates angiotensins, cell
growth, long-term memory, and immune functions. CREB/ATF is a gene family of
basic leucine zipper DNA binding proteins, including CREB, CREM, ATF-1, ATF-2,
ATF-3, and ATF-4, that can form homodimers, heterodimers, or even in some cases
cross-family heterodimers with other leucine zipper DNA binding transcription factors
in the Jun family (91,92).

Protein kinases including PKA, Ca2+-calmodulin-dependent kinase IV (CaMKIV),
p70S6K and p90Rsk phosphorylate CREB (93–95). All these kinases target CREB on
S133 to activate CREB. Raf signaling activates CREB in several cell types with differ-
ent treatments that lead to a mitogenic effect. This is believed to result from the direct
phosphorylation of CREB by RSKs. RSK2 was shown to mediate growth factor induc-
tion of phosphorylation of CREB on S133 both in vivo and in vitro.

Genes regulated by the CREB/ATF transcription factors include cyclin A (96), cyclin
D1 (97), c-Fos (98), and Bcl-2 (99). Cell-cycle arrest mediated by transforming growth
factor (TGF)- occurs through the down-regulation of cyclin A via CREB inactivation
(96). TGF- reduced CREB protein levels and stimulated its dephosphorylation. Trans-
cription factors such as serum response factor (SRF) and Elk-1 contribute to the c-Fos
induction mediated by growth factors (100).

11. Raf Signaling and Ets-1
Ets is a family of transcription factors, which include Ets-1, Ets-2, Elk-1, SAP1,

SAP2, E1AF, PEA3, PU1, ERF, NET, YAN, and TEL (101). They share an 85 amino
acid sequence called the Ets DNA binding domain. The Ets transcription factors regu-
late many genes including: transcription factor [p53 (102), c-Fos (103), and NF- B
(104)]; cell-cycle regulatory [cyclin D1 (105), Rb (106), and p21Cip1 (107)]; apoptosis-
related [Bcl-2 (108), Bcl-XL (109), and Fas (110)]; cytokine [GM-CSF and IL-3
(4,111)]; and growth factor [platelet-derived growth factor (PDGF) (112) and heparin-
binding epidermal growth factor (HB-EGF) (113)].

Raf-signaling regulates Ets through direct phosphorylation by ERK (69,96,114,115).
Elk-1 is a target for all three MAPK pathways (i.e., p38MAPK, JNK and ERK pathways).
However, different residues of Elk-1 are phosphorylated by the three different kinases.
ERK-induced Elk-1 phosphorylation leads to enhanced DNA binding and transcrip-
tional activation (100,116–118). One of the best-characterized target genes for Elk-1 is
c-Fos. Elk-1, after phosphorylation by ERK, binds to the SRE cis-acting element in the
promoter region of c-fos and induces its transcription (97,119,120).

ERK can physically associate with ETS2 repressor factor (ERF) and phosphorylate
ERF on multiple sites (114,121). Phosphorylated ERF is exported from the nucleus into
the cytoplasm and becomes inactive. The transportation-inactivation of ERF is elimi-
nated when ERK activity is inhibited (114). ERF mutants with the ERK phosphoryla-
tion sites mutated to alanine (A) are insensitive to ERK activation and block Ras-induced
transformation of NIH-3T3 cells (114). Interestingly, the TEL gene, which is engaged
in many chromosomal translocations (e.g., TEL-JAK, TEL-PDGFR and TEL-AML), is
a member of the ERF family.

Ets-binding sequences have been identified in the promoter regions of many growth
factor genes including granulocyte macrophage-colony stimulating factor (GM-CSF),
interleukin (IL)-3, PDGF, and HB-EGF. This suggests the autocrine loop induced by Raf
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signaling may be mediated by Ets transcription factors. However, Ets binding sequences
are also present in the promoter regions of genes that may inhibit cell-cycle progression
such as the Cdk Kinase Inhibitors (CKI) p21Cip1 and p16Ink4a (107,121,122) and the
tumor suppressor gene p53 (102). Thus the ETS transcription factors may stimulate or
prevent cell-cycle progression depending on the presence of specific cellular signals.

12. Raf Signaling and AP-1
Regulation of c-Fos activity by Raf signaling is mainly at the transcriptional level

through the activation of transcription factors Elk-1 and CREB. Phosphorylated Elk-1
and CREB bind to the SRE and CRE cis-acting elements in the c-fos promoter to induce
its transcription (119,120,123).

Regulation of c-Jun activity by Raf signaling occurs at both the transcriptional and
post-translational levels. Cytokine induction of c-jun transcription is ERK-dependent
(124–126). c-Fos forms heterodimers with c-Jun and bind the AP-1 site on the c-jun
promoter region inducing its transcription (124). c-Jun activity is regulated by phospho-
rylation on the amino-terminal transactivating domain and the carboxyl-terminal DNA
binding domain. Phosphorylation on the carboxyl-terminal domain significantly
reduces its DNA binding ability and inactivates c-Jun transactivation ability. In contrast,
phosphorylation at S63 and S73 in the transactivation domain at the amino-terminal
activates c-Jun. Activation of c-Jun can occur after phosphorylation mediated by Jun
N-terminal Kinase (JNK) (127). ERK also phosphorylates Jun in the transactivating
domain, and also S243 in the carboxyl DNA binding domain of c-Jun to positively or
negatively regulate AP-1 activity (127–130).

13. Raf Signaling and c-Myc
c-Myc is a transcription factor that regulates genes whose functions are associated

with growth (131–136). Deregulated c-Myc expression can either stimulate prolifera-
tion or apoptosis in response to growth promoting or inhibitory signals respectively
(131,136). Moderate c-Myc expression leads to cell-cycle progression while strong
c-Myc expression can lead to apoptosis (131–136).

c-Myc can be phosphorylated by ERK and other kinases (129,137–140). ERK can
phosphorylate c-Myc on two residues S62 or T58. Phosphorylation at S62 leads to
increased c-Myc transactivation activity (134,137–139). T58 phosphorylation facilitates
rapid c-Myc proteolysis through the ubiquitin-proteosome pathway (140–142).
Phosphorylation on S62 significantly increases the c-Myc half-life (137). In summary,
ERK phosphorylates c-Myc at S62 or T58 to positively or negatively regulate its trans-
activation activity.

14. Raf Signaling and the Suppression of Apoptosis
Clearly Raf has many roles in kinase cascades and downstream transcription factors

which regulate apoptosis. The Raf/MEK/ERK cascade also has direct roles on key
molecules involved in the prevention of apoptosis. For many years now, it has been
known that the Raf/MEK/ERK pathway can phosphorylate Bad on S112 which con-
tributes to its inactivation and subsequent sequestration by 14-3-3 proteins (143). This
allows Bcl-2 to form homodimers and an antiapoptotic response is generated. Recently
it has been shown that the Raf/MEK/ERK cascade can phosphorylate caspase 9 on



residue T125 which contributes to the inactivation of this protein (144). Interesting, both
Bad and caspase 9 are also phosphorylated, on different residues, by the Akt pathway
indicating that the Raf/MEK/ERK and PI3K/Akt pathways can crosstalk and result in
the prevention of apoptosis (145). More controversially, Bcl-2 is also phosphorylated by
the Raf/MEK/ERK cascade on certain residues, in the loop region, which have also
been associated with enhanced antiapoptotic activity (146,147). As noted earlier, Raf
has MEK- and ERK- independent functions at the mitochondrial membrane. For exam-
ple, mitochondrial localized Raf can phosphorylate Bad, which results in its disassoci-
ation from the mitochondrial membrane (28,29).

Recently Raf-1 was shown to interact with Mammalian Sterile 20-like kinase (MST-
2) and prevent its dimerization and activation (73). MST-2 is a kinase, which is activated
by proapoptotoic agents such as staurosporine and Fas ligand. Raf-1 but not B-Raf binds
MST-2 and depletion of MST-2 from Raf-1–/– cells abrogated sensitivity to apoptosis and
overexpression of MST-2 increased sensitivity to apoptosis. It was proposed that Raf-1
might control MST-2 by sequestering it into an inactive complex. This complex of
Raf-1:MST-2 is independent of MEK and downstream ERK. Raf-1 can also interact with
the Apoptosis Signal Related Kinase (ASK1) to inhibit apoptosis (148). ASK1 is a general
mediator of apoptosis and it is induced in response to a variety of death signals. It is
induced in response to various cytotoxic stresses including TNF, Fas and reactive oxygen
species (ROS). ASK1 appears to be involved in the activation of the JNK and p38 MAP
kinases. This appears to be an interaction which is independent of MEK and ERK.

15. Raf-Induced Growth Factor Expression
A common feature of cells transformed by Raf is the expression of growth factors,

which often have an autocrine effect. NIH-3T3 cells transformed by activated Raf secrete
Heparin Binding Epidermal Growth Factor (hbEGF) (83). FDC-P1 and TF-1 hematopoietic
cells transformed by activated Raf genes often express GM-CSF, which has autocrine
growth factor effects (42,53,83,113,149–154). Kaposi’s sarcoma transformed B-cells,
which express elevated levels of B-Raf, express high levels of Vascular Endothelial
Growth Factor (VEGF) (155). Recently it has been shown that B-Raf increases the infec-
tivity of Kaposi’s Sarcoma Virus (156,157). One mechanism responsible for this
enhancement of viral infection by B-Raf is its ability to induce VEGF expression
(158,159). Many growth factor genes contain in their promoter regions binding sites for
transcription factors phosphorylated by the Raf/MEK/ERK pathway (4). Thus aberrant
Raf expression may establish an autocrine loop, which results in the continuous stimula-
tion of cell growth. Alternatively, the VEGF expression induced by Raf can promote
angiogenesis. Raf-induced growth factor expression will contribute to both the preven-
tion of apoptosis as well as chemotherapeutic drug resistance as growth factor expression
has been associated with both the prevention of apoptosis and drug resistance (161).

16. B-Raf and Human Cancer
For many years, the Raf oncogenes were not thought to be frequently mutated in

human cancer and all attention to abnormal activation of this pathway was dedicated to
Ras mutations. However, recently it was shown that B-Raf is frequently mutated in
certain types of cancer, especially melanoma (27–70%), papillary thyroid cancer
(36–53%), colorectal cancer (5–22%) and ovarian cancer (30%) (36,162–166). The
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reasons for mutation at B-Raf and not Raf-1 or A-Raf are not entirely clear. Based on the
mechanism of activation of B-Raf, it may be easier to select for B-Raf than either Raf-1
or A-Raf mutations. Activation of B-Raf would require one genetic mutation while acti-
vation Raf-1 and A-Raf would require two genetic events. It has been proposed recently
that the structure of B-Raf, Raf-1 and A-Raf may dictate the ability of mutations to occur
at these genes, which can permit the selection of activated oncogenic forms (36,167).
These predictions have arisen from determining the crystal structure of B-Raf (168). Like
many enzymes, B-Raf is proposed to have small and large lobes, which are separated, by
a catalytic cleft (168). The structural and catalytic domains of B-Raf and the importance
of the size and positioning of the small lobe, may be critical in its ability to be stabilized
by certain activating mutations. In contrast, the precise substitutions in A-Raf and Raf-1
are not predicted to result in small lobe stabilization thus preventing the selection of
mutations at A-Raf and Raf-1, which would result in activated oncogenes (36,166).

The most common B-Raf mutation is a change at nucleotide 1796 that converts a
valine to a glutamic acid (V599E) (36). This B-Raf mutation accounts for over 90% of
the B-Raf mutations found in melanoma and thyroid cancer. It has been proposed that
B-Raf mutations may occur in certain cells, which express high levels B-Raf as a result
of hormonal stimulation. Certain hormonal signaling will elevate intracellular cAMP
levels, which result in B-Raf activation, which leads to proliferation. Melanocytes and
thyrocytes are two such cell types that have elevated B-Raf expression as they are often
stimulated by the appropriate hormones (36,169). Moreover, it has been proposed
recently that B-Raf is the more important kinase in the Raf/MEK/ERK cascade (1,36),
thus mutation at B-Raf activates downstream MEK and ERK. In some models wild-type
and mutant B-Raf activates Raf-1, which in turn activates MEK and ERK (36).

In some cells, B-Raf mutations are believed to be initiating events and not sufficient
for full-blown neoplastic transformation (170,171). Moreover, there appears to be cases
where certain B-Raf mutations (V599E) and Ras mutations are not permitted in the
transformation process as they might result in hyperactivation of Raf/MEK/ERK signal-
ing and expression, which leads to cell-cycle arrest (162). In contrast, there are other
situations, which depend on the particular B-Raf mutation and require both B-Raf and
Ras mutations for transformation. The B-Raf mutations in these cases result in weaker
levels of B-Raf activity (162,171).

Different B-Raf mutations have been mapped to various regions of the B-Raf protein.
However, the mutations at 599 residue in B-Raf appear to be the most common. This
mutation (V599E) results in activation of B-Raf and downstream MEK and ERK. Some
of the other B-Raf mutations are believed to result in B-Raf molecules with impaired
B-Raf activity, which must signal through Raf-1 (36). Others mutations, such as D593V,
may activate alternative signal transduction pathways (36).

17. RKIP, Raf, and Prostate Cancer
Recently, a role for RKIP in cancer was hypothesized. Certain advanced prostate

cancers express lower amounts of RKIP than less malignant prostate cancer specimens
(172–175). Then it was determined that inhibition of RKIP expression made certain
prostate cells more metastatic (175). The mechanism responsible for this increase in
metastasis is believed to result from the enhanced activity of the Raf/MEK/ERK signal-
ing pathways. After RKIP disassociates from Raf, it is believed to bind and inhibit
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GRK2 activity. RKIP is not thought to alter the tumorigenic properties of prostate
cancer cells; rather it is thought to be a suppressor of metastasis and may function by
decreasing vascular invasion (175).

The role of the Raf/MEK/ERK pathway in prostate cancer remains controversial. The
studies with RKIP would suggest that increasing Raf activity, by inhibition of RKIP
after phosphorylation by PKC, is somehow linked with metastisis in prostate cancer
(24,172–175). However, the Raf/MEK/ERK pathway may be shut off in advanced
prostate cancer as a result of deletion of the PTEN gene, which normally regulates the
activity of Akt by counterbalancing PI3K activity (176–178). In some cells, Akt may
inhibit Raf-1 activity by phosphorylation of Raf-1 on S259. Interesting, we have
observed a very low expression of the Raf/MEK/ERK pathway in prostate cancer cells,
which often have overexpression of activated Akt caused by deletion or mutation of
the PTEN phosphatase, which regulates the activity of PI3K (177). Although the
Raf/MEK/ERK genes are present in these cells and Raf/MEK/ERK can be induced
upon treatment with chemotherapeutic drugs such as paclitaxel (179–182), their expres-
sion under normal growth conditions are very low. This may indicate that elevated Akt
expression shuts off the Raf/MEK/ERK pathway, which may normally induce the ter-
minal differentiation of prostate cells (see Fig. 4). In addition, we have observed that
ectopic expression of Akt will suppress the levels of Raf/MEK/ERK activation in breast
cancer cells. Others have also speculated that rather than Raf being overexpressed in
prostate cancer, it may be expressed at low levels or not at all. Therapies aimed at
increasing Raf expression might be more effective in the treatment of prostate cancer as
they may induce the terminal differentiation of the cells (179,181). To reconcile these
differences between low Raf expression in prostate cancer cells in culture and the studies
with RKIP and Raf expression during prostate cancer metastasis in vivo, it could result
from a difference between cellular growth and metastasis as Raf may be expressed at
low levels during growth, but at higher levels in cells that have metastized.

18. Raf and Chemotherapeutic Drug Resistance
In certain cancer types, expression of the Raf/MEK/ERK pathway will modulate the

expression of drug pumps and antiapoptotic molecules such as Bcl-2 (183–186). We
have observed that ectopic expression of Raf will increase the levels of both the Mdr-1
drug pump and the antiapoptotic Bcl-2 protein in breast cancer cells (184,186). This
increased expression of Mdr-1 and Bcl-2 most likely occurs by a transcriptional mech-
anism by downstream target kinases of the Raf/MEK/ERK pathway inducing the phos-
phorylation of transcription factors which bind the promoter regions of Mdr-1 and Bcl-2
and stimulate transcription (187,188). The increased expression of Mdr-1 and Bcl-2 has
been associated with the drug resistance of these breast cancer cells (184,186).

The Raf/MEK/ERK pathway may also induce the phosphorylation of Bcl-2 itself
(146,147). Certain phosphorylation events on Bcl-2 have been associated with pro-
longed activation (146,147), whereas other phosphorylation events on Bcl-2 induced by
chemotherapeutic drugs such as paclitaxel have been associated with inactivation of
Bcl-2 (182,189,190). Likewise, phosphorylation of ERK is normally associated with a
proliferative response. However, certain chemotherapeutic drugs such as paclitaxel can
induce the phosphorylation of ERK at the same residues, which is associated with the
prevention of apoptosis (146,147,189,190).
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19. The Role of the Ras/RAF/MEK/ERK Pathway in Drug Resistance 
to Therapies Based on Oxygen Radicals

Many of the current therapies for cancer result in oxygen radical production. For exam-
ple, doxorubicin (adriamycin) a drug that is commonly used to treat breast cancer and
leukemia patients generates oxygen radicals within the cells (191). These oxygen radicals
can result in DNA adduct formation and the eventual death of that cell. -irradiation,
another commonly used treatment for cancer, also results in the production of oxygen rad-
icals (192). Recently, ischemia reperfusion, which is well known to result in oxygen rad-
ical production, was used to treat individuals suffering with hepatic carcinomas (193).
Photodynamic therapy (PDT) is a three-component treatment that is used for cancer treat-
ment (194). In PDT, a photosensitizer is used that accumulates preferentially in abnormal
tissue, including tumors. The photosenthesizer can then be activated by a laser and in the
presence of molecular oxygen gives rise to reactive oxygen intermediates (195). The pro-
duction of oxygen radicals by these different cancer treatments appears to be important
for their therapeutic effects because antioxidants, such as n-acetyl cysteine (NAC),
inhibit cell death in response to chemotherapy, photodynamic therapy, and irradiation
(191,192,196–198).

Cells, however, can be exposed to oxygen radicals from many other sources as well.
Electrons will leak from the electron transport chain leading to superoxide production.
Superoxide can undergo dismutation and form hydrogen peroxide. Hydrogen peroxide can
be further reduced to form the highly reactive hydroxyl radical. Furthermore, cells can be
exposed to intracellularly produced oxygen radicals produced by the triggering of certain
cell surface receptors such as the TNF and EGF receptors. In addition, cells may be found
in an environment in which oxidative stress is high such as in tumors and inflammatory
sites. It appears that over the course of time, cells have evolved to protect themselves from
oxygen radicals. Cells express enzymes such as catalase and superoxide dismutase to help
detoxify the oxygen radicals. In addition, cells have several antioxidant buffering systems
such as glutathione and thioredoxin that help scavenge oxygen free radicals. 

It appears that cells have also adapted to oxygen radical-induced stress by activating cell-
ular signaling pathways that are thought to promote cell survival such as the Akt, NF- B
and Ras/Raf/MEK/ERK signaling pathways. Thus oxygen radicals not only activate stress
kinase signaling pathways which are presumed to lead to apoptosis (199), but also addi-
tional signaling pathways which are presumed to promote cell survival (200,201).

What can be seen clearly from a number of studies is that ROS (which can be toxic
to cells) can also lead to the activation of signaling pathways that are involved with cell
growth or the prevention of apoptosis. In other words, the cancer therapies themselves
can activate pathways that give rise to drug resistance. Thus, it should be possible to
cause cancer cells to be more susceptible to the treatment by inhibiting some of the life
saving pathways which are turned on in response to oxygen intermediates. The first step
to doing this is to identify potential targets, which are activated by ROI. 

Reactive oxygen intermediates are known to result in the activation of the MAP
kinases in a number of different cell types (202–205). It is thought that this activation
can be mediated in part by acting directly on Ras. Hoyos et al. reported that ultraviolet
(UV) light could induce the activation of Raf-1 (206). They reported that the primary
event in this reaction was the oxidation of cysteine residues in the cysteine rich domain
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(CRD) of Raf-1. Similar to UV light, hydrogen peroxide treatment also induced oxida-
tion of the cysteine residues in the CRD. The activation of Ras by UV light was Ras-
dependent and also resulted in the phosphorylation of MEK.

Other mechanisms for oxygen radical-induced activation of the Ras/Raf/MEK/ERK
pathway also exist. Both Fyn and Jak2 can be activated by Reactive Oxygen Species
(ROS) and the activation of these two kinases is thought to promote Ras activity under
these conditions (207).  This activation of Ras would appear to be productive as these
same authors found in a subsequent study that oxygen radical-induced p90Rsk activation
occurs in a Ras- and Fyn-dependent manner (208). Accorsi and coworkers found that
oxidizing agents such as hydrogen peroxide also regulate Ras activation and down-
regulated GAP activity and a GDP/GTP exchange factor (GEF) (209). The authors suggest
that, depending on the activating agent the balance between GEF and GAP inactivation
could lead to Ras activation or inactivation. Activation of PKC by the pharmacological
agent PMA is well known to transiently induce ERK activation in virtually all cell types.
PMA is also known to stimulate intracellular production of ROS (210) and oxygen radi-
cals are capable of activating PKC (211).

Oxidants may directly intervene on the Ras/Raf/MEK/ERK pathway and may also
activate receptors that induce the activation of this pathway. For example, ROS have been
shown to induce EGF receptor dimerization and phosphorylation in the absence of its
ligand. The fact that the Ras/Raf/MEK/ERK pathway can be activated by oxidants and
that this pathway has been shown to have antiapoptotic effects, suggests that the activa-
tion of this pathway by chemotherapeutic drugs and other cancer treatments can give rise
to drug resistance in the absence of any abnormal functioning of the Ras/Raf/MEK/ERK
pathway. In cases where Ras, Raf, MEK, or ERK may be over-expressed, the balance of
the antiapoptotic and apoptotic activity may be shifted to favor life over death. 

20. Targeting the Ras/Raf/MEK/ERK Pathway for Therapeutic Intervention
Mutations at three different Ras codons (12, 13, and 61) convert the Ras protein into

a constitutively-active protein (1,34,35). These point mutations can be induced by envi-
ronmental mutagens as well as errors in DNA synthesis during cellular division. Given
the high level of mutations that have been detected in Ras, this pathway has long been
considered a key target for therapeutic intervention. Ras mutations are frequently
observed in certain hematopoietic malignancies including myelodysplastic syndromes
(34,35). Ras mutations are also detected in many other types of tumors and often occur
in the same types of tumors that B-Raf mutations occur (36). These observations
suggest that activation of the Ras/Raf/MEK/ERK pathway may contribute to abnormal
proliferation in certain types of tumors.

Ras mutations are often one step in tumor progression and mutations at other genes
(chromosomal translocations, gene amplification, tumor suppressor gene inactivation/
deletion) have to occur for the full malignant phenotype to manifest. Pharmaceutical
companies have developed many FT inhibitors, which suppress the farnesylation of Ras,
precluding it from localizing to the cell membrane.

The biochemical differences between these Ras proteins have remained elusive. Ki-
Ras mutations have been more frequently detected in human neoplasia than Ha-Ras
mutations (212). Ras has been shown to activate both the Raf/MEK/ERK and the
PI3K/Akt pathways. Thus mutations at Ras should theoretically activate both pathways
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simultaneously. Ras mutations have a key role in malignant transformation as both of
these pathways can prevent apoptosis as well as regulate cell-cycle progression. There is
specificity in terms of the ability of Ki-Ras and Ha-Ras to induce the Raf/MEK/ERK and
PI3K/Akt pathways (7). Ki-Ras preferentially activates the Raf/MEK/ERK pathway
whereas Ha-Ras preferentially activates the PI3K/Akt pathway (7). Therefore, if Ras
inhibitors could be developed which would specifically inhibit one particular Ras
protein, it might be possible to inhibit one of the downstream pathways as opposed to
inhibiting both. This might under certain circumstances be advantageous, as Raf has cell-
cycle inhibitory effects under certain conditions. Furthermore, decreases in ERK expres-
sion may affect differentiation. In advanced prostate cancer, PTEN is often deleted
resulting in higher levels of Akt activity, which suppresses Raf/MEK/ERK activation.
This is a case where therapeutic inhibition of Ha-Ras may be more important than inhi-
bition of Ki-Ras. Thus in certain tumors, it might be desirable to inhibit the effects that
Ras has on the PI3K/Akt pathway as opposed to the effects Ras has on Raf. Targeting of
Ha-Ras as opposed to Ki-Ras might inhibit apoptosis suppression by Ha-Ras but not
inhibit the effects Ki-Ras has on inhibition of cell-cycle progression or differentiation.

Overexpression of the Raf/MEK/ERK cascade is frequently observed in human neo-
plasia. A prime consequence of this activation may be the increased expression of growth
factors which can potentially further activate this cascade by autocrine loops. Many
cytokine and growth factor genes contain transcription factor binding sites, which are
bound by transcription factors whose activity are often regulated by the Raf/MEK/ERK
cascade. Identification of the mechanisms responsible for activation of this cascade in
human cancer has remained elusive, as there are many points for activation.

Recently B-Raf mutations have been detected in hematological malignancies
(163–166). A low frequency of B-Raf mutations was detected in 4/164 non-Hodgkin’s
lymphoma (163). The mutations detected in these four non-Hodgkin’s lymphomas
G468A, two G468R and one D593G are not the common mutation (V599E) detected in
melanomas. B-Raf mutations have also been detected in Acute Myeloid Leukemia
(AML) (164). Approximately 4% of AML surveyed in one study have mutations at
B-Raf. Interesting the mutation detected in AML and non-Hodgkin’s lymphoma are not
the same as the most common mutation detected in over 70% of melanoma (V599E),
but some of these mutations detected in hematological cancer result in the constitutive
activation of B-Raf activity. At least two additional groups have detected mutations at
B-Raf in hematological malignancies, which were presented at the ASH Annual
Meeting in 2004 (165,166). Some B-Raf mutations have been observed in breast cancer
(36). Although these mutations in B-Raf may be relatively rare, they do point to the fact
that they occur in other types of cancer besides melanomas, thyroid and colonic cancers.

Raf inhibitors have been developed and some are being evaluated in clinical trials
(212–218). As stated previously, Raf-1 has at least thirteen regulatory phosphorylation
residues. Inhibition of Raf is a complicated affair as certain phosphorylation events
stimulate Raf activity whereas others inhibit Raf activity and promote Raf association
with 14-3-3 proteins, which render it inactive and present in the cytoplasm. Certain Raf
inhibitors were developed which inhibit the Raf kinase activity as determined by assays
with purified Raf proteins and substrates (MEK). These inhibitors (e.g., L-779,450, ZM
336372, Bay 43-9006) bind the Raf kinase domain and therefore prevent its activity.
Some Raf inhibitors may affect a single Raf isoform (e.g., Raf-1), others may affect Raf
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proteins, which are more similar (Raf-1 and A-Raf), whereas other Raf inhibitors may
affect all three Raf proteins (Raf-1, A-Raf and B-Raf). We have observed that the
L-779,450 inhibitor suppresses the effects of A-Raf and Raf-1 more than the effects of
B-Raf. (217). Like many Raf inhibitors, L-779,450 is not specific for Raf; it also
inhibits the closely related p38MAPK. Likewise, Bay49-9006 inhibits other kinases
besides Raf (see below). Knowledge of the particular Raf gene mutated or overex-
pressed in certain tumors may provide critical information regarding how to treat the
patient as some cancers which overexpress a particular Raf gene may be more sensitive
to inhibition by agents which target that particular Raf protein. Inhibition of certain 
Raf genes might prove beneficial while suppression of other Raf genes under certain
circumstances might prove detrimental. Thus the development of unique and broad-
spectrum Raf inhibitors may prove useful in human cancer therapy.

Chaperonin proteins such as 14-3-3 and hsp-90 regulate Raf activity (218). Raf activ-
ity is regulated by dimerization. These biochemical properties result in Raf activity being
sensitive to drugs, which block protein–protein interactions such as geldanamycin (220).
Geldanamycin and its 17-allylamino-17-demethoxy analog (17-AAG), are nonspecific
Raf inhibitors as they also affect the activity of many proteins including the BCR-ABL
oncoprotein, which has a critical role in the etiology of chronic myelogenous leukemia.
Geldanamycin and 17-AAG are currently in clinical trials (220,221). We often think of a
single Raf protein carrying out its biochemical activity. However, Raf isoforms dimerize
with themselves and other Raf isoforms to become active. Drugs such as coumermycin,
which inhibit Raf dimerization and others such as geldanmycin, which prevent inter-
action of Raf with Hsp90 and 14-3-3 proteins suppress Raf activity (218,222).

Some of the studies performed with the Raf inhibitor Bay 43-9006 have shown signi-
ficant promise in the treatment of diverse cancers which have been difficult to treat (e.g.,
colorectal, ovarian) (223–227). As with many inhibitors, the true target remains contro-
versial. Recently Bay 43-9006 has been shown to have additional targets such as PDGF-R
and the VEGF-II receptor KDR that is important in the control of angiogenesis (227).

Prevention of Raf activation by targeting kinases (e.g., Src, PKC, PKA, PAK, or Akt)
and phosphatases (e.g., PP2A) involved in Raf activation may be a mechanism to
inhibit/regulate Raf activity. It is worth noting that some of these kinases normally
inhibit Raf activation (Akt, PKA). A major limitation of this approach would be that
these kinases and phosphatases could result in activation or inactivation of other pro-
teins and would have other effects on cell physiology.

Currently it is believed that MEK1 is not frequently mutated in human cancer.
However, aberrant expression of MEK1 is observed in many different cancers because
of the activation of the Raf/MEK/ERK pathway by upstream kinases (e.g., BCR-ABL)
and growth factor receptors (e.g., EGFR). Specific inhibitors to MEK have been devel-
oped (PD98059, U0126 and PD184352 a.k.a., CI1040). Second generation MEK
inhibitors such as PD184352 have been developed and are currently in clinical trials
(228–231). Other MEK inhibitors inactivate MEK1, MEK2 and the closely related
MEK5 (PD98059) while others are more specific and only inhibit MEK1 and MEK2
(U0126). The successful development of MEK inhibitors may result from the relatively
few phosphorylation sites on MEK involved in activation/inactivation. An advantage of
targeting the Raf/MEK/ERK cascade is that it can be targeted without knowledge of the
precise genetic mutation, which results in its aberrant activation. This is important as the

120 McCubrey et al.



nature of the critical mutation(s), which leads to the malignant growth of at least 50%
of AMLs and other cancers, is not currently known.

To our knowledge, no small molecular weight ERK inhibitors have been developed
yet, however, inhibitors to ERK could prove very useful as ERK can phosphorylate
many targets (e.g., Rsk, c-Myc, Elk, and so on). There are at least two ERK molecules
regulated by the Raf/MEK/ERK cascade, ERK1 and ERK2. Little is known about the
different in vivo targets of ERK1 and ERK2. However ERK2 has been postulated to
have proproliferative effects whereas ERK1 has antiproliferative effects (232–234).
Development of specific inhibitors to ERK1 and ERK2 might eventually prove useful
in the treatment of certain diseases.

The MAP kinase phosphatase-1 (MKP-1) removes the phosphates from ERK. MKP-1
is mutated in certain tumors and could be considered a tumor suppressor gene (235,236).
An inhibitor of this phosphatase has been developed (Ro-31-8220). Therapeutic target-
ing of phosphatases has lagged behind targeting of kinases as it is often more difficult
to precisely target them. However, the development of phosphatase inhibitors is a novel
area, which may yield many important inhibitors.

21. Conclusions
Over the past 25 yr, there has been much progress in elucidating the involvement of

the Ras/Raf/MEK/ERK cascade in etiology of human neoplasia. From initial studies
with defining the oncogenes present in avian and murine oncogenes, we learned that
ErbB, Ras, Src, Abl, Raf, Jun, Fos, Ets, and NF- B were originally cellular genes that
were captured by retroviruses. Biochemical studies defined and continue to elucidate
the roles that the cellular and viral oncogenes had in cellular transformation. We have
learned that many of these oncogenes are connected to the Ras/Raf/MEK/ERK pathway
and either feed into this pathway (e.g., BCR-ABL, ErbB) or are downstream targets,
which regulate gene expression (e.g., Jun, Fos, Ets, and NF- B).

The Ras/Raf/MEK/ERK pathway has what often appear to be conflicting roles in cellu-
lar proliferation, differentiation, and the prevention of apoptosis. Classical studies have
indicated that Ras/Raf/MEK/ERK can promote proliferation and malignant transforma-
tion in part because of the prevention of apoptosis, which may be mediated by phospho-
rylation of key components of the apoptotic pathway. Indeed, the latest “hot” area of the
Ras/Raf/MEK/ERK pathway is the discovery of B-Raf mutants, which promote prolif-
eration and transformation (36). However, it should be remembered that only a few
years ago, hyperactivtion of B-Raf and Raf-1 was proposed to promote cell-cycle arrest
(48–52). Thus it is probably fine-tuning of these mutations, which dictates whether
there is cell-cycle arrest or malignant transformation.

Initially it was thought that Raf-1 was the most important Raf isoform. Raf-1 was the
earliest studied Raf isoform and homologous genes are present in both murine and avian
transforming retroviruses. Originally it was shown that Raf-1 was ubiquitously expressed,
indicating a more general and important role while B-Raf and A-Raf had more limited pat-
terns of expression. However, it is now believed that not only B-Raf is the more important
activator of the Raf/MEK/ERK cascade but also in some cases the activation of Raf-1 may
require B-Raf. The role of A-Raf remains poorly defined yet it is an interesting isoform.
It is the weakest Raf kinase, yet it can stimulate proliferation without having the negative
effects on cell proliferation that B-Raf and Raf-1 have (42–45,51).
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Activation of the Raf proteins is very complex as there are many phosphorylation sites
on Raf. Phosphorylation at different sites can lead to either activation or inactivation.
Clearly there are many kinases and phosphatases that regulate Raf activity and the state
of phosphorylation will determine where Raf is active or inactive. While the kinases
involved in regulation in Raf/MEK/ERK have been extensively studied, we have only a
very limited knowledge of the specific phosphatases involved in these regulatory events.

Raf-1 has many roles, which are apparently independent of downstream MEK/ERK.
Some of these roles occur at the mitochondria and are intimately associated with the
prevention of apoptosis. Raf-1 may function as a scaffolding molecule to inhibit the
activity of kinases which promote apoptosis.

The Raf/MEK/ERK pathway is both positively (KSR, MP-1) and negatively (RKIP,
14-3-3, hsp-90) regulated by association with scaffolding proteins. The expression of
some of the scaffolding proteins is altered in human cancer (e.g., RKIP) in some cases.
Some of these scaffolding proteins (e.g., hsp-90) are being evaluated as potential thera-
peutic targets (geldanamycin).

The Raf/MEK/ERK pathway is intimately linked with the PI3K/PTEN/Akt pathway.
Ras can regulate activation of both pathways. Furthermore, in some cell types, Raf
activity is negatively regulated by Akt, indicating crosstalk between the two pathways.
Both pathways may result in the phosphorylation of many downstream targets and
impose a role in the regulation of cell survival and proliferation.

Although we often think of phosphorylation of these molecules as being associated
with the prevention of apoptosis and the induction of gene transcription, this view is
oversimplified. For example, in certain situations such as in advanced prostate cancer,
the Raf/MEK/ERK pathway may be inhibited; hence the phosphorylation of Bad and
CREB normally mediated by the Raf/MEK/ERK cascade, which is associated with the
prevention of apoptosis, will be inhibited.

Although it has been known for many years that the Raf/MEK/ERK pathway can
effect differentiation, this is probably one of the weakest research areas in the field
resulting from the often cell-lineage specific effects which must be evaluated in each
cell type. An intriguing aspect of human cancer therapy is that in some cases stimula-
tion of the Raf/MEK/ERK pathway may be desired to promote terminal differentiation,
while in other types of malignant cancer cells which proliferate in response to
Raf/MEK/ERK activity, inhibition of the Raf/MEK/ERK pathway may be desired to
suppress proliferation. Thus we must be flexible in dealing with the Raf/MEK/ERK
pathway. As we learn more, our conceptions continue to change. 
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MAPK Signaling in Human Diseases

Philippe P. Roux and John Blenis

Summary
Conserved signaling pathways that activate the mitogen-activated protein kinases (MAPKs) are

involved in a vast array of biological processes, including cell proliferation, differentiation, motility,
and survival. Three subfamilies of MAPK have been extensively studied: extracellular signal-regulated
kinases (ERK), p38-MAPK, and c-Jun N-terminal kinase (JNK). The ERKs play roles in cell prolif-
eration, survival, and motility, and inhibitors of this pathway are currently being tested as potential
anticancer agents. The p38-MAPKs are involved in the immune response and the response to stress,
and have been suggested to contribute to diseases such as asthma and autoimmunity. The JNKs are
critical regulators of transcription and apoptosis, and JNK pathway inhibitors are currently being
tested for the treatment of rheumatoid arthritis and neurodegenerative diseases. This chapter reviews
the biological functions of the MAPKs with an emphasis on the regulation of cell survival and pro-
liferation by these enzymes, and will also discuss the development of MAPK pathway inhibitors for
the treatment of human diseases.

Key Words: MAPK; ERK; JNK; p38; RSK; signaling; cancer; proliferation; survival.

1. Introduction
Cells respond to extracellular stimuli by engaging specific signaling cascades, such as

those leading to activation of the mitogen-activated protein kinases (MAPKs). Five groups
of MAPKs have been characterized in mammals: ERK1/2 (extracellular signal-regulated
kinases 1/2), JNK1/2/3 (c-Jun amino (N)-terminal kinases 1/2/3), p38-MAPKs ( , , ,
), ERK3/4, and ERK5 (1,2). These MAPKs have been involved in many cellular activi-

ties, including gene expression, cell-cycle regulation, metabolism, motility, survival, and
apoptosis, but the ERKs, JNKs, and p38-MAPKs represent the most extensively studied
groups of vertebrate MAPKs. It is generally thought that ERK1/2 are preferentially
activated in response to mitogens such as growth factors and phorbol esters, and that the
JNKs and p38-MAPKs are more responsive to stress stimuli, including osmotic shock,
ionizing radiation, and cytokine stimulation (3) (see Fig. 1).

Although each MAPK has unique characteristics a number of features are shared by the
MAPK pathways studied to date. First, each pathway is composed of a set of three evolu-
tionarily conserved sequentially acting kinases: a MAPK, a MAPK kinase (MAPKK), and
a MAPKK kinase (MAPKKK) (see Fig. 1). Second, MAPKK activation leads to the stim-
ulation of MAPK activity through dual phosphorylation on Thr and Tyr residues (Thr-
Xxx-Tyr) located in the activation loop of the MAPK. Finally, once activated, all MAPKs
phosphorylate target substrates on a Ser or Thr followed by a Pro residue. Substrate selec-
tivity is often conferred by specific interaction motifs located on physiological substrates,
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such as D and/or DEF domains (4), but MAPK cascade specificity can also be determined
through interaction with scaffolding proteins that organize pathways in specific modules
through simultaneous binding of several components.

The wide range of MAPK functions are mediated through phosphorylation of several
downstream substrates, including phospholipases, transcription factors, cytoskeletal
proteins, and kinases. This chapter will review the biological functions of the MAPKs
and their substrates, and will discuss the roles played by the different MAPKs in human
diseases.

2. ERK
2.1. Properties

ERK1 was discovered 15 yr ago as a Ser/Thr kinase activated by extracellular stimuli
that phosphorylated microtubule-associated protein-2 (MAP2) (5). ERK1 and ERK2 are
highly homologous proteins (83% amino acid identity) expressed to varying levels in all
tissues (1). ERK1/2 are activated downstream of the classical MAPK cascade that com-
prises MEK1 and MEK2 (MAPKK), as well as A-Raf, B-Raf and Raf-1 (MAPKKK)
(see Fig. 1). This pathway is activated by growth factors, serum, phorbol esters, ligands
of the heterotrimeric G protein-coupled receptors (GPCRs), cytokines and, to a lesser
extent, by insulin (under most physiological conditions), osmotic stress, and micro-
tubule disorganization (6).
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Fig. 1. Signaling cascades leading to activation of the MAPKs. Mitogens and cellular stresses
lead to activation of ERK1/2, p38-MAPK and JNK. Activation of these signaling cascades is
responsible for the regulation of a vast array of biological processes.



2.2. Activation Mechanisms

Typically, cell surface receptors such as tyrosine kinases (RTK) and GPCRs trans-
mit activating signals to the Raf/MEK/ERK cascade through different isoforms of
the small GTP-binding protein Ras (H-Ras, K-Ras and N-Ras) (7). Activation of 
membrane-associated Ras isoforms is often achieved through recruitment of son of
sevenless (SOS), a Ras-activating guanine nucleotide exchange factor (GEF). SOS
stimulates Ras to exchange GDP to GTP, allowing it to interact with a wide range of
downstream effector proteins, including isoforms of the Ser/Thr kinase Raf (8). Upon
activation at the membrane, Raf stimulates the phosphorylation and activation of the
dual-specificity kinases MEK1 and MEK2, which are responsible for the activation of
ERK1/2. MEK1/2 phosphorylate ERK1/2 at a conserved Thr-Glu-Tyr (TEY) motif
within the activation loop segment, resulting in full kinase activation of ERK1/2.
Amplification through the Ras/ERK signaling cascade is such that it is estimated that
activation of only 5% of Ras molecules is sufficient to induce full activation of
ERK1/2 (9). Two structurally unrelated compounds are commonly used to specifi-
cally inhibit the ERK1/2 pathway in cultured cells. Both U0126 and PD98059 are
noncompetitive inhibitors of MEK1/2/5 and prevent stimulation-mediated activation
of ERK1/2/5 (10).

2.3. Substrates and Functions

Upon stimulation of the Raf/MEK/ERK cascade, ERK1/2 redistribute from the
cytosol to the nucleus (11–13). Whereas the mechanisms involved in nuclear accumu-
lation remain elusive, nuclear retention, dimerization, phosphorylation, and release
from cytoplasmic anchors are thought to play a role (14). Activated ERK1/2 phospho-
rylate numerous substrates in different cellular compartments, including various mem-
brane proteins (CD120a, Syk, calnexin), nuclear substrates (SRC-1, Pax6, NF-AT,
Elk-1, MEF2, c-Fos, c-Myc, and STAT3), cytoskeletal proteins (neurofilaments and
paxillin), and several kinases (RSK, MSK, and MNK) (see Fig. 2) (1,15). Both the erk1
and erk2 genes have been disrupted in mice by homologous recombination (Table 1).
Whereas erk1 / animals are viable and fertile (16), disruption of the erk2 locus leads to
embryonic lethality early in mouse development after the implantation stage (17).
ERK2 mutant embryos fail to form the ectoplacental cone and extra-embryonic ecto-
derm, which give rise to mature trophoblast derivatives in the fetus. ERK1 deficient ani-
mals have impaired thymocyte proliferation and maturation in response to T-cell
receptor ligation (16).

Studies in several model systems have indicated the involvement of the Ras/ERK
cascade in the control of cell survival (10). Members of the Raf family have been
described as important antiapoptotic effectors using both MEK-dependent and -inde-
pendent mechanisms (18). Independent of its ability to promote MEK/ERK signaling,
activated Raf directly antagonizes the death-promoting activity of ASK1 (apoptosis 
signal-regulating kinase 1) (19) and promotes the prosurvival function of the transcrip-
tion factor NF- B (20). In a MEK-dependent manner, Raf-mediated activation of ERK
promotes survival in part through the phosphorylation and activation of members of the
RSK (p90 ribosomal S6 kinase) family of kinases. The RSK family contains four
human isoforms (RSK1, RSK2, RSK3, and RSK4) that play roles in gene transcription,
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Fig. 2. MAPK substrates. ERK1/2, p38-MAPK and JNK family members regulate many
biological processes through the phosphorylation of several downstream substrates. Among
these substrates include various transcription factors, cytoskeletal proteins, cytosolic proteins,
and kinases.

Table 1
Phenotype of Mice With Disrupted MAPKs

MAPK Phenotype Ref.

erk1 / Viable and fertile. Defective in thymocyte 16
proliferation and maturation.

erk2 / Embryonic lethal at E8.5 from defects in 17
trophoblast development.

erk5 / Embryonic lethal at E10.5 from defects in 107
vascular system development.

p38a / Embryonic lethal at midgestation due to defects in 65–68
placental angiogenesis.

jnk1 / Viable and fertile. Defective in 97
T cell differentiation.

jnk2 / Viable and fertile. Defective in T cell 98,99
differentiation and activation.

jnk3 / Viable and fertile. 100
jnk1/jnk2 / Embryonic lethal at E11.5 from defects 99,101

in neuronal apoptosis.



cell survival, proliferation, and motility (15). Neurotrophic factor-mediated stimulation
of the Ras/ERK cascade leading to RSK2 activation was found to promote survival of
primary granule neurons through both transcription-dependent and -independent mech-
anisms (21). RSK2 phosphorylates the pro-apoptotic protein Bad on Ser112, thereby
repressing its death promoting activity (21). A similar regulation of Bad phosphoryla-
tion was seen in a haematopoietic cell line, where RSK1-mediated survival required
Bad phosphorylation and inactivation (22). Moreover, RSK2-mediated phosphorylation
of the transcription factor CREB on Thr133 was found to promote survival of primary
neurons through increased transcription of survival-promoting genes (21,23,24). RSK1
was similarly shown to promote survival through the modulation of NF- B-dependent
transcription, by phosphorylating the NF- B inhibitor I B on Ser32 (25,26). RSK1
promotes survival of hepatic stellate cells by phosphorylating C/EBP on Thr217 (27),
a site also found to promote cell proliferation in response to TGF- , suggesting that
RSK1 may coordinate both cell survival and proliferation.

Growth factors promote proliferation by linking the Ras/ERK signaling pathway
with the cell cycle machinery (29). Many groups demonstrated that inhibition of ERK
activity using MEK inhibitors reduces proliferation of various cell types (30–32). One
link between cell-cycle progression and the Ras/ERK signaling cascade is provided by
cyclin D1, whose gene is induced following mitogenic stimulation and regulate cell-cycle
entry (33,34). Induction of cyclin D1 is thought to be mediated by activation of the AP-1
transcription factor, which consists of heterodimeric forms of c-Jun and c-Fos proteins
(35). The phosphorylation of a network of immediate-early gene products, such as 
c-Fos, c-Myc and c-Jun, by ERK has been shown to dictate biological outcome (36). For
example, sustained ERK signal duration results in c-Fos phosphorylation and stabili-
zation, and promotion of cell-cycle entry (37,38). RSK is another c-Fos kinase that
promotes c-Fos protein stability (39), and interestingly, RSK signaling also appears to
be required for proper cell proliferation of various cancer cell lines (P. Roux, unpublished
results). Moreover, RSK1 was recently shown to phosphorylate and inactivate the TSC2
tumor suppressor protein (40,41), indicating that RSK1 may in fact coordinate cell
growth and cell proliferation. Interestingly, a novel RSK-specific inhibitor was recently
found to reduce breast and prostate cancer cell proliferation (42,43). Consistent with a
role for RSK1 and RSK2 in cell proliferation, these kinases were also found to be
amplified in breast and prostate cancer tissue (42,43), suggesting that they may be good
molecular targets for anticancer treatments.

Metastasis is the main cause of cancer deaths, and cell motility is a key component
of this process. In addition to its role in regulating cell proliferation and survival, ERK
signaling has been highlighted in a number of studies of invasive growth and metastasis
(44,45). Using effector domain mutants of Ras designed to activate specific downstream
effectors (Raf, PI3K, or Ral-GEF), it was shown that activation of the ERK pathway was
required to induce lung metastasis in nude mice (46). Although pathways such as PI3K
(phosphoinositide 3-kinase) have been shown to play important roles in cell motility,
numerous studies have indicated that the ERK pathway can directly promote cell motility
and the migration of tumor cells (44). The ERK pathway has been shown to promote cell
adhesion turnover and thereby facilitates the process of cell migration through the direct
activation of the protease calpain-2 and MLCK (47–49). Cell motility is also controlled
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by ERK1/2 in the nucleus through the regulation of gene expression. ERK1/2 can regu-
late the activity of the small GTPases Rac1 and RhoA through the stabilization of the Fra-1
transcription factor, permitting the formation of cellular protrusions and thereby contributing
to tumor cell motility and invasion (50). Interestingly, RSK1 has been recently shown to
phosphorylate Filamin A (51), suggesting that RSK may also play roles in the regulation
of the cytoskeleton downstream of the Ras/ERK pathway. Thus, inhibition of ERK (and
possibly RSK) using small molecules may provide a way to block tumor cell invasion and
metastasis, as well as survival and proliferation.

2.4. Oncogenic Mutations

Regulation of both Ras and Raf is crucial for the proper maintenance of cell prolifera-
tion as activating mutations in these genes lead to oncogenesis (52). Indeed, K-Ras acti-
vating mutations have been detected in 15 to 20% of non-small cell lung cancers (53),
40% of colon adenomas (54), and 95% of pancreatic adenocarcinomas (55). Activating
mutations in H-Ras and N-Ras have also been observed in some tumors, such as in
thyroid cancers (56). B-Raf mutations are most prevalent in melanomas, occurring in nearly
70% of tumor samples analyzed (57). B-Raf mutations are also found at a high frequency
in other cancers, such as cancers of colorectal, ovarian, and thyroid origins (58).

In addition to mutational activation, the Ras genes have been shown to be amplified
or overexpressed in many types of tumors, including renal, breast, and bladder cancers.
Ras signaling can also be stimulated through the increase in coupling to cell surface
receptors. Notably, members of the epidermal growth factor (EGF) family of RTK such
as EGFR (also called ErbB and HER1) and ErbB2 (also called HER2 and Neu) are com-
monly amplified in cancers (59,60). Because Ras/ERK signaling has been implicated in
cancer cell proliferation, survival and motility, inhibitors of the ERK pathway are enter-
ing clinical trials as potential anticancer agents (58,61). ERK inhibitors are currently not
available, but the use of the MEK inhibitor PD184352 (CI-1040) gave some promising
results in clinical trials with pancreatic cancer patients (58).

3. p38-MAPK
3.1. Properties

The first member of the mammalian p38-MAPK family was simultaneously identi-
fied 10 yr ago by two groups, as a kinase that is phosphorylated on Tyr residues upon
changes in osmolarity (62) and a kinase inhibited by pyridinyl-imidazole that regulates
cytokine biosynthesis (63). There are four isoforms of p38-MAPK in mammals, known
as p38 , p38 , p38 , and p38 , which can all be phosphorylated by the dual-specificity
kinases MEK3 and MEK6 (also termed MKK3 and MKK6). In mammalian cells, the
p38-MAPK pathway is strongly activated by environmental stresses and inflammatory
cytokines, which leads to the activation of several MAPKKKs, including MEKK1-4,
MLK2/3, DLK, ASK1, Tpl2, and Tak1 (2). p38 has 50% aa identity with ERK2 and
bears significant homology to the product of the budding yeast hog1 gene which is acti-
vated in response to hyper-osmolarity (62–64).

3.2. Activation Mechanisms

Whereas some stress stimuli will also activate the ERK pathway, the p38-MAPK
pathway is strongly activated in response to various physical and chemical stresses,
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such as oxidative stress, ultraviolet (UV) irradiation, hypoxia, ischemia, and various
cytokines including interleukin-1 (IL-1) and tumor necrosis factor (TNF- ) (1) (see
Fig. 1). MEK3 and MEK6 show a high degree of specificity towards p38-MAPK as
they do not activate other MAPKs. Although MEK6 activates all p38-MAPK isoforms,
MEK3 is somewhat selective as it preferentially phosphorylates the p38 and p38
isoforms. Activation of the p38-MAPK isoforms results from the MEK3/6-catalyzed
phosphorylation of a conserved Thr-Gly-Tyr (TGY) motif in their activation loop. Most
stimuli that activate p38-MAPK also activate JNK, but only p38-MAPK is inhibited by
the anti-inflammatory drug SB203580, which has been extremely useful in delineating
the biological functions of these stress-activated kinases (63).

3.3. Substrates and Functions

Activated p38-MAPK has been shown to phosphorylate several targets in different
cellular compartments, including cytosolic phospholipase A2 (cPLA2), microtubule-
associated protein Tau, and transcription factors ATF1/2, MEF2A, Sap-1, Elk-1, NF- B,
Ets-1, and p53 (2) (see Fig. 2). p38-MAPK also activates several kinases, including
MSK1/2, MNK1 and MK2/3, which themselves regulate gene transcription, mRNA
translation, and actin reorganization (15). Genetic disruption of p38 has been described
by several groups (Table 1), each one concluding that the loss of p38 leads to death during
embryogenesis due to defects in the labyrinthine placenta and subsequent poor placental
function (65–68).

p38-MAPK appears to play a major role in apoptosis, differentiation, proliferation,
inflammation, and other stress responses. p38-MAPK activity was shown to be required
for Cdc42-induced cell cycle arrest at G1/S, and this inhibitory role may be mediated by
the inhibition of cyclin D expression (69). Cyclin D was in fact shown to be located at a
point of convergence between the ERK1/2 and p38-MAPK pathways (33), and its regu-
lation may play a crucial role in the regulation of the cell cycle. Interestingly, p38-
MAPK activity has also been shown to be required for the proliferation of certain cell
types, including fibroblasts, T-cells, and breast cancer cells (70). However, the intrinsic
oncogenic potential of p38-MAPK, either alone or in combination with other oncogenes
has not been reported so far.

A large body of evidence indicates that p38-MAPK activity is critical for normal
immune function and inflammatory responses (71). Whereas the exact mechanisms
involved in p38-MAPK immune functions are starting to emerge, p38-MAPK activation
has been shown to regulate cytokine production through the stabilization of mRNAs
involved in this process (72,73). Interestingly, the p38-MAPK-activated kinase MK2
(MAPKAPK2) represents a likely target of p38-MAPK mediating this function (15,74).
Recent data using MK2-deficient mice indicated that the catalytic activity of MK2 is neces-
sary for its effects on cytokine production and migration (75), suggesting that MK2 phos-
phorylates targets involved in mRNA stability. Consistent with this, MK2 has been
shown to bind and/or phosphorylate hnRNP A0 (heterogeneous nuclear ribonucleoprotein
A0), TTP (tristetraprolin), PABP1 (poly(A)-binding protein), and HuR (76–80). Because
the p38-MAPKs are key regulators of inflammatory cytokine expression, they are thought
to be involved in human diseases such as asthma and autoimmunity.

The involvement of p38-MAPK in apoptosis is diverse. Although p38-MAPK signaling
promotes cell death under certain circumstances (81), it has also been shown to promote
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survival in others (81,83). Consistent with an antiproliferative role for p38-MAPK,
inactivation of p38-MAPK in mice through the disruption of the mek3 and mek6 genes,
was associated with enhanced proliferation and increased tumorigenesis (84). Induction
of p38-MAPK activity in response to UV radiation was shown to initiate cell cycle
arrest at the G2/M (85,86) and G1 checkpoints (87), indicating that p38-MAPK regulates
growth arrest, differentiation and apoptosis. Whereas most efforts have been invested in
the development of p38-MAPK inhibitors for the treatment of inflammatory diseases,
possible applications of the drugs should also be tested for the treatment of cancer (88).

4. JNK
4.1. Properties

The first member of the JNK family was originally isolated from rat livers injected
with cycloheximide (89). JNK1, JNK2, and JNK3 (also known as SAPK , SAPK ,
and SAPK ) were later cloned by two groups using two different polymerase chain
reaction (PCR) based strategies (90,91). The JNKs exist as 10 or more different spliced
forms, but aside from having slightly different substrate specificities (92), the signifi-
cance of these isoforms is not clear (2). All JNK family members are ubiquitously
expressed, with the exception of JNK3 which is present primarily in the brain. The
JNKs are strongly activated in response to cytokines, UV irradiation, growth factor
deprivation, and DNA damaging agents, and to a lesser extent by some GPCRs, serum,
and growth factors (2).

4.2. Activation Mechanisms

JNKs are directly activated by the phosphorylation of Thr and Tyr residues on a con-
served Thr-Pro-Tyr (TPY) motif located in their activation loop, which is catalyzed by
the dual-specificity kinases MEK4 and MEK7. These MAPKKs are themselves phos-
phorylated and activated by several MAPKKKs, including MEKK1-4, MLK2/3, Tpl-2,
DLK, TAO1/2, TAK1, and ASK1/2 (2) (see Fig. 1). Activation of JNK is also regulated
by scaffold proteins such as JIP, -arrestin, and JSAP1 (93–95).

4.3. Substrates and Functions

The JNK signal transduction pathway is implicated in multiple physiological
processes, including cytokine production and other aspects of the inflammatory
response, apoptosis, actin reorganization, and cell proliferation (2). Whereas the JNKs
have not been shown to activate kinases, a well known substrate for JNK is the tran-
scription factor c-Jun. Phosphorylation of c-Jun on Ser63 and Ser73 by JNK leads to
increased c-Jun-dependent transcription (96). Several other transcription factors have
been shown to be phosphorylated by the JNKs, such as ATF-2, Elk-1, p53, NF-ATc1,
HSF-1, and STAT3 (1,2) (see Fig. 2).

To elucidate the roles of the JNK isoforms in vivo and in vitro, all JNK alleles have
been deleted in mice (Table 1). While the single knockout mice for the jnk1 or jnk2
genes are fertile and only display differences in T-cell differentiation (97–99), the 
single jnk3 gene knockout mouse has no obvious phenotype (100). Because JNK3 is
mostly expressed in the brain, this organ was tested in response to stress such as during
kainate-induced seizures. Loss of JNK3 resulted in milder kainate-induced seizures cor-
relating with reduced apoptosis within the hippocampus of knockout animals (100),
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indicating that JNK3 is influential in neuronal apoptosis following excitotoxic stress.
Animals lacking different jnk genes were also crossed, and interestingly, the jnk1/jnk2
double knockout mouse was found to die at E11.5 from defects in programmed 
neuronal cell death (101). The apoptotic role of JNK has also been demonstrated in
response to many types of stress, including UV and -irradiation, hyperosmolarity, tox-
ins, heat shock, chemotherapeutic drugs, peroxide, and inflammatory cytokines such as
TNF- (2,18). Furthermore, nerve growth factor (NGF) deprivation of PC12 pheochromo-
cytoma cells leads to sustained JNK activation and c-Jun phosphorylation, which corre-
lates with apoptosis (83). Consistent with this, expression of a dominant-negative
MAPKKK or inactive c-Jun has been shown to suppress apoptosis of PC12 cells after
NGF withdrawal (83), and other cell types following irradiation or heat shock (102).
Because of the potential involvement of the JNK pathway in neurodegenerative dis-
eases, these enzymes represent attractive therapeutic targets, and inhibitors are currently
being tested for the treatment of Alzheimer’s and Parkinson’s diseases (103).

The JNK isoforms have been implicated as tumor suppressors not only in experimen-
tal models, but also in human cancer. The jnk3 gene was found to be mutated in 50% of
brain tumors tested (104). The JNK upstream activator MEK4 was also found to be
inactivated in pancreatic, breast, colorectal, and prostate cancers, which correlated with
decreased JNK activity and increased tumor aggressiveness (105). Because of their abil-
ity to enhance chemotherapy-induced inhibition of tumor cell growth and mediate apop-
tosis following diverse types of stress, the JNK isoforms may be targeted for the
treatment of certain human conditions, such as cancer and rheumatoid arthritis (106).

5. Conclusions
In summary, the MAPK pathways play important roles in the regulation of many

physiological processes during vertebrate development and homeostasis. Their impor-
tance in controlling cellular responses to the environment and in regulating gene expres-
sion, cell growth, proliferation, apoptosis, and the immune response has made them a
priority for research related to many human illnesses.

There is a high level of interest in targeting the Ras/ERK pathway for the develop-
ment of improved cancer therapies, which is exemplified by the inhibitors of MEK,
Raf, and Ras farnesylation currently in clinical trials (58). Whereas inhibitors against
these proteins are currently being tested, a multitude of additional components of this
pathway may be more suitable targets, such as the downstream target RSK, which
also regulates cell proliferation, survival and motility (15,42). Thus, inhibition of
components within the Ras/ERK pathway may provide a way to block tumor cell sur-
vival, proliferation and motility. The unequivocal roles played by the p38-MAPKs
and JNKs in the regulation of different aspects of the immune response make them
ideal targets for the treatment of diseases such as autoimmunity, asthma, rheumatoid
arthritis, and haematopoietic malignancies. Similar to the Ras/ERK cascade, genera-
tion of inhibitors to more specific components of these pathways, such as MK2, may
provide more specific inhibition of certain aspects of the immune response without
unwanted side effects.

Finally, the ERK, JNK, and p38-MAPK pathways represent relatively new molecular
targets for drug development, and MAPK inhibitors will undoubtedly be an important
group of drugs developed for the treatment of various human diseases.
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Serine/Threonine Protein Phosphatases in Apoptosis

Gro Gausdal, Camilla Krakstad, Lars Herfindal, and Stein Ove Døskeland

Summary
The Ser/Thr protein phosphatases are of crucial importance for controlling the phosphorylation

state of survival and cell death proteins like Bad, Bid, myosin light chain, lamin B, some caspases
and their inhibitors, as well as transcriptions factors like CREB and NF-kB/I-kB. Most is known
about the protein phosphatases (PPs) PP1, PP2A, PP2B/calcineurin, PP4/PPX, and PP5. With the
possible exception of PP5, which so far appears to mainly promote apoptosis, the phosphatases can
promote both death and survival signaling. Here, a particular emphasis is put on the natural toxins
targeting PP2A and PP1 and their CaMKII dependent mode of action.

Key Words: Cell death; protein phosphorylation; calmodulin-dependent protein kinase; okadaic
acid; microcystin; PP2A; myosin light chain.

1. Introduction
The importance of protein phosphorylation in apoptosis was appreciated relatively

late, the first reviews appearing in the mid 1990s (1,2). The explosive growth of know-
ledge since then is reflected by the many excellent recent reviews describing the role in
apoptosis of protein kinases like receptor tyrosine kinases (3), the DNA-dependent pro-
tein kinase (4), Ras/Raf/MEK/ERK (5), PI3K/Akt and mTOR controlled kinases (6,7),
PKC (8,9), focal adhesion kinase (FAK) (10) and stress activated kinases like JNK and
p38 MAP (11). In general, the Ser/Thr phosphatases have received less attention than
the Ser/Thr protein kinases. This is because their catalytic subunits have broad substrate
specificity compared with the kinases and because they are hard to study by overexpres-
sion because cells tend to keep the level of active phosphatase within strict limits. This
in itself is presumably a sign of their vital importance in cell signaling. It appears how-
ever, that the lack of variation of catalytic subunits is compensated by an array of regu-
latory subunits. These subunits are either modulators of the PP activity or scaffolding
subunits (12–15).

Previous reviews on protein phosphatases and apoptosis have concentrated mainly on
the ability of phosphatases to antagonize mitogenesis and survival signaling (16–21).
This is in line with early observations that the PP2A/PP1 inhibitor okadaic acid is a
tumor promoter in skin (22) and that the growth and survival promoting SV40 t antigens
inhibit PP2A (23–25).

The present review will also focus on the mechanisms of the antiapoptotic effects of the
major protein phosphatases PP2A and PP1, and in particular on the role of the multifunc-
tional calmodulin-dependent protein kinase II (CaMKII) as mediator of PP-inhibitor
induced apoptosis. This is in accordance with the fact that inhibitors of PP2A/PP1, at
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concentrations sufficient to inhibit most of the cellular PP2A/PP1 activity, are nearly uni-
versal inducers of apoptosis (1) and that knock-out of the catalytic subunit of PP2A
induces apoptosis (26,27).

First we will briefly give an overview of the mechanisms whereby dephosphorylation
of key phosphoproteins can enhance or counteract apoptosis, and then dwell in more
depth on selected Ser/Thr phosphatases and their involvement in apoptosis.

2. Ways in Which Protein Dephosphorylation May Affect Cell Viability
Phosphorylation/dephosphorylation can modulate enzyme activity, protein–protein

interactions and protein processing that can lead to protein translocation and altered
gene transcription. Some examples of apoptosis-relevant phosphoproteins targeted by
Ser/Thr protein phosphatases are shown in Fig. 1.

Two examples of phosphorylation-dependent cytoskeletal rearrangements are
shown. The nuclear lamina is often disassembled in apoptosis (e.g., like that induced
by the PP2A/PP1 inhibitor calyculin A [28]). This can be related to the fact that only
hyperphosphorylated lamin B is a target for caspase-mediated proteolysis (29). Also,
the actin-capping protein alpha-adducin is more prone to caspase-mediated cleavage
when phosphorylated (30).

152 Gausdal et al.

Fig. 1. Key apoptotic regulators controlled by dephosphorylation. The figure shows selected
phosphoproteins regulating mitochondrial death pathways, the transcription of anti- or proapop-
totic gene products and cytoskeletal integrity. The effect of dephosphorylation is indicated.
Proteins believed to be mainly proapoptotic are red, while proteins with pro- and antiapoptotic
function also have green color.



One of the characteristics of apoptosis is rearrangements of the actin cytoskeleton,
leading to cell budding and, eventually, the release of apoptotic bodies. Such budding
can be induced by inhibitors of PP2A/PP1 and is tightly correlated with hyperphospho-
rylation of myosin light chain (MLC) (31). Several protein kinases, all incriminated in
apoptosis, are known to phosphorylate the myosin light chain: MLC-kinase (32),
CaMKII (33), Rho-asssociated protein kinase ROCK (34), PKC (35), MAPKAP2 (36),
p21-activated protein kinase (37), and Zipper-interacting protein kinase (ZIPK) (38).
Several of the mentioned kinases are themselves phosphoproteins subject to dephospho-
rylation by PPs and therefore prone to activation by inhibitors of PP2A/PP1. Another
mechanism of MLC hyperphosphorylation involves the negative regulation of the specific
MLC phosphatase SMPP-1M by ZIPK (39,40), which itself is activated by phosphory-
lation by the death associated protein kinase, DAPK (41) (see Fig. 1).

Also the caspases can have their activity modulated by direct PP phosphorylation
(42–44). In addition, their activity can be modulated indirectly through phosphorylation.
Firstly, the caspase inhibitor proteins (IAP) survivin and XIAP are active only when
phosphorylated. Upon dephosphorylation, survivin dissociates from the caspase (43),
whereas XIAP becomes subject to proteasomal degradation (46). Secondly, some caspase
substrates, like cytokeratin (47) and Bid (48,49), are protected from caspase cleavage
when phosphorylated (see Fig. 1).

The 14-3-3 proteins sequester phospho-proteins in the cytoplasm (50). When bound
to 14-3-3, phospho-Bad cannot compromise the antiapoptotic activity of the mitochondrial
Bcl-2 family members. Upon dephosphorylation Bad will translocate to the mitochondria
and promote apoptosis (21,51–55). Sequestering by 14-3-3 can also promote apoptosis.
The antiapoptotic apoptosis signal-regulating kinase 1 (ASK 1) is able to protect cells
against death only when dephosphorylated and released from 14-3-3 (56).

Phosphorylation can modulate the expression of a large number of apoptosis-relevant
genes through modulation of key transcription factors. The transcription factor Forkhead
can induce pro- as well as antiapoptotic genes. Upon dephosphorylation by PP2A it is
released from 14-3-3 and translocates to the nucleus to initiate gene transcription (57,58)
(see Fig. 1).

The transcription factors NF-kB, p53, and CREB can induce gene products associated
with both cell survival and death. Their activity is subjected to control by protein phos-
phorylation at several levels. Typically, multisite phosphorylations catalyzed by several
kinases and counteracted by several phosphatases occur not only on the transcription
factor itself but also on its protein partners. This leads to altered activity, stability, and
subcellular localization, which in some cases probably result in a changed expression of
pro- and antiapoptotic genes (59–67).

I-kB, the inhibitor of NF-kB, is targeted to the proteasome for degradation when
phosphorylated, allowing NF-kB to translocate to the nucleus and enhance gene trans-
cription (68) (see Fig. 1). This process can be antagonized upon dephosphorylation of
phospho-I-kB by either PP2B (69), PP2A, or PP1 (70).

The cAMP response element-binding factor CREB, when phosphorylated at
Ser133, assumes a conformation allowing more efficient binding of transcriptional
co-activators (see Fig. 1). The duration of CREB activation is limited even at maxi-
mal cAMP stimulation, presumably as a result of dephosphorylation of phospho-
CREB by PP1 (71) and PP2A (72). The genotoxic stress activated ATM kinase can
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phosphorylate CREB at residue(s) N-terminal to Ser133. This curbs the activity of
CREB, leading to cell death (73).

In conclusion, dephosphorylation of proteins can have a bewildering number of
apoptosis-relevant effects through modulation of enzyme or transcriptional activity, pro-
tein degradation, or protein translocation. Obviously, a general stimulation or inhibition
of dephosphorylation would lead to chaotic cell signaling, calling for strict control of
phosphoprotein phosphatase activity in the intact cell.

3. The Role of Specific Phosphoprotein Phosphatases in Apoptosis
Protein phosphatases are classified into three families based on primary sequence and

crystal structure. The PPPs and PPMs (Mg2+-dependent phosphatases) dephosphorylate
phospho-serine or phospho-threonine residues, whereas the PTPs dephosphorylate
phospho-tyrosine residues. An interesting subgroup of the PTPs has dual substrate
specificity and can dephosphorylate both serine, threonine, and tyrosine residues.
Another interesting PTP is PTEN, a phosphatase which prefers the phosphoinositide
second messenger PIP3 as its physiological substrate (74). Additionally, a histidine
phosphatase (PHP) has been isolated from rat liver. The peptide sequence of this phos-
phatase shows no homology with other known protein phosphatases (75). So far, the
PHP has not been directly linked to apoptosis.

3.1. An Overview of the PPP Species

The Mg2+-dependent phosphatase PP2C can promote cell survival by dephosphory-
lating phosho-Bad on Ser155, thereby preventing its dimerization with Bcl-XL (54). On
the other hand, the overexpression of PP2C can cause apoptosis, possibly through the
p53 dependent expression of proapoptotic gene products (76).

PP2B (also known as calcineurin) differs from the other members of the PPP
family by being stimulated by Ca2+/calmodulin. PP2B is the target of the T-cell
immunosuppressing compounds cyclosporine and FK506 (77). PP2B appears to be
involved in both pro- and antiapoptotic signaling. One example of this is observed in
a myeloid cell line, in which activation of PP2B protects against apoptosis induced by
enforced expression of wild type p53, but enhances apoptosis in the absence of p53
(78). Another example is found in the heart. PP2B Ab-/- mice are predisposed to
ischemia-induced apoptosis suggesting an overall protective role of PP2B (79). On the
other hand, the anticancer drug doxorubicin, feared for its cardiotoxic side effects,
appears to activate PP2B, its downstream transcription factor NFAT and activate
caspases (80). Because PP2B can be activated through caspase-mediated truncation
(81), there is a potential for an autoactivatory apoptotic loop once caspases have been
activated in a PP2B-dependent manner.

As indicated in Fig. 1, the dephosphorylation of phospho-Bad is an important
proapoptotic effect, not only of PP2B, but also PP2C, PP2A, and PP1. This effect of
PP2B is presumably more important in tissues where its relative expression is high, for
example, the brain.

PP6/Sit4 and PP7 are the only members of the PPP family that appear not to have
been implicated in vertebrate cell apoptosis. However, in yeast, Sit4 is suggested to have
a death facilitating role since Saccharomyces cerevisiae devoid of Sit4 is resistant to
ceramide-induced death (82).
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PP5 is ubiquitously expressed, but at a lower level than most other Ser/Thr protein
phosphatases. Unlike the other phosphatases, for which the catalytic subunit is complexed
with structural or regulatory subunits, PP5 exists mainly as a single chain. However, this
chain both has catalytic, regulatory and targeting functions, in part conveyed through
the N-terminal TPR domain. This domain serves to link PP5 to the Hsp90 chaperone
(83,84), which harbors a number of important prosurvival proteins whose dephosphory-
lation certainly can affect apoptosis. PP5 is a p53 phosphatase, and cells depleted of PP5
show p53-dependent growth arrest (85). Cells that overexpress PP5 have increased
resistance toward either oxidative stress (86) or hypoxic stress (87), presumably through
antagonism of the ASK 1/MKK-4/JNK signaling cascade. Because mammary carcinoma
cells with increased PP5 expression grow better in a hypoxic in vivo model (87), PP5 may
be an interesting target in cancer therapy.

The natural compound and drug rapamycin inhibits the kinase mTOR, resulting in
apoptosis in some cells. One mechanism for this effect is through dissociation of the
PP2A-B subunit from its complex with PP5 and ASK 1. This in turn leads to down-
regulation of PP5 activity and activation of ASK 1, resulting in apoptosis. The effect
of PP5 is specific, because overexpression of PP5, but not of PP2A catalytic subunit,
protects cells against rapamycin-induced apoptosis (88). This demonstrates an inter-
esting and non-redundant interaction between PP5 and PP2A signaling. The DNA-
dependent protein kinase is related to mTOR, and autophosphorylation of this kinase
can alter the susceptibility of the host cell to radiation-induced death. PP5 appears to
interact with and dephosphorylate the DNA-kinase (89). Knock-down of PP5 in
Drosophila cells did not induce cell death (27). In conclusion, although PP5 has
been studied for only a short period of time and much remains to be known, it
appears to have a prosurvival function at least in mammalian cells under hypoxic or
oxidative stress.

PP4/PPX is found associated with the centrosome and is composed of a catalytic, a
structural and a regulatory subunit (90). At least three regulatory subunits exist.
PP4/PPX can dephosphorylate and associate with a number of signaling proteins
known to be important in apoptosis (91). Downregulation of PP4/PPX can confer
resistance to irradiation induced death, suggesting that PP4 may have a proapoptotic
role (92). In line with this, knock-down of PP4 in Drosophila cells did not induce cell
death (27).

Tumor necrosis factor (TNF)-a activates PP4 (93) which again binds to and activates
NF-kB, presumably by dephosphorylation of Thr435 of NF-kB p65 (59). This effect of
PP4 is opposite to that of the closely related PP2A. PP2A-catalyzed dephosphorylation
of NF-kB p65 inhibits transcription (94). On the other hand, PP2A (and PP1, PP2B) can
activate NF-kB indirectly through dephosphorylation of Ik-B (see Fig. 1). TNF-a has a
dual effect on cell viability, the prosurvival effect being mediated in part through 
NF-kB-induced transcription (95).

PP2A accounts for as much as 1% of the total cellular protein content and for the
major portion of the Ser/Thr phosphatase activity in most cells (96). PP2A is a hetero-
trimer consisting of a catalytic subunit (C), a scaffolding subunit (A) and a regulatory
subunit (B), where the C-subunit always associates with an A-subunit. The C-subunit
itself is affected by post-translational modifications like phosphorylation and methyla-
tion (97), but most of its regulation is supposed to be mediated through the B subunits.
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Distinct classes of regulatory B-subunits, termed B, B’, and B’’ exist, all encoded by
separate genes (98). It has been estimated that more than 50 subunits of PP2A exist
when counting the many splice variants of the B-subunits (14). In addition, PP2A forms
stable complexes with an impressive array of other proteins, including tightly binding
substrates, caspase 3, viral proteins including SV40 small t antigens (14) and the
endogenous inhibitor SET known to be an oncogene in leukaemia (99). Some of the
subunits and associated proteins act to direct PP2A to specific subcellular locations.
Mitochondrially located PP2A is thought to be particularly important in the dephospho-
rylation of phospho-Bcl-2 (100). The mature neutrophil is prone to spontaneous apop-
tosis, presumably in part because NF-kB is inhibited by a nuclear form of I-kB. Nuclear
located PP2A can dephosphorylate nuclear I-kB and thereby protect the neutrophil
against apoptosis (70).

Traditionally, PP2A has been considered a purely proapoptotic enzyme. This results
partly from the fact that it counteracts a number of protein kinases important in survival
signaling (e.g., Akt [14,21]). Another reason is that the PP2A inhibiting/dislocating
SV40 small t antigens and SET are oncogens rather than tumor supressors. A third rea-
son is that PP2A is activated through cleavage by caspase 3 (101), suggesting that active
PP2A may be a feature of advanced caspase-dependent cell death. A fourth reason is
that at low concentrations, the PP2A inhibitor okadaic acid is a tumor promoter (22) and
can protect, at least transiently, against certain apoptotic stimuli (16,18,20,102). A fifth
reason is the role of PP2A to promote dephosphorylation of phospho-Bad and sequester
NF-kB in an inactive complex with its inhibitor (see Fig. 1). The recent finding that
PP2A is activated in the early stage of Fas-induced neutrophil apoptosis, further sup-
ports a proapoptotic role for PP2A. In these cells, PP2A can reverse the p38-MAPK cat-
alyzed activatory phosphorylation of caspase 3 and 8 (44,103).

Beginning with the realization that the PP2A inhibitor okadaic acid at high concen-
trations was a near universal apoptosis inducer (104), evidence has slowly emerged that
PP2A may also be involved in survival signaling. This prosurvival function of PP2A has
gained additional credibility by the demonstration that CaMKII, whose activation is
induced by PP2A, can be a cell death inducer (105). An additional argument is the near
perfect correlation between the ability of the adenovirus coded E4orf4 protein to sup-
press PP2A activity (through binding to the B55 subunit) and its ability to induce apop-
tosis (106). The most direct evidence for a survival function of PP2A is that elimination
of the catalytic subunit of PP2A using RNA interference technology (RNAi), causes
cell death (26,27). In line with this, RNAi-mediated knock-down of the scaffolding
alpha subunit of PP2A, which also decreased the expression of the catalytic subunit of
PP2A, induced cell death and was associated with decreased survival signaling through
Akt (107).

In view of the complexity of the PP2A signaling, it should not come as a surprise that
PP2A can mediate both pro- and antiapoptotic signals. Knock-down of the B56 subunit
of PP2A promotes apoptosis, presumably by allowing a proapoptotic protein upstream
of caspase activation to become active (26,27). On the other hand, knock-down of the
R2/B subunit enhanced ERK-mediated signaling (27).

PP1 is a heterodimer composed of a catalytic and a regulatory subunit. About 50
tightly binding endogenous peptide or protein partners (potential regulatory subunits)
are known (12). PP1 binds to the prosurvival proteins Bcl-2 and Bcl-XL through a
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RVXF motif, rendering the phosphatase in a particular favorable position to dephospho-
rylate phospho-Bad upon binding of the latter to Bcl-XL (108).

An important feature in apoptosis is the expression of alternatively spliced mRNA
species coding for proapoptotic versions of gene products. PP1 stimulation in ceramide-
induced apoptosis acts on phosphorylated splicing factors promoting the expression of
the short proapoptotic Bcl-x(s) (109).

3.2. PP1, PP2A, PP4, PP5: Targets for a Number of Nonvertebrate Toxins

A number of toxins from a variety of nonvertebrate species targeting Ser/Thr phos-
phatases have evolved (see Fig. 2A). The reason for this unusual convergence must be
that the phosphatases are well conserved in evolution (19,96) and essential for vital
functions in a number of organisms. It is noteworthy that one single binding site
(shown for PP1 in Fig. 2C), conserved in PP1, PP2A, PP4, PP5, and PP7, is targeted
by toxins as disparate as the microcystin family of cyclic cyanobacterial peptides,
nodularin, the dinoflagellate fatty acid derivative okadaic acid, tautomycins and the
blister beetle compound cantharidin (110). The toxin binding site overlaps with the
recognition area for the PP1-specific endogenous inhibitors DARPP32/inhibitor 1
(111–113) (see Fig. 2C). There is a relative PP isozyme preference for some of the 
toxins. Okadaic acid binds with about 100-fold higher affinity to PP2A than to PP1
(113), whereas tautomycetin binds with 50-fold higher affinity to PP1 than to PP2A
(114). The PP2A is targeted specifically by the bacterial toxin fostriecin, which binds
to a site that does not overlap with the okadaic acid binding site (115). The toxins are
presumably synthesized for defense against predators. Obviously, one efficient way of
doing this is by inducing cell death of the predator. There are more than 100 reports of
apoptotic cell death induced by okadaic acid or other toxins targeting the same site on
the protein phosphatases. As shown in Fig. 3, different types and concentrations of
phosphatase inhibitors can give different apoptotic morphologies in the same cell type,
even if they target the same phosphatase binding site. The morphologically distinct
phenotypes are accompanied by differences in biochemical parameters like DNA and
RNA fragmentation (28).

3.3. Phosphatase Inhibitors Like Microcystin and Okadaic Acid Can Induce
Apoptosis Via a CaMKII-Dependent Pathway Shared With g -Irradiation-
Induced Apoptosis

In spite of the variation in death type induced by phosphatase inhibitors (see Fig. 3),
a death type induced very rapidly by phosphatase inhibitors appears to be distinct. In
hepatocytes, which have an efficient uptake system for the cyclic peptide phosphatase
inhibitors microcystin and nodularin (116,117), cell death with the features of apopto-
sis is induced in less than 2 min (31). In cells lacking an efficient uptake mechanism,
rapid apoptosis could be induced by the same toxins when microinjected (105). A rapid
hyperphosphorylation of proteins precedes the first signs of apoptosis in cells treated
with microcystin. Basically, for a phosphatase inhibitor to act rapidly it must counteract
a fast dephosphorylation process. The ubiquitously expressed and multifunctional
calmodulin-dependent protein kinase II (CaMKII) is known to be tightly controlled by
activatory autophosphorylation, and is subjected to rapid cycles of phosphorylation and
dephosphorylation (118,119). Its dephosphorylation is catalyzed by PP2A and PP1,
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Fig. 2. Structures of Ser/Thr protein phosphatase inhibitors. Panel A shows the chemical
structure of some protein phosphatase inhibitors. Note the structural diversity of the different
compounds. The three-dimensional structure of okadaic acid (OA) is shown in panel B. Panel C
shows the highly conserved hydrophobic region of PP1C with bound OA (yellow). The two man-
ganese ions in the catalytic core are in green. Amino acid residues in close proximity to OA are
in blue. Residues needed for recognition of PP1C by DARPP32/Inhibitor 1 are in red, and
residues that interact with both OA and DARPP32/Inhibitor 1 are in purple. For further details
see refs. 111 and 113. The images in B and C were created in the VMD software system (129).



both of which are targeted by microcystin, nodularin and okadaic acid. The autophos-
phorylated kinase has such a high affinity for Ca2+/calmodulin that no increase of intra-
cellular Ca2+ is required for its activation (120,121). It appears that most of the
microcystin-induced hyperphosphorylation events as well as the induction of apoptosis
itself, was prevented by CaMKII inhibitors, suggesting that CaMKII is essential for at
least some forms of phosphatase inhibitor induced apoptosis (105). The death induction
can occur in the absence and presence of Bcl-2 overexpression and is enhanced, but not
dependent on, caspase activation (31,122).

In order to elucidate the pathways between protein hyperphosphorylation and cell
death, a cDNA library was introduced into fibroblasts, and the cells were subse-
quently treated with a lethal concentration of okadaic acid. A surviving clone
expressed mRNA coding for the coiled-coil domain of the protein Irod/Gimap5/Ian5
(122,123). This protein is mutated and inactive in the T-cell lymphopenic BB-rat
(124,125), indicating that it has a prosurvival role in the intact animal.
Overexpression of the protein protected Jurkat T-cells selectively against phosphatase
inhibitors and g-irradiation. Intriguingly, also CaMKII inhibitors protected against
these death stimuli. This suggested that the phosphatase inhibitors might act by short-
circuiting a phylogenetically ancient cell death pathway originally activated by dam-
age similar to that induced by g-irradiation. One component common to cells exposed
to g-irradiation and phosphatase inhibitors is the increased formation of reactive oxy-
gen species (ROS). The formation of ROS has been demonstrated during microcystin-
induced cell death (126,127). Because ROS may inhibit PP2A and thereby activate
CaMKII (128), a positive feed-back loop involving CaMKII and ROS may be formed.

4. Conclusion
It appears that Ser/Thr protein phosphatases compensate for their low number of

catalytic subunits by creating protein–protein complexes to control key proteins, such
as protein kinases. In principle, death signals decide an irreversible event, and is there-
fore bound to be controlled in a stringent manner. As described in this chapter, several
protein phosphatases are involved in both pro- and antiapoptotic signaling. Certainly,
we will learn more about the involvement of protein phosphatases in death signaling
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Fig. 3. Distinct IPC-cell death types induced by protein phosphatase inhibitors. Electro-
micrographs showing typical ultrastructure of IPC-81 myelogenic leukaemia cells undergoing
apoptosis in response to protein phosphatase inhibitors. The cells were exposed to vehicle (A), to
1 m M okadaic acid for 6 h (B), to 3 nM calyculin A for 24 h (C), or to 100 nM calyculin A
for 6 h (D). See also ref. 28.



during the next few years. This will contribute to a better understanding of the complex
regulation of apoptosis, and aid the development of new drugs targeting apoptosis
linked diseases.
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Urokinase/Urokinase Receptor-Mediated Signaling in Cancer

Sreerama Shetty and Steven Idell

Summary
Experimental oncogenic transformation or in spontaneous human cancers, mitogenesis and

expression of fibrinolytic components such as urokinase (uPA), its receptor (uPAR), and its major
inhibitor plasminogen activator inhibtor-1 (PAI-1) or -2 (PAI-2) are activated by common signaling
mechanisms. In tumor cells of mesenchymal or epithelial origin uPA, uPAR, and PAIs or metallo-
proteinases (MMPs) are overexpressed and these molecules are implicated in tumor invasion or
metastasis. Oncogenic stimuli constitutively activate extracellular-regulated kinases (Erk1/2) and
NH2-Jun-kinase (Jnk). Tumor or transformed cells typically overexpress uPA and uPAR and show
increased activation of the above signaling modules. These signaling intermediaries are involved in
the expression of uPA and uPAR as well as mitogenesis, neoplastic growth and metaststic spread and
tissue remodeling as occurs in the pathogenesis of neoplasia.

Key Words: Urokinase; urokinase receptor; plasminogen activator inhibitor; cellular prolifera-
tion; signaling; apoptosis.

1. Disordered Fibrinolysis in Neoplasia: A Brief Overview
The pathogenesis of neoplasia includes key components including cellular transfor-

mation, invasion, and metastasis. These are all multifaceted processes that involve sev-
eral tumor-derived and host-derived factors. Tumor cells exhibit anchorage-independent
growth, an increased propensity to migrate, the capacity to produce large quantities of
tumor proteases, and enhanced proliferation. The ability of tumor cells to assume an
invasive phenotype depends in part on the balance between proteases and their inhibitors.
This balance generally favors increased activity of proteases vs their inhibitors in ani-
mal and human tumors. Among the tumor-related proteases, procoagulants favor extra-
vascular fibrin deposition in solid neoplasms (1). Increased extravascular fibrin
deposition promotes the desmoplastic response as well as the growth and spread of
solid tumors (1).

Abnormalities of the plasminogen activator system have likewise been implicated in
the pathogenesis of tumor invasiveness and metastatic spread. Urokinase plasminogen
activator (uPA) and plasmin are overexpressed in wide range of solid tumors. These
include breast, lung, bladder, kidney, colorectal, stomach, brain, ovarian, endometrial
cancers, and malignant melanoma (2). Several reports link the expression of uPA,
uPAR, PAI-1, and PAI-2 to both tumor cell invasiveness and to prognosis in cancer
patients. For instance, high levels of uPA have been correlated with poor outcome or
shorter survival in a variety of tumors, including lung and breast cancers (3). Increased
expression of PAI-1 has likewise been linked to virulent tumor behavior (3). Increased
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uPAR expression has also been associated with poor prognosis in some forms of malig-
nancy, including breast or colorectal cancer (3,4). Different histological forms of tumors
and those linked to poor prognosis have been associated with increased expression of
uPA, uPAR, and PAI-1. These observations suggest that clinical outcome extends
beyond predictable alterations in fibrinolytic capacity. It is conceivable that outcomes
may be broadly related to pathophysiologic responses initiated by these proteins
through cellular signaling. Mechanisms by which the uPA–uPAR system contributes to
the pathogenesis of tumor invasiveness include proteolytic degradation of basement
membrane and extracellular matrix constituents and intracellular signaling that initiates
mitogenic or altered adhesion responses in tumor cells.

The serine protease uPA has an approximate molecular weight of 50 kDa and is
secreted in proenzyme form known as single chain urokinase or pro-uPA. Pro-uPA is
converted into active two-chain uPA. Besides plasminogen activation and degradation
of several extracellular matrix proteins, uPA also activates matrix metalloproteinases
(MMPs). The MMPS are responsible for collagen degradation as well as remodeling of
the extracellular matrix. Most of the biological activity of uPA depends on its associa-
tion with its receptor uPAR. This interaction is an extremely important determinant of
the invasive ability of tumor cells.

uPAR is highly glycosylated membrane proteins with five potential glycosylation
sites. The aminoterminal portion of this receptor provides the uPA binding site.
Because uPAR is a receptor that lacks both cytoplasmic and transmembrane domains,
it was not immediately evident that uPAR could participate in signal transduction. The
mitogenic activity of uPA is either dependent on receptor interaction (5–8) or uPA
catalytic activity (9).

Plasminogen activator inhibitors (PAI) belong to the serpin protease inhibitor super-
family. These serpins rapidly inactivate the plasminogen activators. PAI are present in
most body fluids and tissues (3). PAI-1 is a 50 kDa glycoprotein serpin secreted by sev-
eral cell types, including many types of neoplastic cells. PAI-1 can bind to free and
receptor bound uPA, thereby inhibiting uPA-mediated degradation of the extracellular
matrix. Receptor bound PAI-1 also mediates internalization of trimeric cell surface
uPA-PAI-1-uPAR complexes and the subsequent recycling of uPAR to the cell surface
(5). PAI-1 is also involved in the regulation of cell adhesion and migration.

PAI-2 is a 47-kDa protein and is less potent in inhibiting receptor bound uPA than is
PAI-1. PAI-2 exists both in intracellular and secreted form and the latter participates in
the control of tissue remodeling and fibrinolysis. PAI-2 is usually undetectable in the
circulation, except in pregnancy and in association with selected neoplasms.

2. Regulation of the Plasminogen Activator System by Cytokines 
and Growth Factors

The expression of uPA, uPAR or PAI-1 in tumor tissues is regulated by the products of
several different cell types, including tumor cells, those in surrounding tissues and those
that infiltrate these tissues. Tumor associated macrophages secrete a wide range of
cytokines and growth factors such as interleukin-1 (IL-1 ), ineterleukin-2 (IL-2), tumor
necrosis factor (TNF- ), vascular endothelial growth factor (VEGF), fibroblast growth
factor (FGF), and granulocyte-macrophage colony stimulating factor (GM-CSF).
Expression of several of these mediators is increased in neoplastic cells or those that occur
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in surrounding tissues. These mediators generally up-regulate the expression of either uPA
or uPAR or both and these effects may be observed in various cell types (3). These cytokines
and growth factors may also regulate the initiation and extant of tumor angiogenesis.

The propagation of solid tumors and tissue inflammation share common features such
as vascular leakage that are likewise regulated by common mediators (1,10). Increased
vascular permeability occurs in both settings as a result of permeability factors, activation
of the proximate endothelium, and the invasion of leukocytes. Macrophage infiltration
was also been reported to correlate with the neovascularization of several tumor types (3).
Proangiogenic mediators and tumor promoting agents like hepatocyte growth factor
(HGF), epidermal growth factor (EGF), and insulin-like growth factor (IGF) also induce
uPA–uPAR expression. Similarly, hypoxia, which stimulates tumor neovascularization,
also induces uPAR expression (11). Interventions that alter expression of components of
the uPA–uPAR system and target proinflammatory mediators can alter neoplastic growth.
For example, nonsteroidal anti-inflammatory drugs (NSAIDs) down regulate uPAR
expression in monocytes and suppress metastasis in animal models (3).

3. Regulation of the Plasminogen Activator System by Urokinase
Recent reports confirm that uPA itself can stimulate its own expression or that of

uPAR or PAI-1 in lung epithelial cells in culture (see Fig. 1) and other tumor cells
(12–15). Whereas clear evidence of the role of these pathways in cancer has yet to be
determined, they may contribute to the derangements of fibrin turnover that have been
reported to occur in neoplasia. Tumor cell invasion is facilitated by saturation of uPAR
with endogenous uPA originating from neoplastic or surrounding nonneoplastic cells.
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Fig. 1. Regulation of uPA, uPAR and PAI-1 expression by uPA. Beas2B cells grown to con-
fluence were treated with uPA (1000 ng/mL) for 0–24 h at 37°C in basal medium containing
0.5% bovine serum albumin (BSA). Total proteins from the cell lysates (CL) and conditioned
media (CM) were separated on 8% sodium dodecyl sulfate (SDS)-polyacrylamide gels, then
transferred to a nitrocellulose membrane. The membrane was immunoblotted with anti-uPA (A)
and –PAI-1 (C) antibodies. In the case of uPAR (B) the membrane proteins were subjected to
Western blotting using anti-uPAR antibody. (Reprinted from refs. 13–15, with permission.)



uPA-mediated induction of components of the fibrinolytic system could enhance this
process, as well as cellular migration or proliferation. As it now appears that uPA,
uPAR, and PAI-1 are integrally involved in the pathogenesis of carcinomas, it may be
that uPA-mediated autoinduction or induction of PAI-1 and uPAR could potentiate over-
expression of these molecules by neoplastic cells. Although the clinical relevance of
these newly described pathways remains to be established, it now appears that clinical
prognosis may importantly rely upon autocrine or paracrine induction by uPA.

4. Transcriptional Regulation of the Plasminogen Activator System
Expression of uPA, uPAR, PAI-1, and PAI-2 genes are regulated at both transcrip-

tional and posttranscriptional levels (16–30). uPA gene expression is highly responsive
to phorbol esters, growth factors, steroid hormones, and cytoskeletal reorganization,
ultraviolet (UV) light, changes in cell morphology and contact and, as noted above, by
uPA itself. Under many of these conditions, uPA gene transcription is upregulated by
selected transcription factors including AP1, Ets-1 and Ets-2. The best characterized
regulatory regions of the uPA promoter are the Ets/AP1a composite site, the AP1b site
and the connecting 74 bp cooperation mediator region. Ets1 and Ets2 have been shown
to activate the uPA promoter. Activation of uPA gene expression through these pathways
likely contributes to cellular proliferation, invasion and metastasis in several human
cancers as well as inflammation and injury.

uPAR gene expression is induced by PMA, TGF- , TNF- , cAMP, EGF, PDGF,
VEGF, HGF, and hypoxia. The uPAR promoter contains AP1, SP1, AP2, and SP1/3
binding sites that are involved in activation of uPAR gene activation. PAI-1 gene
expression is likewise regulated by many growth factors and cytokines, including TGF- ,
EGF, PDGF, FGF, IL-1, and TNF- and hormones. The PAI-1 promoter contains SP1
and AP2 binding sites and also binds a 72-kDa unknown component. These interac-
tions all facilitate PAI-1 gene activation. Transcription factor nuclear factor I and the
ubiquitous factor (USF) are also responsive to TGF- induction in the PAI-1 promoter.
Like uPA, uPAR, PAI-1, and PAI-2 gene expression is regulated by multiple growth
factors, hormones, cytokines, and vasoactive peptides. By site-directed mutagenesis
studies, basal and PMA-induced PAI-2 transcription appears to depend on AP1a and
CRE-like sites.

5. Post-Transcriptional Regulation of the Plasminogen Activator System
uPA, uPAR, PAI-1, and PAI-2 mRNAs are all regulated by posttranscriptional

mechanisms that operate at the level of mRNA stability. The uPA mRNA 3 untrans-
lated region (3 UTR) contains multiple instability determinants and specific mRNA
binding protein recognition sequences (18,22,23). Interaction of two specific mRNA
binding proteins with uPA mRNA have been reported (18,22). uPAR mRNA is also
induced by several agents including PMA, LPS, or TGF- through regulation at the
posttranscriptional level (21). Stability of uPAR mRNA is regulated by determinants
present both in the coding and 3 untranslated regions. A 50-kDa binding protein inter-
acts with the uPAR mRNA coding region (16) and a 40-kDa protein likewise interacts
with 3 UTR determinants to regulate uPAR mRNA stability (19). The posttranscrip-
tional regulation of uPA and uPAR mRNA stability is regulated through cellular phos-
phorylation (18,22).
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PAI-1 mRNA stability is altered via TGF- , cAMP, and insulin-like growth factor. At
least two stability determinants have been identified within the PAI-1 3 UTR
(20,25–27). The PAI mRNA 3 UTR interacts with multiple PAI-1 mRNA binding pro-
teins (25,26). Recently, we found that uPA regulates uPA, uPAR and PAI-1 expression
through posttranscriptional stabilization of each of these transcripts (13–15). PAI-2
mRNA is also induced by PMA and TNF- via posttranscriptional regulatory mecha-
nisms. Post-transcriptional regulation of PAI-2 mRNA is regulated by stability determi-
nants present in both the coding region and 3 UTR (29,30).

6. Signal Transduction of the uPA/uPAR System and Cell Proliferation
The balance between fibrinolysis and coagulation is aberrant with fibrin deposition

observed in many human tumors (1). Inhibition of fibrinolytic activity resulting from
excess PAI-1 expression leads to extravascular fibrin deposition in various solid tumors
and in inflammatory conditions (1,10). Extravascular fibrin provides a neomatrix which
can undergo remodeling with ultimate fibrotic repair. This process involves organization
with migration of endothelial cells and neovascularization. The fibrin gel undergoes
remodeling through the action of uPA and other proteases. uPA expression is also upreg-
ulated in tumor cells by growth factors such as HGF/SF, VEGF, EGF, IGF-I and -II,
bFGF, LPA, CSF-1, vasopressin, and -thrombin, agonists that signal through PLC,
PKC, PLD, Ral, Ras, Raf, Mek-1, and Erk1/2. Rho, Rac, and Cdc42 represent other sig-
naling intermediates activated by uPA. Activation of EGFR, in turn, may be one of the
key mechanisms by which tumor cells up regulate uPA though activation of appropriate
signaling mechanisms.

Induction of uPA by neoplastic or other cells may involve selective cellular sig-
naling. Proto-oncogene HER2/neu increases uPA expression and utilizes sequential
activation of a tyrosine kinase transmembrane receptor, c-Ras, c-Raf, Mek-1, and
Erk which leads activation and/or expression of transcription factors c-Jun, c-fos,
Ha-Ras, and c-Ets (2). These observations suggest that growth factors and oncogenes
use common signaling pathways to induce uPA expression and influence processes
such as mitogenesis.

The biological effect of the uPA-uPAR interaction are not only restricted to mito-
genesis, but include chemotaxis, cellular adhesion, cytoskeletal reorganization and
migration (31). uPA when bound to its receptor stimulates growth in an autocrine fash-
ion. Although the mechanism is still unclear, one can speculate that uPA can support cell
proliferation and matrix remodeling by virtue of signaling for plasmin-mediated growth
factor and pro-MMP activation as well as uPAR. The ability of uPAR, a GPI-anchored
protein, to transduce signals suggests the association of uPAR with transmembrane pro-
teins is capable of coupling ligand binding through uPAR to the cytoplasm. Localization
of uPAR to caveolae suggests that these structures are related to signaling through uPAR
(32). The association of uPAR with 1, 2, and 3-integrins (33) suggests that these inte-
grins may likewise be related to uPAR-mediated cellular signaling. 1 and 2 integrins
are involved in the uPAR dependent adhesion and migration in tumor cells (33).
Receptor bound uPA activates several tyrosines kinases from Src family (Fyn, Lck, Hck,
Yes) which are involved in monocyte chemotaxis (34). uPA-uPAR communicates with
extracellular matrix via binding to vitronectin, where it is immobilized in extracellular
matrices in cancer and inflammation.
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uPA binding to uPAR has also been shown to stimulate kinase activity and phophory-
lation of proteins in JAK/STAT pathway (34,35), translocation of glucose transporter to
the plasma membrane, and downstream up-regulation of various early response genes
such as c-myc, c-fos, and c-jun (7,36) associated with cell growth. uPAR dependent
JAK/STAT signaling may be involved in the migration of vascular smooth muscle cells
(35). The JAK/STAT pathway is activated via clustering of the uPA-uPAR complex, rep-
resenting a sequence that promotes cellular migration (34,35). In breast cancer cells, the
uPA–uPAR interaction results in cellular migration through the activation of Erk1/Erk2
(33). An inhibitor targeting MAPK kinase, a member of the JAK family of kinases, sup-
presses uPA induced uPAR-dependent activation of Erk1/Erk2 in these cells (3). The
MAPK pathway is likewise activated in cytokine-mediated signaling and has been
implicated as a major signal-transduction mechanism in angiogenesis. The uPA-uPAR
interaction activates and releases growth and angiogenic factors such as HGF, TGF- ,
and VEGF, responses that in turn activate the MAPK pathway.

uPAR is further associated with tyrosine kinases JAK1 and Tyk2 (34). Tyk2 interacts
with downstream signaling cascade involving PI3 kinase in vascular smooth muscle
cells (VSMC). uPA activation of PI3 kinase is abolished in VSMC expressing dominant
negative Tyk2 and uPA increases PI3 kinase activity in Tyk2 immunoprecipitates.
Inhibition of PI3 kinase inhibits uPA-induced VSMC migration (38). The growth factor
activity of uPA is associated with a rapid transient activation of early response genes 
(c-fos, c-jun, and c-myc) and the subsequent down regulation of p53 (39) and p21CIPI
with constant expression of MEK1. Mitogenic activity of uPA involves PTK and PKC
(3). Expression of Wt. p53 but not mutant p53 diminished phosphorylation of Stat3 and
reduced Stat3 DNA binding activity (39). Src kinases activate Stat3 dependent tran-
scription in mammary epithelial cells and EGFR activation can lead to activation of
Stat1 and Stat3 (40). uPA also interacts with EGFR and the aminoterminal fragment
(ATF) of uPA activates EGFR through Src and MMP. This interaction of uPAR with
EGFR activates Erk. Similarly, the interaction of EGF with EGFR also activates Erk.
The promigratory effect of uPA and EGF are mediated though MEK1 and Rho-Rho
kinases (41). The growth factor domain of uPA (residues 13–19) and EGF (residues
14–20 show considerable homology and induces proliferation in variety of cell types.
However, EGF does not interfere with ATF receptor binding.

The uPA-uPAR interaction is physically associated with v 1 (32). In cells express-
ing low levels of uPAR, the frequency of the v 1 association was significantly reduced
leading to lower adhesion of cells to fibronectin (42). Adhesion to fibronectin results in
robust Erk1/2 activation, and inhibition of the uPAR- v 1 integrin interaction reduced
fibronectin-dependent Erk1/2 activation (42). Cells overexpressing uPAR by activation
of 5 1 integrin initiates intracellular signal through FAK and Src leading to Erk acti-
vation and tumorigenicity in vivo. FAK, a nonreceptor tyrosine kinase is overexpressed
in several human cancers and activation of FAK induces survival, proliferation and
motility of cells in culture (31). uPAR also activates v 1 integrins and Erk1 signaling
(33). This effect requires the uPA-binding domain I of uPAR and FAK linking v 1
integrin with EGFR signaling. In addition, FAK signaling can activate the PI3-Akt/PKB
pathways (11), which are important for growth factor and matrix dependent induction
of cell survival and migration in vitro. Loss of cell–cell interaction (E-cadherin-based)
and increased uPAR–integrin association resulting from fibronectin-matrix interactions
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constitutively activates the Mek-Erk MAPK (mitogenic) pathway and suppress p38
SAPK (growth suppressive) pathways (43). Downregulation of uPAR induces dormancy
(44); lack of cellular proliferation by reversing Erk signaling.

Higher uPAR expression and its interaction with active 5 1 integrin is required for
phosphorylation of FAK and Src in tumor cells (11). The association of uPAR- 5 1
integrin activates FAK and Src which in turn activates Ras (41). This uPAR-integrin
interaction is the best-characterized activator of the Raf-Mek-Erk signaling cascade. Src
family protein tyrosine kinases p60 fyn, p53/56 lyn, p58/64hck, and p59fgr are also
associated with uPAR (45). Therefore activation of FAK and Src signaling is necessary
for uPAR-integrin-mediated tumorigenicity and inhibition leads to arrest of tumor
growth (44).

In addition to remodeling the basement membrane, receptor bound uPA mediates
phosphorylation of focal adhesion proteins and the activation of MAP kinases (11). uPA
catalytic activity also induces the activation of PKC whereas receptor occupancy effects
MAP kinase activation (2). These two pathways could operate simultaneously during
cell migration or invasion. Therefore, the design of approaches to interrupt these signal-
ing pathways should be to block both uPA activity and its receptor interaction (3).

PAI-1 through inhibition of uPA-mediated angiostatin production induces endothelial
cell apoptosis and migration indicating the importance of the contribution of the uPA
system to angiogenesis (3). High uPA and PAI-1 levels results in worst prognosis in a
wide variety of solid tumors (3), suggesting that their effects on neovascularization
could contribute to clinical outcome. These observations also underscore the intricate
relationship between uPA, uPAR, and PAI-1 to the pathogenesis of tumor angiogenesis
and metastasis. 

The signaling pathways activated by the uPA/uPAR interaction seem to utilize the
same pathway to induce their own expression. Interaction of uPA with uPAR results in
activation of Erk (33). Activated Erk in turn controls many physiological processes such
as cell growth, differentiation, apoptosis and migration as well as cancer invasion and
metastasis (2). uPA-mediated Erk activation occurs via a growth factor coupled Ras, Raf
and Mek- dependent signaling pathway. In aggressive cancer cells, endogenous uPA
serves as a major determinant of the basal level of Erk activation, in the absence of stimu-
lants (3). Cytoskeletal reorganization induces uPA expression by a mechanism in-
dependent of PKC and PKA (2). Cytoskeletal reorganization induces Erk and Jnk, Erk
and Jnk in turn phosphorylate and activate c-Jun (3).

7. Signal Transduction of the uPA/uPAR System and Apoptosis
Recent evidence suggests the involvement of the uPA/uPAR system in programmed

cell death. Failure of tumor cells implanted in uPA / mice to proliferate suggests that
alteration in host expression of uPA affects the balance between tumor cell death and
proliferation (11,36). Regulation of the tumor suppressor protein p53 level by uPA
occurs in a concentration-dependent manner through mdm2 mediated degradation (see
Fig. 2) (38). Increased responsiveness of cells bearing reduced levels of uPAR to TNF-
mediates apoptosis-inducing ligand-induced apoptosis, suggesting the involvement of
the uPA/uPAR system in cell death (11). The antiapoptotic ability of the uPA/uPAR sys-
tem may be caused by its ability to activate Ras-Erk signaling pathway in diverse cell
types as observed in MDA-MB-231 breast cancer cells, in which inhibition of the
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uPA/uPAR interaction decreased phopshorylated Erk followed by apoptosis (11). These
observations suggest that the uPA/uPAR system may be involved in the regulation of
cell death through Erk signaling. Similarly, overexpression of uPA or uPAR and activa-
tion of the PI3K-Akt-dependent antiapoptotic pathway has been reported in globlas-
toma cells (46).

8. Conclusions
During tumor progression, cells acquire a variety of capabilities that promote tumor

growth and spread. Acquisition of these capabilities involves signaling interactions,
prominent among which are those that involve the uPA–uPAR system. Neoplastic cells
acquire sustained, effective growth signals, insensitivity to antigrowth signals, the abil-
ity to evade apoptosis and increased replicative potential. Cellular signaling also initi-
ates angiogenesis, which facilitates tissue invasion and metastasis. The uPA/uPAR
system otherwise supports the malignant phenotype through several mechanisms
including remodeling of the extracellular matrix, increased cell motility through
cytoskelatal and focal adhesion formation, and cellular proliferation. Collectively, these
findings support the concept that the uPA/uPAR system and signaling pathways that
involve the system are appropriate targets for development of novel therapeutic inter-
ventions for various forms of neoplasia.
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Signaling Pathways That Protect the Heart Against Apoptosis
Induced by Ischemia and Reperfusion

Zheqing Cai and Gregg L. Semenza

Summary
Ischemia and reperfusion injury commonly occurs in ischemic heart disease, resulting in apop-

totic or necrotic cell death. Apoptotic cell death is highly regulated. Two mechanisms of apoptosis
involve the extrinsic death receptor pathway and the intrinsic mitochondrial pathway. Both pathways
lead to the activation of effector caspases, resulting in cell death. The mitochondrial pathway plays
a key role in initiating apoptosis after ischemia and reperfusion. The phosphatidylinositol 3-kinase
(PI3K), protein kinase C (PKC), and extracellular signal-regulated kinase (ERK) signaling pathways
protect the heart against ischemia and reperfusion injury. They inhibit mitochondrial cytochrome c
release into the cytosol by regulating the Bcl-2 family proteins and activating the mitoKATP channel,
thereby blocking the process of apoptosis.

Key words: Apoptosis; signal transduction; cardioprotection; ischemia and reperfusion injury;
mitochondria; caspases; Bcl-2; PI3K; PKC; ERK.

1. Introduction
Ischemic heart disease is a leading cause of death in the United States. Each year

millions of people suffer a heart attack, and hundreds of thousands die of acute myocardial
infarction. The survivors from heart attack suffer ischemia and reperfusion injury. Cell
death can occur in two different ways, necrosis and apoptosis. Necrosis is an irreversible
process, leading to membrane disruption, cell swelling, and cellular debris that stimulate
an inflammatory response. In contrast, apoptosis is a highly regulated form of cell
death, characterized by cell shrinkage, chromatin condensation, DNA fragmentation,
and organelle dismantling without an inflammatory response (1). To maintain normal
heart function, cardiomyocytes need be protected against apoptosis. The loss of cardio-
myocytes results in greater demands on the remaining myocytes, which have to work
harder to compensate. The added stress induces further cardiomyocyte apoptosis resulting
in a vicious cycle leading to congestive heart failure. Therefore, controlling the process
of apoptosis is a logical strategy to prevent heart failure in patients with ischemic heart
disease. This chapter provides a review of the mechanism of apoptosis during ischemia
and reperfusion, then discuss signaling pathways that regulate the process of apoptosis
to prevent cell death in the heart.

2. Ischemia and Reperfusion Injury
It is well known that ischemia followed by reperfusion induces damage to the

heart; however, it is still controversial whether ischemia alone can cause apoptotic
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cell death. Fliss and Gattinger (2) demonstrated apoptosis in ischemic rat myo-
cardium in the absence of reperfusion. Kajstura et al. (3) reported both apoptosis and
necrosis contribute to infarct size after a prolonged period of ischemia in the rat heart.
Several studies (2,4,5) demonstrated that reperfusion accelerated the apoptotic cell
death initiated by ischemia, but Ohno et al. (6) reported that necrotic but not apoptotic
cell death was detected in the rabbit heart after coronary artery occlusion by using
immunogold electron microscopy and in situ nick end labeling. In the rabbit
myocardium, Gottlieb et al. (7) reported that apoptosis was detectable only after
reperfusion. Anversa et al. (8) showed the transition from apoptosis to necrosis in the
ischemic myocardium. Although apoptosis and necrosis are different mechanisms of
cell death, they may share the same early events. Differences in detection methods,
time points, and animal species may contribute to these different findings. Further
studies are needed to determine the mechanisms of cell death induced by ischemia
and ischemia-reperfusion.

3. Mechanism of Apoptosis
Apoptosis can be induced by either the intrinsic mitochondrial pathway or the extrinsic

cell death receptor pathway (Fig. 1). Both pathways are activated in the heart subjected
to ischemia and reperfusion. Ischemia and reperfusion increase intracellular calcium
and free radicals, stimulating the intrinsic mitochondrial pathway, and also increase levels
of death receptor ligands such as Fas ligand (FasL) (9,10) and tumor necrosis factor-1
(TNF-1 ) in the heart (11), leading to activation of the extrinsic pathway. The mito-
chondria play a key role in initiating the process of apoptosis, which is regulated by Bcl-2
family proteins. Cell death is mediated by caspases (12).

4. Death Receptor Pathway
The death receptors belong to the tumor necrosis factor receptor (TNFR) gene super-

family. They are composed of an N-terminal extracellular region required for ligand
binding, a single transmembrane spanning region, and an intracellular C-terminal
region containing the death domain. After binding of ligands, death receptors such as
Fas and the TNF-1 receptor form a homotrimeric complex, which recruits adaptor proteins
that interact with the death domains, leading to the recruitment and subsequent activation
of caspase-8 (13,14). The activation of caspase-8 then activates downstream effectors
caspase-3 and caspase-7, executing cells by apoptosis (15,16). The death receptors are
regulated by ischemia and reperfusion. Increased expression of Fas has been reported in
the heart subjected to ischemia and reperfusion (4). The coronary effluent from post-
ischemic isolated and perfused hearts contained significantly increased levels of FasL.
Isolated hearts from Fas deficient mice had a marked reduction in cell death and infarct
size following ischemia and reperfusion (17). Signaling through the TNF-1 receptor
may also play a role in ischemia and reperfusion injury. Over-expression of TNF-1 in
transgenic mice increased cardiac apoptosis. Increased levels of TNF-1 were found in
the hearts after ischemia and reperfusion (11). The circulating levels of TNF-1 are
directly related to disease severity (18), and inhibition of TNF-1 production improved
heart function (19). However, several studies reported that TNF-1 may have a beneficial
effect in the heart. TNF-1 pretreatment decreased lactate dehydrogenase (LDH)
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release after ischemia (20). TNF-receptor deficient mice showed increased infarct size
and apoptotic cells after ischemia and reperfusion (21). The beneficial effect is related
to NF- B activation, which is mediated by TNF-1 . NF- B is a transcription factor
which induces the expression of survival genes and inhibits apoptosis (22). In response
to TNF-1 , inhibition of NF- B activation increased apoptosis in cardiomyocytes
infected with an adenovirus expressing a dominant-negative form of I B (23).  TNF-1
activates multiple signal pathways in the heart. The predominant effects of TNF-1 may
depend on specific physiological conditions.

5. Mitochondrial Pathway
Mitochondria play a dual role within the cell (24). They not only produce ATP to

meet the large energy requirement of cardiac myocytes, but also are actively involved
in the regulation of cell death. The mitochondrial inner membrane contains the adenine
nucleotide transporter (ANT) and components of the electron transport chain, thereby
maintaining the proton gradient required for energy production. The mitochondrial
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Fig. 1. Mechanisms of apoptosis. Ischemia and reperfusion induce apoptosis in the heart by
activating the mitochondrial pathway and the death receptor pathway. The mitochondrial path-
way plays a key role in initiating apoptosis in response to ischemia and reperfusion. Increased
intracellular calcium and free radicals open MPTP in the mitochondria, leading to the release of
cytochrome c (Cyt c) into cytosol and then the activation of caspase-9 (Cas-9). Activated cas-9
cleaves pro-caspase-3 and generates active cas-3, which is also activated by the death receptor
pathway through caspase-8 (cas-8). Cas-3 causes DNA fragmentation in cardiomyocytes. Mt,
mitochondrion; MPTP, mitochondrial permeability transition pore; DR, death receptor; AIF,
apoptosis-inducing factor; endoG, endonuclease G.



outer membrane contains a voltage-dependent anion channel (VDAC), which associates
with ANT to form a large nonspecific pore, the mitochondrial permeability transition
pore (MPTP). In response to apoptotic stimuli, cyclophilin D binds to ANT. Under
physiological conditions, ANT transfers ATP and ADP across the inner mitochondrial
membrane. After cyclophilin-D binding, ANT undergoes a conformational change that
converts a specific transporter into a nonspecific pore. The reaction is regulated by intra-
cellular calcium, free radicals, ATP, and inorganic phosphate (25). MPTP opening is
also dependent on VDAC which allows translocation of low-molecular-weight solutes
across the outer membrane (26). The VDAC pore can be modulated by Bcl-2 family
proteins (27). Once MPTP is activated, cytochrome c is released into the cytosol. The
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Fig. 2. Mechanism of cell protection mediated by PI3K, PKC, and ERK. The PI3K, PKC, and
ERK pathways are activated through RTK or GPCR signaling induced by IPC or binding of
growth factors and hormones. PI3K signaling is upstream of PKC activation and crosstalks with
the ERK pathway. The PI3K and ERK signal transduction pathways target MPTP through regu-
lating the mitoKATP channel and Bcl-2 family proteins, thereby inhibiting the release of
cytochrome c and promoting cell survival in response to apoptotic stimuli. IPC, ischemic pre-
conditioning; PI3K, phosphatidylinositol 3-kinase; PKC, protein kinase C; ERK, extracellular
signal-regulated kinase; RTK, receptor protein tyrosine kinase; GPCR, G protein-coupled recep-
tor; KATP, mitochondrial ATP dependent potassium channel; MPTP, mitochodrial permeability
transition pore; Mt, mitochondrion.



release of cytochrome c is a critical step in the initiation of apoptosis. When cytochrome c
enters the cytosol, it interacts with apoptosis-activating factor-1 (Apaf-1) along with
caspase 9 and dATP/ATP to form the apoptosome, leading to caspase 3 activation and
apoptosis (28). MPTP also releases other proapoptotic proteins such as Smac/Diablo
protein, apoptosis-inducing factor (AIF), and endonuclease G (endoG) from the inter-
membrane space into the cytosol. Smac/Diablo protein promotes caspase activation by
sequestering the inhibitor of apoptosis protein (IAP) (29,30). AIF and endoG translocate
from the mitochondria to the nucleus where they cause chromatin condensation and
DNA fragmentation (31–33). The mitochondrial pathway appears to play a major role
in cardiomyocyte death in ischemia and reperfusion injury. Increased cytochrome c
release from the mitochondria has been demonstrated in cardiomyocytes, intact hearts,
and isolated cardiac mitochondria in response to various stimuli, including hypoxia,
serum, and glucose deprivation. Several studies (34,35) reported that ischemia and
reperfusion caused the release of cytochrome c and the activation of caspase-9 in isolated
perfused hearts.

6. Bcl-2 Family Proteins
Bcl-2 family proteins play a key role in regulating apoptosis. Some of them are anti-

apoptotic, such as Bcl-2 and Bcl-xL, whereas others are proapoptotic, such as Bax, Bad,
and Bak (36). The antiapoptotic Bcl-2 family members are mainly localized to the cyto-
plasmic side of the mitochondrial outer membrane, where they inhibit the release of
cytochrome c in part by sequestering proapoptotic Bax (37). The antiapoptotic effects
of Bcl-2 have been reported in several studies. Overexpression of Bcl-2 in the heart sig-
nificantly reduced infarct size and myocyte apoptosis after ischemia and reperfusion
(38). Adult cardiomyocytes overexpressing Bcl-2 showed less apoptosis, decreased
cytochrome c release, and decreased activation of caspases 3 and 9 after hypoxia and
reoxgenation (39). Proapoptotic proteins of the Bcl-2 family promote release of
cytochrome c from the mitochondrial membrane into the cytosol (40). In response to
apoptotic stimuli, the proapoptotic proteins are regulated by phosphorylation or proteo-
lytic cleavage, then they translocate from the cytosol to the mitochondria, where they
undergo a conformational change and integrate into the mitochondrial outer membrane.
This increases the release of cytochrome c from the intermembrane space into the
cytosol (12).

7. Caspases
At least 14 different mammalian caspases have been identified (41). These caspases

mediate the cleavage of survival signaling molecules and structural proteins (42,43). In
response to apoptotic stimuli, caspases can be activated by the death receptor pathway
or the mitochondrial pathway. Caspase-8 is the initial caspase that is activated through
the death receptor pathway. Activated caspase-8 cleaves effector caspases such as cas-
pase-3, and -7. In contrast, the mitochondrial pathway first activates caspase-9, which
also cleaves caspase-3, and -7, promoting cell death. It has been reported that there is
crosstalk between these two pathways. Caspase-8 cleaves the proapoptotic Bcl-2 pro-
tein Bid. Activated Bid translocates to the mitochondria and stimulates the release of
cytochrome c, leading to the activation of the mitochondrial pathway (44,45). The inhi-
bition of caspase-8 activation was shown to decrease both caspase-8 and caspase-9
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activity in hearts that were subjected to ischemia and reperfusion. Ischemia has been
shown to activate caspase-9 whereas caspase-8 activation is found in the heart only after
reperfusion (46). Caspase-3 activation leads to cardiac contractile dysfunction and
increased infarct size after ischemia and reperfusion. Mocanu et al. (47) reported that
hearts treated with an inhibitor of caspase-3 during the early reperfusion phase had
reduced infarct size. Cleaved caspase-3 was found in hearts with ischemia-reperfusion
injury (48). Furthermore, the overexpression of caspase-3 in mice increased infarct size
and depressed cardiac function (49). Active caspase-3 was shown to cleave myosin light
chain and damage sarcomeres (50), thereby leading to contractile dysfunction.

8. Signaling Pathways in Cardioprotection
According to the mechanism of apoptosis after ischemia and reperfusion injury, sev-

eral approaches can be taken to prevent cell death. First, by inhibiting effector caspases,
the cell death process is blocked. For example, inhibition of caspase-3 reduces cell
apoptosis and limits infarct size in hearts subjected to ischemia and reperfusion.
Second, by sequestering proapoptotic Bcl-2 family members in the cytosol, their
translocation to the mitochondria is inhibited, thereby blocking apoptosis. It has been
reported that some Bcl-2 family proteins such as Bad and Bax are inactivated by Akt, a
protective signaling protein. Third, by blocking formation of the MPTP, cytochrome c
release is inhibited. Calcium overload, ATP deletion, and free radicals all contribute to
MPTP opening. Cyclosporine A, an immunosuppressive agent, exerts its actions by
inhibiting the MTPT opening (51). Over the past two decades, signaling pathways that
protect against cell death have been intensely investigated. Advances in this field have
greatly contributed to the study of ischemic preconditioning (IPC), a phenomenon in
which brief periods of ischemia and reperfusion generate profound protection (52).
Several pathways have been implicated in protection against apoptosis associated with IPC
(Fig. 2). Some signaling proteins have been found to target Bcl-2 family proteins,
caspases, mitochondrial KATP channels, and the MPTP, whereas other signal transduction
pathways regulate gene transcription to promote cell survival. Here, we focus on the
signaling pathways that induce early cardiac protection during ischemia and reperfusion.

9. PI3K
The phosphatidylinositol 3-kinase (PI3K) pathway has been shown to be protective

in numerous studies. Several groups (52–56) independently reported that erythropoietin
(EPO) protected the heart against ischemia-reperfusion injury. Our group (53,57)
demonstrated that pretreatment with recombinant human EPO before ischemia reduced
the number of TUNEL positive cells and decreased caspase-3 activity in isolated rat
hearts exposed to 30 min of ischemia and 45 min of reperfusion. The protective effects
of EPO were blocked by the PI3K inhibitor wortmannin. We also showed that EPO
administration increased the association of its receptor with the regulatory subunit of
PI3K, leading to increased Akt phosphorylation in the heart. Calvillo et al. (52) reported
EPO-mediated PI3K activation and decreased cardiomyocyte death after hypoxia and
re-oxygenation. Parsa et al. (54) demonstrated increased Akt phosphorylation in the
myocardium subjected to ischemia and reperfusion injury in vivo. 

The protective effects of insulin are also mediated by the PI3K pathway. Jonassen 
et al. (58) reported that infusion of insulin during early reperfusion limited infarct size
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in isolated rat hearts, an effect that was blocked by wortmannin; furthermore, increased
levels of phosphorylated Akt were found in the insulin-treated heart. Growth factors
such as insulin-like growth factor (IGF-1) (59), transforming growth factor- 1 (TGF-

1) (12), and vascular endothelial growth factor (VEGF) (60) are well known as
survival factors. Buerke et al. (59) reported a cardioprotective effect of IGF-1 in myocardial
ischemia-reperfusion. Over-expression of IGF-1 in transgenic mouse hearts attenuated
apoptosis after ischemia and reperfusion. Increased levels of phosphorylated Akt were
demonstrated in the hearts and were sensitive to wortmannin treatment (61).

Aside from growth factors, atorvastatin, a hydroxyl-3-methyglutaryl (HMG)-co-enzyme
A reductase inhibitor, has been reported to limit myocardial infarct size through PI3K-
Akt signaling in hearts subjected to ischemia and reperfusion (62,63). IPC-mediated
protection has been shown to be mediated by the PI3K pathway. Tong et al. (64)
reported that both wortmannin and LY294002, another PI3K inhibitor, blocked the PC-
induced improvement in recovery of postischemic function. Mocanu et al. (65) showed
that inhibition of wortmannin and LY294002 significantly decreased the IPC-induced
reduction in infarct size.  Bradykinin and adenosine were implicated in triggering IPC.
Bell et al. (66) reported that bradykinin limits the infarction in the mouse heart by stimu-
lating the PI3K-Akt pathway. Activation of PI3K and Akt may be sufficient to mediate
protection against apoptosis. Matsui et al. (67) demonstrated that adenovirus gene
transfer of activated PI3K and Akt inhibited apoptosis of hypoxic cardiomyocytes in
vitro.

Although experimental evidence clearly indicates that activation of the PI3K-Akt
pathway leads to protective effects in vitro and in vivo, the upstream signals and the
downstream targets of PI3K have not been fully delineated. There are three classes of
PI3K. Only class I is well characterized. Class Ia is composed of a 110-kDa catalytic sub-
unit and an 85-kDa regulatory subunit. Class Ib is a heterodimer of a 110-kDa catalytic
subunit and a 101-kDa regulatory subunit. PI3K is a lipid kinase that phosphorylates the
inositol ring at D3 position, converting phosphatidylinositol, phosphatidylinositol-
4-phosphate, and phosphatidylinositol-4,5-bisphosphate to phosphatidylinositol-3-phos-
phate, phosphatidylinositol-3,4-phosphate, and phosphatidylinositol-3,4,5-phosphate
(68). These lipid products interact with the pleckstrin homology domains and src homo-
logy domains of protein kinases, including 3-phosphoinositide-dependent kinase 1 (PDK-1)
and Akt, thereby regulating their activity. PI3K can be activated through receptor tyro-
sine kinase (RTK) and G protein-coupled receptor (GPCR) signaling. RTKs can phos-
phorylate the 85-kDa regulatory subunit of PI3K. subunits of heterotrimeric G
proteins in GPCR interact with the 110-kDa catalytic subunit of PI3K, leading to its acti-
vation (69). Sequestration of the subunits of G proteins blocked activation of PI3K
(70). There may be crosstalk between GPCR and RTK pathways.  Acetylcholine acti-
vates PI3K through GPCRs (71), but activation of PI3K is blocked by the RTK inhibitor
AG-1478. The PI3K-Akt pathway can be activated by down-regulation of PTEN, a phos-
phatase and tensin homolog on chromosome ten. Cardiomyocytes expressing a domi-
nant-negative form of PTEN had an elevated level of phosphorylated Akt, less caspase
activity, and less cell apoptosis (72).

PI3K downstream targets include PDK1 and Akt. Akt has been shown to modulate
several protective pathways. Akt substrates include glycogen synthase kinase-3 (GSK-3 ),
endothelial nitric oxide (NO) synthase (eNOS), Bad, Bax, caspase-9, p70 S6 kinase
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(p70S6K), and protein kinase C (PKC). Akt phosphorylates and inactivates GSK-3 .
Tong et al. (73) reported that GSK-3 inhibition reduced infarct size and improved
recovery of cardiac function after ischemia and reperfusion. Akt phosphorylates and
activates eNOS, leading to NO production (74,75). NO has been shown to activate the
mitochondrial ATP dependent potassium (mitoKATP) channel (76). Phosphorylation of
Bad by Akt results in its sequestration by 14-3-3 proteins in the cytosol (77). Akt also
regulates cell survival and apoptosis by inhibiting the conformational change of Bax
(78) and by maintaining Bcl-2 levels in the mitochondrial membrane. P70S6K activa-
tion was shown to promote cell survival through phosphorylation of Bad (79). PKC can
be activated by PI3K. PI3K inhibition blocks PKC translocation and IPC-mediated
heart protection (80).

10. PKC
Many studies have shown that activation of PKC mediates heart protection (81–88).

Speechly-Dick et al. (81) reported that IPC was blocked by the inhibitor of PKC, chelery-
thrine, and that 1,2-dioctanoyl-sn-glycerol (DOG), a diacylglycerol analogue and specific
antagonist of PKC, mimics the protective effect of IPC. Phamacological treatment with
catecholamines (82), bradykinin (83), endocannabinoids (84), ethanol (85), and TGF-1
(86) have been shown to mediate cardiac protection against ischemia-reperfusion injury
through the activation of PKC. PKC overexpression in transgenic animals or selective
PKC activation in the isolated perfused heart prevents ischemic damage (87,88).

PKC is a serine/threonine kinase. There are several PKC isoforms. The classical iso-
forms , , are dependent on the lipid cofactor diacylglycerol (DAG) and calcium for
their activation. The novel isoforms , , require only DAG to be activated. The atyp-
ical isoform is calcium- and DAG-independent in activity. Each activated isoform
binds to a docking protein known as a receptor for activated C kinase (RACK), which
brings the isoform to a specific substrate (89). Although the roles of each isoform are
still largely unknown, PKC may mediate protective effects (88). In contrast, the acti-
vation of PKC may increase cardiac injury after ischemia and reperfusion (90,91).

PKC activity is regulated through RTK (86) and GPCR (82,83) signaling as observed
in the PI3K pathway. PI3K may be an upstream activation of PKC. Ping et al. (75)
showed that NO stimulated PKC translocation that was blocked by the NOS inhibitor,
L-NAME. Tong et al. (80) reported that inhibition of PI3K abolished PKC activation.
Because PI3K can activate eNOS, PI3K may activate PKC through NO.

Several downstream targets of PKC have been identified. PKC activates mitoKATP
channels. The activation of mitoKATP channels leads to cell protection either by depo-
larizing the inner membrane or by increasing the matrix volume (92). PKC has been
shown to associate with the MPTP (93). Hu et al. (94) demonstrated that PKC inhib-
ited the voltage-dependent calcium channel, preventing calcium overload. PKC over-
expression in cardiomyocytes selectively activates p42/p44 ERK, another protective
signaling molecule (95); moreover, ERK activation is PKC-dependent during ischemia
and reperfusion in the rabbit heart (96).

11. ERK
Activation of the serine-threonine kinase ERK promotes cell survival, proliferation,

and differentiation. It is a member of the mitogen-activated protein kinase (MAPK)
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family (97). Lefer et al. (12) reported that TGF- 1 protected against ischemia-reperfusion
injury in the rat heart. Baxter et al. (98) demonstrated that TGF- 1 limited infarct size
in the isolated perfused rat heart and reduced cell apoptosis in cardiomyocytes in a ERK
dependent manner. Other growth factors such as IGF-1 (99), VEGF (60) also have been
shown to be cardioprotective. Their effects are mediated by activation of ERK. When
RTKs bind growth factor ligands, ERK is activated. Like the PI3K pathway, ERK also
can be activated by stimulation of GPCRs (97). Administration of AMP579, an adeno-
sine A1/A2a receptor agonist, reduced infarct size after ischemia and reperfusion in the
rabbit heart in vivo. When the ERK inhibitor PD098059 was given at reperfusion,
AMP579-induced protection was abrogated (100). In many circumstances, both ERK
and PI3K are found to be activated when protection is induced. Liao et al. (101) reported
that cardiotrophin-1 (CT-1), a member of the interleukin-6 family of cytokines, induced
cardioprotection when added both prior to ischemia and at reperfusion via activation of
the ERK pathway. Brar et al. (102) showed that CT-1-mediated heart protection is medi-
ated by the PI3K-Akt and ERK pathways. Hausenloy et al. (103) reported IPC increased
phosphorylation of ERK and Akt at early reperfusion. The presence of either PD098059
or LY294002 blocked the IPC-induced phosphorylation of ERK and Akt, respectively,
and cardioprotective effects. Strohm et al. (104) also reported that inhibition of the ERK
pathway with PD98059 blocked IPC in the pig myocardium. However, Mocanu et al.
(65) reported IPC-mediated protection was not inhibited by PD98059. ERK shares
some downstream targets with Akt, thereby preventing apoptosis. Activated ERK
phoshorylates Bad directly or indirectly through p70S6K activation (79,105), resulting
in its sequestration in the cytosol; moreover, the kinase inhibits the conformational
change in BAX, blocking its translocation to the mitochondrial membrane (106,107).
Crosstalk may exist between the PI3K, PKC, and ERK pathways. ERK may be con-
nected to the PI3K pathway through PKC signaling. It has been reported that PKC acti-
vation increases ERK phosphorylation in IPC (96,108). Tong et al. (70) showed that
ERK activation was blocked by inhibition of PI3K. 

12. Conclusions
In summary, ischemia-reperfusion injury is a common phenomenon following heart

attack. Apoptosis and necrosis are usually seen in the myocardium. The mechanisms of cell
death are not fully understood. Both the death receptor pathway and the mitochondrial
pathway play a role in mediating apoptosis in ischemia-reperfusion injury, but the mito-
chondrial pathway appears to be a more important contributor to cell death. Ischemia and
reperfusion cause elevated intracellular calcium and free radicals, which increase the
release of cytochrome c into the cytosol, leading to caspase activation and apoptosis. The
release of cytochrome c is dependent on the MPTP, which is regulated by Bcl-2 family pro-
teins. PI3K, PKC, and ERK are three signaling pathways that mediate heart protection
against ischemia and reperfusion injury in numerous studies. They promote cell survival by
inhibiting proapoptotic proteins and activating the mitoKATP channel. There is extensive
crosstalk between the PI3K, PKC and ERK pathways. In many circumstances, they are
activated in the myocardium. They may have synergistic effects leading to cardioprotec-
tion. Further studies are warranted to increase understanding of the mechanisms of apop-
tosis so that we can block the process of cell death by activating specific survival signaling
pathways or by blocking apoptotic pathways that lead to ischemia and reperfusion injury.
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Cyclooxygenase-2 Gene Expression
Transcriptional and Posttranscriptional Controls in Intestinal
Tumorigenesis

Shrikant Anant and Sripathi M. Sureban

Summary
Cyclooxygenases (COX) also known as prostaglandin (PG) synthases, are present in two forms,

COX-1 and COX-2. Whereas COX-1 is responsible for cytoprotective functions in a number of
organs, COX-2, which is normally absent at basal levels, is induced under certain conditions includ-
ing pathophysiological states like acute inflammation, arthritis, as well as in cancer and cancer-
related angiogenesis. Overexpression of COX-2 enhances PGE2 synthesis, thereby resulting in
increased cellular proliferation, which is an important role for the molecule in cancer progression. In
addition, increased PGE2 levels protect the cancer cells from the deleterious effects of ionization
radiation (IR). COX-2 expression is tightly controlled under normal conditions. At the transcriptional
level, COX-2 gene expression is controlled by multiple elements in a 800-bp region proximal to the
transcription start site. Many cellular transcription factors bind these elements to regulate the COX-2
gene transcription. Among them, the key factors are NF-kB and b-catenin. Of these, b-catenin is
especially interesting because it can egulate COX-2 both directly by binding to the promoter ele-
ments as a comples with either TCF-4/LEF or p300, or indirectly by inducing expression of PEA-3,
which subsequently binds to its cognate element in the COX-2 promoter to induce transcription.
COX-2 mRNA is also tightly regulated at the post-transcriptional levels of mRNA stability and trans-
lation. This is mediated by AU-rich sequence elements located in the 3¢UTR of the COX-2 mRNA.
Multiple RNA binding proteins have been identified that bind to the AU-rich sequences in the COX-2
3¢-UTR to mediate this process. HuR, a ubiquitously expressed protein, is overexpressed in colon
and other cancer cells, and it increases the stability and translation of COX-2 mRNA. In contrast,
CUGBP2 is induced in cells undergoing apoptosis and it inhibits translation of COX-2 mRNA.
Another protein that have been identified induce the translation is hnRNPA1, whereas those that
inhibit the translation are TIA1, TTP, TIAR, and AUF1.

Key Words: Posttranscriptional; gene regulation; cyclooxygenase-2; AU-rich sequences;
prostaglandins; transcription; mRNA translation; RNA binding protein; 3¢-untranslated region;
HuR; CUGBP2; tristetraprolin.

1. Introduction
Cancer is a hyperproliferative disorder in which invasion and angiogenesis lead to

tumor metastasis. The World Health Organization (WHO) has estimated that 1,300,000
new cases of cancer occur each year and 55,000 people will die in the United States
alone. Colorectal cancer is the second leading cause of cancer-related deaths in the
western world. The estimated number of new cases of colorectal cancer in the United
States for 2002 was 107,000, and approx 48,000 people dies from the cancer or its com-
plications (1). To prevent the onset of cancer, the National Institute of Health (NIH) in
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the United States has recommended a high-fiber, low-fat diet, consisting of more fruits
and vegetables. The incidence in many countries, such as India, had been very low in
the past, but more recently a rapid increase was projected resulting from adaptation of
more Western-style diets (2). This is because the diet from these regions was comprised
primarily of fruit and vegetables, as well as spices such as turmeric that contain the
active anticancer ingredient, curcumin (3–5). However, Western diets are high in fats
and red meat and low in fiber, a major risk factor for colon carcinogenesis (2).
Additional risk factors for colon carcinogenesis include age (>50 yr), gender (women >
men) and lifestyle factors such as alcohol abuse, smoking, and sedentary habits (6–12).

Colon cancer, if identified early, can be treated. Screening of colon cancer can be
done by colonoscopy to find polyps; removing these polyps at an early stage can pre-
vent cancer progression. Long-term polyps may develop into cancer but screening tests
can find these lesions early and they can be treated. Hence, regular colonoscopy is rec-
ommended in the United States for those over 50 yr of age (13,14). The reoccurrences
of colon cancer is common and it is estimated in about 40% of the cases; cancer will
return after 3 to 5 yr of treatment (15). Cancer may recur in the colon or rectum, or in
another part of the body. 

Colorectal cancers result from the progression of a normal colonic mucosa to an adeno-
matous polyp, and eventually to a malignant cancer (see Fig. 1). There are at least five to
seven major events that occur in the cancer progression. Two major pathways may lead
to cancer—chromosomal instability and microsatellite instability (16–18). Because of
the acquired or inherited mutations in DNA repair-related proteins, a defect in the DNA
repair is observed, resulting in the microsatellite instability-related cancers (19–21).
About 85% of colorectal cancers are due to chromosomal instability. Many genes are
involved in the pathway to tumorigenesis, including the adenomatous polyposis coli
(APC, chromosome 5q), deleted in colon cancer (DCC, 18q) and p53 (17p) (22,23).

The loss of the APC gene is a primary event in cancer progression. APC, located in
chromosome 5q21, is considered a gatekeeper and mutations in the gene result in loss
of signal transduction and cell adhesion (24–28). A major function of APC is to control
b-Catenin levels in the cell. b-Catenin is an important transcription factor that controls
the expression of many genes involved in cancer progression. It is also a member of the
Wnt signaling pathways and plays a role in development (29–32). b-Catenin is also a
component of the cell–cell adhesion machinery. It binds to cytosolic tail of E-cadherin
and connects actin filaments through b-catenin to form the cytoskeleton (33,34). APC
binds to b-catenin and targets itself for ubiquitination-mediated degradation in the cyto-
plasm of the epithelial cell. Loss of APC results in loss of this degradation event thereby
increasing the accumulation of b-catenin, which in turn translocates to the nucleus and
transcriptionally activates expression of genes essential for tumor progression. A key
target of b-catenin is the cyclooxygenase (COX)-2 gene, which is discussed below
(35–38). Other genes that are consistently observed to have mutations are p53 and 
K-Ras, and both also regulate COX-2 expression (38–40). These mutations are not the
only cause of cancer, but overexpression and loss of other gene expression by other
mechanisms can also lead to the cancer phenotype. An example of decreased expression
in colon carcinogenesis is that of transforming growth factor (TGF)-b, which occurs
late in the cancer progression, whereas induction of COX-2 occurs early and is
sustained throughout the cancer progression (41–44). In addition, COX-2 levels may
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increase at a very early stage in colon carcinogenesis, even before the appearance of
adenomas, implying that COX-2 may be a marker for colon cancer progression (45,46).

Prostaglandins are the products of the cycoloxygenase-mediated metabolism of
arachidonic acid. This is a multistep process with the first step being the liberation of
arachidonic acid, a polyunsaturated fatty acid formed from the membrane phospholipids
by phospholipase A2 (47–49). The phospholipids are degraded to diacylglycerol by
phosphoinositol-specific phopholipase C. The diacylglycerol that is formed is cata-
bolized to arachidonic acid by diacylglycerol lipase. Once released, free intracellular
arachidonic acid is oxidized via three major metabolic pathways: the prostaglandin G/H
synthase (PGHS) (COX), the lipoxygenase and the cytochrome P-450 monooxygenase
pathways. In PGHS pathway, the arachidonic acid is converted to PGH2 by the COX
enzymes. Arachidonic acid is also converted to 5-L-hydroperoxy-5,8,10,14-eicosate-
traenoic acid (5-HPETE) by lipoxygenase. COX introduces two molecules of O2 into
arachidonic acid to form prostaglandin (PG) endoperoxides, from which the eicosanoids
PGE2, PGD2, PGF2a, PGI2, PGJ2, and thromboxanes (Tx) A2 are formed (see Fig, 2) (50).
The types and amounts of PGs and thromboxanes are highly variable in different cell
types because of differences in the distal synthases and have different functions. The
most important PG in the gastrointestinal tract is PGE2 (51–53).

PGE2 effects are mediated by a family of G protein coupled receptors, called EP1, to
EP4 (see Fig. 3) (54–58). There are four PGE2 receptors (EP receptors) and are
categorised into three groups basis of their signal transduction and action: the relaxant
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Fig. 1. Progression of a normal cell to an invasive carcinoma. Genes whose mutation or
change in expression levels result in loss (inhibitory arrows), and gain (arrows) of function are
shown along the left-to-right corresponding to the progression of a normal cell to a cancer cell.
Genes whose mutation led to change in function are shown above, whereas those whose expres-
sion is modulated are shown below. Mutation in one of the four mismatch-repair genes (MLH,
MSH2, PMS1 and PMS2) would lead to a deficiency of mismatch-repair proteins, resulting in
microsatellite instability. This in turn could result in mutations of genes such as the APC and 
K-ras. However, mutation in the microsatellite instability related genes could occur at anytime
during the progression of cancer phenotype. COX-2 is one of the first genes that is over-
expressed, and this can be observed even before any gross phenotypical changes are observed.
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Fig. 2. Cyclooxygenases are the rate-limiting enzymes in prostaglandin synthesis pathway.
Arachidonic acid, the precursor for eicosinoid, is catalytically converted by one of the two
cyclooxygenases, COX-1 and COX-2 to Prostalandin H2. Depending on the enzyme, namely
synthase, reductase or isomerase, the different PGs are subsequently produced. The most impor-
tant PG in the intestinal tract is PGE2, which is generated by PGH2 isomerase. PGE2 is impor-
tant enzyme in colon cancer development because it enhances proliferation and inhibits
apoptosis of the cancer cells. However, in other tissues PGJ2 also have antimicrobial and antipro-
liferative effects. Alternatively, arachidonic acid metabolism is catalyzed by 5-lipoxygenase
resulting in the eventual generation of lipoxins via lipoxygenase pathway and the other is via
cytochrome P-450 monooxygenase pathway.

receptors, the contractile receptors and the inhibitory receptors. The relaxant receptor,
which mediates increase in cAMP and induces smooth muscle relaxation, consists of
EP2 and EP4 receptors. The contractile receptor is the EP1 receptor, which mediates
Ca2+ mobilization and induces smooth muscle contraction. The EP3 receptor is an
inhibitory receptor that mediates decreases in camp and inhibits smooth muscle relax-
ation. EP1, EP2, and EP4 have been demonstrated to play a major role in colon carcino-
genesis (59–66). Furthermore, PGE2 was observed to promote cell growth and motility
through EP2 and EP4 receptors by activating the T-cell factor (TCF)/lymphoid-enhancer
factor (LEF)-mediated transcription activation of the protein kinase A and phospho-
tidylinositol 3-kinase (PI3K)-protein kinase B (AKT/PKB) dependent pathways,
respectively (67). PGE2 results in a decrease in the cells undergoing apoptosis, this
occurs via induction of Bcl-2 expression. Increased Bcl-2 expression results in reduced
caspase-3 and -9 activation, thereby inhibiting the apoptosis (68,69). Bcl-2 is also
induced by PGE2 by activating the MAPK (70,71). These result in the cell proliferation
and maintenance of tumor integrity.

1.1. Cyclooxygenases

COXs are the key enzymes involved in the arachidonate metabolism. They catalyze
the conversion of arachidonic acid to PGH2, the precursor for PGs and thromboxanes
(see Fig. 2) (45–49). Two isoforms of this enzyme exist; COX-1 and COX-2. Both COX
enzymes are membrane bound and are present on the luminal surfaces of the endoplas-
mic reticulum, and the inner and outer membranes of the nuclear envelope (72). COX-1
and COX-2 have structural similarities but they differ in their role in tissue biology and
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disease progression. COX-1 is a housekeeping gene that is constitutively expressed in
many tissues and plays a major role in tissue homeostasis. On the other hand, COX-2,
which was discovered in 1991, is an early response gene and is expressed at low levels
in some tissues such as the stomach, intestine, and kidney, but is highly induced by
growth factors, cytokines, and inflammatory agents (45). As mentioned above, overex-
pression of COX-2 occurs at the early stage in epithelial malignancy and colon cancer,
showing its importance in tumorogenesis. COX-2 expression levels may vary based on
the type of cancer. It is not only overexpressed in colon tumors but also in other cancer
such as mammary tumors, neuroblastoma, prostate cancer, ovarian cancer, and
melanoma (73–80). One study determined that COX-2 levels were lower in hereditary
nonpolyposis colorectal cancer (HNPCC) as compared with familial adenomatous poly-
posis, and sporadic colorectal cancers (81). Nonsteroidal antiinflammatory drugs
(NSAIDs) have reduced the incidence of colon carcinoma by 40 to 50% (82–85).
Deletion of the COX-2 gene in mice suggests that it plays a major role in the develop-
ment of intestinal tumors (86,87).

COX-2 expression is increased in the early stages of tumorigenesis, including the
early stages of adenoma formation (88–90). An example is the formation of the intestinal

Fig. 3. Prostaglandin signals through the EP receptors. PGE2, which is formed from the cat-
alytic action of COX-2, is secreted out of the cell, where it can act in an autocrine or paracrine
fashion. PGE2 binds to one of the EP receptors (EP1 to EP4) on the cell surface, resulting in
either increased calcium (EP1- contractile receptor), or changes in cAMP (EP2 to EP4).
Specifically, signaling through either EP2 or EP4 results in increased cAMP (involved in the
smooth muscle relaxation) whereas that with EP3 (inhibitory receptor) results in decreases in
cellular cAMP levels and inhibition of smooth muscle relaxation. These cellular changes caused
by the EP receptors eventually results in a cellular response that may either be pro- or antipro-
liferative depending on the status of the cell. Among other things, PGE2 binding to its cognate
EP receptors activates transcription of COX-2, suggesting a positive feedback induction.



tumors in APCmin/+ mice, the murine model for familial polyposis syndrome, which
demonstrate high levels of COX-2. Furthermore, treatment of these mice with a non-
specific cyclooxygenase inhibitor, sulindac also demonstrated a reduction in intestinal
polyps (91–94). In chemically induced tumors in rodents, where the animals were admin-
istered azoxymethane (AOM), the tumors demonstrated high levels of COX-2 (93).
Furthermore, dietary fat induces COX-2 expression and greater numbers of aberrant
crypts, whereas inhibition of COX-2 by chemical inhibitors results in decreased aberrant
crypts in rats following AOM treatment (95–100). In mice that are genetically modified
to lack COX-2 and have a deletion of one allele of the APC gene (APCmin/+), there was
a significant reduction in intestinal polyps, suggesting that overexpression of COX-2 is a
critical step in the tumorigeneisis process (87,101,102). However, the mechanisms
responsible for the increased level of COX-2 in the adenoma are not entirely understood.
Many studies have determined the presence of both transcriptional and post-transcriptional
mechanisms in inducing COX-2 gene expression. The rest of this article will focus on
our current knowledge of the mechanisms that regulate COX-2 gene expression and
describe the role of several cellular factors that are involved in this process.

2. Regulation of COX-2 Gene Expression
2.1. Transcription

The human COX-2 gene is localized to the long arm of chromosome 1 at position
q25.2-25.3 (103). The gene spans approx 8 kb and consists of 10 exons (see Fig. 4)
(103,104). Transcription initiation occurs 134 nt upstream of the ATG translation initi-
ation site (103). Out of the 1.69-kb region of nucleotides upstream of the transcriptional
start site (the 5¢-flanking region), the first 800 bp contain a canonical TATA box located
31 nt upstream of the transcription start site, as well as response elements for transcrip-
tion factors CArG box, NF-IL6, PEA-1, PEA-3, myb, xenobiotic response elements,
three SP1 sites, C/EBP motif, Est-1, AP2, two NF-kB sites, GATA-1, 12-O-tetrade-
canoyl-phorbol-13-acetate-response elements, and cAMP-response element (CRE) 
binding protein. This suggests that expression of this gene may involve the complex
interaction of various transcription enhancing factors (105). Furthermore, the first 275 nt
of the human COX-2 promoter demonstrated approx 65% homology with both the
mouse and rat COX-2 promoters but no homology to the COX-1 promoter, suggesting
that this region is critical in regulating COX-2 expression (103). Additional promoter
analyses demonstrated that a 460-nt sequence upstream of the transcription start site is
sufficient to drive the expression of a luciferase gene in a human vascular endothelial
cell line (105).

TNF-a, a cytokline whose expression is elevated in inflammation potently induces
COX-2 gene transcription through transcription factors NF-kB and NF-IL6. In contrast,
dexamethasone completely suppressed the interleukin (IL)-1-mediated induction of
COX-2 expression ø. The 5¢-flanking region of COX-2 gene encodes two NF-kB bind-
ing sites, and a strong correlation exists between COX-2 and NF-kB expression in colo-
rectal tumors (109). In normal cells, NF-kB activity is mainly controlled at the protein
level and is silenced by sequestration and degradation in the cytoplasm by the inhibitory
protein IkBa (110). However, following activation, IkB is phosphorylated, releasing
NF-kB from the complex, thereby allowing NF-kB to migrate to the nucleus and induc-
ing transcription of its target genes, including COX-2. Treatment of neuronal cells with
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the phorbol ester TPA induced COX-2 promoter activity, which was a result of NF-kB
activity (111). The role of NF-kB in the TPA-mediated induction of COX-2 promoter
was further confirmed in a murine neuroblastoma cell line that had constitutively NF-
kB activity, where COX-2 expression was not further induced by TPA (111). Bacterial
lipopolysaccharide (LPS), interferon (IFN)-g and TNF-a also induce COX-2 expression
by inducing IkB degradation resulting in activation of NF-kB as well as by turning on
interferon-regulatory-factor (IRF)-1 (112–114). Furthermore, LPS was unable to induce
COX-2 in IRF-1 deficient mice suggesting that LPS mediated induction of COX-2 is
mediated by IRF-1 (113). Collectively these data provide a role for NF-kB and IRF-1
in regulating COX-2 gene transcription. One of the other mechanisms of COX-2 activa-
tion may be by inhibiting NF-kB binding, by IkBa–mediated shuttling p65 back to
cytosol. IkBa is known to enter the nucleus under certain conditions (115). It is possi-
ble that IkBa enters the nucleus and brings p65 back to cytosol, thereby reducing the
p65 levels in the nucleus.

TPA transactivates COX-2 in a time dependent manner. COX-2 protein levels remain
high for 6 h and decrease by 12 h post administration. TPA treatment. In addition to acti-
vation of NF-kB, TPA mediates the binding of several other transcription factors to the
COX-2 promoter (116). TPA enhances binding of the cyclic AMP response element 

Fig. 4. Schematic representation of the human COX-2 gene with the promoter. The exons are
shown by a black box and their sizes are indicated below. Location of the transcription start site
is depicted by an arrow. The 1050-nt region upstream of the transcription start site has been
expanded and the location of the TATAA box and the various transcription factor binding sites
including c/EBP, NF-kB, SP1, AP2, CRE, and TBE are shown. Use of alternative polyadenyla-
tion sites in exon 10 results in the generation of two distinct transcripts differing in the length of
the 3¢-UTR. Accordingly, this results in two distinct isoforms of COX-2 mRNA of 2.8 kb and
4.6 kb in length. Translation of either COX-2 mRNA results in COX-2 protein production.
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binding protein, CREB binding, and c-Jun/c-Fos binding to CRE region in COX-2 pro-
moter (117–122). TPA stimulates phosphorylation of C/EBPb via ERK1/2 pathway and
phosphorylated C/EBPb exhibits active binding to the CREB site (123). TPA also stimu-
lates AP-1 and CREB/ATF to bind to the COX-2 promoter region and recruits the tran-
scription coactivator p300, together they interact with the TFII-B in the transcription
machinery to trigger the polymerase activity. In addition, following TPA mediated
enhanced binding of p300 to the COX-2 promoter, p300 interacts with C/EBPb, CREB,
and c-Jun (124). p300 is essential for TNF-a, IL-1b, and LPS mediated induction of COX-
2 transcription (124). However, while TNFa also induces the binding of p50/p65 to the
COX-2 promoter, it does not affect the CREB, c-Jun/c-Fos, or c/EBPb binding (124). In
addition, p65 NFkB recruits p300 to the COX-2 promoter region for the transactivation
(124). Collectively, these data suggest that C/EBPb and NFkB are dynamically regulated,
and may account for a majority of the COX-2 transcriptional program in the cell.

Tumor suppressor protein p53 is a transcription factor that is important in the sup-
pression of cellular growth and transformation (125–128). p53 can either increase or
suppress the expression of a number of target genes, and it was observed to inhibit
COX-2 gene transcription (129–133). p53 suppresses transcription from TATA contain-
ing promoters probably by interacting with components of the basal transcriptional
machinery (134–138). This may explain why COX-2 mRNA is not detected in normal
intestinal cells whereas it is overexpressed in colon cancer cells, suggesting an impor-
tant link between p53 and cancer. However, no p53 binding sites are known to be pres-
ent in the COX-2 promoter, suggesting that p53 mediated suppression of COX-2
transcription likely occurs indirectly, either by inducing a transcriptional repressor,
which in turn represses COX-2 gene transcription, or by interacting with an inhibitor
complex that binds to the COX-2 promoter to directly repress the transcription.

More recently, COX-2 has been shown to be regulated by the Wnt and ras pathways.
Loss of functional APC in APCmin/+ mice activates Wnt signaling pathways, resulting in
the accumulation of b-catenin which then binds to TCF-4/LEF and turns on COX-2 (see
Fig. 5) (38). Given that PGE2 induces TCF-4/LEF by signaling through EP2 or EP4
receptors, a closed positive feedback occurs between PGE2 and COX-2 is implied (38).
Furthermore, PEA-3, a transcription factor of the Ets family is upregulated by b-catenin
and PEA-3 induces COX-2 expression (see Fig. 5) (36,139). Taken together, these data
suggest that multiple mechanisms may be in place for inducing COX-2 expression, and
this is dependent on the inducer that is present near the target cell.

2.2. RNA Stability and Translation: cis-Acting Elements

In addition to the regulation at the transcriptional level, COX-2 gene expression is
tightly controlled at the post-transcriptional levels of mRNA stability and translation.
Regulation of mRNA stability is often mediated by the sequences that are located within
the 3¢-UTR. COX-2 mRNA is present in two forms, 2.8 and 4.6 kb in length. The only
difference between the two transcripts is the length of the 3¢-UTR, which is believed
to arise as a result of alternative polyadenylation site usage (see Fig. 5) (140–143). An
important difference between the two transcripts is that the 4.6-kb COX-2 mRNA is
degraded at a faster rate as compared with the 2.8-kb mRNA in HCA-7cells, when the
cells were treated with dexamethasone (140). This implies the presence of one or more
sequence elements within the COX-2 3¢-UTR that is present in the 4.6-kb but not in
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the 2.8-kb isoform that mediates the degradation activity. IL1-b has been shown to
increase the half-life of COX-2 mRNA in rat mesengial cells through activation of the
JNK and MAPK pathways (144–147). Furthermore, many cellular proteins were iden-
tified to bind the first 150 nt of the 3¢-UTR, suggesting a major role for this region in
modulating COX-2 mRNA stability (148,149). An interesting recent observation is that
only the 2.8-kb COX-2 mRNA is present in spermatogonial cells of mature rat testis,
and that testosterone and follicle stimulating hormones increased expression of COX-2
protein (150). However, it remains to be seen whether the hormones affected COX-2
mRNA stability and/or translation.

Fig. 5. b-catenin and COX-2 transcription. b-catenin is a part of the cytoplasmic protein com-
plex consisting of the adenomatous polyposis coli (APC) protein, glycogen synthase kinase-3b
(GSK-3b), axin and conductin. b-catenin can also be found bound to the membrane where it acts
in the cell–cell adhesion machinery. Either inactivation of GSK-3b by WNT ligand or growth
factor signaling, or mutation of APC or conductin results in b-catenin stabilization. b-catenin
translocates to the nucleus and binds to T-cell factor (TCF)/lymphoid enhancing factor (LEF) or
with the CBP/p300 and act as a transcription factor. The b-catenin-TCF complex binds to the
TCF4-binding element (TBE) and the b-catenin-CBP/p300 complex binds to c/EBP site to acti-
vate COX-2 gene transcription. In addition, the b-catenin-CBP/p300 complex can activate tran-
scription of the PEA3 gene. The PEA3 subsequently binds either alone or in a complex with
p300 to the ETS (-75/-72) and the NF-IL6 sites in the COX-2 promoter to activate COX-2 gene
transcription.



An important mechanism for post-transcriptional gene regulation in mammalian cells
is rapid degradation of mRNAs mediated by AU rich elements (AREs) in their 3¢-UTR
(151). The enhanced mRNA stability in tumor cells suggests that altered recognition of
AU rich sequences in neoplasia may lead to improper function of AREs. Inspection of the
COX-2 3¢-UTR revealed the presence of multiple AUUUA sequence motifs (see Fig. 6)
(104,152). There are 22 copies of AUUUA throughout human COX-2 3¢-UTR (104,152).
Of these, many are located as tandem repeats in the first sixty nucleotides of the COX-2
3¢-UTR and form the minimal ARE sequence (104,152,153). In addition, the nonamer
UUAUUUAU/AU/A has been identified as a key AU-rich sequence motif that mediates
mRNA degradation (154). Within the first sixty nucleotides of COX-2 3¢-UTR, three
such elements were identified as tandem repeats (see Fig. 6) (155). Deletion analysis has
identified the first 60 nucleotides as a major mRNA stability and translational control ele-
ment (see Fig. 6) (152). In addition, other downstream regions of the COX-2 3¢-UTR are
involved in mRNA stability and translational control (see Fig. 6) (152). These regions also
contain scattered AUUUA sequences but do not conform to the canonical nonamer ARE
that may be essential for ARE-mediated degradation activity. This suggests that a complex
system of regulation exists for modulating COX-2 expression at the post-transcriptional
level, which would include the cis-acting elements in the 3¢-UTR as well as cellular trans-
acting factors that may bind to these elements in order to modulate activity. These COX-2
AREs play a major role in regulating the COX-2 expression and in cancer cells, and cel-
lular defects in the regulation of mRNA stability can contribute to the elevated COX-2
protein expression, which thereby promotes the cell growth (156). Thus, the tight control
of the stability of COX-2 mRNA (and other angiogenic factor mRNAs) rests primarily on
the RNA-binding proteins to properly interact with each other and with the AREs.

2.3. RNA Stability and Translation: trans-Acting Factors

Stability and translation of COX-2 mRNA is likely controlled through a complex net-
work of RNA/protein interactions involving the recognition of specific targets in the
mRNA. Currently, many RNA binding proteins (RNABPs) have been identified to bind
the AREs in a variety of transcripts and some have been demonstrated to alter the sta-
bility and translation. These include HuR, HuB/Hel-N1, HuC, HuD, T-cell internal 
antigen-1 (TIA-1), TIA 1-related protein (TIAR), CUG binding protein 2 (CUGBP2),
tristetraprolin (TTP), RBM3, AUF1 (also known as heterogeneous nuclear ribonucleo-
proteins [hnRNP D]), and other hnRNPs including hnRNP A1, CPF-A (hnRNP A/B),
hnRNP A0, hnRNP A2/B1, hnRNP A3, and hnRNP U (149–163). Adding to the com-
plexity of these interactions is the fact that these proteins have alternative spliced 
variants, which may have differential roles following binding to the ARE. As mentioned
before, the first 60 nucleotides in COX-2 3¢-UTR are rich in ARE sequence elements,
and many of the above mentioned proteins bind to this region, including AUF1, HuR,
TIA1, TIAR, CPF-A and CUGBP2 (149,153,156,158). In addition, RBM3 was identi-
fied in a complex that bound to this region, but its direct binding is not known (149). In
contrast, TTP and hnRNP A0 bind to the distal part of the 3¢-UTR (159,164).

2.4. HuR

HuR is a ubiquitously expressed mammalian protein that is an ortholog of the
Drosophila melanogaster protein, embryonic lethal abnormal vision (Antic and Keene,
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Fig. 6. COX-2 3¢-UTR and its role in posttranscriptional control of COX-2 mRNA. Multiple
control elements are present in the COX-2 3¢-UTR that regulate COX-2 gene expression at the
posttranscriptional level. AUUUA motifs present throughout the COX-2 3¢-UTR is shown in the
form of “dots.” The nanomer sequence motif (UUAUUUAU/AU/A), which is a tandem repeat of
AUUUA is present in the first sixty nucleotides and is shown by a “horizontal line.” There are
three such motifs present in the first sixty nucleotides and is the site for specific interactions of
RNA binding proteins (Cok et al. 2001, Mukhopadhyay et al. 2003). Regions of COX-2 3¢-UTR
that regulate both mRNA stability and translation are depicted in black, while those that regulate
mRNA stability only are shown in grey. Regions that neither affects stability nor translation are
shown in white. The two polyadenylation signals located at nt positions 623 and 2500 of the 
3¢-UTR (arrows) are also shown.

1997). HuR was originally identified to bind and stabilize AU-rich containing mRNAs
such as c-myc, c-fos, and TNF-a (165–169). Recently, overexpression of HuR in HT-29
cells, a colon cancer cell line was shown to increase COX-2 expression, lengthen
mRNA half-lives and allows for translation (156). Furthermore, it was observed HuR in
lysates of these cells can bind to COX-2 ARE sequences, and upon binding were able
to increase the stability of a chimeric mRNA containing the coding region of firefly
luciferase and the 3¢-UTR of COX-2 mRNA. There was an additional inference from
this manuscript that the limited ARE-binding of the higher molecular weight complex
(60–90 kDa) reduced competition for COX-2 ARE-binding sites by other proteins
(156). HuR binding to the ARE containing messages and subsequent stabilization sug-
gests that a decrease in HuR levels should result in a decline in COX-2 levels. Indeed,
reduction of HuR levels using antisense oligonucleotide or silencer RNA resulted in a
significant decrease in COX-2 protein levels (170). These data suggest that a critical
amount of HuR is essential for optimal expression of COX-2. Therefore, regulation of
COX-2 by HuR is an important event in colorectal carcinogenesis.

HuR has been shown to bind to three high affinity binding sites in COX-2 3¢-UTR
located between nt 48–54, 1155–1187, and 1249–1256 (170). The authors, as well as



other investigators, have previously demonstrated that the first 60 nucleotides are very
AU-rich and contain class II type ARE sequences (152,153,171). Furthermore, the first
60 nucleotides nt of the COX-2 3¢-UTR are highly conserved during evolution, sug-
gesting a very important role for this region in regulating COX-2 gene expression (170).
Moreover, this region was identified as the minimal element required for COX-2 mRNA
stability in response to p38 MAPK (171). On the other hand, the nt site between
1249–1256, which also interacts with HuR, is essentially made up of U-rich sequences
(170). We have now determined that HuR binds to this region with a very high affinity,
much higher than that observed with HuR binding to either the 1155–1187 or the
1249–1256 sequences (Sureban and Anant, unpublished observations). The significance of
this binding is currently unknown. However, as alluded to above, the first 60 nucleotides
regulate both stability and translation of COX-2 mRNA (152,153). It has also been
reported that, following IL-1b stimulation, there is an increase in cytosolic HuR protein
levels and HuR-COX-2 mRNA complexes (152). Given that IL-1b increases COX-2
levels, it is suggested that IL-1b regulates the process by increasing the binding of HuR
to the COX-2 AREs and increase the transport of COX-2 mRNA from nucleus to cyto-
plasm to facilitate the translation of the mRNA.

2.5. Tristetraprolin

TTP, also known as TIS11 and Nup475, is an immediate early gene and a prototype
for a family of zinc-binding Cys(3) His motif proteins that is required for regulating 
TNF-a mRNA stability in macrophages (172). TTP is observed in the intestinal mucosa,
with increased expression observed to precede the adaptive hyperplastic response after
small bowel resection (173,174). Like HuR, TTP was also found to bind to AREs of
RNAs from immediate early genes such as c-fos, IL-8, and TNF-a. However, in contrast
with HuR, TTP binding to the ARE results in rapid degradation of the mRNA
(172,175–177). TTP was found to be upregulated in HCA-7, a colon cancer cell line in
a confluence-dependent fashion, and upon induction was observed to bind to COX-2 3¢-
UTR (178). Furthermore, TTP was found to bind to a region between nucleotide posi-
tions 3125 and 3432, which contain a UAUUUA sequence at nucleotide position 3369.
This site is present only in the 4.6-kb COX-2 mRNA, but is lacking in the 2.8-kb mRNA
(178). Indeed, TTP affected the degradation of only 4.6-kb isoform, whereas the 2.8-kb
isoform was unaffected (178). Consistent with this increased degradation of COX-2
mRNA, there was decreased COX-2 protein expression in the cells (178).

2.6. CUGBP2

CUGBP2 , also known as ETR-3, BRUNOL, and NAPOR1, is a prototype of the
CELF (for CUG-BP- and ETR-3-like factors) family of RNA binding proteins that was
originally identified to bind to expanded CUG triplet repeats in the 3¢-UTR of an
mRNA encoding a protein kinase involved in myotonic dystrophy (179–181). CUGBP2
is ubiquitously expressed protein, with significantly higher levels observed in skeletal
and cardiac muscle. In neuroblastoma cells, CUGBP2 expression is not observed at base
line, but is significantly induced when the cells are stimulated to undergo apoptosis
(180). It binds to the AREs present in the COX-2 3¢-UTR and inhibits the mRNA trans-
lation. Recently, we identified that CUGBP2 expression is induced in intestinal epithe-
lial cells when the cells were subjected to radiation treatment. COX-2 mRNA was also
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induced in the intestinal epithelial cells following radiation, but translation of the tran-
script was inhibited (153). Further studies determined that the block in COX-2 transla-
tion resulted from CUGBP2 binding to the ARE sequences located in the first 60
nucleotides of COX-2 3¢-UTR. Surprisingly, CUGBP2 binding to the ARE sequences
increased the stability of COX-2 mRNA but inhibited mRNA translation. In contrast,
when CUGBP2 expression was suppressed using antisense methods, there was
increased COX-2 mRNA translation and PGE2 synthesis (153). The D. ortholog of
CUGBP2 is Bruno, which binds to the Bruno-response element in the 3¢-UTR of Oskar
mRNA (182–184). The coupled regulation of oskar mRNA localization and translation
in time and space is critical for correct anteroposterior patterning of the Drosophila
embryo. Oskar mRNA is located throughout the developing embryo, but the RNA local-
ized at the posterior of the oocyte is selectively translated and those localized in the
other regions remains in a translationally repressed state as a result of the binding of
Bruno to the BRE in the oskar 3¢-UTR (182). CUGBP2 mimics Bruno function in the
vertebrates by regulating COX-2 mRNA translation. It is not known whether CUGBP2
binding to the COX-2 mRNA results in polysome disassembly, but it would not be too
far fetched to speculate that CUGBP2 bound COX-2 mRNA is transported to stress
granules when the cells are subjected to high levels of radiation stress. This has been
demonstrated with TIAR, which translocates to cytoplasm under heat stress, and accu-
mulates into the stress granules along with the untranslated mRNA, resulting in trans-
lation inhibition of granule-associated RNA (185,186). This increased levels of COX-2
mRNA, but inhibition of its translation comes as a surprise and raises questions as to
whether the traditional concept that more mRNA means more protein is correct under
all conditions. It remains to be seen, however, whether this is a global phenomenon or
if it is unique to this situation. In any case, the inhibition of mRNA translation without
enhancing degradation makes the mechanism of CUGBP2 action rather unique. 

2.7. Other RNA Binding Proteins

TIA-1 and TIAR have been shown to bind to transcripts and promote polysome dis-
assembly, thereby allowing the complex to be transported into stress granules (187–189).
Overexpression of TIA-1 causes the silencing of the COX-2 (158). Furthermore, TIA-1,
TIAR, and their splice variants have also been shown to bind to ARE sequences in the
COX-2 and TNF-a 3¢-UTRs, resulting in the silencing of the message translation (149).
hnRNP U also binds to the AREs present in the first 60 nt of the COX-2 3¢-UTR and
may act as a scaffolding protein and mediate interactions between target mRNA ands and
proteins regulating the mRNA expression (190). HnRNP A1, a predominantly nuclear
protein, relocalizes to the cytoplasm where it binds to the AREs and is sequestered in
stress granules (191). This is reminiscent of the mechanism by which CUGBP2 regulates
COX-2 mRNA translation, suggesting a common pathway for the two proteins.

Additional proteins that are thought to bind COX-2 3¢-UTR and regulate translation
are AUF-1 and CPF-A (149). In addition, splice variants exist for CPF-A and AUF-1,
which also bind to the proximal part of the COX-2 3¢-UTR. Many hnRNPs, such as
hnRNP A3 and A2/B1, are implicated in cytoplasmic trafficking of RNAs and these too
bind to the COX-2 3¢-UTR. It is possible that these proteins may either assist in the
transportation of the message from the cytoplasm to the nucleus, may regulate COX-2
mRNA stability and translation, or both. Studies on demonstrating the effects of these
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hnRNPs on the posttranscriptional regulation of COX-2 and other mRNAs will no doubt
yield some very interesting results.
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Death Receptors
Mechanisms, Biology, and Therapeutic Potential

Sharmila Shankar and Rakesh K. Srivastava

Summary
Apoptosis is a genetically controlled process that plays important roles in embryogenesis, meta-

morphosis, cellular homeostasis, and as a defensive mechanism to remove infected, damaged or
mutated cells. Although a number of stimuli trigger apoptosis, it is mainly mediated through at least
three major pathways that are regulated by (1) the death receptors, (2) the mitochondria, and (3) the
ER (endoplasmic reticulum). Under certain conditions, these pathways may crosstalk to enhance
apoptosis. Death receptor pathways are involved in immune-mediated neutralization of activated or
autoreactive lymphocytes, virus-infected cells, and tumor cells. Consequently, dysregulation of death
receptor pathway has been implicated in the development of autoimmune diseases, immunodefi-
ciency, and cancer. Increasing evidence indicates that mitochondrial and ER pathways of apoptosis
play a critical role in cytokine receptor-mediated apoptosis. Considerable evidence has accrued about
the effects of dysregulation of these pathways on drug resistance. Recent data indicate that BH3-only
proteins act as mediators that link various upstream signals, including death receptors and DNA
damage signaling, to the mitochondrial and the ER pathway. Evidence suggests that these proteins
may function as integrators of damage signals, and may be the final decision point as to whether a
cell lives or dies. This chapter discusses the molecular mechanisms of apoptotic pathways regulated
by the death receptors, mitochondria and endoplasmic reticulum and their potential applications to
cancer therapy.

Key Words: TRAIL; Fas; Fas ligand; death receptor; TNF; TNFR; mitochondria; apoptosis; IAP;
caspase.

1. Introduction
Apoptosis, programmed cell death, is a genetically controlled process that plays

important roles in embryogenesis, metamorphosis, cellular homeostasis, and as a defen-
sive mechanism to remove infected, damaged or mutated cells. Apoptosis is character-
ized by loss of cellular contact with the matrix, chromatin condensation, cytoplasmic
contraction, plasma membrane blebbing, and DNA fragmentation into oligosomes.
Failure to undergo apoptosis has been implicated in tumor development and resistance
to cancer therapy. Dysregulation of the apoptotic machinery plays a role in the patho-
genesis of various diseases and molecules involved in cell death pathways are potential
therapeutic targets in immunological, neurological, cancer, infectious, and inflamma-
tory diseases. Strategies for overcoming resistance to apoptosis include: direct targeting
of antiapoptotic molecules expressed in tumors, resensitization of previously resistant
tumor cells by counteracting survival pathways, and inducing expression or activity of
proapoptotic molecules. Molecular insights into the regulation of apoptosis and defects
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in apoptosis signaling in tumor cells will help define resistance or sensitivity of tumor
cells toward antitumor therapy and will provide new targets and approaches for rational
chemotherapeutic intervention.

There are three major pathways of apoptosis: the death receptor pathway, the endo-
plasmic reticulum (ER) pathway, and the mitochondrial pathway. These pathways are
linked in certain cell types and appear to enhance apoptosis in a cooperative manner. 

2. Death Receptor Pathway
Molecules belonging to the tumor necrosis factor (TNF) and TNF receptor (TNF-R)

superfamilies have explosively expanded through the era of genomics and bioinfor-
matics. A growing appreciation of the molecular basis of signalling pathways transduced by
TNF-R has provided a framework for better understanding the biology of this expand-
ing family. Death receptors belong to the TNF superfamily and are involved in prolifer-
ation, cell metabolism, cytokine production, differentiation, and apoptosis (1–3). They
are primarily type I integral receptors with a conserved extracellular domain containing
two to four cysteine-rich pseudo-repeats, a single transmembrane region and a con-
served intracellular death domain about 80 amino acids in length that binds to adaptor
proteins and initiates apoptosis (4–6). Some TNF receptors exist as type II transmem-
brane proteins (lacking a signal peptide); for example, TRAIL-R3 is anchored by a
covalently linked C-terminal glycolipid, and OPG and DcR3 lack a membrane-interact-
ing domain and are secreted as soluble proteins. The members of the TNF family com-
prise of several genes which encode type II transmembrane proteins (Table 1). They are
characterized by conserved C-terminal domain termed (TNF homology domain, THD)
which is required for receptor binding. Most of the ligands within this family are syn-
thesized as membrane-bound proteins; soluble form can be generated from alternatively
splicing of the primary mRNA transcripts, or by specific proteolysis of the cell surface
molecule. The proapoptotic members of TNF ligand family are TNF-a, CD95L/ FasL/
APO-1L, and TRAIL/APO-2L. They bind to their specific receptors and activate signaling
pathways to exert their biological activity.

2.1. TNF/TNFR System

TNF-a plays important roles in regulating cell proliferation and differentiation,
inflammatoty responses, and immune functions. TNF-a functions through two distinct
surface receptors, a 55-kDa receptor 1 (TNF-R1) and a 75-kDa receptor 2 (TNF-R2).
TNF-R1 plays the predominant role in induction of cellular responses by soluble TNF-a
(7). The binding of TNF-a to the TNFR1 (TNF-a receptor 1) leads to activation of
prosurvival pathways followed by proapoptosis pathways. It has been shown that the
prosurvival pathways are activated by a rapid recruitment of a protein complex, known
as complex I, to the cytosolic portion of the activated TNFR1. The binding of TNF-a to
TNF-R1 leads to the recruitment of TNF-R1-associated death domain (TRADD), and
TRADD further recruits TNF-receptor-associated factor 2 (TRAF2) (8) and receptor-
interacting protein (RIP) (9,10). RIP interacts directly with TRADD via its death
domain (9). Formation of complex I, including TNFR1, TRADD, RIP, and TRAF2 pro-
teins, leads to activation of the NF-kB pathway, as well as mitogen activated protein
kinase (MAPK) pathways such as the extracellular signal-regulated kinases (ERK), Jun
N-terminal kinase (JNK), and p38 pathways. The NF-kB pathway is considered to be a
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major prosurvival pathway. PAK4 (p21 activated kinase) may also facilitate TRADD
binding to the TNF receptor and activate survival pathway (11). Similarly, another pro-
tein TAK1 is recruited to TNF-a receptor 1 in a RIP-dependent manner and cooperates
with MEKK3 leading to NFkB activation (12).

The apoptotic pathways are activated by a second complex, known as complex II or
the death inducing signaling complex (DISC), which includes TRADD, RIP, and FADD
proteins (13). The molecular mechanisms by which complex I transitions to complex II
is not well understood, and it is not clear whether TNFR1 is even included in complex
II (13,14). The binding of the adaptor protein FADD is necessary for procaspase 8 cleav-
age, the beginning of the caspase cascade activation. FADD can recruit and activate the
initiator caspases 8 and 10, leading to the activation of two different apoptosis pathways
(15). In extrinsic death receptor pathway, caspases 8 and 10 directly cleave and activate
caspases 3 and 7. Activated caspases 3 and 7 then regulate the activities of target pro-
teins that play important roles in physiology of cells (16). Intrinsic (mitochondrial)
pathway of apoptosis is mediated by cleavage and activation of the Bcl-2 family protein
BID by activated caspase-8. The resulting cleaved BID translocates to mitochondria,
where it interacts with other Bcl-2 family members to promote release of cytochrome c
(17). Released cytochrome c leads to activation of caspase-9, followed by cleavage and
activation of caspase-3 and apoptosis (18).

The mechanisms of TNF-a-mediated apoptosis in liver failure have been studied in
several animal models (19–23). Mutaions in TNF ligands and/or receptors have been
described in many hereditary diseases. Most of the physiological activities of TNF-a
including apoptosis, antiviral activity, and NF-kB activation are mediated by TNFR1.
However, in contrast to Fas (CD95), TNFR1 is a strong inducer of NF-kB. NFkB acti-
vation through the TNFR1 is, at least in part, mediated by TRAF2. Signals from TRAF2
result in phosphorylation and degradation of IkB and subsequent translocation of NF-
kB into the nucleus. The activation NF-kB appears to be a very strong antiapoptotic sig-
nal in the TNFR1 pathway (24–27). In order for the cell to survive, full activation of the
survival pathways triggered by complex I is critical. Activation of the NF-kB pathway
leads to increased expression of several antiapoptotic proteins such as FLIP and c-IAP,
which can bind to complex II. If the NF-kB is fully activated and the sufficient amounts
of FLIP and c-IAP are presented in complex II, the activation of caspase-8 will be
blocked and the cells will survive (13). Because the NF-kB mediated survival depends
on production of new proteins it is disrupted by drugs such as protein sysnthesis
inhibitor cycloheximide (CHX). The combination of TNF-a and CHX therefore favors
activation of the apoptosis pathway leading to cell death. It has been demonstrated that
the activity of NF-kB prevents TNF-a-mediated apoptosis in hepatocytes during normal
liver regeneration (28) and during embryonic liver development (29,30).

The binding of TNFR1 receptor to TNF leads to activation of the IKK/NF-kB,
JNK,and p38 mitogen-activated protein kinase (MAPK) signaling pathways (7,31).
Upon ligation, TNFR1 binds through its death domain to the adaptor molecule TNFR-
associated death domain (TRADD). TRADD in turn binds two other adaptors: RIP1,
which also contains a death domain and mediates activation of the IKK and p38 path-
ways, and TRAF2, which supports activation of IKK and JNK. TNFR1 activates the
NF-kB pathway by inducing TRAF2-dependent formation of the signalosome complex,
in which scaffold protein NEMO/IKKb—and two kinases - IKKk and IKKb—are
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important catalytic components (32). Activation of the IKK signalosome causes phos-
phorylation of the inhibitor of NF-kB (IkB), which in resting cells binds to NF-kB sub-
units and sequester them in the cytoplasm. Phosphorylation triggers proteosomal
degradation of IkB, liberating NF-kB to translocate to the nucleus, where it promotes
gene transcription. TRAF2 recruits two additional molecules, cellular inhibitor of apop-
tosis 1 (cIAP1) and cIAP2, to the TNFR1 complex, but the role of these cIAPs in the
TNFR1 signaling complex remains unclear. 

In general, TNF activates the IKK, JNK, and p38 kinase pathways, but not apoptotic
caspase pathways. Activation of NF-kB by TNF causes induction of anti-apoptotic genes,
including FLIP, cIAP1, cIAP2, XIAP, Bcl-XL, and A1, which prevent apoptosis. However,
under certain conditions, such as general inhibition of protein synthesis or specific block-
ade of NF-kB activation, TNF can stimulate a strong proapoptotic signal (33,34). TNF
induced apoptosis relies on the formation of a secondary intracellular signaling complex
composing of TRADD, RIP1, TRAF2, FADD, and caspase-8 (13). Thus, TNFR1-mediated-
signal transduction includes a checkpoint, resulting in cell death (via complex II) in
instances where the initial signal (via complex I, NF-kB) fails to be activated.

2.2. Fas/FasL System

FAS receptor (FAS, CD95) and FAS ligand (FAS-L, CD95-L) are complementary
members of a particular apoptotic pathway that plays a major role in immune regulation
(1,35–38). Some of the functions of this system include selection of T-cell repertoire
and deletion of self-reactive T-cells in the thymus; killing of target cells (e.g., virally-
infected cells and tumor cells) by cytotoxic T-lymphocytes and natural killer (NK) cells;
peripheral deletion of activated lymphocytes at the end of an immune response; killing
of inflammatory/immune cells at the “immune privileged” sites (e.g., eyes and testes).
Furthermore, the importance of CD95/CD95L pathway in the immune system is sup-
ported by its role in the development of autoimmunity in mice (mlr/lpr and gld/gld; lpr
and gld are mutations in Fas and FasL, respectively) and humans (autoimmune lympho-
proliferative syndrome) with mutation in the Fas or FasL gene (39). We have shown that
the chemotherapeutic drugs induce the expression of FasL in tumor cells (40). The
upregulated FasL would indicate an increase ability of tumor cells to induce apoptosis
in TIL and in the normal tissues invaded (41). However, it is understood that the
Fas/FasL system, although essential for apoptosis, is only a contributing factor to the
complex process of tumor invasion and antitumor defense.

Fas receptor is expressed at a single locus on chromosome 10 in human cells and
chromosome 19 in mouse cells. Several distinct isoforms and splice variants of Fas
receptor have been identified in humans. The mechanisms by which cells express sev-
eral splice variants and thus alter the sensitivity to Fas mediated apoptosis appears to be
an important process in vivo but remain to be characterized. In addition to modulating
the transcription and alternative splicing of Fas receptor mRNA, the expression of cell
surface Fas receptor can be regulated by altering intracellular trafficking of Fas (42–48).
Overexpression of soluble Fas receptor has been implicated with the progression of
melanoma, and prostate and bladder cancers (49–51) and is found to antagonize Fas-
receptor-mediated apoptosis in vitro (52).

In contrast to Fas receptors, soluble Fas ligand is not generated by alternative splic-
ing but is instead generated by post-translation modification of membrane bounds Fas
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ligand at the cell surface. Matrix metalloproteinases (serine proteases) cleave a wide
range of extracellular substrates including FasL. Membrane-bound Fas ligand can be
cleaved at a conserved cleavage site by matrix metalloproteinase-7 (MMP-7) into a less-
active soluble form (53,54). MMP-7 expression plays a role in tumor initiation (55,56)
and invasion (57), and overexpression of MMP-7 in tumor cells renders them resistant
to Fas-mediated apoptosis (58). Furthermore, overexpression of MMP-7 promotes
mammary tumor initiation and progression in mice by selecting for tumor cells resist-
ant to Fas-mediated apoptosis (59). Cells expressing a noncleavable variant of Fas lig-
and or inhibition of MMPs increases the sensitivity to Fas-mediated apoptosis (60). This
appears to be a major mechanism by which MMP-7 regulates the sensitivity of cells to
Fas-mediated apoptosis.

The single FasL gene is located on human chromosome 1 (39,61,62). FasL is a
homotrimeric type II membrane protein of 40 kDa that binds to Fas. In contrast to Fas,
which is constitutively expressed in a large number of cell types, FasL expression is
restricted. Resting T cells do not express FasL, but its expression can be induced upon
activation. Ligation of Fas by FasL leads to receptor timerization through clustering of
DD of Fas, setting up a chain of events that culminates in apoptosis. Aggregation of DD
of Fas leads to the recruitment of a cytoplasmic adapter protein, FADD through its DD
domain. The dead effector domain (DED) of FADD binds to an analogous domain of
procaspase-8 (also known as FLICE) which is present in the cytoplasm in the zymogen
or precursor form. The assembly of Fas, FADD and procaspase-8 forms a complex, the
DISC, which is essential for the subsequent signaling pathway of apoptosis. Formation
of DISC leads to the autoprocessing of procaspase-8 into active caspase-8. The activated
caspase-8, in turn, activates downstream effector caspases (caspase-3, 6, and 7) which
are also present in zymogen precursor form. The active effector caspases cleave a num-
ber of cytoplasmic and nuclear substrates, leading to apoptosis. 

Primary murine and human hepatocytes have been demonstrated to be very sensitive
for Fas (CD95)-mediated apoptosis (63,64). Mice injected intraperitoneally with ago-
nistic Fas (CD95) antibody rapidly developed acute liver failure and died within hours
(65). Several studies in humans showed that apoptosis of hepatocytes in Wilson’s dis-
ease, toxic liver damage, and viral hepatitis is triggered through the Fas (CD95) path-
way (64,66). Because of these toxicity problems, the use of Fas to treat human cancers
was abandoned.

2.3. TRAIL (APO-2L)/DR4/DR5 System

TNF-related apoptosis-inducing ligand (TRAIL), also designated as Apo2L, was
originally identified on the basis of sequence homology to Fas ligand (FasL) and TNF
(2,3). TRAIL exerts its biological activity by binding to cell surface receptors on target
cells. So far, four human receptors specific for TRAIL have been identified: (1) TRAIL-
R1 (DR4) (67,68); (2) TRAIL-R2 (DR5/TRICK2/KILLER) (69–72); (3) TRAIL-R3
(DcR1/TRID/LIT) (69,71,73); and (4) TRAIL-R4 (DcR2/TRUNDD) (74–76) (see Fig. 1).
These receptors have high sequence homology in their extracellular domains. The cyto-
plasmic region of both DR4 and DR5 contain a death domain homologous to Fas and
TNF-R1. A fifth receptor is known as osteoprotegerin, which is a soluble protein and
act as a decoy receptor (77). TRAIL can bind to all the receptors, but can induce bio-
logical activity only by binding to TRAIL-R1/DR4 and TRAIL-R2/DR5 because these

Death Receptor-Induced Apoptosis 225



226 Shankar and Srivastava

receptors possess intact intracellular cytoplasmic domain (68,72,78). On the other hand,
TRAIL-R3/DcR1 and TRAIL-R4/DcR2/TRUNDD lack a functional cytoplasmic domain
and do not induce apoptosis (69,71,73–76). DcR1 and DcR2 serve as “decoys” that compete
with TRAIL-R1/DR4 and TRAIL-R2/DR5 for binding to the TRAIL. As expected,
overexpression of either DcR1 or DcR2 receptors confers protection against TRAIL-
induced apoptosis (67,71). The soluble receptor, osteoprotegerin (OPG) can bind to TRAIL
with a low affinity at physiological temperature (77).

Like other TNF family members, TRAIL forms a homotrimer and crosslinks three
receptor molecules on the surface of target cells. TRAIL specifically kills transformed and

Fig. 1. Intracellular mechanism of TRAIL and its receptors. Trimerization of TRAIL recep-
tors (TRAIL-R1/DR4 and TRAIL-R2/DR5) initiates recruitment of adaptor protein FADD.
Decoy receptors DcR1 and DcR2 do not induce apoptosis because of complete or partial loss of
cytoplasmic death domain, respectively. Apoptosis pathways activated by TRAIL and mitochon-
dria are depicted. Ligation of death receptors by TRAIL results in the formation of DISC which
in turn initiates the activation of caspase-8 and caspase-10 causes activation of effector caspases
such as caspase-3 and caspase-7. Active caspase-8 cleaves Bid to truncated Bid which engages
and disrupts mitochondria. Cytochrome c, along with Apaf-1 and dATP, forms apoptosomes
which activate caspase-9. Active forms of caspase-8, -9, and -10 initiate a cascade of effector
caspases such as caspase-3 and caspase-7. These caspases then cleave several substrates leading
to apoptosis. Bcl-2 and Bcl-XL antagonize the effects of Bax and Bak at the level of mitochon-
dria. IAPs inhibit caspase-3, caspase-7 and caspase-9 activity. Smac/DIABLO induces apopto-
sis by inhibiting IAPs functions. In response to DNA damage, activated p53 can directly or
indirectly modulate the expression of PUMA, Noxa and other related proteins that control mito-
chondrial membrane permeability and, therefore, can modulate the release of mitochondrial pro-
teins during apoptosis.



cancer cells via binding with specific cell-surface death receptors (TRAIL-R1/DR4 and
TRAIL-R2/DR5). Most normal cells appear to be resistant to TRAIL activation (79–82),
suggesting a higher activity of TRAIL with its receptors on tumor cells. Binding of TRAIL-
R1/DR4 or TRAIL-R2/DR5 with TRAIL results in a caspase-activating signal leading to
apoptosis (6,83,84). TRAIL exhibits antitumor activity in a variety of human cancer cell
lines in vitro and also in vivo with minimal or no toxicity to nonmalignant human cells
(80,82,85–92). Although the physiological role of TRAIL is not fully understood, TRAIL
knock-out mice do not show gross abnormality, except for impaired tumor immunosurveil-
lace and higher sensitivity to experimental autoimmune disease, such as collagen-induced
arthritis (CIA), streptozotocin-induced diabetes, and experimental autoimmune encephalo-
myelitis (EAE), suggesting that the main physiological role of TRAIL is played in the immune
system (93–95). TRAIL is constitutively expressed in many tissues. It is not expressed in
unstimulated peripheral blood T-cells and NK cells, or blood dendritic cells. TRAIL
expression can be induced upon activation by interferon (IFN)-g in peripheral blood T-
cells, monocytes, and dendritic cells (96,97). Interestingly, TRAIL is implicated in cytotox-
icity mediated by monocytes (97), in activation-induced T-cell death (98,99), NK-mediated
cytolysis (100), and T-cell-mediated cytolysis of tumor cells (98,99). Furthermore, TRAIL
contributes to IFN-g-dependent NK cell protection from tumor metastasis. Thus, TRAIL
may play a role in the cytolytic effector function of monocytes, dendritic cells, activated 
T-lymphocytes, and NK cells. These physiological processes will be important in viral
clearance, and suppression of autoimmunity and tumor immunity.

The extracellular domains of TNF receptor family members contain multiple disulfide
bridges, which stabilize their configuration (101,102). On the other hand, antiparallel b-sheet
configuration of the receptor facilitates binding of the ligand (103). Unlike other TNF
family members, TRAIL contains an unpaired cysteine residue (Cys230) in its receptor-
binding domain, and mutation of Cys230 to alanine or serine strongly affects its ability
to kill target cells, suggesting that Cys residue is essential for its proapoptotic activity
(104). TRAIL homotrimer induces trimerization of TRAIL-R1/DR4 or TRAIL-R2/DR5,
each at the interface between two of its subunits (105,106). In recombinant TRAIL,
Cys230 is engaged either in interchain disulfide bridge formation, resulting in poorly
active TRAIL, or in the chelation of one zinc atom per TRAIL trimer in the active, pro-
apoptotic form of TRAIL (107,108). Thus, a Zn atom bound by cysteins in the trimeric
ligand is essential for optimal biological activity.

Binding of death receptors (TRAIL-R1/DR4 and TRAIL-R2/DR5) with their cog-
nate ligands result in receptor trimerization, and recruitment of adaptor protein called
FADD (38). FADD consists of two interaction domains: a DD and DED (38,78,109).
FADD binds to the receptor through interactions between DDs and to pro-caspase-8 or
pro-caspase-10 through DED interactions to form a complex at the DISC. Recruitment
of caspase-8 or caspase-10 through FADD leads to its auto-cleavage and activation.
Active caspase-8 or caspase-10, in turn, activates effector caspases such as caspase-3
causing the cell to undergo apoptosis by cleaving of several protein substrates
(38,78,109,110). This ultimately results in an irreversible commitment of cells to
undergo apoptosis. An endogenous inhibitor, c-FLIP, competes with caspase-8 or
caspase-10 for binding to the DISC. The active caspase-8 or caspase-10 cleaves Bid
which translocates to mitochondria to activate the intrinsic pathway, thus connecting the
two caspase activation pathways and amplifying the death receptor apoptotic signal.
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3. Endoplasmic Reticulum Pathway
In addition to nuclear DNA damage and death receptor activation, recent studies sug-

gest that other organelles, including the ER, lysosomes, and the Golgi apparatus, are
also major points of integration of proapoptotic signaling or damage sensing (111).
Each organelle possesses sensors that detect specific alterations, locally activates signal
transduction pathways, and emits signals that ensure interorganellar crosstalk. The ER
senses local stress through chaperones, Ca2+-binding proteins, and Ca2+ release chan-
nels, which might transmit ER Ca2+ responses to mitochondria. The ER also contains
several Bcl-2-binding proteins, and Bcl-2 has been reported to exert part of its cytopro-
tective effect within the ER. Upon membrane destabilization, lysosomes release
cathepsins that are endowed with the capacity of triggering mitochondrial membrane
permeabilization (MMP). The Golgi apparatus constitutes a privileged site for the gene-
ration of the proapoptotic mediator ganglioside GD3, facilitates local caspase-2 acti-
vation, and might serve as a storage organelle for latent death receptors. Intriguingly,
most organelle-specific death responses finally lead to either MMP or caspase activa-
tion, both of which might function as central integrators of the death pathway, thereby
streamlining lysosome-, Golgi-, or ER-elicited responses into a common pathway.
Recent studies have shown the involvement of endoplasmic reticulum in TRAIL signal-
ing (112–117). TRAIL-resistant cells were resensitized to TRAIL by tunicamycin pre-
treatment, which increased cell surface expression of TRAIL-R1/DR4 and
TRAIL-R2/DR5 (112). Some tumor cells may become resistant to TRAIL through regu-
lation of the death receptor cell surface transport and that resistance to TRAIL may be
overcome by the glycosylation inhibitor/endoplasmic reticulum stress-inducing agent
tunicamycin (112).

4. Mitochondrial Pathway
Mitochondria play a crucial role in regulating cell death, which is mediated by outer

membrane permeabilization in response to stress stimuli. There are two major pathways
of apoptosis, cell-intrinsic (mitochondria-dependent) and cell-extrinsic (death receptor)
pathways (118–121). Activation of death receptor pathway also links cell-intrinsic path-
way through Bid. Mitochondrial membrane permeabilization induces the release of
cytochrome c, Smac/DIABLO, and AIF, which are regulated by proapoptotic and anti-
apoptotic proteins such as Bax/Bak and Bcl-2/XL in caspase-dependent and caspase-
independent apoptosis pathways (122,123). The antiapoptotic members such as Bcl-2 or
Bcl-XL, inhibit the release of mitochondrial apoptogenic factors (AIF, Smac/DIABLO,
Omi/HtrA2, cytochrome c, and endonuclease G) whereas the proapoptotic members
(e.g., Bax, and Bak) trigger the release (120,124–129). Overexpression of Bcl-2 and
Bcl-XL inhibits TRAIL-induced loss in Dym and apoptosis in several human cancer cell
lines (81,120,130–133). Bid promotes apoptosis by activating Bax and Bak, and it
might also inactivate pro-survival relatives (134). Bid induces Bax and Bak to oligomer-
ize and form pores in the mitochondrial membrane, but the oligomers do not contain
Bid (135), which seems to form homotrimers in the membrane (136). Bid activation
indicates the requirement for caspase amplification in the TRAIL-DR pathway by a
mechanism reported to take place through translocation of activated Bid to mitochon-
dria, oligomerization of Bax and Bak, facilitating the release of cytochrome c release
and/or other proteins, and activation of caspase-9 and then caspase-3 and/or caspase-7
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leading to apoptosis (17,78,120). Translocation of Bid to mitochondria results in activa-
tion of Bax and Bak, providing a mechanism for crosstalk between the DRs and the
intrinsic pathway (17,120,137). Synergistic activation of caspase-3 by TRAIL and drugs
that damage mitochondrial pathway appears to be one of the mechanisms of inducing
apoptosis in cancer cells.

Proapoptotic Bax and Bak are widely distributed, and function mainly at the mito-
chondria (120,135,138). Inactivation of Bax affect apoptosis only slightly and disrup-
tion of Bak has no discernible effect, but inactivation of both genes completely
abrogated apoptosis (120,135,138). It appears that the presence of either Bax or Bak is
essential for apoptosis in many cell types. Bax is a cytosolic monomer in healthy cells,
but it changes conformation during apoptosis, integrates into the outer mitochondrial
membrane and oligomerizes (139–141). In healthy cells, Bak is an oligomeric integral
mitochondrial membrane protein, but it changes conformation during apoptosis and
forms larger aggregates (135,139,140,142). Bax and Bak oligomers are believed to pro-
voke or contribute to the permeabilization of the outer mitochondrial membrane, allow-
ing efflux of apoptogenic proteins (143). Bax and Bak are counteracted by the
antiapoptotic family members Bcl2 or Bcl-XL (144). The “BH-3 only proteins” of the
Bcl-2 family (Bid, Bim, PUMA and Noxa) interact with proapoptotic Bcl-2 family
members to augment their activity. TRAIL induces activation of Bax and Bak, suggest-
ing that both agents can amplify apoptotic signals at the level of mitochondria. The
simultaneous activation of Bax and Bak may have synergistic effects on the activation
caspase-3 and apoptosis. 

Mitochondrial dysfunction is mediated in two ways. The first is by increased calcium
in mitochondria derived from ER; this calcium increase is regulated by Bcl-2 and Bax
through the ER-mitochondria connection and the unfolded protein response in the ER.
The second is by the lysosomal enzyme cathepsin, which activates Bid through lysosome-
mitochondria cross-signaling. The genomic responses in intracellular organelles after
DNA damage are controlled and amplified in the cross-signaling via mitochondria; such
signals induce apoptosis, autophagy, and other cell death pathways.

5. Role of p53 in Apoptosis
The p53 gene was first identified in 1979 as a cellular protein that bound to the

simian virus (SV40) large T-antigen and accumulated in the nuclei of cancer cells
(145,146). The missense mutations in p53 (TP53) gene is the key to understanding the
pathological activity of p53. The ability of p53 to form tetramers allows this protein to
behave in a dominant negative fashion, whereas the allele-producing mutant p53 sup-
presses the activity of wild-type p53. Oncogenic human DNA viruses have ability to
inactivate p53 functions (e.g., enhanced ubiquitin-dependent proteolysis of p53 by the
E6 protein of human papilloma virus (HPV) types 16 and 18) (147).

TP53 was widely recognized as a tumor suppressor gene, mutated or lost in about
50% of all human cancers (148,149). Mice deficient in TP53 are susceptible to sponta-
neous tumorigenesis and germ-line TP53 mutations occur in individuals with cancer-
prone Li-Fraumeni syndrome (150,151). P53 has multiple functions. It acts as a
transcription factor, facilitates DNA repair, and is involved in the regulation of cell
cycle, apoptosis, development, differentiation, chromosomal segregation, and cellular
senescence (152–156). Furthermore, p53 is induced in response to a wide variety of
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stresses, including DNA damage, hypoxia, and oncogene. Wild-type p53 can react to
environmental insult by driving cells into apoptosis. p53 transcriptional activity has
been shown to be regulated by a number of posttranslational modifications that affect
its confirmation, including phosphorylation, ubiquitination, acetylation, neddylation,
and summoylation (157). There is evidence that specific modifications of p53 can affect
its binding affinity for different promoters and this may determine whether p53 induces
cell-cycle arrest or apoptosis (158).

p53 is involved in both the extrinsic and the intrinsic pathways of apoptosis by initi-
ating apoptosis through mitochondrial depolarization and sensitizing cells to inducers
of apoptosis. p53 can induce the apoptotic pathway by transcriptionally activating sev-
eral genes such as p21 WAF1/CIP1, mdm2, GADD45, cyclin G, Bax, IGF-BP3,
CD95/Fas, TRAIL-R2/DR5, Noxa, Bid, Fas/Apo-1, Siva, PTEN, P53AIP, PUMA,
APAF-1 PRSS25/HTRA2, and scotin (158–162). p53 has been examined as a marker of
proliferation and tumor aggressiveness with respect to prognosis and response to
chemotherapy, and only mutated p53 has been associated with a drug-resistant pheno-
type (159–162). p53 can also promote apoptosis through transcription-independent
mechanisms (163). P53 can interact with those proteins that control mitochondrial
membrane permeability and therefore can modulate the release of mitochondrial pro-
teins during apoptosis. p53 can also cause permeabilization of the outer mitochondrial
membrane directly by forming complexes with, and inhibiting, the protective Bcl-XL
and Bcl-2 proteins, leading to the release of cytochrome c (164–166). These observa-
tions suggest that p53 is a cellular gatekeeper. 

The authors, along with others, have shown that TRAIL induces apoptosis independ-
ently of p53. In some cell types, DR5 expression is regulated in a p53-dependent man-
ner, while in other cells an increase in DR5 expression appears to be p53 independent
(82,89,90). By comparison, it is not clear whether p53 regulates the expression of DR4.

6. Caspase Cascade in Apoptosis
Caspases are a group of cysteine proteases which cleave protein substrates at the

aspartate cleavage site. The caspase gene family consists of at least 14 mammalian
members (167). They are initially expressed as single-chain zymogens, which upon
apoptotic signaling are activated by proteolytic processing, either by autoactivation,
transactivation, or by cleavage by other caspases (168,169). Once activated, they proteo-
lytically cleave a multitude of cellular proteins, leading to apoptosis. Therefore, the caspase
activation is a key regulatory point in the commitment of the cell to apoptosis.

Caspase recruitment and oligomerization mediated by adaptor proteins constitute a
basic mechanism of caspase activation. The complex phenotypes of the caspase knock-
out mice indicate that multiple mechanisms of caspase activation operate in parallel and
that death signal transduction pathways are both cell-type and stimulus specific. The
BH3-domain-containing proapototic members of Bcl-2 family may be one of the criti-
cal links between the initial death signals and the central machinery of apoptosis.
TRAIL-mediated signaling involves both death receptor and mitochondrial pathways of
apoptosis (78). After initial activation of caspase-8 or caspase-10 by TRAIL-DISC,
divergence of signal occurs in two directions: (1) direct activation of caspase-3 without
the involvement of mitochondria; and (2) formation of apoptosomes (mitochondrial
proteins, dATP and Apaf-1) which lead to activation of caspase-9 (17,78,137,143).
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These two pathways appear to converge on caspase-3 (170). In a mechanism not entirely
understood, cytochrome c and dATP/ATP act as cofactors and stimulate Apaf-1 self-
oligomerization. Once activated, caspase-9 can activate effector caspases-3 and -7 that
finally dismantle the cell (119,171). The decline in mitochondrial membrane potential
(Dym) can be blocked by caspase-8 inhibitor, but not by caspase-9 inhibitor
(78,120,172). Thus, caspase-8 links the apoptotic signal from the activated TRAIL-DR
to mitochondria leading to dissipation of Dym and directly to downstream apoptosis-
executing caspases. Cleavage of caspase-3 occurs following activation of either path-
way. Knowledge of the relative contributions of these two alternative pathways in
TRAIL-induced apoptosis is yet incomplete.

The mechanisms controlling the release of mitochondrial proteins are currently under
intensive investigation. They may include opening of a mitochondrial permeability tran-
sition pore (PTP), the presence of a specific channel for cytochrome c in the outer mito-
chondrial membrane, or mitochondrial swelling and rupture of the outer membrane
without a loss in membrane potential (168). Involvement of the PTP is supported by
many reports that the Dym collapses before activation of caspases and apoptosis
(123,173). The outer mitochondrial membrane becomes permeable to apoptogenic fac-
tors such as cytochrome c, Smac/DIABLO (a direct IAP-binding protein with low pI)
(126,129) and AIF (apoptosis-inducing factor) (125). Furthermore, the proapoptotic
activity of Smac/DIABLO is probably independent of binding to IAPs. This can medi-
ate the cleavage of DNA during caspase-independent cell death. TRAIL cleaves several
substrates including DNA repair enzyme poly(ADP-ribose) polymerase (PARP) (78).

Treatment of cells with TRAIL results in caspase-8 activation, followed by BID
(Bcl-2 inhibitory, BH3-Domain-containing protein) cleavage at its amino terminus
(17,78,120). The truncated BID (tBID) translocates and gets inserted into the mitochon-
drial membrane (137). The presence of tBID in the mitochondria appears to be a stress
signal and triggers Bax and/or Bak oligomerization leading to the release of mitochon-
drial proteins (168,174). Furthermore, BID-deficient mice are resistant to Fas-induced
hepatocellular apoptosis (175). Immunodepletion of tBID from subcellular fractions
argues that tBID is required for cytochrome c release from the mitochondria. Treatment
of cells with TRAIL resulted in BID cleavage, suggesting that BID is a substrate for cas-
pase-8 (78,172).

Another form of regulation of caspase activation has recently come to light by the
finding that Akt, a serine/threonine kinase involved in some cell-survival pathways, and
p21-Ras, an activator of Akt, induce phosphorylation of procaspase-9 (176). In cyto-
solic extracts prepared from cells expressing either active Ras or Akt, the cytochrome 
c-dependent activation of caspase-9 is abrogated; suggesting that phosphorylation of
procaspase-9 inhibits its processing and activation. Although it is unclear how phospho-
rylation inhibits its processing, it is suggested that it may facilitate enzyme dimerization
via an allosteric mechanism.

7. Endogenous Inhibitors of Apoptosis
The inhibitors of apoptosis Proteins (IAPs) have emerged as key regulators of apop-

tosis by virtue of their ability to directly bind and inhibit distinct caspases. The mam-
malian IAPs, XIAP (MIHA, hILP), c-IAP1 (MIHB, HIAP2), c-IAP2 (MIHC, HIAP1),
NAIP and survivin, can bind to and inhibit caspases. IAPs contain one of three copies
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of the characteristic baculovirus inhibitor of apoptosis repeat (BIR) domains that are
essential for the caspase-inhibitory function of IAP. The BIR domains, in some cases
together with the intervening linker regions, directly bind and inhibit caspases. Some of
the IAPs also have a C-terminal RING finger domain. Human IAPs—such as XIAP,
c-IAP1, and c-IAP2—inhibit both the initiator caspase-9 and the effector caspases-3,
and -7 (177–180). In vitro kinetic studies revealed that XIAP is the most potent caspase
inhibitor in the IAP family (177–179). New structural data also support the concept that
XIAP might inhibit initiator and effector caspases by different means. Thus, a limited
number of IAPs can inhibit caspases bound to the apoptosome and consequently might
prevent an amplification loop outside the complex. Because TRAIL activates primarily
caspases-8, -9, and -3 (and possibly caspase-7), IAP can inhibit TRAIL-induced apop-
tosis by modulating caspase activity (78,181). Conversely, downregulation of the XIAP
or survivin enhances cell death by TRAIL and increases sensitivity against some
chemotherapeutic agents in cancer cells (182). These studies suggest that IAPs may be
a potential target to increase therapeutic sensitivity.

The Bcl-2 proteins can block only the mitochondrial branch of apoptosis by prevent-
ing the release of cytochrome c, whereas IAPs block both the mitochondrial- and death
receptor-mediated pathways of apoptosis by directly binding to and inhibiting both the
initiator and effector caspases. The discovery of cellular proteins that interact with
XIAP and modulate its antiapoptotic activity points to the critical role of XIAP in cell-
ular homeostatsis. Overexpression of IAP family proteins inhibits apoptosis induced by
Bax and other proapoptotic Bcl-2 family proteins, which are known for their ability to
target mitochondria and induce cytochrome c release (179,183,184). The IAPs however,
do not interfere with Bax-mediated release of cytochrome c from mitochondria in vitro,
as well as in intact cells (184), an observation that is consistent with other data indicat-
ing that the human IAPs block caspase activation and apoptosis downstream of Bax,
Bik, Bak, and cytochrome c (177–179,185,186). The failure of IAPs to prevent cell
death stimuli from triggering cytochrome c release has important implications for deter-
mining whether cell death will be prevented in the long term or will be merely delayed.
These diverse apoptotic inhibitors from mammals, insects, and their associated viral
pathogens are providing important insights into the regulatory mechanisms of TRAIL-
induced caspase activation and apoptosis.

IAPs are counteracted by mitochondrial proteins Smac/DIABLO, Omi/HtrA2, and
GSPT1/eRF3 in mammals (126–129,187–190). Despite the overall sequence differ-
ences, these IAP antagonists share a conserved N-terminal IAP-binding motif (IBM).
This motif is necessary and sufficient for counteracting IAP’s inhibition of caspases.
The small subunit of active caspase-9 also binds to XIAP through the same IBM pro-
duced by autoprocessing (189). The mechanism allows these IAP antagonists to com-
pete with caspases for IAP-binding and consequently relieves caspases and promotes
apoptosis.

Some IAPs also regulate apoptosis through the ubiquitin-protein ligase activity (E3)
of their RING domain. These proteins are capable of targeting the polyubiquitinylation
of IAP-binding proteins such as caspases and IAP antagonists. An alternative spliced
form of Smac, Smac 3, promotes XIAP ubiquitinylation, and degradation. Smac/DIA-
BLO selectively causes the rapid degradation of c-IAP1 and c-IAP2. Thus, IAP antago-
nists accelerate the disposal of IAPs in addition to releasing captive caspases from
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IAPs. Moreover, the mammalian IAP-binding protein Omi/HtrA2 can directly degrade
IAP molecules through its serine protease activity. Smac/DIABLO can enhance the
therapeutic potential of TRAIL (120,191). These studies suggest that Smac/DIABLO
may serve as a key molecule in vivo to selectively reduce the protein level of IAPs
through the ubiquitin/proteasomal pathway.

Therapeutic modulation of IAPs could target a key control point in deciding cell fate
and TRAIL resistance. There are several outstanding issues that need to be addressed
experimentally and will probably provide vital clues about the regulation of IAPs.
Understanding the biology of IAPs not only provides the intellectual satisfaction of
untangling the complex regulatory networks that control life and death, but it might also
supply us with powerful therapeutic approaches for the treatment of several human
diseases.

8. Sensitization of TRAIL-Resistant Cancer Cells
Resistance of tumors to cytotoxic therapy may result from disrupted apoptosis pro-

grams and remains a major obstacle in cancer treatment. Targeting death receptor to
trigger apoptosis in tumor cells is an attractive concept for cancer therapy. TRAIL
appears to be a relatively safe and promising death ligand for clinical application.
However, the majority of breast, prostate, ovarian and lung carcinoma, multiple
myeloma, and leukemia cells are resistant to apoptosis induced by TRAIL. This resist-
ance may be caused by deregulated expression of antiapoptotic molecules. These data
suggest that the use of TRAIL alone may not be viable option to treat these cancers.
Fortunately, we can sensitize TRAIL-resistant cancer cells by various means outlined
below. 

8.1. Histone Deacetylase Inhibitors

Histones are part of the core proteins of nucleosomes. The recruitment of histone
acetyltransferase (HATs) and histone deacetylases (HDACs) plays an important role in
proliferation, differentiation and apoptosis (192,193). Altered HAT or HDAC activity is
associated with the development of cancer by changing the expression of several genes
(194,195). Hyperacetylation of the N-terminal tails of histones H3 and H4 correlates
with gene activation, whereas deacetylation mediates transcriptional repression (196).
Treatment of malignant cells with HDAC inhibitors regulates only a small number
(1–2%) of genes, as examined by DNA microarray studies (197). HDAC1 interacts
directly with other transcription repressors, including all three of the pocket proteins,
Rb, p107 and p130, and YY1. HDAC1 causes transcription repression by locally
deacetylating histones, leading to a compact nucleosomal structure that prevents tran-
scription factors from accessing DNA to promote transcription. Inhibition of HDAC
activity results in p53-independent transcriptional activation of p21 (a cyclin-dependent
kinase [CDK] inhibitor). Furthermore, HDAC1 knockout mice were embryonic lethal,
possibly due to a proliferative defect upon unrestricted expressions of the cell cycle
inhibitors p21 and p27 (198). The authors, along with others, have shown that inhibition
of HDAC activity induces apoptosis in various types of cancer (87,199–202).

HDACs play important roles in modulating chromatin structure. The HDACs can be
divided into three classes (203). Class I contains HDAC 1, 2, 3, and 8, which have a sin-
gle deacetylase domain at the N termini and diversified C-terminal regions. Class II
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includes HDAC 4, 5, 6, 7, 9, and 10 with a deacetylase domain at a more C-terminal
position. In addition, HDAC 6 contains a second N-terminal deacetylase domain, which
can function independently of its C-terminal counterpart. Recently, mammalian homo-
logs of the yeast Sir2 protein have been identified forming a third class of deacetylases.
All of these HDACs apparently exist in the cell as subunits of multiprotein complexes.
Class II HDACs have been shown to translocate from the cytoplasm to the nucleus in
response to external stimuli, whereas class I HDACs are constitutively nuclear and
play important roles in dynamic gene regulation (204). Recently, a number of HDAC
inhibitors have been shown to induce growth arrest, differentiation, and/or apoptosis in
caner cells (87,200,205–207), and inhibit tumor growth in various xenograft models
(208–215). Therefore, HDAC inhibitors are considered as candidate drugs in cancer
therapy (216,217).

The authors, along with others, have shown that several HDAC inhibitors can
enhance the apoptosis-inducing potential of TRAIL and sensitize TRAIL-resistant
breast, prostate, and lung cancer cells, and malignant mesothelioma, leukemia and
myeloma cells (87,200,218–224). The sensitization of TRAIL resistant cells appears to
be due to downregulation of the anti-apoptotic protein Bcl-XL, upregulation of proapop-
totic genes Bax, Bak, TRAIL, Fas, FasL, DR4 ,and DR5, and activation of caspases.
HDAC inhibitors upregulate proapoptotic genes only in cancer cells but not in normal
cells (225,226). Furthermore, the sensitization of cancer cells to HDAC inhibitors
appears to be p53 independent. These results show that sensitivity to HDAC inhibitors
in cancer cells is a property of the fully transformed phenotype and depends on activa-
tion of a specific death pathway. Because HDAC inhibitors sensitize TRAIL-resistant
cancer cells to undergo apoptosis by TRAIL, they appear to be promising candidates for
combination chemotherapy.

8.2. Interferon-g

IFN-g often modulates the anticancer activities of TNF family members including
TRAIL (227–233). However, little is known about the mechanism. IFN-g pretreatment
augmented TRAIL-induced apoptosis in several cancer cell lines. IFN-g dramatically
increased the protein levels of interferon regulatory factor (IRF)-1, but not TRAIL
receptors (DR4 and DR5) and proapoptotic (FADD and Bax) and antiapoptotic factors
(Bcl-2, Bcl-XL, cIAP-1, cIAP-2, and XIAP). Overexpression of interferon regulatory
factor (IRF)-1 by an adenoviral vector AdIRF-1 minimally increased apoptosis, but signi-
ficantly enhanced TRAIL-induced apoptosis. Specific repression of IRF-1 expression
by antisense oligonucleotide abolished enhancer activity of IFN-g for TRAIL-induced
apoptosis. In another study, IFN-g induced caspase-8 expression through Stat1/IRF1
pathway (232), suggesting that IFN-g might be an effective strategy to sensitize various
resistant tumor cells with deficient caspase-8 expression for chemotherapy or death
receptor-induced apoptosis.

8.3. Retinoids

Retinoic acid (RA) is involved in vertebrate morphogenesis, growth, cellular differ-
entiation, and tissue homeostasis. The use of in vitro systems initially led to the identi-
fication of nuclear receptor RXR/RAR heterodimers as possible transducers of the
RA signal. Retinoids are natural and synthetic analogues of retinoic acid, an active
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metabolite of vitamin A, and are specific modulators of cell proliferation, differentia-
tion, and morphogenesis in vertebrates. The term “retinoid” is first defined by the chem-
ical structure of vitamin A but is now recognized as the biological term for the ligands
of two classes of nuclear receptors that mediate the biological activities of retinoic acid,
that is, retinoic acid receptors (RARs) and retinoid X receptors (RXRs). Despite the
beneficial activities of retinoids, the scope of retinoid therapy is still limited owing to
high toxicity, and only a few retinoids have been clinically used until recently.

Among various nuclear receptor ligands, retinoids are unique. There are two classes
of retinoid nuclear receptors, RARs and RXRs, both having three subtypes (a, b, and
g). Endogenous ligands for RARs and RXRs were identified as ATRA and 9-cis-
retinoic acid (9cRA), respectively, while 9cRA can bind to RARs with as high affinity
as to RXRs. Thus, 9cRA is a pan-agonist for all six retinoid nuclear receptors. Most of
the retinoidal activities are elicited by the binding of retinoids to the RAR site of RXR-
RAR heterodimers. RXRs are the silent partners of RARs, and RXR agonists alone can-
not activate the RXR-RAR heterodimers, though RXR agonists allosterically increase
the potencies of RAR ligands (retinoid synergism). Besides so-called retinoidal activi-
ties, RXRs have significant roles in nuclear receptor actions by heterodimerizing with
various nuclear receptors. The heterodimeric partners of RXRs include endocrine
nuclear receptors, such as RARs, vitamin D3 receptor (VDR), and thyroid hormone
receptors (TRs), and some orphan nuclear receptors, such as peroxisome proliferator-
activated receptors (PPARs), liver X receptors (LXRs), and farnesoid X receptors
(FXRs). Nuclear receptors of the latter class have proven to be key regulators of carbo-
hydrate, lipid, and cholesterol metabolism. Because RXR agonists alone can activate
these hetero-dimers, RXR agonists act just like the partner receptor’s agonists and have
potential as drugs for these metabolic diseases. With this background, compounds with
various selectivity among RARs and RXRs have been developed in order to separate the
pleiotropic retinoidal activities. In this paper, we discuss the structural evolution of
RAR- and RXR-specific ligands and their potential utility in clinical applications.

The therapeutic and preventive activities of retinoids in cancer result partly from their
ability to modulate the growth, differentiation, and survival or apoptosis of cancer cells
(234). Vitamin A deficiency in experimental animals has been associated with a higher
incidence of cancer and with increased susceptibility to chemical carcinogens. This is
in agreement with the epidemiological studies indicating that individuals with a lower
dietary vitamin A intake are at a higher risk to develop cancer. At the molecular level,
aberrant expression and function of nuclear retinoid receptors have been found in vari-
ous types of cancer including premalignant lesions. Thus, aberrations in retinoid signal-
ing are early events in carcinogenesis. Retinoids at pharmacological doses exhibit a
variety of effects associated with cancer prevention. They suppress transformation of
cells in vitro, inhibit carcinogenesis in various organs in animal models, reduce prema-
lignant human epithelial lesions, and prevent second primary tumors following curative
therapy for epithelial malignancies such as head and neck, lung, liver, and breast cancer.

The majority of ovarian cancer cells are resistant to apoptosis induced by TRAIL.
Subtoxic concentrations of the semisynthetic retinoid N-(4-hydroxyphenyl)retinamide
(4HPR) enhanced TRAIL-mediated apoptosis in ovarian cancer cell lines but not in
immortalized nontumorigenic ovarian epithelial cells (235). The enhancement of
TRAIL-mediated apoptosis by 4HPR was not caused by changes in the levels of
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proteins known to modulate TRAIL sensitivity. The combination of 4HPR and TRAIL
enhanced cleavage of multiple caspases in the death receptor pathway, including the two
initiator caspases, caspase-8 and caspase-9. The 4HPR and TRAIL combination leads
to mitochondrial permeability transition, significant increase in cytochrome c release,
and increased caspase-9 activation. Caspase-9 may further activate caspase-8, generat-
ing an amplification loop. Stable overexpression of Bcl-XL abrogates the interaction
between 4HPR and TRAIL at the mitochondrial level by blocking cytochrome c release.
The synergistic interaction between TRAIL and a synthetic retinoid (CD437) on apop-
tosis of human lung and prostate cancer cells was observed due to upregulation of death
receptors and activation of caspase-3 (236,237). In NB4 acute promyelocytic leukemia
cells, retinoids selective for RARa induced an autoregulatory circuitry of survival pro-
grams followed by expression of TRAIL (238). In a paracrine mode of action, TRAIL
killed NB4 as well as heterologous and retinoic-acid-resistant cells. In the leukemic
blasts of freshly diagnosed acute promyelocytic leukemia patients, retinoic acid-
induced expression of TRAIL most likely caused blast apoptosis. Thus, induction of
TRAIL-mediated death signaling appears to contribute to the therapeutic value of
retinoids.

8.4. Chemotherapeutic Drugs

Although TRAIL is capable of inducing apoptosis in tumor cells of diverse origin,
recent studies have shown that majority of tumor cells are resistant to TRAIL (6,239),
suggesting that cancer treatment by TRAIL may not be useful option. We and others
have shown that chemotherapeutic drugs (e.g., cisplatin, carboplatin, etoposide, campto-
thecin, paclitaxel, vincristine, and vinblastine, doxorubicin, gemcitabine and 5-fluoro-
uracil) can sensitize TRAIL-resistant breast, prostate, colon, bladder, and pancreatic
cancer cells to TRAIL (82,85,240–244) in vitro and in vivo, suggesting a possibility of
combining TRAIL with other commonly used anticancer drugs. We have recently
shown that chemotherapeutic drugs not only induce death receptors in vitro, but also in
tumor xenografts in nude mice (82,244). Some of the mechanisms by which chemother-
apeutic drugs sensitize TRAIL-resistant cells are through upregulation of DR4 and/or
DR5, and activation of caspases. We have recently shown that the chemotherapeutic
drugs synergize with TRAIL in reducing tumor growth through apoptosis and enhanc-
ing survival of xenografted nude mice (82,244). Thus, a combination of chemotherapeu-
tic drug and TRAIL is capable of killing both TRAIL-sensitive and -resistant cancer cells.

8.5. Irradiation

Radiation therapy has been shown to substantially reduce the risk of local recurrence
after surgery. It has also been used in combination therapy with chemotherapeutic
drugs. It has been shown that the ionizing radiation enhances the therapeutic potential
of TRAIL in TRAIL-sensitive cells, and sensitizes TRAIL-resistant cancer cells
(86,89,90,245–251). Ionizing radiation induces expression of TRAIL-R2/DR5 which
may enhance the apoptosis inducing potential of TRAIL. Furthermore, we have shown
that sequential treatment of mice with irradiation followed by TRAIL resulted in
enhanced caspase-3 activity and apoptosis in tumor cells, which was accompanied by a
regression of tumor growth and an enhancement of survival of xenografted mice
(89,90). The synergistic interaction between irradiation and TRAIL on apoptosis was
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due to upregulation of DR5, Bax and Bak, activation of caspase-8, caspase-3 and caspase-7,
and downregulation of Bcl-2 and Mcl-1 (89,90,247). Activation of these caspases
causes proteolytic cleavage of cellular proteins such as poly(ADP-ribose) polymerase
(252). TRAIL-induced apoptosis required caspase-8, whereas it was not essential for
irradiation-induced apoptosis. These data suggest that irradiation may mediate its apoptotic
effects not only through increasing expression of DR5 receptors, but also through caspase
cascade by directly engaging mitochondria. 

The role of p53 in radiation-induced apoptosis is well established. Cells harboring
both wild-type and mutant p53 (89,90) can be killed by irradiation and TRAIL, suggest-
ing the involvement of p53-independent pathways in regulation of apoptosis. The upregu-
lation of DR5 mRNA expression by p53 has been demonstrated, and the inhibition of
p53 by dominant negative or siRNA approach has been shown to block irradiation-
induced DR5 expression (86,89,90). In certain cell types, irradiation induces apoptosis
through p53 directed de novo synthesis of the death agonist Bax (252), indicating the
involvement of mitochondrial caspase pathway. p53-independent regulation of DR5
gene has also been demonstrated (89,90). The increase in the induction of apoptosis by
combined treatment with irradiation and TRAIL occurred through a change of the intra-
cellular redox state independent of Tp53 status in human carcinoma cell lines (249).
Thus, the combination of irradiation and TRAIL can be used to target cancer cells har-
boring both wild-type and mutant p53. Other transcription factors such as NF-kB, AP-1
and SP-1 may also regulate the expression of DR5 gene (253,254).

The synergistic interaction between TRAIL and irradiation could be the basis for
developing novel strategies for pharmacological intervention, with potential for clinical
application. As discussed previously, the sequential treatment of cancer patients with
irradiation followed by TRAIL could be a better option than single agent alone.

8.6. Chemopreventive Drugs

Chemoprevention of carcinogenesis by using nontoxic chemical substances is
regarded as a promising alternative strategy to cancer therapy. Recently, many naturally
occurring substances have been shown to prevent multistep process of carcinogenesis.
Epidemiological studies have provided convincing evidence that diet, genetic factors,
and lifestyle are major causes of cancer (255). Nutritional supplements such as soybean,
garlic, grapes, turmeric, and green tea have been shown to possess chemopreventive
properties as shown in various tumor models.

8.6.1. Resveratrol

The polyphenolic compound resveratrol (trans-3,5,4¢-trihydroxystilbene) is a natu-
rally occurring phytochemical found in many plant species, including grapes, peanuts,
and various herbs (256). Resveratrol has been shown to have antiinflammatory, antioxidant,
antitumor, neuroprotective, cardioprotective, chemopreventive, and immunomodulatory
activities (256–261). It also has activity in the regulation of multiple cellular events
associated with carcinogenesis (256–258). Resveratrol has also been examined in several
model systems for its potential effect against cancer (262–264). Its anticancer effects
include its role as a chemopreventive agent, its ability to inhibit cell proliferation, its
direct effect in cytotoxicity by induction of apoptosis, and on its potential therapeutic
effect in preclinical studies (265,266). Treatment of androgen-sensitive prostate cancer
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cells (LNCaP) with resveratrol caused downregulation of prostate-specific antigen and
p65/NFkB, and induced expressions of p53, p21WAF1/ CIP1, p300/CBP ,and apoptotic
protease-activating factor (APAF)-1 (267). In addition, resveratrol has been shown to
exert sensitization effects on cancer cells that will result in a synergistic cytotoxic
activity when resveratrol is used in combination with cytotoxic drugs in drug-resistant
tumor cells (259). Resveratrol is a potent sensitizer of tumor cells for TRAIL-induced
apoptosis through p53-independent induction of p21 and p21-mediated cell-cycle
arrest associated with survivin depletion. Clearly, the studies with resveratrol provide
support for its use in human cancer chemoprevention and combination with
chemotherapeutic drugs or cytotoxic factors in the treatment of drug or TRAIL refrac-
tory tumor cells.

The potential of resveratrol for anticancer therapy may largely reside in its ability to
sensitize tumor cells to apoptosis. Resveratrol sensitizes cancer cells to TRAIL, CD95,
and several anticancer drugs (258). Because resveratrol significantly potentiates the
cytotoxic activity of TRAIL even at relatively low TRAIL concentrations, resveratrol
may be used in TRAIL-based therapies to reduce the doses of TRAIL required for inhi-
bition of tumor growth. Also, resveratrol may be particularly useful to sensitize resist-
ant tumor cells to TRAIL-induced apoptosis, without affecting primary nonmalignant
human cells (e.g., fibroblasts). It may serve as a novel therapeutic to target survivin
expression in cancers through p21-mediated cell-cycle arrest. Resveratrol sensitizes a
variety of human cancer cell lines to TRAIL-induced apoptosis independent of wild-
type p53 status through cell-cycle arrest-mediated survivin depletion (258,268). The
potential clinical implications of these studies will also depend on whether or not
resveratrol can be given safely to humans at doses high enough to achieve pharmaco-
logically active levels.

8.6.2. Curcumin

Curcumin the active component of turmeric, and resveratrol (3,5,4¢-trihydroxystil-
bene), found in grapes, are two such dietary constituents that have received a great deal
of attention recently as chemoprotective agents. Phytochemicals inhibit proliferation
and induce apoptosis in human and mouse leukemia cell lines. Curcumin augments
TRAIL-mediated apoptosis in several types of cancer cell lines (269–274). The induc-
tion of apoptosis by combined curcumin and TRAIL treatment involves the activation
of initiator/effector caspases (caspase-8, caspase-9, caspase-3), cleavage of proapop-
totic Bid, and the release of cytochrome c from mitochondria. Thus, combination of
TRAIL with curcumin, a pharmacologically safe compound, may provide a more effec-
tive adjuvant treatment for prostate cancer.

8.6.3. Selenium

Epidemiological studies, preclinical investigations and clinical intervention trials
support the role of selenium (an essential micronutrient and a constituent of antioxidant
enzymes) as potent cancer chemopreventive agent for prostate and other cancers
(275,276). Induction of apoptosis and inhibition of cell proliferation are considered
important cellular events that can account for the cancer preventive effects of selenium.
Differential inhibition of PKCd, NF-kB, and cIAP-2 by selenium may represent impor-
tant intracellular signaling processes through which selenium induces apoptosis and

238 Shankar and Srivastava



subsequently exerts its anticarcinogenic effect (277). Selenium prevents clonal expan-
sion of nascent tumors by causing cell-cycle arrest, promoting apoptosis, and modulat-
ing p53-dependent DNA repair mechanisms (278–280). Selenium induces apoptosis by
upregulating TRAIL-R2/DR5, activating caspase-8 and cleaving Bid in human cancer
cells (281–283), thereby suggesting the existence of a potential cross-talk between the
death receptor and the mitochondrial pathways. Thus, DR5 is specifically regulated by
selenium and its activation may play an important role in selenium-mediated chemo-
prevention. Furthermore, selenium may sensitize cancer cells to TRAIL treatment by
upregulating DR5 receptors.

8.6.4. Luteolin

Luteolin is a dietary flavonoid commonly found in some medicinal plants. Pre-
treatment with a noncytotoxic concentration of luteolin significantly sensitized TRAIL-
induced apoptosis in both TRAIL-sensitive (HeLa) and TRAIL-resistant cancer cells
(CNE1, HT29, and HepG2) (284). Such sensitization is achieved through enhanced
caspase-8 activation and caspase-3 maturation. Further, the protein level of X-linked
inhibitor of apoptosis protein (XIAP) was markedly reduced in cells treated with luteolin
and TRAIL, and ectopic expression of XIAP protected against cell death induced by
luteolin and TRAIL, showing that luteolin sensitizes TRAIL-induced apoptosis through
downregulation of XIAP. Luteolin and TRAIL promoted XIAP ubiquitination and protea-
somal degradation. Interestingly, protein kinase C (PKC) activation prevented cell death
induced by luteolin and TRAIL via suppression of XIAP downregulation. Moreover,
luteolin inhibited PKC activity, and bisindolylmaleimide I, a general PKC inhibitor,
simulated luteolin in sensitizing TRAIL-induced apoptosis. PKC activation stabilizes
XIAP and thus suppresses TRAIL-induced apoptosis. These data suggest a novel anti-
cancer effect of luteolin and support its potential application in cancer therapy in combination
with TRAIL.

Thus, in terms of a clinical perspective, the combination of resveratrol, selenium,
Luteolin, or curcumin with TRAIL may be a novel strategy for the treatment of a vari-
ety of human cancers that warrants further investigation.

9. Factors Influencing TRAIL Sensitivity in Normal and Malignant Cells
A critical feature of any approach to cancer treatment is the ability to selectively

interfere with growth or viability of cancer cells while avoiding or minimizing toxicity
to normal, noncancer cells. Several factors appear to be involved in TRAIL sensitivity,
such as the relative numbers of death and decoy receptors, expressions of FLICE-
inhibitory protein (FLIP), caspase-8 and caspase-10, and the constitutively active
AKT/PKB and NF-kB. Delineation of the factors involved in the apoptotic response of
TRAIL is complex. The response also varies with the species.

9.1. Expressions of Cell Surface Death and Decoy Receptors

The relative expressions of death (TRAIL-R1/DR4 and TRAIL-R2/DR5) and decoy
(DcR1 and DcR2) receptors can be responsible for TRAIL sensitivity. TRAIL induces
apoptosis mainly in cancer cells because of the absence of or lower expression of decoy
receptors and higher expression of death receptors compared to normal cells
(38,82,86,285). In contrast, data revealed that the expressions of death receptors did not

Death Receptor-Induced Apoptosis 239



correlate with TRAIL sensitivity (286–288). In addition to the two decoy receptors
already discussed, a third decoy receptor for TRAIL is a soluble osteoprotegerin (OPG).
A role for OPG as a decoy receptor for TRAIL under physiological conditions remains
unclear, because the affinity of OPG for TRAIL is rather week compared with the other
TRAIL receptors. Recent studies suggest that OPG can act in a paracrine or autocrine
manner by binding TRAIL and promoting the survival of breast and prostate carcinoma
(289,290) and multiple myeloma (291). It is likely that the role of OPG as a survival
factor will depend on the relative concentrations, the timing, and the location and
expression patterns of OPG and TRAIL in the local microenvironment. Furthermore,
TRAIL sensitivity may also be regulated at the intracellular level rather than at the
receptor level (81,120,254,286,292). Several alternate mechanisms of TRAIL sensitivity
or resistance have been discussed in this chapter.

9.2. Mutations and Stability of Caspase-8 and Caspase-10

Although TRAIL is a new and promising candidate for cancer therapy, resistance of
cancer cells to TRAIL posses a challenge in anticancer therapy. Therefore, characteriz-
ing the mechanisms of resistance and developing strategies to overcome the resistance
are important steps toward successful TRAIL-mediated cancer therapy. Analysis of the
DR-DISC components provides evidence for the importance of caspase-8 and caspase-10
in TRAIL-induced apoptosis. The dendritic cells expressing a mutant caspase-10 are
resistant to TRAIL signaling (293). Alternatively, a catalytically inactive caspase-10
mutant may act as a nonreleasable substrate trap for caspase-8, thereby inactivating the
caspase (294). Therefore, TRAIL sensitivity may differ in different cell types. In
another study, instability of caspase-8 protein in a colon cancer DLD1 cell line was
found to be a major mechanism of TRAIL resistance (295). Compared with the TRAIL-
susceptible DLD1 cell line, TRAIL-resistant DLD1/TRAIL-R cells have a low level of
caspase-8 protein, but not its mRNA. Suppression of caspase-8 expression by siRNA in
parental DLD1 cells led to TRAIL resistance. Restoration of caspase-8 protein expres-
sion by stable transfection rendered the DLD1/TRAIL-R cell line fully sensitive to
TRAIL protein, suggesting that the low level of caspase-8 protein expression might be
the responsible in TRAIL resistance in DLD1/TRAIL-R cells. A missense mutation in
caspase-8 coding region was found in both TRAIL-sensitive and TRAIL-resistant
DLD1 cells. The accelerated degradation of caspase-8 protein is one of the mechanisms
that lead to TRAIL resistance. Thus, mutations or inappropriate expressions of proteins
involved in DISC formation may impose serious risk factors for TRAIL-based therapy.

9.3. FLICE-Inhibitory Protein

FLICE-like inhibitory protein (FLIP) is an antiapoptotic protein that exists in two
isoforms, FLIPL (55 kDa) and FLIPS (28 kDa) (294). The short form, FLIPS, contains
two DEDs and is structurally related to the viral FLIP inhibitors of apoptosis, whereas
the long form, FLIPL, contains in addition a caspase-like domain in which the active-
center cysteine residue is substituted by a tyrosine residue. FLIPS and FLIPL interact
with FADD, and caspase-8 and 10, and inhibit apoptosis induced by the activation of
death receptors. Similar to procaspases 8 and 10, the FLIP proteins contain a tandem
pair of DEDs, but they lack a catalytically active protease domain and thus can operate
as transdominant inhibitors of caspase 8 and 10. FLIPL is expressed during the early
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stage of T-cell activation, but disappears when T-cells become susceptible to Fas ligand-
mediated apoptosis. High levels of FLIPL protein are also detectable in melanoma cell
lines and malignant melanoma tumors. Thus, FLIP may be implicated in tissue homeo-
stasis as an important regulator of apoptosis.

Overexpression of FLIP has been shown to be responsible of TRAIL resistance
(296). FLIP plays a significant role in negatively regulating receptor-induced apoptosis
(297,298). Addition of protein synthesis inhibitors to TRAIL-resistant melanomas ren-
ders them sensitive to TRAIL, indicating that the presence of intracellular apoptosis
inhibitors may mediate resistance to TRAIL-mediated apoptosis (286). Expression of
FLIP is highest in the TRAIL-resistant melanomas, being low or undetectable in the
TRAIL-sensitive melanomas, suggesting the involvement of FLIP in TRAIL resistance
(286). Furthermore, addition of actinomycin D to TRAIL-resistant melanomas resulted
in decreased intracellular concentrations of FLIP, which correlated with their effective-
ness of TRAIL sensitivity (286). Benzyloxycarbonyl-Asp-Glu-Val-Asp-fluoromethyl-
ketone, a caspase-3 inhibitor, blocked the cleavage of FLIP(s) and caspase-3 activation
in human head and neck squamous cell carcinoma (299). Overexpression of FLIP(s)
protected cells from apoptotic death and FLIP(s) cleavage during treatment with TRAIL
in combination with cisplatin (299). Caspase-3 is responsible for FLIP(s) cleavage, and
the cleavage of FLIP(s) is one of facilitating factors for TRAIL-induced apoptotic death.
In HeLa cells, apoptosis induction by TRAIL is dependent on the presence of cyclo-
heximide (CHX), a protein synthesis inhibitor (300). Interestingly, CHX downregulates
cFLIP, and overexpression of cFLIP inhibited death receptor-induced NF-kB activation
(300). This suggests a novel functional role of cFLIP as a negative regulator of gene
induction and apoptosis. Pharmacological downregulation of FLIP might serve as a
therapeutic means to sensitize tumor cells to apoptosis induction by TRAIL.

In another study, pretreatment with the proteasome inhibitor MG132 and PS-341 ren-
dered TRAIL-resistant hepatocellular carcinoma (HCC) cell lines but not primary
human hepatocytes sensitive for TRAIL-induced apoptosis (301). Downregulation of
cFLIP by short interference RNA (siRNA) further sensitized the HCC cell lines. These
data have clinical significance because proteasome inhibitors sensitize HCC cells but
not primary human hepatocytes for TRAIL-induced apoptosis.

9.4. Akt Activity

The lipid kinase phosphoinositide 3-OH kinase (PI3K) and its downstream target Akt,
also known as protein kinase B (PKB), are crucial effectors in oncogenic signaling
induced by various receptor-tyrosine kinases. In recent years, data are accumulating that
PI3K/Akt signaling components are frequently altered in a variety of human malignan-
cies. PI3K/Akt signaling pathway is an important regulator of a wide spectrum of tumor-
related biological processes, including cell proliferation, survival, and motility, as well as
neovascularization. Some cancer cells express constitutively AKT/PKB as a result of a
complete loss of lipid phosphatase PTEN gene (302–306), a negative regulator of PI-3
kinase pathway. Constitutively active Akt/PKB promotes cellular survival and resistance
to chemotherapy and radiation (307–312). We have shown a negative correlation
between constitutively active Akt and TRAIL sensitivity (81,312–316). Downregulation
of constitutively active Akt by pharmacological (PI-3 kinase inhibitors wortmannin and
LY294002) or genetic means (dominant negative Akt) reversed cellular resistance to

Death Receptor-Induced Apoptosis 241



242 Shankar and Srivastava

TRAIL (81,312,313,317). Conversely, transfecting constitutively active Akt into cells
with low Akt activity increased Akt activity and attenuated TRAIL-induced apoptosis.
Inhibition of TRAIL sensitivity occurs at the level of BID cleavage, as caspase-8 activ-
ity was not affected. Akt activity promotes human gastric cancer cell survival against
TRAIL-induced apoptosis via upregulation of FLIP(S), and that the cytotoxic effect
of TRAIL can be enhanced by modulating the Akt/FLIP(S) pathway in human gastric
cancers (298). TRAIL-induced activation of the intrinsic pathway proceeded by release
of mitochondrial factors Smac/DIABLO and cytochrome c, and caspase-9 cleavage (318).
LY 294002 reduced phosphorylated Akt (p-Akt), with early loss of the short form of cell-
ular FLIP (c-FLIP(S)) and concurrent reduction of Bcl-2. Treatment with small interfer-
ing RNA (siRNA) against PI3K also reduced c-FLIP(S) and Bcl-2, and cotreatment with
TRAIL triggered caspase-3 cleavage. Combination treatment with p85a or Akt1 siRNA
and TRAIL increased apoptosis in TRAIL-resistant colon cancer KM20 and KM12C
cells; and these effects were abrogated by caspase-3 inhibitor Z-acetyl-Asp-Glu-Val-
Asp-(DEVD)-fmk (319). Furthermore, siRNA-mediated PI3K pathway inhibition
resulted in increased expression of the TRAIL-R1/DR4 and TRAIL-R2/DR5 receptors.
Inhibition of PI3K/Akt by RNA interference sensitizes resistant colon cancer cells to
TRAIL-induced cell death through the induction of TRAIL receptors and activation of
caspase-3 and caspase-8. 

PTEN-mediated apoptosis involves a FADD-dependent pathway for both death
receptor-mediated and drug-induced apoptosis as coexpression of a dominant negative
FADD mutant blocked PTEN-mediated apoptosis. PTEN facilitated BID cleavage after
treatment with low doses of staurosporine and mitoxantrone (320). BID cleavage was
inhibited by dominant negative FADD. It appears that that PTEN promotes drug-
induced apoptosis by facilitating caspase-8 activation and BID cleavage through a
FADD-dependent pathway. These data clearly demonstrate that Akt promotes survival
of cancer cells and modulation of Akt activity, by pharmacological or genetic
approaches, alters the cellular responsiveness to TRAIL. Thus, agents that selectively
target the PI3K/Akt pathway may enhance the effects of chemotherapeutic agents and
provide novel adjuvant treatment for cancers.

9.5. NF-kB Activity

NF-kB plays important roles in immune responses, inflammation, cell division and
apoptosis (321,322). NF-kB is a family of dimeric transcription factors formed by the
hetero- or homodimerization of proteins from the rel family. There are five rel proteins:
RelA (p65), RelB, and cRel, which contain transactivation domains, and p50 and p52,
which are expressed as precursor proteins p105 (NF-kB1) and p100 (NF-kB2), respec-
tively, and do not contain transactivation domains (321,323). NF-kB p65/p50 hetero-
dimers remain inactive in the cytoplasm through association with endogenous inhibitor
proteins of the IkB family. Activation of NF-kB is achieved by the phosphorylation and
activation of the IkB kinase (IKK) complex. The activated IKK complex specifically
phosphorylates the IkBs, which are then rapidly polyubiquitinated, targeting them for
degradation by the proteosome. Phosphorylation of IkBs in response to proinflammatory
stimuli targets them for degradation by the 26S proteosome, allowing the liberated
dimers to translocate to the nucleus (324,325). Subsequently, the dimers bind to decameric
kB motifs of a large set of genes and regulate their expression (326). NF-kB activates a



variety of target genes relevant to the human diseases such as ischemic stroke,
Alzheimer’s disease, and Parkinson’s disease, as well as genes that regulate cell proli-
feration and mediate cell survival. NF-kB also activates the IkBa gene, thus repleni-
shing the cytoplasmic pool of its own inhibitor. Genes regulated by NF-kB encode
defense and signaling proteins including cell surface molecules involved in immune
function such as the Ig kL chain, class I and II MHC, and cytokines such as IL-1b, IL-2,
IL-6, IL-8, IFN-b, and TNF-a (323). NF-kB regulates the synthesis of a number of
MMPs, including MMP-1 (collagenase-1) and MMP-13 (collagenase-3) (327,328).
NF-kB dimers also bind to promoters of inducible NO synthase and cyclooxygenase-2
(COX-2), leading to inducible NO synthase and COX-2 expression and the synthesis
of NO and PGs (329–332). Whereas p65/p50 heterodimers stimulate these responses,
binding of p50/p50 homodimers blocks the transcription of these inflammatory/
immune genes.

We have shown that TRAIL activates NF-kB in vitro (254,333,334). Constitutively
active NF-kB prevents TRAIL-induced apoptosis in cancer cells (335,336). On the
other hand, NF-kB activation is not sufficient for protecting cells from TRAIL-induced
apoptosis (337). TRAIL-mediated NF-kB activation increases DR5 expression thereby
amplifying the apoptotic response of TRAIL in epithelial-derived cancer cells (338).
Based on published data, it appears that various subunits of NF-kB play different roles
in regulating cellular response of TRAIL (254,333). We have shown that the RelA/p65
subunit of NF-kB acts as a survival factor by inhibiting expression of DR4/DR5 and
caspase-8 and upregulating cIAP1 and cIAP2, whereas c-Rel acts as a proapoptotic fac-
tor by enhancing DR4, DR5, and Bcl-Xs, and inhibiting cIAP1, cIAP2 and survivin
after TRAIL treatment (254). Thus, the dual function of NF-kB, as an inhibitor or acti-
vator of apoptosis, may be cell-type specific where relative levels of RelA and c-Rel
subunits determine the ultimate cell fate. Because our study is based on one system, fur-
ther studies are needed to confirm the role of specific subunits of NF-kB in TRAIL
signaling.

9.6. Anti-TRAIL-R1/DR4 and TRAIL-R2/DR5 MAbs as Cancer Therapeutics

Recent studies have shown that monoclonal antibody directed against either TRAIL-
R1/DR4 or TRAIL-R2/DR5 can effectively inhibit breast, prostate, lung, glioma and
colon tumor cell growth in vitro and in vivo (339–343). TRAIL-R2 monoclonal anti-
body (TRA-8) induces apoptosis of most TRAIL-sensitive tumor cells by specific bind-
ing to DR5 receptors (340). The efficiency of TRA-8-induced apoptosis was variable in
different glioma cell lines. Griffith et al. have demonstrated that monoclonal antibodies
(MAbs) targeting either DR4 or DR5 could induce apoptosis in melanoma cell lines
irrespective of the expression of DcR1 and/or DcR2 (287), suggesting a minor contri-
bution of decoy receptors to resistance of melanoma cells to TRAIL. Furthermore, the
apoptosis-inducing potential of TRAIL-R1 or TRAIL-R2 MAb is enhanced by pretreat-
ment of cancer cells with chemotherapeutic agents such as camptothecin or topotecan.
Similarly, the combination of TRA-8 treatment and overexpression of Bax overcame
TRA-8 resistance of glioma cells in vitro (340). The combination of TRA-8 treatment
with specific overexpression of Bax using AdVEGFBax may be an effective approach
for the treatment of human malignant gliomas. In another study, agonistic MAbs to the
TRAIL death receptors TRAIL-R1 (HGS-ETR1) and TRAIL-R2 (HGS-ETR2) 
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activated caspase-8 and induced cell death in human lymphoma cell lines and primary
lymphoma cells (344). HGS-ETR1 and HGS-ETR2 demonstrated comparable activity
in the fresh tumor samples, which was independent of TRAIL receptor surface expres-
sion, Bax, cFLIP, or procaspase-8 expression, or exposure to prior therapy. Furthermore,
both antibodies enhanced the killing effect of doxorubicin and bortezomib. These data
collectively suggest that these MAbs can induce cell death in a variety of cultured and
primary cancer cells, and thus may have significant therapeutic value.

10. Conclusions and Future Directions
The discovery that death receptor pathway induce apoptosis mainly in cancer cells has

opened a path for developing new drugs for the treatment of cancer. Proapoptotic and anti-
apoptotic proteins are now being targeted to enhance the effect(s) of chemotherapy and
radiotherapy. In addition to apoptosis, other types of cell death, such as autophagy and
necrosis, may also be responsible for antitumor activity of chemotherapeutic drugs.
However, the relationship between apoptosis and autophagy is not clear and needs to be
examined because several autophagy-related proteins, including Beclin 1, BNIP3, DAPK,
and HSpin 1, may influence apoptosis. Apoptosis and autophagy appear to be mutually
exclusive in some cell lines, suggesting an existence of molecular switch between these
two processes. Furthermore, alterations of one or both pathways (autophagic or apoptotic)
might determine susceptibility to cell death after chemotherapy and radiotherapy, because
these agents might trigger both apoptotic caspase-dependent and autophagic caspase-
independent pathways at the same time. Studies into the molecular mechanism(s) behind
autophagic cell death as a result of chemotherapy might provide a new strategy for over-
coming drug resistance by exploring this alternative pathway of cell death.

Strategies for treating cancer by targeting death receptor pathway are likely to pro-
vide useful insights into the mechanisms of action of death receptor activation. Current
approaches for the development of TRAIL-R1 and/or TRAIL-R2 agonists as anticancer
agents include MAbs, soluble TRAIL, and small molecular weight compounds. Based
on preclinical data, TRAIL, either alone or in combination with conventional
approaches such as chemotherapy or radiation therapy, is very effective as a cancer
agent. Furthermore, TRAIL-based gene therapy could be another viable option against
cancer. Testing the therapeutic potential of these strategies in treating human cancers in
the clinic is eagerly awaited. 
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DNA Damage-Dependent Apoptosis

Tomasz Skorski

Summary
DNA damage caused by endogenous and exogenous agents represents a serious survival chal-

lenge for cells. The cell-cycle checkpoints and DNA repair mechanisms are activated to allow more
time for effective repair. However, if these mechanisms fail or the damage is irreparable, then apop-
tosis is induced to eliminate cells carrying DNA lesions and preserve genomic integrity. This chap-
ter discusses how DNA damage-dependent apoptosis is induced and executed.

Key Words: DNA damage; DNA repair; apoptosis; checkpoint; p53; p73; mismatch.

1. Introduction
The integrity of genomic DNA is constantly challenged by the action of endogenous

reactive oxygen species (ROS), by stochastic errors in replication or recombination, and
by environmental and therapeutic genotoxic agents. In addition, massive DNA damage
could be inflicted by genotoxic treatment with cytotoxic drugs and/or radiation (see Fig. 1).
The precise type of DNA damage depends on the genotoxic agent used, and each type
of damage represents a unique challenge for the cell (see Fig. 2). The DNA lesions
sustained, and the mechanisms used to repair them, can depend on the cell’s origin.

Mammalian cells developed several mechanisms to deal with the threat from DNA
damaging agents. Damaged bases, mismatches and adducts are not usually lethal,
unless their number reaches a certain threshold, but if unrepaired or mis-repaired they
cause mutations in the genome (1). By contrast, even small numbers of DNA double
strand breaks (DSBs) can be lethal if unrepaired; and if not repaired correctly they can
induce chromosomal aberrations (2). Human cells may use at least seven different
repair mechanisms to deal with DNA lesions that represent a “clear and present dan-
ger” to survival and genomic integrity (Table 1). These mechanisms—direct rever-
sion, base-excision repair (BER), nucleotide-excision repair (NER), mismatch repair
(MMR), homologous recombination repair (HRR), non-homologous end-joining (NHEJ),
and single-strand annealing (SSA)—perform unique and/or partially overlapping
functions.

Global DNA repair capability can be affected not only by the efficiency of repair
mechanisms, but also by the time allowed for repair. DNA damage checkpoints (Table 2)
control the length of the cell-cycle phase, the activation of DNA repair pathways and
movement of DNA repair proteins to the sites of DNA damage, thus helping to integrate
DNA repair with cell-cycle progression (3,4). Disassociation of the checkpoints and
DNA repair mechanisms can lead to apoptosis or genomic instability (5–8).
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If the DNA damage is irreparable, then the apoptotic machinery is activated. It is
clear that a coherent view of the apoptotic response to DNA damage must take into
account events in both the nucleus and cytoplasm (see Fig. 3).

ATM and ATR serine/threonine kinases trigger a variety of DNA damage responses
including proapoptotic pathways (9,10). Targets of ATM/ATR and their downstream
effectors Chk1 and Chk2 serine/threonine kinases include p53, in which phosphoryla-
tion on Ser15, Thr18, and Ser20 is essential for prevention of the Hdm2-p53 interaction
and degradation of p53 (11). In addition, DNA damage-activated c-ABL tyrosine kinase
can phosphorylate Y394 of Hdm2 and prevent the ubiquitination and nuclear export of
p53 (12). In summary, accumulation of p53 in response to DNA damage is usually
caused by abrogation of its Hdm2-dependent ubiquitination followed by proteasome
degradation (13). Altogether, accumulation of p53 is a key element in response to geno-
toxic stress (14).

There is a broad consensus that one of the primary physiological roles of p53 in DNA
damage response is to act as a transcriptional activator of genes encoding apoptotic
effectors. In addition to DNA damage-induced ATM/ATR-dependent accumulation of
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Fig. 1. The cellular events which decide whether “to be or not to be” after DNA damage. Drug
metabolism and efflux may reduce the DNA damage. In addition, antioxidative pathways can
minimize the damage caused by ROS generated by metabolic pathways or irradiation. Upon
DNA damage the lesions are sensed by phosphatidylinositol 3-kinase–like kinases (PI3KKs) and
the information is transferred via various signalers to the effectors regulating DNA repair, DNA
damage-dependent cell-cycle checkpoints, and apoptosis. The final outcome (cell death/survival,
genomic stability/instability) depends on the interplay between these mechanisms.



p53 which enhances its total cellular transcriptional capability, c-ABL binds the C-
terminus of the tetramerized p53 and enhances its transactivation ability (15,16). p53
directly or indirectly regulates transcription of several genes encoding members of the
Bcl-2 family (Table 3). This diverse family includes pro- and antiapoptotic proteins that
together regulate mitochondrial permeability. The p53 targets considered most impor-
tant in this respect are the proapoptotic Bax, Noxa and PUMA (17). In addition, p53
may indirectly repress transactivation of the antiapoptotic Bcl-2 (18). p53 can also
down-regulate the antiapoptotic gene survivin, and up-regulate proapoptotic genes such
as Fas, Apaf1, IGF-BP3, Killer/DR5, CD95, PERP, PIGs, and PIDD (19).

Aside from transcriptional activation, several other roles for p53 have been identified
that could contribute to its ability to induce DNA damage-dependent apoptosis. For
example, p53 can directly regulate apotosis by translocation to the mitochondria (20).
Once at the mitochondrial outer membrane, p53 appears to antagonize the antiapoptotic
Bcl-2 and Bcl-xL proteins directly by binding to them, and induces oligomerization of
the proapoptotic protein Bak, resulting in increased permeability of the outer mitochon-
drial membrane followed by release of cytochrome c and activation of caspase 3.
Altogether, mitochondrial translocation of p53 triggers a rapid first wave of caspase 3
activation and cell death followed by a slower transcription-dependent p53 death wave
(21). Interestingly, p53 binds to Bcl-xL via its DNA binding domain, which is often
mutated in cancers. These tumor-derived transactivation-deficient p53 mutants lose or
compromise their ability to interact with Bcl-xL and to promote cytochrome c release.
Thus, tumor-derived p53 mutations may represent “double hits,” eliminating the tran-
scriptional as well as the direct mitochondrial functions of p53.

p53 was also found to be required for the specific deamination of two asparagine
residues in Bcl-xL, neutralizing its ability to block the action of proapoptotic proteins
such as Bax (22). The direct mitochondrial function as well as the role in deamination
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Fig. 2. Genomic DNA is bombarded by exogenous and endogenous damaging agents, which
cause a variety of DNA lesions. These lesions trigger signaling pathways leading to cell-cycle
checkpoint activation, DNA repair, and/or apoptosis.
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Table 1
Major DNA Damage Repair Pathways

DNA repair mechanisms Description

Direct reversion Methylguanine-DNA methyltransferase (MGMT) transfers the methyl
group from the DNA to an internal cysteine residue on the MGMT
protein (40).

Base excision BER is involved in the repair of “small” lesions such as base damage
repair (BER) caused by hydroxylation, oxidation, methylation or deamination.

DNA glycosylase recognizes abnormal DNA bases and catalyzes
their cleavage, creating an abasic site. If the damage is limited to a
single base, a “short patch” is created: an endonuclease, APE-1,
then generates a single nucleotide gap at the abasic site. DNA pol
fills the gap, which is ligated by the XRCC1–DNA ligase 3 complex.
If the damage is more extensive (2–10 bases) a “long patch” is created:
the abasic site recruits the proliferating cell nuclear antigen 
(PCNA)–DNA pol / complex for repair synthesis, followed by 
FEN1 endonuclease to remove the displaced DNA flap, and DNA
ligase 1 for sealing (1).

Nucleotide Deals with a wide range of helix-distorting lesions. The damage 
excision repair recruits the XPA–RPA–XPC–TFIIH complex to form a preincision
(NER) complex. After XPB and XPD have unwound about 20 bases 

around the lesion, the XPG and ERCC1–XPF endonucleases 
make 3 - and 5 -incisions, respectively. The excised fragment 
is removed and the gap is filled by PCNA–DNA pol / and
ligation (1).

Mismatch Repairs mispaired/modified bases and insertion/deletion loops.
repair (MMR) MSH2–MSH6 binds to mismatches and single-base loops, whereas

MSH2–MSH3 focuses on insertion/deletion loops. These protein– 
DNA complexes attract MLH1–PMS2 or MLH1–PMS1 heterodimers
followed by exonucleases, which excise the new strand past the
mismatch/loop. Resynthesis steps involve PCNA, RFC, RPA, and
DNA pol / (1,41,42).

Homologous Repairs DSBs preferentially in late S and G2 phases of the cell cycle.
recombination DSB ends are resected by the RAD50–MRE11–NBS1 complex to
repair (HRR) create single-stranded DNA tails. RAD51 paralogs, in collaboration

with RPA, RAD52 and RAD54, promote the invasion of the single-
stranded DNA to the intact sister chromatid to find a matching 
sequence, which is used as a template to heal the broken ends by 
DNA synthesis. Finally, the junctions between the homologous 
chromosomes (Holliday junctions) are untangled by resolvases
(1,2,43).

Non-homologous Repairs double-strand breaks primarily in G1 phase. The ends of the
end joining breaks are not modified or are processed by the RAD50–MRE11–
(NHEJ) NBS1 complex and/or DNA polymerases, and are then simply 

linked together, without any template, using the end-binding 
KU70–KU80 complex and DNA-dependent protein kinase,
followed by ligation by the XRCC4 ligase (1,2).

(Continued)
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Table 1 (Continued )

DNA repair mechanisms Description

Single-strand Repairs DSBs using homology between the ends of the joined 
annealing (SSA) sequence. In contrast to HRR, the homology is found not by invasion

of the sister chromatid, but by the RAD50–MRE11–NBS1-mediated
resection of the broken ends to create single-stranded DNA tails. 
When this resection reveals complementary sequences, the two DNA
tails are annealed before being ligated by ligase 4. The over hanging
tails are then trimmed by the XPF–ERCC1 endonuclease (2,43).

Table 2
DNA Damage-Induced Cell-Cycle Checkpoints

Checkpoints Description

G1/S This checkpoint ensures that damaged DNA is not replicated. DNA damage
activates protein kinases including ATM, ATR, and c-ABL. These lead
to the phosphorylation of p53 and p73, resulting in upregulation of the
expression of the cyclin-dependent kinase inhibitor WAF1 (also known as
p21). WAF1 can bind several cyclin–CDK complexes and might mediate
the G1/S checkpoint. Genotoxic stress also induces the rapid ubiquitiny-
lation and degradation of Cdc25A, the protein phosphatase that 
dephosphorylates Cdk2. Dephosphorylated Cdk2 activates cyclin E-Cdk2
and promotes the G1/S progression, so this degradation of Cdc25A,
which is dependent on the activation of another kinase, Chk1, provides
another means of halting the cell cycle (3,4,44).

S This checkpoint prevents replication if DNA damage was not repaired in
G1 phase or did not occur until in early S phase. The exact mechanism
of this checkpoint is poorly understood. It seems that DNA damage-
dependent activation of ATM is responsible for activation of Chk2,
which phosphorylates Cdc25A on Ser123 and promotes its ubiquitiny-
lation (45).

G2 This checkpoint presumably allows for repair of DNA that was damaged
in late S phase or G2 phase, and prevents damaged DNA from being
segregated into daughter cells. It depends on the inhibition of cdc2
kinase activity, which is activated by phosphorylation at Thr161 by
Cdk-activating kinase (CAK) and dephosphorylation on Tyr15 and 
Thr14 by Cdc25C phosphatase. DNA-damage-dependent stimulation
of ATM/ATR activates Chk1 and/or Chk2, which phosphorylate
cdc25C on Ser216. This creates a binding site for the 14-3-3 proteins,
and results in nuclear export of cdc25c and its retention in the cytoplasm.
Nuclear cdc2 remains phosphorylated in the absence of cdc25C and 
cells are arrested in the G2 phase. ATM/ATR also phosphorylates and
stabilizes p53, causing up-regulation of 14-3-3, GADD45 and p21 
proteins, thus increasing the cytoplasmic retention of cdc25C and 
inhibition of the cdc2–cyclin B complex. In addition, p53 represses 
the transcription of cdc2 and cyclin B (3,4,7,46,47).

(Continued)



are consistent with early demonstrations that p53-mediated apoptosis does not necessarily
involve new protein synthesis (23).

Two p53 related genes—p63 and p73—have been discovered (24,25). As might be
predicted, both proteins share considerable homology and functional similarities with
p53 (26). p73, similarly to p53, is also regulated by DNA damage resulting in apoptosis,
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Table 2 (Continued )

Checkpoints Description

M This checkpoint controls mitotic spindle and metaphase-anaphase transition.
Mitotic entry is associated with chromosome condensation, formation
of the mitotic spindle, and activation of the anaphase-promoting complex
(APC) responsible for initiation of the physical separation of sister 
chromatids during anaphase. If chromosomal errors occur mitotic
spindle may not form and/or APC may not be activated. Cells arrested
in M phase can decondense their chromosomes and return to G2 phase
before re-entering M phase, perhaps allowing for better access of
DNA repair machinery to the lesions (48).

Fig. 3. A comprehensive model of DNA damage response. The expression of proteins involved
in DNA damage responses (repair, checkpoint, apoptosis) is regulated by the physiological signal-
ing mediated by a ligand (L) binding to a receptor (R). It can be further modified by the mecha-
nisms induced by DNA damage (post-translational modification, [e.g., phosphorylation]). DNA
repair and checkpoint activation work together to fix the problem (DNA damage) and prevent
apoptosis. However, extensive DNA damage may not be efficiently repaired. As a result, unrepaired
lesions trigger pronounced death-signaling pathways in the nucleus. Signals of this magnitude can-
not be inhibited in the cytoplasm by the antiapoptotic Bcl-2 family proteins, resulting in the release
of cytochrome c from mitochondria, activation of caspase-3 and apoptosis.



albeit using a pathway distinct from that of p53. p73 is phosphorylated by c-Abl, which
leads to the accumulation of p73 and apoptosis (27–29). Interestingly, in response to
DNA damage p53 may require p63 and p73 to activate promoters of apoptotic genes
such as Noxa and Bax. Therefore, it is conceivable that p53, p63, and p73 work in con-
cert to induce apoptosis after genotoxic treatment (30).

In addition to the p53 family members, other proteins can regulate apoptotic response
to DNA damage. Mismatch repair (MMR) proteins function to repair DNA lesions,
which arise as a result of replication errors, and oxidative, alkylating or base cross-
linking damage (31). Mammalian cells have six MMR genes: MSH2, MSH6, MLH1,
PMS1, PMS2, and MSH3 (32). A role for the MMR system in eliciting apoptosis was
suggested by the observation of reduced sensitivity to cytotoxic DNA damaging agents
in MMR defective tumor cells (33). Conversely, overexpression of MMR led to apop-
tosis (34). The precise mechanism by which MMR mediates cell death remains unclear.
One unexpected link between MMR proteins and apoptosis comes from recent studies
of MBD4, a thymidine/uracil DNA glycosylase that interacts with MLH1 and Fas-
associated death domain protein (FADD), an adaptor protein bridging death receptors
with initiator caspases (35). MBD4 controls nuclear export of FADD and affects Fas-
mediated apoptosis. Interestingly, p53 undergoes rapid stabilization and phosphoryla-
tion on Ser15 in MMR-proficient cells treated with DNA damaging agents (36,37). This
phenomenon may depend on the MLH1-PMS1 heterodimer. In addition, stabilization of
p73 and its nuclear localization in response to DNA damage was dependent on the inter-
action with PMS2 (38).

E2F family of transcription factors can not only coordinate progress through the cell
cycle, but also stimulate apoptosis (39). The latter function is mediated by sequestering
Mdm2 and stabilization of p53, and direct transcriptional activation of Apaf1 and p73.
E2F1 activity is directly modulated in response to DNA damage, for example Chk2 can
directly phosphorylate E2F1, which is important for DNA damage-dependent apoptosis.
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Table 3
Bcl-2 Family Members

Antiapoptotic Proapoptotic Description

Bcl-2 Bax An important site of activity of the Bcl-2 proteins
Bcl-xL Bak is the mitochondrial membrane. Following a variety
Bcl-w Bok of death signals, members of proapoptotic Bcl-2-
Mcl-1 Bcl-xS family members undergo certain modifications.
A1 Bad For example, Bax dimerizes, Bad is dephosphory-

Bid lated and Bid is cleaved. These modifications allow
Bik the proapoptotic Bcl-2-family members to trans
Bim locate to mitochondria and/or to heterodimerize

with the antiapoptotic members of the family.
Homodimerization (e.g., Bax–Bax) or hetero-
dimerization (e.g., Bcl-xL–Bad) is an essential
step for regulation of the release of cytochrome c
from mitochondria. Cytosolic cytochrome c
activates a proteolytic caspases cascade that leads
to apoptotic death (49,50).



2. Conclusions
In conclusion, although the role of p53 in DNA damage-induced apoptosis is well

established, our knowledge about other signaling proteins in the DNA lesion—caspase
axis is rather limited. Detailed information about this mechanism may be essential for
better protection of normal cells against endogenous and exogenous genotoxic agents.
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The Role of Proteasome in Apoptosis

Peter Low

Summary
The proteasome is an abundant multicatalytic enzyme complex that provides the main pathway

for degradation of intracellular proteins in eukaryotic cells. It was previously considered a humble
garbage collector, performing housekeeping duties to remove misfolded or spent proteins. Recent
findings also substantiate a pivotal role of the proteasome in the regulation of apoptosis.
Polyubiquitin conjugation of key pro- and antiapoptotic molecules targets these proteins for protea-
somal degradation. Moreover, regulators of apoptosis themselves seem to have an active part in the
proteolytic inactivation of death executors.

Proteasome inhibitors induce apoptosis in multiple cell types, whereas in other they are relatively
harmless or even prevent apoptosis. The knowledge about the involvement of the ubiquitin–protea-
some system in apoptosis is already clinically exploited, because proteasome inhibitors are being
tested as experimental drugs in the treatment of cancer and other pathological conditions, where
manipulation of apoptosis is desirable.

This chapter reviews the ubiquitin–proteasome system, highlighting the processes of apoptosis in
which this pathway plays an important regulatory role and explains how the inhibitors of the proteasome,
as well as substrate specific E3 ubiquitin ligases, might be used as new classes of anticancer drugs.

Key Words: Ubiquitin; proteasome; caspases; proteolysis.

1. Introduction
Apoptosis, a type of programmed cell death, is central to the development and

homeostasis of metazoans. During development, apoptosis is used to sculpt or completely
remove tissues (1). Moreover, at later stages of development and during adult life, it is
of central importance for the elimination of superfluous or harmful cells in a highly regu-
lated manner. Not surprisingly, therefore, malfunction or dysregulation of this fundamental
process can cause various diseases, ranging from autoimmune and immunodeficiency
diseases to neurodegenerative disorders and cancer. In fact, every immunological or
oncological disease can be traced to defects in apoptosis, thus generating a great interest
and urgency in the understanding of mechanisms underlie apoptosis signaling. Since the
concept of apoptosis was established in 1972 (2), research efforts have identified hundreds
of genes that control the initiation, execution, and regulation of apoptosis in several
species (3).

The ubiquitin–proteasome system is the main nonlysosomal route for intracellular
protein degradation in eukaryotes. Recent findings also substantiate a pivotal role of this
proteolytic pathway in the regulation of apoptosis. Regulatory molecules that are
involved in programmed cell death have been identified as substrates of the proteasome
(4). This chapter provides a brief summary of the ubiquitin–proteasome system and
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highlights processes of apoptosis in which this pathway plays an important role and
finally discuss new therapeutic approaches for some human diseases that are linked with
dysregulated apoptosis.

2. The Ubiquitin–Proteasome System for Protein Degradation
Nearly all proteins in mammalian cells are continually being degraded and replaced

by de novo synthesis. The rates of degradation of individual cell constituents vary
widely, with half-lives ranging from 10 min to several days or weeks. Degradation is
also a means of eliminating misfolded, damaged, or mutant proteins with abnormal con-
formations whose accumulation might be harmful to the cell (5).

Lysosomal and proteasomal degradation are the two major pathways for cellular protein
turnover. Cell surface proteins that are taken up by endocytosis are degraded in the lyso-
some. Lysosomal degradation accounts for 10 to 20% of normal protein turnover. However,
the bulk of cellular proteins (80%) is degraded by the proteasome in the cytoplasm and
nucleus after being tagged with ubiquitin. Many apoptosis regulatory proteins have been
identified as target substrates for ubiquitylation. In addition to being targets for ubiquity-
lation, some of them exhibit ubiquitin ligase activity (6).

2.1. Ubiquitin

Proteins become tagged with ubiquitin polypeptides during ubiquitylation, which
targets them for degradation by the proteasome. Ubiquitin is a small, 8.6-kDa globular
protein present in all studied eukaryotic cells. It is coded either as polyubiquitin or as
ribosomal fusion proteins. It is a highly conserved protein, amino acid sequence of the
yeast and human ubiquitin differs only in 3 out of 76 amino acids (7). Ubiquitin is
covalently attached to substrates by an isopeptide bond between its C-terminal glycine
and an -amino group of substrate (or another ubiquitin) lysine residue (8). Classically,
a chain of ubiquitins is formed as several ubiquitin molecules are processively added
to the K48 of the preceding ubiquitin (see Fig. 1). Three enzymes mediate ubiquitin
conjugation: In most organisms, a single E1 enzyme (ubiquitin-activating enzyme,
UBA) becomes covalently linked to free ubiquitin through the C-terminal residue of
ubiquitin, G76, in an energy-dependent manner. The activated ubiquitin is subsequently
transferred to a cysteine on an E2 enzyme, (ubiquitin-conjugating enzyme, UBC, of
which there are approx 100 in humans), which all contain a characteristic UBC
domain. Finally E3 ubiquitin ligases (approx 500 in humans) recruit the ubiquitin-charged
E2 to a substrate and the ubiquitin is transferred directly to the substrate (9) (see Fig. 1).
The E3 ubiquitin ligase binds to specific protein substrates and promotes the transfer
of ubiquitin from a thioester intermediate to amide linkages with proteins or polyubi-
quitin chains. E3 ubiquitin ligases can be classified into three major types based upon
their domain structure and substrate recognition. The first class is the “N-end rule”
ubiquitin ligases that target protein substrates bearing specific destabilizing N-terminal
residues including Arg, Lys, His (type 1), Phe, Trp, Leu, Tyr, Ile (type 2), and Ala, Thr,
Ser (type 3) (10).

The second group of E3 is the HECT (homology to E6AP C-Terminus) domain family.
The first member of this family is E6-AP (E6-associated protein) that in association
with oncoprotein E6 promotes p53 ubiquitylation and degradation (11). The HECT E3
ligases contain an approximately 350-amino-acid C-terminal region homologous to that
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of E6-AP with a conserved active site cysteine residue, through which HECT domain
E3s form thioester intermediates with ubiquitin. The N-terminal regions are highly vari-
able and may be involved in substrate recognition (12).

The third and the largest type of E3 ligase is the really interesting new gene (RING)
family, containing a classic C3H2C3 or C3HC4 RING finger domain (13). This domain
has four pairs of metal binding residues with a characteristic linear sequence of Cys-X2-
Cys-X9-39-Cys-X1-3-His-X2-3-Cys/His-X2-Cys-X4-48-Cys-X2-Cys, where X can be any
amino acid, although there are distinct preferences for particular types of amino acid at
a particular position. The RING finger domain binds to two zinc atoms per molecule in
a crossbraced system, where the first and third pairs of cysteines/histidine form the first
binding site and the second and forth pairs of cysteines/histidine form the other. Almost
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Fig. 1. The ubiquitylation cascade. Ubiquitin (Ub) is attached to substrates by an isopeptide
bond between a substrate (or ubiquitin) lysine residue and the C-terminal glycine of ubiquitin.
In most organisms, a single E1 enzyme becomes covalently linked to free ubiquitin through the
free C-terminal residue of ubiquitin in an energy-dependent manner. The activated ubiquitin is
subsequently transferred to a cysteine on an E2 ubiquitin-conjugating enzyme. E3 ligases recruit
the ubiquitin-charged E2 to a substrate and the ubiquitin is transferred directly to the substrate.
In some cases, an E4 might be required to promote polyubiquitylation. Substrates that are
monoubiquitylated, multimonoubiquitylated or polyubiquitylated with chains linked through a
ubiquitin lysine residue other than K48 are not degraded, and such modification might result in
a change in the activation state of the protein or its localization. Substrates that are polyubiqui-
tylated by a K48-linked chain of four or more ubiquitins are rapidly recruited to the proteasome
and degraded. This process can be opposed by the action of deubiquitylating enzymes (DUB),
which remove ubiquitin from substrate proteins, thus stabilizing them.



all RING-containing proteins have the E3 ubiquitin ligase activity towards themselves
as well as other protein substrates (14,15).

The E3 ubiquitin ligases can exist and act as single peptides, examplified by Mdm2
and XIAP, or as multiple component complexes, such as SCF (Skp1-Cullin-F box protein)
and anaphase promoting complex (APC). Through the covalent modification of a vast
repertoire of cellular proteins with ubiquitin, E3 ubiquitin ligases regulate almost all aspects
of eukaryotic cellular functions or biological processes, including cell-cycle progression,
signal transduction, transcription regulation, DNA repair, endocytosis, transport, deve-
lopment, and, in pathological situations, oncogenesis. Importantly, E3 ligases determine
the specificity of protein substrates through a specific E3-substrate binding and by this
they define the specificity of the proteasomal degradation.

Substrates that are polyubiquitylated by a K48-linked chain of four or more ubiqui-
tins are rapidly recruited to the proteasome and degraded. In some cases, an E4 (multi-
ubiquitin chain-assembly factor) might be required to promote polyubiquitylation (16)
(see Fig. 1). This process can be opposed by the action of deubiquitylating enzymes
(DUB, formerly UCH, ubiquitin carboxy-terminal hydrolase), which remove ubiquitin
from specific substrates, thus stabilizing them (17).

Substrates that are monoubiquitylated, multimonoubiquitylated or polyubiquitylated
with chains linked through a ubiquitin lysine residue other than K48 (K29 or K63) are
not degraded, and such modification might result in a change in the activation state or
localization of the protein (18) (see Fig. 1). Examples for such proteolysis-independent
functions are ubiquitin-dependent endocytosis, transcriptional control, DNA repair,
kinase activation, trafficking and other non-proteolytic activities (19).

2.2. The 26S Proteasome

The 26S proteasome is a 2.4-MDa multifunctional ATP dependent proteolytic com-
plex. It consists of a proteolytic core particle, the 20S (720 kDa) proteasome, sand-
wiched between two 19S (890 kDa) “cap” regulatory complexes (20). These complexes
associate together in an ATP-dependent manner (21). Core particle may also associate
with the interferon- (IFN- )-induced heptameric ring 11S complex (22), which is
believed to stimulate production of antigenic peptides by proteasomes (23) (see Fig. 2).

2.2.1. The 20S Core Particle

The core structure of the proteasome is referred to as the 20S proteasome, according
to its sedimentation rate (24). The 20S proteasome is present in all three domains of life:
archaea, bacteria and eukarya. The 20S proteasome is a hollow cylindrical particle con-
sisting of four stacked rings. In eukarya, each outer ring is composed of seven different

subunits ( ring), whereas each inner ring is composed of seven different subunits
( ring) (see Fig. 2) (25). Each ring contains three different proteolytically active sites
(on 1, 2, and 5 subunits). All these active sites face the inner chamber of the cylin-
der, and the only way for substrates to access this chamber is through the gated chan-
nels in the rings (26), which are too narrow to be traversed by tightly folded globular
proteins (27). Moreover, these channels are completely closed in the free 20S protea-
somes. Thus, in contrast to the majority of other proteases that have easily accessible
active sites, proteasomes have active sites that are confined to the inner cavity of the 20S
core, thereby preventing uncontrolled destruction of cellular proteins.
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Eukaryotic core particles contain six active sites, three on each of its two central 
rings, and these proteolytic sites differ in their specificities (see Fig. 2). Two of them,
termed “chymotrypsin-like,” cut preferably after hydrophobic residues and have their
catalytic residues located on the 5 subunits. Two sites, located on 2 subunits, are
“trypsin-like” in cleaving after basic amino acids. The two remaining sites, located on

1 subunits, split peptide bonds preferentially after acidic residues (28,29). These latter
sites were traditionally termed “peptidyl glutamyl peptide hydrolase.” However, it has
been found that they cleave after aspartic acid residues faster than after glutamates, and
therefore it was suggested that these sites be called “postacidic” or “caspase-like” (30).
These names indicate only general similarities to the substrate specificities of “classical”
proteases, nevertheless they do not imply any similarity in catalytic mechanisms or
physiological functions. The specificities of the proteasome’s active sites are actually
broader than reflected by their names.
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Fig. 2. The structure of the proteasome. The 26S proteasome is a multicatalytic ATP depend-
ent proteolytic complex. It consists of a proteolytic core particle, the 20S proteasome, sand-
wiched between two 19S regulatory complexes. These complexes associate together in an
ATP-dependent manner. 19S regulatory complexes consisting of a base and a lid, control the
access of substrates into the proteolytic core. Proteasomes cut polypeptides at multiple sites,
generating peptides with an average size of six residues. During this process the undegraded
ubiquitin molecules are released by 19S particles for reuse in degradation of other substrates.
Core particle may also associate with a heptameric ring 11S complex, which is believed to stimulate
production of antigenic peptides by proteasomes.



2.2.2. Regulatory Complexes of Proteasome

2.2.2.1. THE 19S REGULATORY COMPLEX

19S regulatory complexes control the access of substrates into the proteolytic core.
Each 19S particle consists of a base and a lid (20,31). The lid, which contains at least
nine polypeptides, is believed to bind to the polyubiquitin chain with high affinity and
to cleave it away from the substrate. The base, which associates with the 20S particle,
consists of eight polypeptides including six homologous ATPases of the AAA (ATPases
Associated with a variety of cellular Activities) family (32). These ATPases interact
directly with rings of the 20S core particle resulting in the ATP-dependent opening of
the channel in the rings (33), which allows polypeptides access into the proteolytic
chamber of the 20S particle.

ATPases of the 19S complexes are also likely to unfold the polypeptide and catalyze
its translocation into the 20S proteasomes. Proteasomes cut polypeptides at multiple
sites without releasing of polypeptide intermediates, thus generating peptides which
range from 3 to 22 residues in length with an average size of 6 residues (30). During
this process the undegraded ubiquitin molecules are released by 19S particles for reuse
in degradation of other substrates.

2.2.2.2. THE 11S REGULATOR

The 20S proteasome can also bind to 11S regulators, which only exist in higher
eukaryotes. The 11S regulator does not enable the 20S proteasome to degrade intact
proteins or ubiquitylated proteins. Rather, it enhances the degradation of peptides by the
20S proteasome, or enlarges the peptide repertoire in an ATP- and ubiquitin-independent
fashion (34). Moreover, the 11S regulator is drastically induced by IFN- . It is thus
speculated that the 11S regulator is evolved to meet the need of antigen processing.
Possibly, the 19S and 11S regulators attach to the 20S proteasome on each end, and such
a structure might allow the proteasome to degrade proteins like the 26S, and generate
short peptides in an 11S-regulated way. The physical existence of such a 19S/20S/11S
entity, now termed “the hybrid proteasome,” has recently been proven (22) (see Fig. 2).

3. Proteasome Function in Apoptosis
The ubiquitin-proteasome system plays a complex role in the regulation of apoptosis

(35,36). Apoptotic signaling pathways can be divided into two main routes, the death
receptor (or extrinsic) pathway and the mitochondrial (or intrinsic) pathway, each of
which involves the activation of specific initiator caspases such as caspase-8 and
caspase-9, respectively (see Fig. 3). Both routes eventually converge at the level of
caspase-3 activation. When apoptosis is invoked in response to an extrinsic or intrinsic
signal, proapoptotic proteins (like Bcl-associated X protein (Bax) and caspases) are
activated, synthesized, or translocated, and/or antiapoptotic proteins such as apoptosis
inhibiting factor (AIF) and B-cell lymphoma 2 [Bcl-2]) are inactivated or destroyed.
The ubiquitin-proteasome system is deeply involved in these processes, being able to
degrade caspases, Bcl-2 family members, p53, I B, and IAPs (4,37).

Although, ubiquitylation is a reversible process and enzymes that remove ubiquitin
from substrates (DUBs) might have key regulatory roles (see Fig. 1), proteasomal protein
degradation is irreversible and is therefore ideally suited for controlling unidirectional
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cellular pathways such as cell death. The proteasome is well placed to modulate the
decision as to whether or not to undergo apoptosis, as both pro- and antiapoptotic
proteins may be degraded by the proteasome. Proteasomal inhibition changes the cell
susceptibility to apoptogenic stimuli, though the effect may be either positive or negative
in a cell-type dependent manner (38).

Mono- and multiubiquitylation have different effects on the fate of a protein as it
is described above. In the following sections the functional consequences of the two
kinds of modifications are discussed in connection with their protein targets involved
in apoptosis.

3.1. Multiubiquitylation

3.1.1. IAPs

Inhibitor of apoptosis (IAP) proteins were first identified as viral products that were used
by baculoviruses to inhibit defensive apoptosis of host cells and thereby provide the virus
with more time to replicate. The IAP family members inhibit apoptosis by inactivating and
degrading proapoptotic proteins and represent the only known subset of apoptosis-signaling
molecules that contain E3 ligase activity (39). Membership of the IAP family requires the
presence of one or more characteristic baculoviral IAP repeat (BIR) motifs and the ability
to suppress apoptosis. In contrast to Bcl-2 family proteins, which can inhibit only the mito-
chondrial branch of apoptosis, the IAPs can block both the intrinsic and extrinsic pathways.
A principal function that requires the BIR motif(s) of IAPs is their ability to be regulated
by binding upstream regulatory molecules (like Smac/DIABLO family of proteins), as well
as to bind and reversibly inhibit specific downstream caspases. In addition, many IAPs have
a carboxyterminal motif, such as a RING-finger-domain, that functions as ubiquitin ligase
or a ubiquitin-conjugating (UBC)-domain, that is implicated in the process of ubiquitin
conjugation (40). The combination of BIR-mediated regulation and inactivation and RING-
mediated destruction of proteins is central to the role of the IAP family in pro- and antiapop-
totic decisions (see Fig. 3).

X-linked inhibitor of apoptosis (XIAP), cIAP1 and cIAP2 can also block caspases by
binding to activated caspase-3, caspase-7 and caspase -9, thereby inhibiting their activ-
ities (41). They can also interact with procaspase-9 and prevent its activation by apop-
totic stimuli (42).

IAPs C-terminal motif is functionally linked to ubiquitin/proteasome-mediated proteo-
lysis. The BIR-repeat-containing ubiquitin-conjugating enzyme (BRUCE), a giant (528 kDa)
IAP from mice harbors a UBC domain near its carboxyl-terminus and can form a covalent
adduct (thioester) with ubiquitin in vitro, which indicates that this protein possesses ubiquitin-
conjugating activity (43). Other IAPs, including XIAP, cIAP1, and cIAP2, have the RING-
finger domain of E3 ubiquitin ligases at their carboxyl-terminus (44). In response to apoptotic
stimuli, XIAP and cIAP1 undergo RING-domain dependent autoubiquitylation in vitro and
in vivo, and are degraded in a proteasome-dependent manner (45). XIAP can act as an
ubiquitin-ligase for activated caspase-3 protease and promote its proteasomal degradation
in living cells. Both the RING-finger domain of XIAP and the association of XIAP with
caspase-3 are essential for caspase-3 ubiquitylation (46).

Inhibition of caspase ubiquitylation activity of IAP during apoptosis depends on
intermembrane space mitochondrial proteins. Binding of upstream regulatory molecules
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to the N-terminal BIR domains of XIAP, cIAP1 and cIAP2 to prevents IAPs to bind
caspases, stimulates their autoubiquitylation and degradation (45,47,48).

3.1.2. Bcl-2 Family Proteins

The Bcl-2 family of proteins comprises both antiapoptotic and proapoptotic members
and has a pivotal role in controlling programmed cell death by regulating mitochondrial
integrity and mitochondria-initiated caspase activation (49). The Bcl-2 family of proteins
is defined by sequence and structural homology to the Bcl-2 homology (BH) domain
(50). The C-terminal transmembrane region of the Bcl-2 protein functions to target these
proteins to the mitochondrial outer membrane or endoplasmic reticulum (ER). The
consequence of the membrane integration of proapoptotic members is the disruption of
mitochondrial physiology: cytochrome c release, loss of mitochondrial membrane
potential, and calcium release through the pores formed in the membrane (51). On the
contrary, relocalization of antiapoptotic members protects mitochondrial integrity by
preventing these changes. Proteasomal degradation of proapoptotic Bcl-2 family members,
such as BH3-interacting-domain death agonist (Bid) and Bax, can rescue the cell from
suicide (52–54) (see Fig. 3).

3.1.3. NF- B cascade

NF- B was initially identified as a nuclear transcription factor binding to the B site
of the intrinsic promoter of the light chain of immunoglobulins. NF- B is an inducible
transcription factor of the Rel family (55). NF- B exists in several dimeric forms, but
the p50/p65 heterodimer is the predominant one. All heterodimers are sequestered in the
cytoplasm by binding to inhibitors of the NF- B (I B) family of proteins that function
to mask the nuclear localization signal of NF- B. Upon activation of various upstream
antiapoptotic or prosurvival signals, I B undergoes phosphorylation by the I B kinase
(IKK) complex (56). Phosphorylated I B is recognized by the -transducin repeat
containing protein ( -TrCP) which promotes I B ubiquitylation by the E3 ubiquitin
ligase, SCF (57). This results in proteasome mediated degradation of I B (see Fig. 3).
The free NF- B then enters the nucleus and binds to its target sites ( B sites in the
DNA), to initiate transcription of exceptionally large number of genes.

In addition to the activation of NF- B, ubiquitin–proteasome system has two other
targets in this pathway. Precursor protein of one of the NF- B subunits is much larger
(105 kDa) than the mature functional protein, p50. Post-translational processing of the
precursor is brought about by an ubiquitin–proteasome-dependent reaction. Processing
results in the complete degradation of the carboxy-terminal domains of the precursors,
whereas the amino-terminal transcription-factor domains are left intact (55,58,59).
Ubiquitylation, on the other hand, is essential for the activation of I B kinase (IKK).
This activation requires the assembly of K63-linked multiubiquitin chains, which are
catalyzed by the RING-finger protein tumor necrosis factor (TNF) receptor-associated
factor 6 (TRAF6), together with the heterodimeric Ubc13/Uev1A ubiquitin-conjugating
enzyme complex (also known as TRAF6-regulated IKK activator 1, TRIKA1) (60).

In most cells, NF- B activation protects from apoptosis, through the induction of sur-
vival genes. These include inhibitors of apoptosis molecules (cIAP1, cIAP2, and XIAP)
and Bcl-2. Induction of these genes has been known to be involved in a number of
diseases including cancer, AIDS, and inflammatory disorders. An approach to preventing
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NF- B activation is to inhibit proteasome activity, which stabilizes I B and increases
the susceptibility of malignant cells to chemotherapeutic agents or other cellular stresses,
such as ionizing radiation (61).

3.1.4. p53 and MDM2

The p53 tumor suppressor protein is one of the best-known proapoptotic proteins
operating at the level of transcription (62). It is maintained at low levels by constant
ubiquitylation and proteasomal degradation. In response to intrinsic stressors—such as
chemical- or radiation-induced DNA damage, hypoxia, and oncogene activation—
ubiquitylation of p53 is inhibited through diverse pathways, depending on the nature of
the stimulus and cell type. This leads to the accumulation of p53, which induces cell-cycle
arrest and/or apoptosis to prevent cells from transformation. Wild-type p53 promotes
the expression of Mdm2 (murine double minute 2), an E3 ubiquitin ligase for p53
which, in turn, ubiquitylates p53 and targets it for rapid degradation by the proteasome,
so creating an efficient regulatory feedback loop (63) (see Fig. 3). Mdm2 was first iden-
tified as the gene responsible for the spontaneous transformation of an immortalized
murine cell line BALB/c 3T3 (64).

Many studies have indicated that defects of the p53 system are present in most, if not
all, human tumor cells (65). Using proteasome inhibitors to attack cancers that over-
express MDM2 (and therefore inactivate p53) might be a good approach to salvaging
the p53 regulatory cascade and inducing apoptosis of these tumor cells. It is conceivable
that new chemotherapeutic agents based on these studies will be generated in the not-
so-distant future (66).

3.1.5. Cell-Cycle Control

Proliferative and apoptotic pathways are stringently counterbalanced, and the cell-
cycle checkpoint regulator p53 is probably the most prominent, but certainly not the
only, cell-cycle regulator that operates in apoptotic pathways. The eukaryotic cell cycle
is precisely coordinated by the interaction of short-lived regulatory proteins named
cyclins with cyclin-dependent kinases (CDKs). Different cyclins act at different stages
of the cell cycle. Cyclin D and cyclin E act during the G1 (gap) phase, cyclin E and
cyclin A during the S (DNA synthesis) phase, and cyclin A and cyclin B during mitosis
(67). Cyclin levels vary throughout the cell cycle, and their rapid degradation by the
proteasome is essential for cell-cycle progression (68) (see Fig. 3). We are only just
beginning to understand the mechanisms by which these cell-cycle regulatory proteins
affect apoptosis. Notably, modulation of proteasome mediated degradation of cyclins
and CDKs frequently interferes with apoptosis (69).

In terms of the ubiquitylation machinery, the targeting for turnover of cell-cycle
regulatory proteins seems to be mediated through two distinct alternative strategies:
activation of the target itself or activation of the E3 enzyme that transfers ubiquitin to a
particular class of target. The former strategy allows for selectivity that is dependent on
the regulatory context of individual target molecules, whereas the latter strategy allows
for concerted and total destruction of populations of target molecules at particular points
in the cell cycle. Most commonly, target activated destruction, in the context of the cell
cycle, is carried out by a class of protein–ubiquitin ligase that is known collectively as
SCF (for Skp1/Cullin/F-box protein) (70). Alternative forms of another E3 ligase—that
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is known as the anaphase-promoting complex/cyclosome (APC/C)—are themselves
activated through signaling pathways that are intrinsic to the cell cycle (71). Rapidly
proliferating cells, whether they are progenitor cells or cancer cells, generally show
increased levels of expression of proteasome subunits (72–74).

In addition to binding with an appropriate cyclin, activation of mammalian CDKs
also requires dephosphorylation by a specific member of the CDC25 phosphatase
family. The proteasome has also been implicated in regulating the stability of CDC25s
during cell-cycle progression (75–77). The interplay among CDKs, cyclins and CDC25s
is highly regulated and includes feedback-loop mechanisms and the activity of CDK
inhibitors such as p21 (also known as CIP1 and WAF1) and p27 (also known as KIP1)
which are also degraded by the proteasome (78). Inhibition of proteasome-mediated
degradation arrests cells in G1 (79–81), late S (82), and G2/M phase of the cell cycle (83).
If this inhibition were specific to or preferentially targeted neoplastic cells, the differential
effect could potentially be clinically relevant.

3.1.6. Caspases

Caspases (which are so-named as they are cysteine proteases that cleave after an
aspartate residue in their substrates) are the central components of the apoptotic
response (6). Caspases form a conserved family of enzymes that irreversibly commit a
cell to die. Although the first caspase, interleukin-1 -converting enzyme (ICE; also
known as caspase-1), was identified in humans, the critical involvement of caspases in
apoptosis was discovered in the nematode worm Caenorhabditis elegans, in which the
indispensable gene ced-3 (cell-death abnormality-3) was found to encode a cysteine
protease that closely resembles the mammalian ICE (84). Since then, at least 14 distinct
mammalian caspases have been identified, of which 11 were identified in humans (85).
Over the past decade, many key events in caspase regulation have been documented at
the molecular and cellular level (86).

Precursors of caspases (procaspases) are constitutively expressed, but can be rapidly
activated by a specific inducer. On the other hand, NF- B can inactivate caspase-8 (e.g.,
in response to TNF stimulation) (87) (see Fig. 3). In malignant cells, caspase activation
might be desirable to promote apoptosis. As inhibition of proteasome activity would
prevent the activation of NF- B, potentiate caspase activity and induce apoptosis in
tumor cells.

3.2. Monoubiquitylation

3.2.1. Histones

The role of the ubiquitin-proteasome system is involved in transcription control (88).
The fundamental unit of eukaryotic chromatin—the nucleosome—consists of genomic
DNA wrapped around an octamer of the conserved histone proteins H2A, H2B, H3, and
H4. Post-translational modifications of C-terminal-tail domains of histones modulate
chromatin structure and gene expression (89). The first monoubiquitylated protein to be
described was H2A (90). Later studies revealed the monoubiquitylated form of H2B
(see Fig. 3). This modification, which did not lead to the degradation of the histones,
was demonstrated to be crucial in maintaining the chromatin in its transcriptionally
active form. Recently, an interesting connection between H2A deubiquitylation and
stress stimuli in human lymphocytes and breast carcinoma cells was observed (91).
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3.2.2. Caspases

Recent findings indicate that IAPs regulate not only their own levels, but also those
of other substrates such as caspases (92). In vitro ubiquitylation assays have shown that
cIAP2 monoubiquitylates caspase-7 and caspase-3, whereas all other caspases tested
did not undergo monoubiquitylation (see Fig. 3). The cIAP2 RING-finger motif itself
seems to be sufficient to promote this substrate specificity. However, the functional
consequences of this modification are currently undefined.

4. Targeting the Ubiquitin–Proteasome System for Therapy
After the release of the sequence of the human genome, it became quickly evident

that the proteome is several orders of magnitudes larger than originally speculated, and
that many diseases are caused by post-translational modification. Thus, today’s efforts
in biomedical research are primarily focused on the proteomic challenge. It is a delicate
network of thousands of proteins and their interactions in the human cell are tightly
regulated; imbalances in this network lead to diseases like cancer and various genetic
disorders. The proteasome and its upstream system of ubiquitin-conjugating enzymes is
responsible for 80% of the cell’s protein degradation, and thereby has a major role in
cellular homeostasis.

An ideal cancer target plays an essential role in carcinogenesis and/or in inhibition of
apoptosis or inhibition of its expression or activity induces apoptosis in cancer cells. Last
but not least it should be expressed at a very low level in normal cells so its inhibition
would have a minimal effect on normal cell growth and function (93). The fact that the
proteasome is crucial for the execution of many normal cellular functions indicates that it
would be difficult to use it as a target for chemotherapy and yet maintain a tolerable thera-
peutic index. However, empirical findings indicate that many types of actively proliferating
malignant cells are more sensitive to proteasome blockade than noncancerous cells. One
aspect of this differential susceptibility is that many types of malignant cells rapidly pro-
liferate and have one or more aberrant cell-cycle checkpoints. Therefore, these cells might
accumulate defective proteins at a much higher rate than normal cells, which increases
their dependency on the proteasome as a disposal mechanism.

4.1. Proteasome Inhibitors

Proteasome forms a new class of proteolytic enzymes called threonine proteases.
Unlike any other protease, all the proteolytic sites inside proteasome utilize N-terminal
threonines of subunits as the active site nucleophiles. Each of the proteolytic activities
of the proteasome can be inhibited independently. Several recent reviews detailing the
properties and mechanisms of action of proteasome inhibitors are available (94,95).
Inhibition of all active sites is not required to significantly reduce protein breakdown.
In fact, inhibition of the chymotrypsin-like site (located on the 5 subunits) causes a
large reduction in the rates of protein breakdown (96), and therefore most new inhibitors
were designed to block it. In contrast, inactivation of trypsin-like or caspase-like sites
had little effect on overall proteolysis. Proteasome inhibitors might be natural or synthetic,
and five important classes of proteasome inhibitors exist: peptide aldehydes, peptide
vinyl sulphones, peptide boronates, peptide epoxiketones and -lactones. However, at
present, only two compounds are in clinical development because of their antineoplastic
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(pyrazylcarbonyl-Phe-Leu-boronate, PS-341, bortezomib, Velcadeí [Millennium
Pharmaceuticals]) (97) and anti-inflammatory (a lactacystin derivative, PS-519, also
known as MLN519) properties (61) (see Fig. 4). Human multiple-myeloma cells were
found to be more susceptible than normal peripheral-blood mononuclear cells to growth
inhibition and apoptosis that is induced by treatment with the proteasome inhibitor
bortezomib (98). A tolerable and efficacious dose and schedule of bortezomib in
myeloma was defined in phase I and II studies (99,100). Bortezomib has been safely
administered as cyclical therapy (a usual cycle entails twice-weekly treatment for 2 wk
every 3 wk) for up to 13 cycles in patients with myeloma (101). Proteasome activity is
maximally inhibited 1 h after dosing, so the rest periods between dosing allows for
recovery of proteasome function (102). The ultimate result of inhibiting proteasome
activity is apoptosis, increased sensitivity and decreased resistance to standard
chemotherapy and radiation therapy. Much still remains to be learned about the exact
sequence of events and how these events are specific to a certain inhibitor and tumor
type (103).

4.2. New Class of Therapeutics: Substrate Specific E3 Ligases

E3 ubiquitin ligases play an essential role in regulation of many biological processes.
Furthermore, E3s are enzymes that determine the specificity of protein substrates for
targeted degradation via 26S proteasome. Upon those criteria they represent a class of
drugable targets for pharmaceutical intervention. Although further validation is needed
which requires a better understanding of biological functions of many E3 ligases, it has
become clear that some E3 ubiquitin ligases are promising cancer targets. Targeting a
specific E3 would have the potential to selectively stabilize specific cellular proteins
regulated by this E3, thus avoiding any unwanted effects on other cellular proteins. This
would, therefore, achieve a high level of specificity with less associated toxicity, in contrast
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lactacystin derivative, PS-519. Pharmacophores are bold.



with the general proteasome inhibitors. Three of the most promising E3s are the
Mdm2/Hdm2, IAPs, and SCF. These E3 ligases or their components are over-expressed
in many human cancers and their inhibition leads to growth suppression or apoptosis.

As described above for Mdm2, Hdm2 (human counterpart of Mdm2)—upon induction
by p53—binds to p53 and acts as an E3 ubiquitin ligase and rapidly degrades p53 (104).
Whereas Mdm2 is normally expressed at a low level, Hdm2 was found overexpressed via
gene amplification, increased transcription or enhanced translation in a variety of human
cancers, including breast carcinomas, soft tissue sarcomas, esophageal carcinomas, lung
carcinomas, glioblastomas, and malignant melanomas (105). Thus, targeting Hdm2 is a
promising approach to reactivate p53 to induce apoptosis in human cancer cells harboring
a wild type p53 (93).

IAP family proteins are characterized by containing one or several BIR domains that
are required for suppression of apoptosis. In XIAP, BIR3 (the third BIR domain)
potently inhibits the activity of the active caspase 9 whereas the linker region between
the BIR1 and BIR2 selectively targets active caspase 3 and 7 (106). In addition, some
RING containing IAPs, such as cIAP-2 and XIAP, may also inhibit apoptosis through
targeting caspase 3 for ubiquitin-dependent degradation (46). Consistent with their anti-
apoptotic function, IAPs, particularly survivin, were found overexpressed in most common
human cancers but not in normal, terminally differentiated adult tissues (107). In apoptotic
cells, the caspase inhibition by IAPs is negatively regulated by the apoptosis inducer
Smac/DIABLO. Smac physically interacts with multiple IAPs and relieves their inhi-
bitory effect on caspases 3, 7, and 9. Interestingly, the IAPs were recently found to promote
degradation of Smac themselves (108,109). Targeting IAP’s ubiquitin ligases could
therefore be a feasible approach to inducing cancer cell apoptosis or rendering cancer
cells susceptible to conventional cancer therapies by increasing cellular levels of caspases
and Smac (93).

The SCF complexes are the largest family of E3 ubiquitin ligases, consisting of Skp-1,
Cullins, F-Box proteins, and the ROC/Rbx/SAG RING finger protein (110).
Overexpression of SCF components has been found in many human cancers (e.g., breast
cancers [111], oral squamous carcinoma, small cell lung carcinoma, and prostate cancer.
Substrate specificity of SCF E3 ligases is determined by the F-Box proteins. In conse-
quence, a general inhibitor may not have a desired specificity against any particular SCF
complex.

Although targeting E3 ubiquitin ligases is still in its infancy, speedy approval of the
general proteasome inhibitor, bortezomib, for the treatment of relapsed and refractory
multiple myeloma suggests the promise of specific E3 inhibitors in anticancer therapy.
It is expected that E3 ubiquitin ligases will represent an important new target platform
for future mechanism-driven drug discovery (93).

4.3. Influencing Cell Survival

In an other set of human diseases even excessive apoptosis causes the problem. These
are neurodegenerative diseases such as Alzheimer’s disease, Parkinson’s disease, amyo-
trophic lateral sclerosis, and several hereditary diseases that are caused by extended
polyglutamine repeats (115–117). With regard to neurodegenerative diseases in particular,
the precise identification of distinct errors that occur during the interplay of proteasomal
function and neuronal apoptosis is certainly of great potential for devising specific
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treatments. Genetic data from various systems clearly indicate that there is a link
between proteasomal dysfunction and neuronal disorders (115,116). Moreover, an
increasing body of evidence supports a crucial role for the apoptotic system in the mani-
festation of many of the neurodegenerative diseases (117), although our knowledge
about the mechanisms that are involved in these disorders is still incomplete.

5. Implications and Future Directions
It is difficult to outline a single and clearly defined role of the ubiquitin–proteasome

system in apoptosis. Fortunately enough, rapidly proliferating cells with abnormal pheno-
types (i.e., cancer cells) are the most sensitive to the proapoptogenic action of protea-
some inhibitors, whereas normal cells are less sensitive or not sensitive at all, even when
they form highly proliferating populations such as bone marrow cells or epithelia. This
makes proteasome inhibitors very promising agents in cancer therapy, and they are
already used in clinical trials.

At present it is difficult to establish the exact reasons why some cells are sensitive to
proteasome inhibition and others are not. One mechanism is the rapid proliferation rate
of many tumors, which might make these cells more dependent on proteasomes to
remove increased number of misfolded or damaged proteins. Another more elegant
mechanism is that inhibition of proteasome activity might reverse or bypass some of the
effects of cell cycle or apoptosis checkpoint mutations that have caused the develop-
ment or maintenance of the cancerous phenotype.

As they have a role in the production of antigenic peptides, proteasome inhibitors
are also being studied as potential anti-inflammatory (for example, in arthritis, asthma,
multiple sclerosis, and psoriasis) and antiviral agents. Another area of future research is
the development of agents that target regulatory events occurring upstream from the
activated proteasome. These potential targets might control phosphorylation or ubiqui-
tylation of proteasome substrates and their regulators. The rewards of developing agents
that can specifically interfere with the E3 ligase system and its interaction with its sub-
strates will remarkably be high in the area of cancer treatment, given the need for a tight
regulation of oncogenic and tumor suppressing proteins. Thus, the understanding of the
complex ubiquitylation systems and its explicit interactions and mechanisms should
lead to more innovative cancer therapies that will offer the hope for better and perhaps
greater curative successes in malignant and other diseases.
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Summary
Infection with human immunodeficiency virus (HIV) is characterized by a progressive decrease in

CD4+ T-cell number with a consequent impairment of the immune response and the onset of opportunis-
tic infections and neoplasms. The mechanism responsible of CD4 T-cell depletion is mainly the induc-
tion of apoptosis, which can be activated by HIV through various pathways. In this chapter direct and
indirect mechanisms of HIV-induced apoptosis in infected and uninfected bystander cells are described.

Key Words: Apoptosis; HIV; T-lymphocytes; Env; Tat; Nef; Vpr.

1. Introduction
Human immunodeficiency virus (HIV) is a retrovirus that infects cells of the immune

system. Such infection is characterized mainly by a progressive decline in both func-
tionality and the number of CD4+ T-lymphocytes, thus resulting in the acquired immune
deficiency syndrome (AIDS), which leads to the onset of opportunistic infections, neo-
plasm, and ultimately death (1).

Viruses use different strategies to survive and to take advantage of the host. According
to the strategy used to live and multiply, viruses may be labeled as “hit and run” or “hit
and stay” viruses. Hit and run viruses are mainly cytolytic, destroying host cells with the
aim to infect as many individuals as possible. Viruses, which propagate through this strat-
egy, are influenza, rhinoviruses, and measles and are quickly cleared by the immune sys-
tem. By contrast, once inside a host, retroviruses and herpesviruses persistently stay (2).
HIV is a hit and stay virus which, after an acute phase, establishes a long period of latency
in which progeny viruses are produced but do not elicit an immune response (3,4).

In order to stay, HIV has developed different strategies to evade the host immune sys-
tem as rapid mutations, shedding of decoy antigens, modulation of host MHC class I mole-
cules, to avoid recognition of infected target cells by cytotoxic T-lymphocytes (CTLs), and
destruction of CTLs (5). However, the principal mechanism of immune evasion used by
HIV is the progressive destruction of both infected and uninfected bystander CD4+ T-
helper (Th) cells. To affect the Th population means to disconnect the whole immune sys-
tem, as Th cells play a central role in orchestrating the adaptive immune response. The cells
involved in the adaptive response, mainly B- and T-lymphocytes, recognize foreign mole-
cules via antigen-specific membrane receptors. Depending upon the type of infection, the
adaptive immune system mounts either a cell-mediated response, which is necessary to
eradicate intracellular microorganism infections, or a humoral immune response to target
and eliminate extracellular pathogens. After they have encountered the antigen associated



with major histocompatibility complex (MHC) molecules on the surface of an antigen pre-
senting cell (APC), T-helper cells coordinate this decision by secreting a typical pattern of
cytokines which influences one type of response or the other.

Moreover loss of CD4 T-cells has been associated with pathogenesis development.
This relationship was confirmed in animal models. In fact, HIV-infected chimpanzees
support viral replication, but they do not loose CD4 T-cells and do not develop AIDS,
whereas macaques infected with simian immunodeficiency virus (SIV) support both
viral replication and CD4 T-lymphocyte depletion and develop AIDS (6). Despite inten-
sive studies, several crucial questions remain to be addressed about the mechanisms by
which HIV infection induces the loss of CD4+ T-cells and the cause is likely to be multi-
factorial. Among the hypotheses to explain this phenomenon there is the impaired pro-
duction of T-cells by the thymus, homing of virus-specific T-cells to lymphoid tissues,
altered T-cell turnover and apoptosis of both infected and bystander CD4+ T-cells (7–9).
A number of evidence supports the concept that lymphocyte apoptosis is the main rea-
son of cell loss and is pivotal for disease pathogenesis (10–14).

Moreover, as apoptotic cells can be acquired from macrophages and dendritic cells
and presented to T-cells inducing tolerance rather than immunity, presentation of apop-
totic cells represents a further mechanism of immune evasion (15).

2. Structural and Functional Organization of HIV Genome
HIV-1 encodes three structural genes, gag (group-specific antigen), pol (polymerase),

and env (envelope) that are common to all replication-competent retroviruses. The product
of gag is translated from unspliced mRNA as a precursor poly-protein. This precursor is
cleaved by the viral protease (encoded by pol gene) into the structural proteins of the virion:
matrix (Map21), capsid (Cap24), nucleocapsid (NCp7), and several additional small
polypeptides, such as p1, p2, and p6, involved in the assembly and morphogenesis of
mature capsids. The pol gene also encodes a polyprotein, and it is expressed as a fusion pro-
tein with gag upon ribosomal frameshifting. The Gag-Pol polyprotein is also processed by
the viral protease. The cleavage of pol gives rise to three enzymes: protease, reverse tran-
scriptase, and integrase. Reverse transcriptase contains three enzymatic activities: RNA-
dependent DNA polymerase, RNAase H, and DNA-dependent DNA polymerase. Integrase
is responsible for integration of the viral DNA in the cellular chromosome. The env gene is
essential for viral binding and entry into the host cells. It encodes the precursor glycopro-
tein gp160, which is cleaved into a surface moiety gp120 and a transmembrane moiety
gp41. The surface glycoprotein is required for binding to cellular receptors, whereas the
transmembrane glycoprotein is responsible for the fusion with the cell membrane. In addi-
tion to the structural genes, HIV-1 also encodes six small open reading frames (ORFs). Two
of these are regulatory genes, tat and rev, encoding transactivator proteins essential for viral
replication. Tat is a transcriptional transactivator. Rev is a post-transcriptional transactiva-
tor that allows nuclear export of unspliced and singly spliced mRNAs encoding viral struc-
tural proteins. The remaining four small ORFs are also known as accessory genes and
include vif, vpr, vpu, and nef. The definition of accessory genes denotes the fact that they
are nonessential for virus replication in cell culture (16,17).

3. HIV Infection
HIV-1 enters target cells by direct fusion of the viral and target cell membrane. The

fusion reaction is mediated by the viral envelope glicoprotein (Env), the CD4 receptor,
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and the chemokine co-receptors CXCR4 and CCR5. The HIV Env consists of two non-
covalently associated subunits generated by cleavage of the gp 160 precursor into gp
120 and gp 41. Binding of gp 120 to CD4 alone does not trigger membrane fusion, but
causes conformational change in gp 120, which allows the binding to the chemokine
coreceptor and exposition of gp41 to promote membrane fusion.

HIV infects mainly T-helper cells, monocytes/macrophages, dendritic cells (DCs),
and microglial cells. This tropism is determined, at the level of viral entry, by the use of
CD4 as a primary receptor and of two different chemokine receptors as coreceptors,
thus establishing a strain-specificity. HIV R5 strain (M-tropic virus) uses the CC-
chemokine receptor 5 (CCR5) as coreceptor and can therefore infect macrophages, DCs
and memory T-cells, whereas HIV X4 strain (T-tropic virus) uses the CXCR4 as core-
ceptor and can infect both naive and memory T-cells and thymocytes (18–20). The tar-
get cells for viral infection change as the virus evolves to use different chemokine
coreceptors for entry. It appears that the transmissible HIV-1 strain is mainly the
nonsyncytia-inducing M-tropic strain of HIV-1 that uses CCR5 as a coreceptor. Hence,
the initial targets in infection are cells expressing CD4 and CCR5. As the disease pro-
gresses, in infected individuals, the virus acquires the ability to use the CXCR4 recep-
tor and hence to infect both naive and memory CD4 T-cells and to induce syncytia (21).
Therefore, HIV strains isolated from patients with AIDS are either capable of using both
CCR5 and CXCR4 or using only CXCR4. Intriguingly, DCs express both CD4 and
these chemokine receptors, even if immature DCs expresses high levels of CCR5 and
low levels of CXCR4, whereas mature DCs express high levels of CXCR4. Because
they encounter HIV at various tissue surfaces, migrate to lymphoid tissues, and interact
with T-cells, dendritic cells may be major carriers that allow HIV to gain access to the
lymphoid system (22,23).

Once internalized, HIV is uncoated and its RNA genome is reverse transcribed to a
double-stranded complementary DNA that, following the entrance into the nucleus
through the nuclear pores, is integrated into one of the chromosomes of the target cell
yielding the long terminal repeat (LTR)-flanked provirus. The LTR contains enhancer
and promoter sequences with binding sites for several transcription factors and a
polyadenylation signal. Once the provirus is newly transcribed into RNA, the RNA
nuclear transport moves the RNA out of the host nucleus toward the inner surface of the
cell membrane. Here protein synthesis occurs, followed by RNA packaging and virion
assembly before that budding or cell lysis allows the spread out of virions. In resting 
T-cells HIV adopts a state of proviral latency.

4. HIV-Induced T-Cell Apoptosis
Recent studies have emphasized that a chronic, generalized activation of the immune

system by HIV-1 is the prominent cause of CD4 T-cell depletion in HIV-infected
patients (24). This persistent activation of the immune system is caused by a high and
continuous virion production and results in an increased turnover of T-lymphocytes as
demonstrated by labeling with deuterate glucose the DNA of proliferating cells, in vivo,
in HIV-1 infected individuals (25). Further analyses have shown that HIV-1 infection
tends to increase the rate of activated CD4 T-cell death and proliferation and to increase
the rate of resting CD4 T-cell activation, but does not increase the fraction of activated
CD4 T-cell, consistent with their preferential loss in HIV-1 infected individuals. In con-
trast, HIV infection does not lead to an increase in proliferation or death rate of
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activated CD8 T-cells but does increase the fraction of activated CD8 T-cells, consistent
with these cells remaining in an activated state longer and undergoing more rounds of
proliferation than CD4 T cells (26).

It is unclear why HIV induces a nonspecific activation of lymphocytes in vivo, but
among the factors that can contribute to this process there are the dysregulation of
cytokine synthesis, resulting from a shift towards a Th 2 phenotype and the ability of
HIV to activate transcription programs (27).  Moreover, in humans the HIV-induced
immune activation is strongly predictive of disease progression and the lack of chronic
immune activation in HIV-infected chimpanzees correlates with their resistance to apop-
tosis (28). Generally, activation of the immune system results in an increased suscepti-
bility of activated cells to apoptosis induction. This process is fundamental to maintain
homeostasis and to induce the reduction of T-cell expansion following an antigen-driven
proliferative response (29).

CD4 T-lymphocytes from HIV-seropositive individuals exhibit enhanced sponta-
neous apoptosis and activation-induced apoptosis ex vivo compared with lymphocytes
isolated from HIV-seronegative individuals (30). However, this is not merely an ex vivo
phenomenon, as demonstrated by the finding that, in lymph nodes from HIV-seropositive
individuals, apoptotic lymphocytes are clearly apparent and, intriguingly, many of the
apoptotic cells are not directly infected with HIV (31). Moreover CD4 T-lymphocytes
from HIV-seropositive individuals also exhibit enhanced susceptibility to Fas-mediated
apoptosis in vitro as compared with those of HIV-seronegative controls (32,33). The
same enhanced susceptibility to Fas-mediated apoptosis can be induced in CD4 T lympho-
cytes from HIV-seronegative individuals by incubation with gp120 or CD4 crosslinking

Fig. 1. HIV-induced apoptosis mechanisms. Infected cells may die by HIV replication or may
kill bystander cells by Fas/FasL interaction or by cell fusion to form a ayncytium that dies by a
mitochondria-dependent apoptosis.



antibody (34). Altogether these evidences suggest that HIV infection influences cell
susceptibility to both the extrinsic and the intrinsic apoptotic pathways (35,36). In fact,
Fas-mediated apoptosis proceeds through the activation of the extrinsic pathway,
whereas spontaneous apoptosis correlates with activation of the intrinsic pathway. The
extrinsic pathway of apoptosis is activated by external ligands and is death receptor-
dependent, because after binding between ligand and death receptor, receptor triggering
induces the formation of the death inducing signaling complex (DISC) and activation of
the initiator caspase-8. Downstream of caspase-8, two pathways have been reported;
caspase-8 may either directly activate caspase-3 or cleave Bid, a proapoptotic member
of the Bcl-2 family, which allows amplification of apoptotic signal through mitochon-
drial pathway activation (37). The intrinsic pathway of apoptosis is activated by inter-
nal sensors; it proceeds through the loss of mitochondrial membrane potential, the
release of proapoptotic factors, as cytochrome c, from mitochondria into the cytoplasm
and activation of the initiator caspase-9 (38). A key event in regulating the intrinsic
pathway of apoptosis and the amplifying loop that may be required in extrinsic pathway
is represented by the expression of different members of the Bcl-2 family, which regu-
late mitochondrial membrane permeabilization.

In peripheral blood mononuclear cells (PBMCs) from HIV+ patients the antiapoptotic
protein Bcl-2 is down regulated, as it has been shown to happen in vivo in lymph nodes
and blood. Cells that have down-regulated Bcl-2 have the phenotype of in vivo activated
cells indicating that HIV primed cells in vivo for a spontaneous apoptosis. Moreover
CD4 and CD8 cells, activated in vivo, increase expression of Fas, hence becoming more
susceptible to Fas-mediated apoptosis. However HIV does not limit its action to sensi-
tize cells to apoptosis, but does induce apoptosis through different mechanisms (39,40).

First of all, HIV induces apoptosis through viral proteins. Numerous in vitro studies
have demonstrated the ability of some viral proteins to activate both intrinsic and extrin-
sic apoptotic pathways. Moreover, because viral proteins, such as Env, Tat, Vpr, and
Nef, can be released outside the infected cells, they can exert their effects in different
ways and extent both in infected and uninfected bystander cells (see Table 1).

Beyond viral proteins, apoptosis can be specifically induced in infected cells by viral
replication and by HIV-specific CTLs-mediated killing and in uninfected cells by
infected cells-mediated killing and by fusion with infected cells. The effect of apoptotic
viral proteins will be described first because viral proteins are the main inducers of
apoptosis and since they act in infected and uninfected cells.

5. Effects of Viral-Proteins on Infected and Uninfected T-Cells
5.1. Env-Mediated Apoptosis Induction

As above mentioned, in order to enter a target cell HIV-1 must first bind, through its
envelope protein, two cell surface molecules, the receptor CD4 and the coreceptor
CXCR4 or CCR5. Although initial studies focused on and demonstrated the ability of
gp120 to induce apoptosis by CD4-binding, additional analysis reveled that CXR4 and
CCR5 actively participate to trigger apoptosis too.

Gp120 is present not only on viral particles, but also on the surface of infected cells
and as soluble protein (41,42). Crosslinking of bound gp120 on human CD4+ T-cells, fol-
lowed by signaling through the T-cell receptor (TcR) results in activation-dependent
apoptosis (43,44). The mechanism for gp120 induction of apoptosis has been reported to
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be both Fas-dependent and Fas-independent (45). In fact, much evidence has been
reported that gp120 binding to CD4 resulted in an up-regulation of Fas (46) and FasL
(47) and down-modulation of the regulatory protein FLIP (48), events driving a Fas-
mediated pathway. However, downregulation of bcl-2 and upregulation of the proapop-
totic gene bax, with the consequent dissipation of the mitochondrial membrane potential,
leading to mitochondria-dependent apoptosis has been reported as well (48–50). It is
quite likely that in vivo CD4 uninfected T-cells from HIV infected individuals were
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Table 1
HIV Gene Products Involved in Apoptosis Induction and Proposed Mechanisms

HIV gene product Mechanism Reference

Env Upregulation of Fas 46
Upregulation of FasL 47
Downregulation of FLIP 48
Syncytia formation 54
Priming for activation dependent apoptosis 43,44,51
Downregulation of Bcl-2 49
Upregulation of Bax 48
Caspase-independent apoptosis through CXCR4
Caspase-8-dependent apoptosis through CCR5
Downregulation of CD4 molecules 99

Tat Increased activity of NF-kB 57
Increased activity of NF-AT 58
Increased activity of AP-1 59
Upregulation of FasL 60
Upregulation of caspase-8 expression and activity
Upregulation of Bcl-2 63
Downregulation of Bcl-2 62
Downregulation of MHC class I 98

Vpr Cell cycle arrest in G2 65,66,67
Loss of mitochondrial potential 69,70,71
Upregulation of Bcl-2 72
Downregulation of Bax 72

Nef Maintaining high virus load 75
Downregulation of MHC class I 76,77,78
Downregulation of CD4 molecules 77,78,79
Upregulation of FasL 80,83
Inhibition of ASK-1 84
Inactivation of Bad 85

HIV protease Inactivation of Bcl-2 86
Activation of caspase-8 87

Vpu Degradation of CD4 88
Downregulation of MHC class I molecules 89
Increased membrane permeability 90



continuously primed by HIV-1 infected antigen presenting cells (APCs) through an anti-
genic stimulus and by a second signal provided by gp 120, in lymph nodes. When in
periphery these CD4 primed uninfected T-cells encounter APCs, they receive stimulatory
signals through the TcR, that leads to apoptosis (51,52). Because it has been shown that
the pattern of coreceptor involved determines a different mechanism of apoptosis trigger-
ing, the above mentioned data may find a rationale taking into consideration the corecep-
tor involved. In fact, it has been reported that binding of Env to CXCR4 receptor induces
a caspase-independent death and to CCR5 receptor induces a caspase-8-dependent form
of apoptosis (53). Moreover, binding of Env, expressed on the surface of infected cells,
to CD4/CXCR4, on the surface of uninfected cells, results in fusion and generation of a
syncytium, that readily undergoes apoptosis induction (54).

5.2. Tat-Mediated Apoptosis Induction

The viral protein Tat upregulates viral transcription at the level of elongation via
interaction with the Tat activation region (TER) located at the 5¢-end of all viral
mRNAs. HIV-1 Tat can be secreted by virus-infected cells and can be taken up by
bystander cells via endocytosis (55,56). Tat increases the activity of a number of cellu-
lar transcription regulators including nuclear factor k-B (NF-kB), nuclear factor of acti-
vated T-cells (NFAT) and AP-1 (57–59). Because of the variety of the interactions with
cellular genes the effect of Tat on the survival/apoptosis pathways are likely to be mul-
tiple. The activation of NF-kB, for example has been involved in both proapoptotic and
in antiapoptotic phenomena. Moreover, Tat expression has been correlated with suscep-
tibility to apoptosis via death receptors. In fact, Tat, secreted from infected cells, may
upregulate FasL on uninfected cells (60) and sensitizes T-cells to Fas-mediated apopto-
sis (34). Tat responsive sites in the Fas ligand promoter are identical to NF-kB binding
sites, which suggests that up regulation of Fas-L by Tat is NF-kB dependent (60).
Moreover, Tat favors the activation of the extrinsic pathway of apoptosis upregulating
caspase-8, which is the main initiator caspase of death receptor induced death. Barz and
Emerman showed that upon expression of Tat, the levels of caspase-8 mRNA, protein
and enzymatic activity increased (61). The upregulation of caspase-8 renders cells sus-
ceptibile to apoptosis via Fas signaling. Although there is much evidence underlining
the role of Tat as apoptosis-inducing molecule there is also evidence sustaining the con-
trary. In fact, Tat has been described both to decrease and to increase Bcl-2 expression
(62,63). Increasing Bcl-2, Tat could exert an anti-apoptotic effect. Altogether this evi-
dence shows that Tat may have a dual role in the regulation of apoptosis in T-cells.

5.3. Vpr-Mediated Apoptosis Induction

The first reported role for Vpr was a moderate transactivation activity on the long ter-
minal repeat (LTR) of the viral promoter (64). In addition to its role in viral activation,
Vpr has been reported to arrest cells in the G2 phase of the cell cycle and to cause apop-
tosis (65–68). Because Vpr is cell permeable it induces the same effect in both infected
and uninfected cells. Moreover Jacotot and coll have shown that exogenous Vpr can
directly cause the loss of mitochondrial potential and trigger apoptotic changes in a cell-
free system as well as in intact cells (69). Specifically, Vpr has been shown to interact
with the permeability transition pore complex (PTPC) causing increased ion permeabil-
ity and swelling of mitochondria, leading to the rapid release of cytochrome c and
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induction of apoptosis (69). These findings were further confirmed by a recent in vivo
study in which a modified adenovirus carrying the HIV-1 Vpr gene was used (70,71).
However, it has been reported that Vpr may act as a negative regulator of apoptosis as
well. A putative mechanism accounting for the protective effect of Vpr envisage the
upregulation of Bcl-2 and downregulation of bax, since overexpression of Bcl-2 abro-
gates the apoptotic effect of Vpr on mitochondria (72). Conti et al. suggested that in the
course of acute infection Vpr plays an early cytoprotective role that allows viral repli-
cation, and increases apoptosis at later stages of infection (73).

5.4. Nef-Mediated Apoptosis Induction

Nef is expressed early in the viral life cycle, even from nonintegrated HIV genomes
(74). Since the first studies, it has been clear that HIV-Nef is functional to HIV because
it maintains high virus load in vivo during the course of persistent infection and it is
required for full pathologic potential (75). Later on it became evident that the role of
Nef was relevant not only to increase viral replication rate but also to help infected cells
not to be eliminated by the immune system through different mechanisms. To this aim
Nef downregulates MHC class I and CD4 molecules and upregulates FasL on the sur-
face of the infected cells. Down regulation of MHC allows for both survival of HIV-
infected cells that are not recognized as target by CTLs and down regulation of CD4
molecules, preventing CD4 interaction with gp120 and avoiding superinfections and
CD4-dependent apoptosis of infected cells (76–79). On the other hand, Nef has the abil-
ity to induce FasL expression interacting with the TCR-z chain inside T-cells (80). The
mechanism by which Nef activates TCR-z is not clear. Following translocation to the
plasma membrane lipid bilayer, Nef could undergo a conformational change that allows
its interaction with signaling proteins, like Lck and LAT, which are present in the
glycolipid-enriched microdomains (lipid rafts) where Nef is also found (81). By binding
to molecules of different compartments/rafts nef may function as an intracellular
crosslinker and may therefore mimic a physiological TcR stimulation. Although this
signaling is probably sufficient to activate a z-specific function (as FasL upregulation)
it is not strong enough to initiate a proliferative signal (82). FasL expressing T-cells may
kill bystander cells through a Fas/FasL pathway and may further promote viral escape
of immune response eliminating Fas positive CTLs too (83). Infected cells are not
destroyed themselves by FasL because they are resistant to apoptosis resulting from the
presence of internal viral proteins. In this context it has been reported that Nef may
inhibit apoptosis in directly infected cells by inhibiting the apoptosis signal-regulator
kinase 1 (ASK-1), or by phosphorylating, hence inactivating, Bad a proapoptotic member
of the Bcl-2 family protein (84,85).

5.5. HIV Protease-Mediated Apoptosis Induction

The HIV protease can inactivate anti-apoptotic Bcl-2, through cleavage, and activate
procaspase-8 rendering the cells more susceptible to the induction of both intrinsic and
extrinsic apoptotic pathways (86,87).

5.6. Vpu-Mediated Apoptosis Induction

The Vpu gene helps viral escape since it encodes a cytoplasmic viral protein that
promotes degradation of CD4 in the endoplasmic reticulum of target cells (88) and
down-regulation of MHC I molecules expression on the surface of infected cells (89).
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Furthermore Vpu contributes to induce apoptosis in infected cells since it can induce
membrane permeability (90).

6. Apoptosis of HIV-Infected T-Cells
The half-life of most HIV-infected T-cells in vivo is between 12 and 36 h (91).

Apoptosis of cells directly infected with HIV accounts for only a small percentage of
the apoptotic cells observed, because the vast majority of cells undergoing apoptosis are
uninfected (31). Analysis of the mechanisms responsible of infected cell apoptosis has
shown that, in these cells, cell death is dependent upon viral replication and is independ-
ent of the Fas/FasL pathway (92,93).

There are several mechanisms by which HIV can directly induce cell death in
infected cell. As above described, viral proteins play a major role in inducing apoptosis,
and may cause the death of both infected and uninfected cells. However, the evidence that,
soon after infection, the level of viral load correlates with the rate of CD4 T loss supports
the idea that active HIV-1 replication could directly contribute to the depletion of CD4 T-
cells. Recent findings indicate a crucial role of mitochondria in the regulation of HIV
induced cell death. Petit and colleagues showed that HIV-1 induces mitochondrial mem-
brane permeabilization leading to a caspase-independent cell death of primary CD4 T-cells
and suggested that the targeting of Bax to the mitochondria may be a major contributory
factor (94). Moreover the levels of antiapoptotic Bcl-2 are significantly lower in HIV-
infected individuals (95).

Intracellular virus replication implies also terminal consequences because of cellular
toxicity increases resulting from a build up of unintegrated linear viral DNA (96).
Furthermore, cell viability can be compromised because the plasma membrane becomes
disrupted or more permeable due to the continuous budding of the virion (97) or because
of specific HIV proteins, such as Vpu, that can induce membrane permeability (90).

An additional mechanism involved in infected T-cell death is represented by the cyto-
toxic T cells (CTLs), the immune system effector cells. However, like many other
viruses, HIV developed different strategies to prevent or, at least to delay, the death of
infected cells. In fact, as CTLs recognize their targets through the binding of their TcR
with peptide and MCH class I molecules on target cells, both down-regulation of MHC
class I molecules and a continuous variability of peptide may contribute in avoiding
recognition of infected cells. Down-regulation of MHC class I is caused by viral proteins
such as Nef (76), Tat (98), and Vpu (89). Moreover, Env, Vpu, and Nef have the ability
to decrease CD4 on the surface of the infected cells (88,99,100). This down regulation of
CD4 has the role of preventing both a super infection and an Env-induced apoptosis.

7. Apoptosis of Uninfected T-Cells
During the asymptomatic phase of HIV infection apoptosis plays a major role in

killing uninfected cells. There are two mechanisms by which uninfected cells maybe
killed: either by HIV proteins released from infected cells acting on neighbouring un-
infected cells, or by infected cells themselves (see Fig. 1).

7.1. Apoptosis of Uninfected T-Cells by Viral Proteins

HIV proteins such as gp 120, Tat, Nef, and Vpu have been shown to induce cell death
in uninfected cells. Both CD4 and CD8 T-lymphocytes are more susceptible to Fas-
induced apoptosis in HIV+ individuals and this is related to the up-regulation of Fas and



FasL. Several viral proteins have been involved in increasing Fas and FasL expression,
including Env (46), Tat (55,34), and Nef (101).

Inappropriate signaling, through the binding of the HIV-1 envelope to the CD4, may
induce abnormal programmed CD4 T-cell death. Crosslinking of the CD4 molecules, by
anti-CD4 antibodies or by gp120 plus anti-gp120 antibodies, primes purified normal
human CD4+ T-cells for programmed cell death in response to subsequent T-cell receptor
stimulation, or induces apoptosis in normal resting human CD4+ T-cells in the absence of
T-cell receptor stimulation. Engagement of CD4 molecules triggers the expression of Bax
and the consequent dissipation of the mitochondrial membrane potential (48,49).

7.2. Apoptosis of Uninfected T-Cells by Infected Cells: Bystander Effect

Because infected cells upregulate FasL, they may kill CD4 bystander uninfected cells
in a Fas-dependent pathway. Moreover, in HIV-infected individuals not only CD4, but
also CD8 T-cells are activated and this may correlate with an increased susceptibility to
CD8+ Fas-mediated apoptosis. This hypothesis is supported by the observation that, in
vitro, activated T-cells expressing FasL can kill Fas expressing CD8 T-cells in a way that
is independent of antigen recognition and dependent of Fas/FasL interaction (47,102).
Monocytes and macrophages may also kill bystander cells at times of interaction such
as might occur during antigen presentation (103,104).

7.3. Apoptosis of Uninfected T-Cells by Syncytia Formation

Syncytia are generated by the fusion of infected T-cells, expressing high levels of Env
on their surface with uninfected neighboring cells expressing CD4 and CXCR4 (105).
Although syncytia formation is not necessary for the progression to AIDS, they have a short
lifespan and dye by apoptosis contributing to the decrease of T-cells (106). Moreover, in
vitro studies have correlated this kind of death with the activation of the apoptosis intrinsic
pathway, because it proceeds through mitochondrial membrane depolarization, release of
cytochrome c, caspase activation, and nuclear chromatin condensation (54). Further inves-
tigations outlined that this pathway is initiated by upregulation of the cyclin B-CDK1
(cyclin-dependent kinase 1) and by accumulation of mammalian target of rapamycin
(MTOR) in the nucleus. This leads to MTOR-mediated serine 15 phosphorylation of p53,
p53-dependent upregulation of expression of Bax, translocation of Bax to mitochondria,
and activation of the mitochondrial pathway (107). In the lymph nodes of HIV-positive
individuals, syncytia express markers of early apoptosis, such as tissue transglutaminase
(108) and show increased expression of cyclin B and MTOR (107).

8. Apoptosis by Cytokines
The observation that resistance to apoptosis in both HIV and SIV infection is associ-

ated with a predominance of the Th1 phenotype and that, in progressive HIV infection,
there is a shift towards a Th2 cytokine phenotype (109) let hypothesize that acting on
cytokines production may restore the immune system. In vitro and in vivo interleukin
(IL)-2 treatments have shown that IL-2 (that together with IFN-g are the Th 1
cytokines) may prevent apoptosis of CD4 T-cells possibly through an antiapoptotic
mechanism that has been correlated with increased Bcl-2 expression (110).
Interestingly, IL-15, whose receptor shares the b-chain and the g-chain with the IL-2
receptor and use a common JAK3/STAT5 signaling pathway, can inhibit spontaneous
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apoptosis too (111,112). As for IL-2, IL-15 inhibition of apoptosis was correlated with
its ability to increase Bcl-2 expression. Moreover, similar results may be obtained
blocking the action of Th2 cytokines as IL-4 and IL-10, with antibodies in cells from
HIV-infected individuals (113). Altogether these evidences indicate that spontaneous
apoptosis in patients with HIV infection can be reduced by promoting a TH1 phenotype.

9. Inhibition of Apoptosis Through Therapy
Highly active antiretroviral therapy (HAART), commonly composed by nucleoside-

analog reverse trascriptase inhibitors (NRTIs) in combination with protease inhibitors
(PIs), produces a significant immune system reconstitution with sustained increase in
circulating CD4 T-cells together with a rapid drop in plasma viral RNA levels and
decrease in apoptosis (114,115). The decrease in apoptosis is seen as early as 4 d after
protease inhibitor therapy is initiated (116). Importantly such changes were seen even
before significant changes in plasma viremia were observed, suggesting that the anti-
apoptotic effect was distinct from the antiviral effects (117). The PI inhibition of apop-
tosis was associated with reduced rate of caspase-3 activation (118) and inhibition of
mitochondrial pathway of apoptosis (119). A number of evidence reported that apopto-
sis is exclusively inhibited in cells from HIV-infected patients (117,120,121). HIV pro-
tease induces the proteolytic cleavage of a variety of cellular substrates that are involved
in the regulation of apoptosis induction (procaspase-8 and bcl-2). Because HIV protease
is found only in HIV-infected cells, it could be that inhibition of protease might inhibit
apoptosis in infected but not in uninfected cells.
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Inhibitor of Apoptosis Proteins and Caspases

Jai Y. Yu, John Silke, and Paul G. Ekert

Summary
Inhibitors of apoptosis proteins (IAPs) were first identified as insect viral proteins that block host

cell apoptosis. Cellular homologs bearing the characteristic baculoviral IAP repeat (BIR) domain
have now been found in all metazoans and have more diverse functions than their name suggests.
Some cellular IAPs do, in fact, inhibit apoptosis, in part at least by directly inhibiting cysteine pro-
teases, called caspases, that are ultimately responsible for killing a cell. The primary aim of this
chapter is to explore the intricate regulation of caspases by IAPs, and the exquisite counter regula-
tion of IAPs by antagonist proteins. Interest in IAPs extends beyond apoptosis pathways and recent
evidence suggests that IAPs modulate cell-signaling pathways that affect growth and proliferation
and some of these remarkable studies will be discussed.

Key Words: Inhibitor of apoptosis proteins; caspase; apoptosis; IAP antagonists.

1. Discovery of IAPs
IAPs were first identified in insect viruses as genes that could complement the loss of

another antiapoptotic viral gene, p35 (1). Insect cells infected with a baculovirus that lacked
p35 underwent apoptosis and the virus failed to replicate, showing that cell death is an
effective host cell response to limit viral replication. Thus, viruses that are able to prevent
host cell apoptosis have a selective advantage over viruses that cannot and as a consequence
virus genomes encode several antiapoptotic proteins. A screen for genes that functioned
like p35 surprisingly turned up two completely unrelated genes, inhibitor of apoptosis pro-
teins (IAP), one from Cydia pomonella granulosis virus (CpGV) (2) and another from
Orgyia pseudotsugata nuclear polyhedrosis virus (OpMNPV) (3), that contained a novel
repeated zinc-finger like domain, christened a baculoviral IAP Repeat (BIR).

With the expansion of the family, the name “IAP” has become misleading because
newer family members have no role in inhibiting apoptosis. Because the BIR is the sig-
nature domain of these proteins, but not all family members act to block cell death, the
name BIR containing proteins (BIRps or BIRCs) has been adopted as the official termi-
nology by the Human Genome Nomenclature Committee. In this chapter we will never-
theless use the term IAPs because the focus will be on those family members that have
a role in inhibiting apoptosis. We will discuss the known mechanisms by which IAPs
can inhibit caspases, the ways IAPs themselves are regulated, and then briefly discuss
other possible functions.

Because baculoviral IAPs blocked apoptosis of insect cells, and other cell death genes
have been shown to function in heterologous systems, the baculoviral IAPs were tested for
functioned in mammalian cells. OpIAP inhibited apoptosis caused by overexpression of
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caspase-1 in HeLa cells, showing that an insect virus protein could inhibit mammalian cell
death (4). This confirmed that elements of mammalian and insect cell death pathways are
conserved, and raised the possibility that mammalian cellular IAP homologs existed.

In Drosophila, IAPs (DIAP1 and DIAP2) were identified in a search for genes
resembling baculoviral IAPs. Crossing of fly stocks mutant for DIAP1 (also known as
thread) showed that they enhanced apoptosis induced by overexpression of reaper (rpr)
and head involution defective (hid) in the Drosophila eye (5).

Mammalian IAPs were identified using several experimental strategies, including
genome database searches using the characteristic protein motifs of IAP proteins the
BIR and RING domains (6–8) and by purification of proteins binding to the cytoplas-
mic domain of tumor necrosis factor receptor 2 (TNFR2) (9).

Soon after the identification of IAPs in higher organisms, these proteins were demon-
strated to directly inhibit caspases in several experimental systems. Recombinant XIAP,
cIAP1, and cIAP2 were reported to prevent substrate cleavage by active caspases in
vitro (10–12). Overexpression of XIAP also inhibited apoptosis in mammalian cell lines
in response to a variety of stimuli (10).

Structural studies subsequently revealed the details of the molecular interactions
between IAPs and caspases (13–17).

2. Structure of IAPs
The signature structural element of an IAP is the BIR. Proteins containing the BIR

motif have been found in insect and mammalian viruses, yeasts, nematodes, flies, and
vertebrates (18). However, the BIR containing proteins in yeasts and nematodes that
resemble the mammalian protein Survivin are required for chromosome segregation,
rather than inhibition of cell death. The structural elements of selected family members
are shown in schematic form in Fig. 1.

The caspase inhibitory IAPs all bear at least one BIR domain at the N-terminus. The
BIR is a zinc-coordinating domain with the motif CX2CH16HX6–8C and varies in length
from approximately 70 to 100 residues. The structure of this domain comprises four or
five a-helices and a b-sheet (19–21). This domain and adjacent regions linking the IAPs
play important roles in the caspase inhibitory function of these IAPs.

The C-terminus of IAPs varies. In baculoviral and many of the mammalian IAPs, the
C-terminus bears a C3HC4 RING domain (22,23). The RING domain is a zinc binding
structure that functions as a ubiquitin E3 ligase (24). The mammalian IAPs, cIAP1 and
cIAP2, also contain another domain, a caspase recruitment domain (CARD), located
between the BIRs and the RING. The role of the CARD in cIAP1 and cIAP2 is unknown
and is neither necessary nor sufficient for the caspase inhibitory role of those proteins
(12). The CARD domain is a homotypic protein–protein interaction domain that inter-
acts with other specific CARD domains. For example, the CARD of caspase-9 interacts
with the CARD of the adaptor molecule Apaf-1. The CARD shares some structural sim-
ilarities with several other protein interaction domains including death domains (DD),
death effector domains (DED), and pyrin domains (PYD) (25). CARD domains are not
restricted to caspases or molecules that bind caspases and the presence of a CARD does
not imply that the protein can recruit and activate a caspase.

The giant (approx 530 kD) IAP BRUCE/Apollon has a ubiquitin-conjugating
enzyme (UBC) domain similar to that of E2 ubiquitin ligases (26). The BIR containing
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Fig. 1. Schematic representation of selected members of the BIRC family. Family members
are functionally grouped into those that have a role in inhibiting apoptosis, those with a role in
chromosomal segregation and cell division, and those with other, largely unknown, functions.
The various protein domains are shown in the box.

proteins found in Saccharomyces cerevisiae, S. pombe, Caenorhabditis elegans, the
Drosophila IAP deterin, and mammalian Survivin do not have really interesting new
gene (RING), CARD, or UBC domains in addition to their BIRs.

2.1. Mechanisms of Caspase Activation

As a prelude to a discussion of how IAPs inhibit caspase activity, it is worth briefly
reviewing the role of caspases and how these enzymes are activated. Caspases are a 
family of intracellular proteases with catalytic cysteines that cleave substrates after
aspartate residues (with the anomalous exception of the Drosophila caspase Dronc that
also cleaves after glutamate residues). Caspase specificity for substrates is determined
primarily by the 3-amino acids immediately before the labile aspartate of the substrate.
This aspartate and preceeding amino acids can be designated P4-P1. The pockets in the
caspase that contact these four residues (including the labile aspartate) can be desig-
nated S4 to S1 (Fig. 2) (28). Caspases have a stringent requirement for an aspartate
residue to occupy the S1 position (29).

Caspases exist as zymogens within the cell. They consist of a large (p20) and a small
(p10) subunit that make up the catalytic domain. Caspases also have prodomains, situ-
ated immediately before the p20 subunit of varying length, some of which contain 
protein–protein interaction domains, for example CARD or DEDs. Caspases can be
subclassified either by substrate sequence preference, the nature of the prodomain, or
phylogenetically and there is considerable overlap in these subclassifications (28).



Caspases with long prodomains tend to be initiator caspases, which are activated by
interaction with an adaptor molecule and that have as their main substrate other cas-
pases. Caspase-9 interacts with Apaf-1. Oligomerization within the context of large
multiprotein complexes with Apaf-1 (known as the apoptosome) is a key step in 
caspase-9 activation (30,31). When activated, caspase-9 cleaves and activates other 
caspases, including caspase-3 and caspase-7. Caspases-3 and caspase-7 are examples of
effector caspases. These are substrates of initiator caspases, and are activated by proteo-
lysis between the p20 and p10 subunits by initiator caspases. Once activated, they func-
tion to cleave vital substrates within the cell. Effector caspases tend to have a short
prodomains and a substrate sequence preference of D-X-X-D.

3. Caspase-IAP Binding
Biochemical studies have revealed the kinetics of inhibition of caspases-3, -7, and -9

by cIAP1, cIAP2, and XIAP. XIAP can directly inhibit caspase-3, caspase-7, and 
caspase-9 with a Ki of approx 0.6 nM for caspase-3 and 290 nM for caspase-9 using full
length XIAP (32). When the BIR2 alone of XIAP is used, it can directly inhibit caspase-3
or caspase-7 activity with a Ki of 2 to 5 nM (33). cIAP1 is able to inhibit caspase-3 with
a Ki of 0.1m M and caspase-7 with a Ki of 42 nM. cIAP2 is able to inhibit caspase-3 with
a Ki of 35 nM caspase-7 with a Ki of 29 nM and caspase-9 with Kis of 100 nM (10,12).
Mutagenic and structural data have revealed the molecular mechanisms of inhibition of
caspase-3, -7 and -9 by XIAP (14,15,17,20,21,32,34–36). XIAP, cIAP1 and cIAP2 cannot
inhibit caspase-8, caspase-1 or caspase-6 (10,12). NAIP was unable to inhibit any of
caspase-3, -7, -9, -1 or caspase-6 (12). Because the mechanism of caspase inhibition is
best characterized for the mammalian protein XIAP, much of the description of IAP-
caspase interactions is based on this model.

There are three BIRs in XIAP and inhibition of initiator and effector caspases is
achieved by different BIRs (37). BIR3 is the minimal region of XIAP required to inhibit
caspase-9, whereas BIR2 and the linker region between BIR2 and BIR1 is the minimal
region required for caspase-3 and caspase-7 inhibition (32,33). XIAP binds to and
inhibits the processed form of caspase-9 through close interaction between its BIR3
domain and a short sequence of amino acids between the p20 and p10 subunits of 
caspase-9 known as the IAP binding motif (IBM) (15,20,38). This tetrapeptide motif,
ATPF, is exposed on the N-terminus of the small subunit (p12) after caspase-9 is cleaved
(38). Mutation or deletion of this linker region or just the first 2 residues significantly
reduced the affinity of caspase-9 for the BIR3 domain of XIAP. Thus, this region of 
caspase-9 is essential for it and XIAP to bind.

The key residues on the BIR3 domain of XIAP responsible for interaction with 
caspase-9 were identified by mutagenesis and these contribute to a hydrophobic
“groove” on the surface of BIR3 (20). Their importance was confirmed by the structure
of the XIAP BIR3 domain complexed with caspase-9 (15) and binding studies with full
length XIAP (34). This binding region on the BIR is sometimes referred to as the Smac
binding pocket because it is also the region where the IAP antagonist DIABLO/Smac
binds XIAP (see Subheading 4) (16,39). This physical interaction between the BIR3 of
XIAP and caspase-9 is distant from the active site of caspase-9, hence, BIR3 does not
inhibit caspase-9 by occluding the active site. In fact BIR3 binding prevents caspase-9
activity by preventing it dimerizing. Dimerization is a key step in the activation of 
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caspase-9 and dimerization is favored by the higher concentrations of caspase-9
achieved in the apoptosome as caspase-9 is recruited by Apaf-1 (40). Prevention of 
caspase-9 dimerization by mutation of a single key residue required for caspase dimer
formation (F390D) inhibits caspase-9 activity whereas promotion of dimerization using
ammonium citrate (a kosmotropic ion that stabilises proteins and favors dimerization)
activated recombinant caspase-9 zymogen (31). XIAP binds to caspase-9 on the same
surface that is required for caspase-9 dimerization and prevents this critical step from
happening. As a result caspase-9 remains in a monomeric state and the active site is
forced to adopt an inactive conformation (15) (see Fig. 3). It is interesting that in the
case of caspase-3 where dimerization is not critical for activation, XIAP inhibits the
active caspase site directly but in caspase-9 where dimerization is required for activa-
tion, this step is inhibited by XIAP. But it is still not clear why this different inhibition
mechanism should have arisen.

An caspase-9 like IBM is found in other IAP binding molecules, in particular in IAP
inhibitory molecules and in fact IBMs were first identified in Drosophila IAP antago-
nists and are the only conserved feature shared amongst all IAP antagonists (see Fig. 4)
(38). For the binding of caspase-9 and other molecules to the BIR3, the preferred first
residue of an IBM is alanine, although serine is tolerated (16). The hydrophobic groove
(Smac pocket) on the BIR3 is also conserved on the BIR1 and BIR2 of XIAP and in
other IAP molecules. As we shall see subtle differences do exist between Smac pockets
of different BIRs and the type of IBM they accept.

The interaction between XIAP and caspases-3 and caspase-7 is distinct from the 
caspase-9-XIAP interaction because it involves a region flanking the BIR2 of XIAP in
addition to the IBM-BIR interaction (16). Mapping of the regions of XIAP required for
caspase-3 inhibition was performed by in vitro caspase inhibition assays using various
truncation mutants of XIAP and it was determined that the minimal region required was
the BIR2 domain (33), but this domain also contained the linker region preceding the
BIR2 domain. Hints that the linker region may be involved in binding came from obser-
vations that mutations in residues from the linker region but not the BIR2 domain abol-
ished caspase-3 binding (21,32). Subsequent crystal structures suggested this linker
region rather than the BIR2 domain makes intimate contact with the catalytic sites of
active caspases-3 and caspase-7 (14,17,35). The critical region of the linker has the
amino acid sequence QVVD(148)ISD(151). The DISD sequence resembles a caspase-3
or caspase-7 substrate sequence (DXXD) and it was thought that this part of the linker
region bound to the substrate binding pockets of caspase-7 or caspase-3 (S4-S1) and
thereby blocked caspase activity (21). If the linker functioned as a pseudo-substrate it
was because caspases have an absolute requirement for an aspartate residue in the P1
position of the substrate (that binds into the S1 pocket of the catalytic site of the caspase
(see Fig. 2) mutation of D151 in the linker should have abolished binding to the caspase.
This turned out not to be the case with mutation of D151 having little effect on the abil-
ity of XIAP to inhibit caspase-3 whereas mutation of the D148 significantly diminished
the ability of XIAP to inhibit caspase-3 (21). Thus it was clear that the pseudosubstrate
model of caspase inhibition by XIAP was not correct (32) but the real mechanism of inhi-
bition, discovered by solving the structure of BIR2 bound to caspase-3 (14) was radically
different to anything that had previously been proposed. Whereas the XIAP linker region
does indeed obstruct the catalytic groove of caspase-3 and inhibits activity by blocking
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Fig. 2. Orientation of caspase substrates and XIAP linker region into the substrate binding
region of caspase-3. (A) Orientation of a peptide substrate of caspase-3 or caspase-7. There is a
stringent requirement for an aspartate in the P1 position to bind into the S1 substrate pocket of
the caspase. (B) The DISD sequence of the linker region between BIR1 and BIR2 of XIAP 
conforms to a caspase-3 or caspase-7 substrate sequence and was thought to fit into the substrate-
binding region of the caspase in a similar manner to an ideal substrate. However, mutation to
Aspartate 148, not Aspartate 151 abolished inhibitory activity. (C) Correct binding of the linker
region of XIAP into the substrate pocket showing the reverse orientation, Aspartate 148 binds in
the S4 substrate pocket and the rest of the linker region lies across the substrate binding region,
obstructing access.

entry of substrates, the linker sequence does not bind into the substrate pockets of the cas-
pase. Instead, the linker residues (L140, L141, and V146) flop over the substrate binding
pocket in a reverse (C-N) orientation and are anchored by aspartate 148 that is wedged
into the S4 pocket. It is important to note that D148 is less important for caspase-7 inhi-
bition than caspase-3 inhibition because caspase-7 also makes important IBM interac-
tions with XIAP (16,41).

The interaction between XIAP and caspase-3 and caspase-7 is not limited to the
linker region because mutagenesis and structural experiments show that, like caspase-9,
caspase-3, and XIAP interact via and IBM-Smac pocket interaction (Fig. 3). The IBM
of caspase-3 is formed by the cleaved N-terminus of the small subunit (16). Mutagenesis
of both the putative IBM binding groove on the BIR2 and the linker residues on caspase-7



abolished binding between XIAP and caspase-7. The IBM sequence exposed on the 
N-terminus of caspase-7 has a serine residue in place of the alanine seen in caspase-9
and the IAP antagonists (16). The BIR2 IBM binding groove appears to differ from that
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Fig. 3. Modes of binding between XIAP, caspases and DIABLO. (A) Schematic diagram of
domains of XIAP showing the three BIR domains and the C-terminal RING domain. (B)
Diagram of interaction between the BIR2 of XIAP and caspase-3 or caspase-7. The caspase large
subunit is shown in dark orange whereas small subunit is shown in light orange. The BIR2
domain and the preceding linker region are shown in blue. The interaction involves two dimers
of caspase-3 or -7. The linker region of preceding the BIR2 domain blocks the catalytic site of
one dimer whereas the IBM of the small subunit from the opposing dimer binds to a groove on
the BIR2. (C) Diagram of interaction between the BIR3 of XIAP and caspase-9. The caspase
large subunit is shown in dark green whereas the small subunit is shown in light green. The BIR3
domain and the C-terminal linker region are shown in purple. The IBM at the N-terminus of the
small subunit of caspase-9 binds to a groove on the BIR3 of XIAP while the linker C-terminal
to the BIR3 binds to the dimerization surface of caspase-9. (D) Diagram of interaction between
the BIR3 of XIAP and DIABLO. DIABLO is shown in red and maroon. The BIR3 domain and
the C-terminal linker region are shown in purple. The IBM of DIABLO occupies the same
groove on the BIR3 of XIAP as the caspase-9 IBM. (E) Structural model showing the boxed
region in B with corresponding colour scheme. Caspase shown is caspase-3. Model based on
PDB 1I3O. The N-terminus of the small subunit of the opposing caspase molecule is shown in
stick mode. The proposed corresponding binding groove on XIAP is showing in orange. (F)
Structural model showing the boxed region in C with corresponding colour scheme. Model based
on PDB 1NW9. The N-terminus of the small subunit is shown in stick mode. The interacting
residues on the BIR3 of XIAP are shown in green. (G) Structural model showing the boxed
region in D with corresponding colour scheme. Model based on PDB 1G73. The IBM of DIA-
BLO is shown in stick mode and the interacting residues on XIAP are shown in pink.



in BIR3 in that it can tolerate either an alanine or a serine, whereas mutation of the 
alanine to a serine abolished binding to BIR3 (38). Thus the BIR2 makes two types of 
contacts, one of which is similar to the interaction between the BIR3 domain of XIAP
and the IBM of caspase-9. The proposed model of XIAP inhibition of the dimeric form 
of caspases-3 or caspase-7 includes the steric inhibition of the catalytic site of one
monomer while anchoring to the IBM of the other (see Fig. 2). During apoptosis, the 
N-terminus of the small subunit of caspase-3 undergoes a second cleavage event (at
D180) that removes the IBM and abolishes this binding and XIAP inhibition.

3.1. Other IAPs and Other Caspases

The IBM-Smac pocket interaction is the conserved mechanism by which IAPs bind 
caspases. The ability of the Drosophila IAP DIAP1 to inhibit Drosophila effector caspases
(drICE and DCP1) is absolutely dependent on the exposure of an IBM in the Drosophila
caspases (42). Interestingly, DCP1 or drICE, when bound to DIAP1 retained catalytic
activity because they were able to cleave a recombinant substrate, DIAP1 itself.
Nevertheless, such DIAP1-bound caspases are not able to cleave a cellular substrate such
as PARP or small peptide substrates (16). Thus it would appear when DIAP1 binds 
caspases, it does not directly inhibit catalytic activity, but rather blocks the access of sub-
strate. This is a subtle but clear distinction between mammalian XIAP and DIAP1, because
caspases bound to XIAP do not have catalytic activity (42). Yet their remains a consistency
of action because both IAPs require the IBM-Smac pocket interaction and neither act as a
pseudosubstrate to inhibit enzymatic activity. The inhibition of caspase-7 by cIAP1 is also
dependent on an IBM-Smac pocket interaction and it in this instance caspase-7 retains 
catalytic activity but not the ability to cleave substrate when bound to cIAP1 (42).

It is no surprise then, as has been previously pointed out (16), that caspases that do not
have an IBM motif are not inhibited by IAPs. Caspase-2, -6 and -8 do not have an IBM

320 Yu, Silke, and Ekert

Fig. 4. Line up of IAP binding motifs (IBMs) in IAP antagonists and in caspases. The numer-
ical values identify the positions of the shown sequence within each protein. The shaded amino
acids show identical/similar residues. The caspase IBMs are shown in red and included the 
caspase cleavage site immediately before the IBM. Dronc differs from the other caspase IBMs
in that a single amino acid (F118) binds into the IBM binding region of DIAP1.



and are not inhibited by XIAP, cIAP1, or cIAP2. For instance, none of the mammalian
IAPs block death directly induced by active caspase-2 in a yeast system (43). Caspase-8
induced death can be inhibited by IAPs but this probably results from IAP inhibition of the
downstream caspases-3, -7, and -9 because there is no physical interaction between cas-
pase-8 and IAPs (11,12). The physiological relevance of caspase inhibition by IAPs in the
regulation of apoptosis signaled by death receptors such as Fas is open to question because
death receptor induced apoptosis can proceed normally in caspase-3-/-or caspase-9-/-mice
(44–47). cIAP1 and cIAP2 both associate with the TNFR2 signaling complex (9), and their
role with in this complex may well have more to do with other functions of cIAP1 and
cIAP2 that a potential to inhibit caspases (see Subheading 5.4).

Livin/ML-IAP/KIAP is a IAP containing only one BIR but also has a C-terminal RING
(48–50) (see Fig. 1). It has been shown to inhibit caspase-3 with similar potency as cIAP1,
but not caspase-7. There is also in vitro evidence for binding with caspase-9. The single
BIR of Livin/ML-IAP/KIAP has conserved sequence suggesting it has a hydrophobic
Smac-binding pocket that would bind an IBM. Mutation of residues in ML-IAP, such as
D138A which is equivalent to the E314S mutation in the BIR3 of XIAP that abolished
XIAP-caspase-9 binding (34), abolish ML-IAP caspase inhibition and the ability of ML-IAP
to block apoptosis in transfected cells (48). Livin/ML-IAP/KIAP can potently bind the
IAP inhibitor DIABLO/Smac (51). The high affinity with which Livin/ML-IAP/KIAP
binds DIABLO/Smac, higher even than the affinity with which it can bind caspase-9, has
prompted the suggestion that the role of Livin/ML-IAP/KIAP in apoptosis regulation
might be to bind IAP antagonists and mop them up before they reverse the inhibitory
effect of other IAPs on caspases (51). The evaluation of the physiological role of
Livin/ML-IAP/KIAP will be further clarified when knockout mice are available.

Neuronal apoptosis inhibitory protein (NAIP) was first described as a candidate gene
associated with spinal muscular atrophy (52) although it is now clear the principal
genetic mutations giving rise to this disease are in the SMN genes (53,54). NAIP con-
tains three BIR domains, a nucleotide oligomerization domain and a leucine rich repeat
domain at the C-terminal instead of a RING, and is a member of the CATERPILLER
protein family (25,55). There is conflicting evidence both supporting and refuting the
ability of NAIP to inhibit caspases (12,56) although the effects observed on cell death
inhibition were modest. There is strong evidence however to support a role for NAIP in
the innate immune response, particularly to Legionella infection (57,58).

BRUCE/Apollon is a 530 kD protein with one BIR domain and a ubiquitin-conjugating
enzyme motif at the C-terminus (59,60). It remains unclear whether the biological role of
BRUCE/Apollon is specifically related to caspase inhibitory or ubiquitin-conjugating
activity or both. Some data suggest BRUCE/Apollon is able to partially inhibit caspase-3
and caspase-7 activity in cell lysates and block apoptosis, an effect more dependent on the
BIR than the UBC region of the molecule. Curiously, the BIR region of BRUCE/Apollon
when expressed as a truncated protein was unable to block caspase activity (61).

Survivin is a small (approx 16 kD) protein with a single BIR domain but no other rec-
ognizable domains (62). Structurally its BIR domain may have a similar fold to the BIR2
of XIAP, although significant differences exist between the crystal structures of a trun-
cated protein (63) and the full length protein (64). Although some groups initially reported
that recombinant Survivin inhibited caspase-3 and caspase-7 in vitro (65–67), this has
been challenged by other groups (64,68). Survivin does not have the characteristic linker
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region before the BIR domain that is required for caspase-3 and caspase-7 inhibition but
it cannot be excluded on the basis of sequence alone that Survivin might inhibit upstream
caspases with an IBM. As will be discussed later, convincing evidence supports a role for
Survivin in chromosomal segregation rather than regulation of apoptosis.

4. IAP Antagonists
The principal conserved mechanism by which IAP antagonists prevent IAPs from

inhibiting caspases has already been introduced but IAP antagonists are quite diverse in
sequence and merit some discussion in their own right.

In Drosophila, the proapoptotic regulators, REAPER, HID, and GRIM (collectively
referred to as RHG), were discovered before Drosophila IAPs (69–71). Two other IAP
antagonists have since been identified, Sickle (72,73) and Jafrac2 (74,75). RHG play a cru-
cial role in normal Drosophila embryogenesis because deletion of these genes results in a
significant reduction in developmentally programmed apoptosis and embryonic lethality
(69–71). Conversely, loss of DIAP1 results in massive apoptosis during embryogenesis that
also results in embryonic lethality (5). Strikingly, overexpression of any of the IAP anta-
gonists is sufficient to trigger apoptosis, even in mammalian cells (71,72,76,77). The
Drosophila IAP antagonists interact directly with IAPs (78–81). RHG, Sickle and Jafrac2
all contain an N-terminal IBM and their ability to induce death is to a large extent depen-
dant upon the IBM. As expected from the mammalian studies, the Drosophila IBMs bind
to the groove on IAP BIRs (36). The BIR1 domain of DIAP1 is responsible for inhibiting
the catalytic site of the effector caspase drICE and is also bound by the IBMs of Grim and
Reaper but not HID (36,74). The BIR2 domain of DIAP1 binds the initiator caspase Dronc
and is also bound by Grim, HID and Reaper (74,82). The interaction between Dronc and
DIAP1 is atypical in several respects. A 12 amino acid sequence between the prodomain
and the large subunit acts like an IBM, with a single residue, F118, making critical
inhibitory contacts within the hydrophobic groove of BIR2. Although the “IBM” of Dronc
does not conform to the typical IBM sequence (see Fig. 4), the F118 of Dronc occupies the
same “pocket” as the F4 of a peptide corresponding to the IBM of HID. The “IBM” of
Dronc binds in the reverse orientation to HID, reminiscent of the reverse orientation of the
interaction between the linker region of XIAP and caspase-3 (see Fig. 3) (82).

In mammals four IAP antagonists have been identified, these are DIABLO/Smac
(83,84), HtrA2/Omi (85,86), GSPT1/eRF3 (85), XAF-1 (87), and VIAF (88). Although
these mammalian proteins are able to function in a similar manner to the Drosophila
proteins in that they can bind and antagonize IAPs, they are dissimilar in their primary
sequence and some have other important cellular functions (Fig. 4).

DIABLO/Smac was the first mammalian IAP regulator identified (83,84), closely
followed by HtrA2. Both DIABLO and HtrA2 are mitochondrial proteins and their 
N-terminal mitochondria importation signals are removed following importation into
mitochondria to expose an N-terminal IBM (38). In healthy cells, however, their IBM
is unavailable for interaction with IAPs because they are closeted in the mitochondria.
During apoptosis, however, DIABLO and HtrA2 are released into the cytoplasm (along
with other proteins including cytochrome c) and are able to interact with and antagonize
IAPs via an IBM–BIR interaction. The actual temporal sequence of events is still not
clear and it is unknown whether in a dying cell DIABLO or HtrA2 prevent IAPs inter-
acting with caspases or can actually liberate activated caspases held captive by IAPs.
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It is quite probable both events occur. In a number of experimental paradigms, the mam-
malian IAP antagonists can displace caspases from IAPs. DIABLO/Smac has been
shown to displace caspase-9 from XIAP by binding to the BIR3 domain of XIAP
(39,89). This mutually exclusive interaction releases bound caspase-9 (38). HtrA2/Omi
can bind to XIAP to alleviate its inhibition of caspase-3 (86,90,91). XAF-1 is able to
bind XIAP and prevent it from inhibiting caspase-3 activity (87).

Neither DIABLO, HtrA2 or any of the other mammalian IAP antagonists are able to
induce apoptosis just by overexpression alone, distinguishing them from their
Drosophila counterparts. This suggests that Drosophila IAP antagonists must have trig-
gered apoptosis in mammalian cells in part at least by some additional activity to IAP
inhibition. It may be that the other regions of the Drosophila proteins have some activ-
ity that can promote apoptosis.

Whether the sole function of DIABLO is to antagonize IAPs remains unresolved, but
what is clear is that DIABLO has a redundant role in the regulation of apoptosis in
mammalian cells. Mice lacking DIABLO have no obvious phenotype, and no defect in
apoptosis (92). HtrA2, on the other hand, has a very important biological role, but one
seemingly counter-intuitive to its presumed role in apoptosis regulation. A naturally
occurring mouse mutant, mnd2, develops a muscle wasting neurodegenerative disease.
This is a result of a missense mutation that destroys the serine protease activity of HtrA2
(93), but importantly the mutant HtrA2 is still quite able to bind the BIR3 of XIAP.
Mnd2 mitochondria are more susceptible to changes in mitochondrial transition perme-
ability in response to stress than wild type cells and mnd2 MEFs more susceptible to
stress-induced apoptosis, just the opposite effect to that which one might expect from
cells lacking an IAP inhibitor. A targeted disruption of HtrA2 recapitulates the pheno-
type of the mnd2 mouse (94) with cells from these mice also being more susceptible
rather than less susceptible to apoptosis. When HtrA2 mice were crossed with mice
lacking DIABLO/Smac, the double mutants had the same phenotype as Htra2-/- mice
(94). Thus, whereas the IAP antagonists thus far identified in mammals retain the abil-
ity to bind IAPs and reverse IAP-mediated caspase inhibition, their true biological roles
appear to be, at best, redundant or even completely opposite of the anticipated pheno-
type. In this aspect at least, they stand in stark contrast with their insect counterparts.

5. Role of IAPs In Vivo
Although for some IAPs there exists substantial evidence to support the hypothesis that

the biochemical activity of these molecules includes direct inhibition of caspases, this is
not true of all IAP family members. Further, there are compelling reasons to carefully con-
sider whether the ability to bind and inhibit caspases accounts for the varying biological
roles of IAPs, even those IAPs that have an unequivocal caspase-inhibitory activity.

5.1. Viral IAPs

The baculoviral IAP OpIAP has an unquestioned ability to inhibit apoptosis in some
insect cell lines in response to viral infection complementing for the loss of the p35 gene
that blocks caspase activity, to block apoptosis induced by a range of stimuli in insect
cells and to block apoptosis in mammalian cells in response to caspase transfection
(2–4,95–98). Yet, there exists some doubt as to whether the antiapoptotic activity of
OpIAP in insect cells may be accounted for by direct caspase inhibition because some
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data suggest OpIAP cannot bind or inhibit recombinant Drosophila caspases in vitro
(whereas still being able to bind a HID peptide) and truncated proteins consisting of the
BIR domains alone may even enhance apoptosis (97–99). In addition, mutations to the
RING domain of OpIAP (which abolish E3 ligase activity) diminish the ability of
OpIAP to block cell death (95). Thus the ability of OpIAP to block apoptosis may, in
part be attributable to other functions than caspase inhibition or to inhibition of other
insect caspases than those examined to date.

5.2. Drosophila IAPs

The importance of the RHG proteins in Drosophila apoptosis during development has
already been described as has the key role DIAP1 plays in regulating this cell death. When
mutant flies lacking grim, rpr, and hid were crossed with mutant flies lacking diap1, the
resulting phenotype was the same as those animals lacking the proapoptotic proteins alone
(81). This implies that diap1 was epistatic to grim, rpr, and hid, meaning it functioned
solely to suppress apoptosis induced by those proteins. DIAP1 interacts directly with
Drosophila caspases. Ectopic expression of Dronc in the developing eye prevents full
development, which is enhanced by DIAP1 loss of function mutation (100,101).
Similarly, DIAP1 can inhibit another caspase, drICE (102). Together with the recent struc-
tural studies (36), these findings support the hypothesis that the role of DIAP1 in vivo is
to protect against cell death induced by RHG by inhibiting caspases. However, despite
such convincing evidence, there is also good evidence that the ubiquitin ligase activity of
the RING of DIAP1 plays an important role in IAP regulation of apoptosis, which may
include targeting caspases for proteosomal degradation (82) (see Subheading 5.4).

5.3. Mammalian IAPs

Structural and biochemical evidence presented show convincingly that XIAP can
physically interact with and inhibit caspases-3, -7, and -9. However, the lethal pheno-
type of DIAP1 deficient flies was not evident in mice lacking XIAP, nor were there any
obvious enhancements of apoptosis (103). A “compensatory” elevation of cIAP1 and
cIAP2 in XIAP-/-embryonic fibroblasts was observed following TNF-a stimulation. The
clear implication is that XIAP is neither required for normal development nor to regu-
late the apoptotic response in normal cells. It is also possible there is redundancy in IAP
function between XIAP, cIAP1, and cIAP2 sufficient to compensate for the absence of
XIAP, particularly if cIAP1 and cIAP2 are expressed at higher levels in the absence of
XIAP. Mice lacking cIAP1 have been generated and, like XIAP knockout mice, develop
normally and are normally fertile (104). No increased sensitivity to apoptotic stimuli
was reported in these mice. The loss of cIAP1 was, however, associated with an
increased expression of cIAP2. It will be necessary to generate mice deficient in 
multiple IAPs to determine if they are physiologically necessary for development and
apoptosis regulation. Thus, even the mammalian IAPs that have the most strongly estab-
lished roles as caspase inhibitors are not individually required for normal development
and their caspase inhibitory activity is dispensable in the regulation of apoptosis.

None of the other IAPs provide convincing evidence of important biological roles for
IAP-dependent caspase inhibition under normal physiological circumstances. Mice with
deletion of NAIP also develop normally. NAIP, as has been already alluded to, probably has
a role in innate immunity and the response to Legionella infection. Apollon, the murine
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BRUCE homolog, has a more striking knockout phenotype. These mice die before or
immediately after birth displaying reduced angiogenesis (105). Whether this phenotype is
related to a caspase inhibitory activity of Apollon/BRUCE is unresolved. Apollon/BRUCE
can inhibit apoptosis induced by overexpression of caspases and it can bind caspase-9 and
DIABLO. However, Apollon/BRUCE has a UBC E2 domain at the C-terminus, rather than
a RING, and can bind and ubiquitylate DIABLO and caspase-9. Transiently overexpressed
DIABLO was able to kill Apollon-/- cells. It must be remembered that overexpressing 
DIABLO in the cytoplasmic compartment represents an unphysiological situation,
therefore, the physiological relevance of these observations remains to be determined.

Under what circumstances might the caspase inhibitory activity of IAPs be biologically
relevant? One answer may be that IAPs, and in particular XIAP, function to “mop up” low
levels of inadvertent initiator and effector caspase activation and so prevent a cell commit-
ting to apoptosis in the absence of a legitimate death stimulus (106). In addition, IAP reg-
ulation of active caspases may assume greater importance is in some cancer cells perhaps
because IAPs may confer a survival advantage (contributing to oncogenic transformation)
or increased resistance to chemotherapeutic drugs. Several lines of evidence support a role
for IAPs in cancer cell biology and drug resistance. This includes observations demon-
strating upregulated IAP expression in some cancers and cancer cell lines (107–111). If it
were so that some tumor cells have a greater reliance on IAP-mediated prosurvival activ-
ity than do untransformed cells, then it would follow that antagonizing IAPs would induce
apoptosis in such cells. Further, agents that antagonized IAPs could have potential as anti-
cancer agents. The results of experiments with recently developed IAP antagonist drugs
provide some support for this hypothesis. These IAP antagonist drugs include peptides
that bind into the IBM and prevent IAPs, in particular XIAP, blocking activated caspases
(112), small molecule DIABLO mimetics that also displace caspases from IAPs (113),
and a class of polyphenylurea molecules that inhibit IAP-dependent caspase inhibition but
do not compete for Smac-IAP binding (114). These drugs appear to function to allow
effector caspase activation downstream of mitochondrial cytochrome c release and can
function independently of antiapoptotic Bcl-2 family members. Remarkably, some of
these agents can directly induce apoptosis in cancer cells suggesting that release of the
IAP brake on activated caspases is indeed sufficient to induce apoptosis. These agents also
potentiate the effect of other chemotherapeutic drugs. Some data suggest that untrans-
formed cells (MEFs) are less susceptible to this kind of drug than transformed cells (114)
supporting the hypothesis that cancer cells have a greater propensity for a “leakiness” in
caspase activation, and XIAP-dependent caspase inhibition is important to the ability of
such cells to clonally proliferate.

5.4. More Than Caspase Inhibitors

BIR containing proteins have significantly more diverse biological roles than apop-
tosis regulation, and mechanisms of action other than caspase inhibition. This is so even
those BIRCs that can inhibit cell death. This will be briefly reviewed here and has been
more comprehensively reviewed elsewhere (115).

5.4.1. Ubiquitin Ligase Activity

RING domain proteins, such as IAPs, function as E3 ubiquitin ligases by recruiting
an ubiquitin conjugating enzyme (UBC) to a substrate. RING containing proteins can
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promote ubiquitylation of other proteins or catalyse auto-ubiquitylation. Ubiquitylation
of a protein with a chain of four or more ubiquitins linked in a Lys48 linkage targets
proteins for proteosomal degradation. The C-terminal RING domains of IAPs can func-
tion as ubiquitin ligases. In Drosophila, heterozygotes for a deletion, or point mutations
in the DIAP1 RING abolish DIAP1¢s ability to rescue the small eye phenotype caused
by ectopic expression of the IAP antagonist rpr in the Drosophila eye (80,116). This is
despite the fact that Rpr still interacted with DIAP1. Thus, interaction is insufficient for
DIAP1 to neutralize Rpr protein and the DIAP1 can auto-ubiquitylate in response to
Grim and Rpr (117–119). Dronc is also a target of DIAP1 ubiquitylation (82,116).
Therefore DIAP1 regulates apoptosis in part by ubiquitylating caspases such as Dronc
although it is not clear whether this ubiquitylation targets Dronc for degradation.
Furthermore, during the execution of apoptosis, upregulated RHG proteins bind to
DIAP1 releasing Dronc and promoting auto-ubiquitylation and degradation of DIAP1.
Loss of DIAP1 completely frees up Dronc and allows it to activate downstream 
caspases (115,120).

Mammalian IAPs can ubiquitylate interacting proteins such as caspases, other IAPs,
and interacting proteins within the TNF-receptor signaling complex (104,121–123).
As in Drosophila it remains unclear whether IAPs promote a K48 type of multi-
ubiquitylation that targets proteins for proteosomal degradation, or some other type of
ubiquitylation such as monoubiquitylation (115). IAPs may crossregulate their own
levels through a system of direct IAP-IAP interaction and ubiquitylation (139). Such a
system would explain the observation of increased cIAP2 protein expression in cIAP1
knockout mice (104).

5.4.2. TNF Signaling

cIAP1 and cIAP2 were identified by virtue of their indirect association with the
TNFR2 (9,124) via their direct interaction with TNF receptor associated factors
(TRAFs). The ligands for TNF receptors are membrane proteins whose extracellular
domains may undergo proteolysis to generate soluble ligand molecules, but they may
also function as membrane bound ligands (125). A subfamily of TNF receptors is called
death receptors because they contain a cytoplasmic protein interaction domain (the
Death Domain) and because these receptors can transduce an apoptotic signal. Adaptor
proteins such as TRADD and FADD are recruited to the signaling complex, which then
recruits and activates the effector caspase, caspase-8, which may result in apoptosis.
However, antiapoptotic signaling through TNF receptor 1 (TNFR1) also occurs and in
most situations this survival signal predominates. Binding of TNF-a to TNFR1 recruits
the adaptor TRADD to the signaling complex, followed by TRAF1 and cIAP1 (126)
and this complex results in the liberation of the transcription factor NF-kb by promot-
ing the degradation of IKb. Many important details remain unknown, including the role
of the RING domain of IAPs (and of course TRAFs, which also bear a RING domain)
and the biological consequences of the ubiquitylation they promote.

5.4.3. Cell Division

Survivin contains a single N-terminal BIR domain without C-terminal domains (62).
Some evidence suggests overexpression of Survivin offered protection against apopto-
sis supporting its role as an antiapoptotic protein. Additionally, Survivin was highly
expressed in some tumor cell lines, seemingly supporting the hypothesis that the 
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antiapoptotic effect of Survivin overexpression could contribute to oncogenesis
(62,65,127). However, several compelling lines of evidence suggest Survivin does not
inhibit apoptosis or caspases, and that the high expression of Survivin in tumors is
because these cells are cycling rapidly. Significantly, expression of Survivin is restricted
to the G2/M phase of the cell cycle (127), providing an rationale for its high expression
in rapidly dividing tumor cell lines. In G2/M phase, Survivin localizes to mitotic spin-
dles where it acts in concert with INCENP and Aurora kinase to promote chromosome
segregation (128). Most importantly, Survivin null zygotes are not viable because of an
absence of mitotic spindle formation causing failure of cell division (129). Other
Survivin-like IAPs have been identified in S. cerevisiae (ScBIR1P), S. pombe
(SpBIR1P), C. elegans (CeBIR1 and CeBIR2), and Drosophila (Deterin) all of which
function in mitosis (130–132). The C. elegans CeBIR1 is required for cytokinesis and
its absence can be complemented by human Survivin (131). Similarly, deletion of yeast
Survivin homologs, SpBIR1P, ScBIR1P, results in death from failure of cytokinesis
(130). The remarkably similar phenotype resulting from deficiency of Survivin and
Survivin-like IAPs across such large phylogenetic differences confirms the primary role
of Survivin is to regulate chromosomal segregation during cell division.

5.4.4. TGF Signalling

The association of IAPs with BMP receptors was first demonstrated in Drosophila
where DIAP1 and DIAP2 were shown to interact with thick veined (Tkv), a TGF-b type
1 receptor for the BMP family signaling protein Decapentaplegic (133). XIAP was sub-
sequently shown to associate with the bone morphogenic protein type 1 receptor (BMP-
R1A) and may serve as an adaptor molecule for signaling downstream to TAB1, the
kinase TAK1 (134) and other members of the TGF-b receptor superfamily (135). BMP
belong to the TGF-b superfamily of cytokines that control the development and homeo-
stasis of most tissues in metazoans (136). XIAP, as well as NAIP and ML-IAP, have been
shown to interact with TAK-1, a mitogen activated protein kinase (MAPK) (137,138)
that functions in the BMP signaling pathway. This signaling cascade results in JNK acti-
vation and cell survival and is proposed to be an alternative antiapoptotic mechanism to
caspase inhibition (138). Although the interactions between IAPs and BMP receptors
are conserved the absence of noticeable defects in the XIAP knockout mice argue that
the role of XIAP role is redundant, at least in mammals.

6. Conclusion
The BIRC family is large and heterogeneous family defined by the presence of a

BIR domain. IAPs, meaning those BIRCs that can inhibit apoptosis are distinct from
other BIRC family members. Many apoptosis inhibiting IAPs can inhibit caspases, and
therefore apoptosis, directly. Antiapoptotic IAPs that sequester IAP antagonists may
prevent apoptosis indirectly by allowing other anticaspase IAPs to prevent apoptosis
but may also inhibit apoptosis in an unanticipated fashion. Although we understand in
impressive detail the molecular level at which IAPs interact with IAP antagonists and
caspases, our understanding of the way these interactions play out in a physiological
situation lags considerably. Whereas it is clear that IAPs are indispensable for
Drosophila development, the fact that knock-out mice bearing deletions of individual
IAPs are essentially normal raises questions about the significance of IAPs in 



mammals. One area where IAPs may be important in mammals is in cancer biology,
given the early promise shown by IAP antagonist mimetics as specific anticancer
drugs. There is sufficient evidence that the antiapoptotic IAPs have conserved roles at
several cell surface receptor interfaces, such as TNF receptors, but what these roles
might be is still largely unknown. An exciting area of IAP biology will be understanding
how the RING E3 ligase function interfaces with the BIR part of the IAP, defining the
substrates for the E3 ligase function and determining what types of ubiquitylation IAPs
perform and how this affects substrate function. Obviously these small proteins still
have many secrets to reveal.
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Intracellular Pathways Involved in DNA Damage and Repair
to Neuronal Apoptosis

Maurizio Memo

Summary
One of the most well known connections between abnormalities of the DNA damage response

and neurodegeneration has been the human syndrome of ataxia telangiectasia. However, other syn-
dromes associated with defective DNA damage response also include neurological symptoms as a
primary feature of their phenotypes. This argues that defects in the repair of, or response to, DNA
damage impact significantly on brain function. This chapter summarizes some recent data under-
lying the contribution to neuronal function and dysfunction of at least two transcription factors
known to be involved in DNA damage sensing and repairing: the tumor suppressor p53 and the com-
ponent of the DNA mismatch repair system MSH2. Both proteins participate in the cancer preven-
tion machinery for the body as well as in the neurodegenerative process.

Key Words: Neurodegeneration; mismatch repair; ATM; p53; NF-kB.

1. Introduction
Preservation of genomic stability is an essential biological function. Cells very effi-

ciently engage mechanisms involving DNA surveillance/repair proteins that work to
maintaining inherited nucleotide sequence of genomic DNA over time. After DNA
damage, that can arise either during duplication or after genotoxic stimuli, cells activate
intracellular pathways which are able to recognize the damage, arrest cell cycle, recruit
DNA repair factors, repair the damage, or induce apoptosis. This definitely relevant
process is finalized to prevent the generation and the persistence of impaired cells which
may ultimately be detrimental to the organism. Studies on the role of DNA damage sen-
sors and repair factors in terminally differentiated, not proliferating cells, like neurons
have recently attracted great interest.

It is well recognized that mutation of genes related to DNA damage repair are asso-
ciated with specific cancer-prone syndromes. Interestingly, many human pathological
conditions with genetic defects in DNA damage responses are also characterized by
neurological deficits. These neurological deficits can manifest themselves during many
stages of development, suggesting an important role for DNA repair during the devel-
opment and maintenance of the brain. 

This chapter summarizes some recent data underlying the contribution to neuronal
function and dysfunction of at least two transcription factors known to be involved in
DNA damage sensing and repairing: the tumor suppressor p53 and the component of
the DNA mismatch repair system MSH2. Both proteins participate in the cancer preven-
tion machinery for the body as well as in the neurodegenerative process.
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2. The Tumor Suppressor p53
p53, is a transcription factor belonging to a large family, including p73 and p63,

whose main function is to control cell-cycle progression and apoptotic process. p53 is
also senses DNA damage and participates in DNA repair machinery (1,2). Loss or in-
activation of p53 gene occurs in almost half of all human solid tumors, and is consid-
ered a fundamental predisposing event in the pathogenesis of many types of cancer (3).
Patients with Li-Fraumeni syndrome, characterized by germ-line mutations in p53 gene,
present with a high risk of developing a variety of tumors (4), and mice deficient in p53
display precocious tumor development (5).

p53 protein is upregulated in response to various cellular stresses. Different cellular
injury—including DNA damage, hypoxia, oxidative stress, ribonucleotide depletion,
and chemioterapeutic agents—were shown to stabilized p53 protein, which in turn can
either cause growth arrest, permitting the induction of DNA repair process, or alterna-
tively, can direct cells to undergo apoptosis (6–7). The involvement of p53 in sensing
damaged DNA and in controlling its repair, is supported by the observation that p53
directly transactivates the proliferating cell nuclear antigen (PCNA), that is involved in
DNA replication and repair, and the GADD45 gene, whose product interacts with
PCNA. Furthermore, p53 was shown to bind several transcription factor IIH-associated
proteins including the DNA helicase, XPB (ERCC3), which are involved in DNA dam-
age repair machinery.

Up to now, it has been well recognized that, in proliferating cells, versatility in p53
activity as a response to exogenous or endogenous signal serves as a control mechanism
to preserve the genome integrity. Remain an open question whether p53 may exert the
same role in neuron cells by regulating DNA repair process or inducing apoptosis.
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2.1. Contribution of p53 to Neuronal Degeneration

In the last decade an emerging body of evidence underscores the particular relevance
of the tumor suppressor gene p53 in the central nervous system, because diverse form of
neuronal damage have been associated with its induction. For example, damage result-
ing from neuronal stimulation by excitatory amino acid has been strongly associated with
p53 accumulation. In particular, is has been found that treatment of cerebellar granule
cells with a p53-specific antisense oligonucleotide prevented both glutamate-induced
p53 expression and apoptosis (8). In vivo studies, using kainic acid systemic administra-
tion or quinolinic acid intracerebral injection, further support the involvement of p53 in
neurodegeneration by showing that an increase of p53 mRNA in vulnerable brain
regions, which displayed signs of apoptosis, including DNA fragmentation (9–10).
Similarly, elevated p53 mRNA has been also detected in adrenalectomy-induced degen-
eration of hippocampal dentate granule cells (11). Furthermore, with respect to ischemic
cell death, enhanced p53 immunoreactivity has been observed in damaged cortical and
striatal neurons 12 h following 2 h focal cerebral ischemia (12), whereas p53 null mice
have been reputed to be more resistant to focal cerebral ischemia (13).

The role of p53 in neuronal death was further confirmed by using animals models of
human neurodegenerative disease. Transgenic mice for APP gene, which overexpressed
b-amyloid 1-42 peptide (Ab1-42) and represent an experimental model for studying
Alzheimer’s disease (AD) neuropathology, displayed an intensive p53 immunoreactiv-
ity in neurons undergoing apoptosis (14). A correlation between p53 expression and Ab
injury was also found in vitro, using primary cultures of cortical neurons (15). In par-
ticular, Ab25-35 neurotoxic peptide caused in these neurons an increase of p53 expres-
sion, which was observed from 8 h up to, at least, 20 h following the insult.

An additional set of experiments was done in SH-SY5Y neuroblastoma cells differ-
entiated by retinoic acid treatment to adopt a neuronal-like phenotype. In these cells,
different stimuli, such as Ab and H2O2, lead to an increase of p53 expression and apopo-
sis (16). It is interesting to note that p53 induction was very fast following H2O2 pulse
(5 min), whereas longer time was required for detecting an increased p53 expression
after glutamate or Ab exposure. These finding suggest that divergent cellular insults
may converge to a common pathway that initiate with elevation of p53 protein levels. In
this regards, it should be noted that both glutamate and Ab may lead, although through-
out different intracellular pathways, to the generation of free radicals as well as H2O2 is
a reactive oxygen species producer. Indeed, it is well established that free radicals
induce damage of cellular components such as lipids, proteins, and DNA and that accu-
mulation of DNA damage is a well known stimulus for elevating p53 protein levels and
for activating p53-mediated signaling pathways.

As recently pointed out by Morrison and Kinoshita (17), alteration in p53 expression
has been associated with neuronal damage in a variety of in vivo model systems. A
remarkable example is the finding that p53 immunoreactivity has been detected in brain
tissue from patients that have been diagnosed with Alzheimer’s disease (18).

2.2. p53 and Cell Senescence

As the number of different roles that p53 plays continues to proliferate, the question of
the human relevance comes to the fore. For example, p53-deficient mice show behavioural
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alterations (19) whereas p53 mutant mice were shown to express a phenoptype charac-
terized by early aging (20). The correlation between tumor-suppressive mechanisms and
senescence has been recent matter of investigation (21). The signal transduction path-
ways that activate cellular senescence are now better understood. Division of telom-
erase-negative cells causes the erosion of the telomeric single-stranded 3¢-extension,
preventing extension of the double-stranded region and, perhaps more important, caus-
ing functional uncapping of the telomeres. The chromosomal DNA ends are then
exposed and recognized by the cell as a double-stranded break. As expected, when a
double-stranded break forms, DNA repair and damage checkpoint factors are recruited
to the site of damaged DNA and a p53-dependent checkpoint is initiated. So replicative
senescence is a p53-dependent checkpoint response to DNA damage (22–23). p53 is
activated by a variety of stressful cellular conditions, including DNA damage, oxidative
stress, and oncogenic signals. It is not surprising then that senescence program can be
activated by the same stresses, even in telomerase-positive cells. If p53 contribute to
aging, it would be tricky to improve tumor-suppressive mechanisms without accelerat-
ing aging, and to retard aging without accelerating tumor formation.

2.3. p53 and NF-kB

The mechanisms by which p53 specifies the neuronal response to injury is not com-
pletely understood. One of the members of the Bcl2 family named Bax appears to be
essential for p53-mediated neuronal death. Bax-deficient are indeed protected from cell
death induced by DNA damaging agents adenovirus-mediated p53 overexpression (24–25).
Controversial reports exist on the role of the transcription factors NF-kB in p53-medi-
ated apoptosis (26–28). Pizzi et al. (29) demonstrated that different subunit composition
of the NF-kB dimers may address opposing signals to cell function and recent works by
Culmsee et al. (26) underlined the contribution of the transcriptional cofactor p300 in
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balancing opposite roles of NF-kB in modulating cell function. This additional nuclear
modulator, coordinately with NF-kB, might extend the number and/or amplify the level
of transcription of NF-kB target genes to finally alter the cellular response. The check-
point, which discriminates between NF-kB-mediated physiological and pathological
responses, might be cell-specific, influenced by the nature and the intensity of the extra-
cellular stimulus, and continuously modifiable by the constitutive metabolic and func-
tional context of the transcriptional machinery.

Interestingly, aberrant NF-kB regulation, specifically a high-constitutive activation,
has been found in fibroblast from ataxia teleangectasia patients and demonstrated to be
implicated in their high sensitivity to ionizing radiation (30–31). Ataxia teleangectasia
is a human disease characterized by neurological, immunological, and radiobiological
problems, caused by a mutation in the ATM protein kinase gene. Recently, electron
microscopic evidence of neuronal degeneration in the cerebellar cortex of ATM knock-
out mice was reported (32). In light of these observations, a possible correlation among
tumor development, neurological deficiencies and NF-kB activation would certainly
deserve deeper investigation. 

3. Contribution of the Mismatch Repair System to Neuronal Degeneration
The mismatch repair (MMR) system is an important member of the DNA checkpoint,

that includes a number of proteins aimed to control genomic stability through cell-cycle
arrest, DNA repair, and apoptosis (33–34). Repair of damaged genes is the prominent
role of this system, that is shared with the other mayor repair systems, such as the
nucleotide excision repair (NER) and the base excision repair (BER).

Several studies have led to a biochemical model for postreplication mismatch repair
in Escherichia Coli. Initiation of a MMR event occurs when MutS recognizes and binds
mispaired nucleotides that result from polymerase misincorporation errors (35). In
eukaryotic there are at least seven MutS homologues (MSH1 to MSH7) and five MutL
homologues designated MLH1, MLH2, MLH3, PMS1, and PMS2. With the exception
of the homodimer MSH1-MSH1, involved in mitochondrial genomic stability in yeast
and plant, the eukaryotic MutS and MutL homologs typically form heterodimers. MSH
heterodimers are specialized for different but overlapping classes of mismatches: the
most important in mammals are MSH2-MSH6 (MutSa) heterodimers, that generally
recognize base mispairs (e.g., G/T, A/C) , and MSH2-MSH3 (MutSb), that bind to short
insertion-deletion loops. MutS proteins interacts also with other DNA lesions; small
alterations such as O6-methylguanine, 8-oxoguanine and thymine glycol, major ultra-
violet light photoproducts such as Cyclobutane pyrimidine dimers, and 1,2 intrastrand
G-G intrastrands crosslinks produced by cysplatin are all targets of the MMR.

There are a number of other proteins involved in MMR and these include DNA poly-
merase d, replication protein A, replication facto C, exonuclease1, RAD27, and DNA
polymerase d and e associated exonucleases (33–35).

PCNA has recently been added to the list of members of the MMR system; this pro-
tein was originally thought to interact with DNA polymerases and increase their activ-
ity. Recently, it was found that yeast MSH3 and MSH6 contain N-terminal sequence
motifs characteristics of proteins that bind to PCNA (36) and that human PCNA co-
immunoprecipitates in a complex containing MLH1 and PMS2 (37). These evidences
suggest that PCNA has also been implicated in MMR before the DNA synthesis step,
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directly in mispair recognition, although the biochemical basis for this additional role
of PCNA remains unclear (38).

Once the DNA mismatch is recognized and the MutS and MutL hetorodimers com-
plexes have combined with it, repair of the mismatch DNA proceeds by activating
exonuclease-mediated degradation of DNA from a nick that is a distance of up to 1 to 2
kilobases from the mismatch. Degradation continues until the mismatched base is
removed. The resulting long excision tract is filled in by polymerase d which inserts the
correct nucleotide in to the sequence.

DNA repair is not the only function of MMR system; it is likely part of the DNA
checkpoint involved in choosing cell fate. It has recently been shown that key proteins,
which are involved in DNA repair, could play additional roles, in excess of DNA dam-
age, and become proapoptotic proteins. Proteins of MMR system (i.e., MSH2 and
MSH6, appear to play this dual role) (39–41). In this line, hMutSa and hMutLa increase
the phosphorylation of p53 in response to DNA methylator damage (42). Human epithe-
lial and mouse embryo fibroblast cell lines lacking MLH1 protein are more resistant to
hydrogen peroxide, likely via the dysregulation of apoptosis. In fact, MLH1 proficient
cells treated with hydrogen peroxide underwent apoptotic death that involves mitochon-
drial permeability and caspase 3 activation (43,44).

3.1. Historical Background of Hereditary Nonpolyposis Colorectal Cancer

Long before molecular genetics had given us insight into the etiology of colorectal
cancer, Aldred Warthin (45) had described several families who appeared to have pre-
disposition to cancer. Throughout the 1970s and early 1980s there remained a great
scepticism that cancer could have a strong hereditary component and the previous work
was seen as anecdotal. However, by the 1980s many reports of a “cancer family syn-
drome” were appearing in the medical literature (46). Cancer family syndrome then
become subdivided into Lynch syndrome I (families characterized by mainly colorectal
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cancers at early age) and Lynch syndrome II (families with colorectal and extracolonic
cancer). All of this different terminology was eventually clarified with the introduction
of the term hereditary nonpolyposis colorectal cancer (HNPCC) to emphasise the lack
of multiple colonic polyps and to separate it from the polyposis syndromes. Following
the studies of large kindreds using linkage analysis, the HNPCC susceptibility loci were
mapped to chromosome 2p16 and chromosome 3p21. Expanded microsatellites were
found in HNPCC rather than regions of loss and this was termed microsatellite instabil-
ity. Microsatellite instability had already been studied extensively in bacteria and yeast
and this led to positional cloning strategies identifying the human homologous of the
mutS gene, namely hMSH2, on chromosome 2p, followed closely by the identification
of the human homologous of the mutL gene, namely hMLH1, on chromosome 3p.

Mutations in hMSH2 and hMLH1 account for the majority of reported HNPCC cases.
Based on positional cloning and linkage analysis, it is now generally accepted that in-
activation of one of the MMR genes is responsible for the microsatellite instability 
or replication errors seen in more than 90% of HNPCC (47).

3.2. MMR System in the SNC

Very little is know about the possible role of the MMR system in the brain. Marietta
et al. (48) demonstrated that proteins of MutSa complex were expressed in developing
and adult rat brain tissues, suggesting that not only dividing cells but adult brain cell as
as well, have the capacity to carry out DNA mismatch repair. Nuclear extracts from
adult rat brain neurons were also found to be able to repair DNA mismatches (49).

In this contest, we studied the expression of MMR proteins in neurons by in vivo and
in vitro studies. The distribution of MSH2, one of the key protein involved in recogni-
tion of damaged DNA, was evaluated by immunohistochemistry in the adult rat brain.
The results from these experiments showed that MSH2 was expressed in several areas
of the brain including hippocampus, cerebellum, cortex, striatum, substantia nigra, and
in spinal cord. MSH2 was detected only in neuronal cells with nuclear localization,
whereas glial cells were not positive (50). The involvement of MSH2 in neuron degen-
eration was studied in rats treated with kainic acid. This is a well known experimental
paradigm of excitotoxicity, characterized by specific cell loss in CA3/CA4 hippocam-
pal subfields. Kainate injection resulted in a dose-dependent increase of MSH2 expres-
sion specifically in the pyramidal cells of CA3/CA4 subfield (50). MSH2 increased
expression could be interpreted as a part of a proapoptotic signaling. This is in line with
previous data showing overexpression of MSH2 and MLH1 proteins in cells undergoing
apoptosis (41).

Involvement of MMR in the repair of base oxidation induced by H2O2 was explored
in human neuronal cell line (51,52). To this aim, human SH-SY5Y neuroblastoma cells
were differentiated to a neuron-like phenotype by treatment with retinoic acid and then
treated with a pulse of H2O2. The oxidative lesion was carried out in a way to induce a
submaximal lesion resulting in no more that 20 to 30 cell loss, at 24 h after the lesion.
This lesion also caused a marked oxidative DNA damage, as detected by 8-OH-
deoxyguanosine immunoreactivity, within 15 min and lasted until 2 h after the H2O2
pulse. The calculated number of DNA lesioned cells reached 50 % of the total at 2 h
after the treatment and then declined. This observation suggested that a given number
of neurons were able to recognize and repair the oxidized DNA whereas the others
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underwent apoptosis. In a time-frame between 30 min and 2 h, H2O2 also induced
MSH2 nuclear translocation of several members of the MMR system, including MSH2,
MSH6, and MLH1. The results indicate that, like nonproliferating cells, neurons pos-
sess the machinery to recognize and repair DNA damage, Additional evidence for MMR
activity in neurons in response to DNA damage was obtained in functional studies from
both undifferentiated and differentiated Ntera2 extracts (53).

3.3. MSH2 and Experimental Models of Neurodegenerative Diseases

Huntington disease (HD) is an autosomal dominant, progressive neurodegenerative
disorder that is caused by an expanded CAG repeat sequence leading to an increase in
the number of glutamine residues in the encoded protein (54). The normal CAG repeat
range is 5 to 36, whereas 38 or more repeats are found in the disease state; the severity
of the disease is roughly proportional to the number of CAG repeats (1–5). With
increasing repeat number, the protein changes conformation and becomes increasingly
prone to aggregation, suggesting important functional correlations between length and
pathology, including severity and onset age. Because of their role CAG microsatellite
instability, it was attractive to study the contribution of MMR proteins in HD. Wheeler
et al. (55) recently reported that MSH2 hastens by many months the timing, but not the
neuron specificity, of early disease in a precise genetic HD mouse model, implicating
MMR-dependent pathways in modifying pathogenesis in man.

4. Conclusions
Historically, one of the most well known connections between abnormalities of the

DNA damage response and neurodegeneration has been the human syndrome of ataxia
telangiectasia. However, other syndromes associated with defective DNA damage
response also include neurological symptoms as a primary feature of their phenotypes
(56). This argues that defects in the repair of, or response to, DNA damage impact sig-
nificantly on brain function. We speculate that the list of neuropathologies associated
with an impairment of the DNA damage repair system could be even larger including
chronic and progressive neurodegenerative diseases like AD. In this regard, quantitative
and histopathological markers of oxidative DNA damage have been found the brain of
Alzheimer’s patients (57) suggesting that the neuronal machinery devoted to restore
damaged DNA might be impaired in AD brain.

Future studies focussing on these and other aspects of b-amyloid neurotoxicity will be
important for the molecular description of specific DNA processing and repair
mechanisms in brain as well as to define whether cancer and neurodegenerative disease
share common genetic risk factors for the development and progression of the disease. In
this regard, DNA repair genes are good candidate for such a dual role. In fact, the activity
of the DNA repair systems in the brain decreases as a function of age so that the capabil-
ity to recognize and repair various types of DNA damage is reduced in the aging brain. One
of the most intriguing aspects of this topic is whether or not neuronal cells lacking DNA
repair factors are able to survive after DNA damage. One possibility is that they do survive
and acquire a novel phenotype, which is a neuron with altered DNA. This could be relevant
or not. If DNA damage is located in a region not important for transcription or in a coding
region of a protein which is not important for cell function, they may survive without 
showing signs of impairment. On the other hand, DNA damage may be located in crucial

342 Memo



sites along the DNA filament, thus altering transcription of proteins deeply involved in cell
function. In this case, unrepaired DNA damage will generate “dysfunctional neurons”
(perhaps for a certain period of time) and eventually (later) activate a death program.

There are two additional concepts to be taken into consideration: (1) accumulation of
DNA damage over time, and (2) gene-specific vulnerability for mutations.

The decrease in efficiency of the DNA repair systems occurring in aging brain may
increase the risk to generate and accumulate gene mutation within individual neurons
and, as consequence, to generate cells with functional alterations (dysfunctional neu-
rons). Moreover, there is a hierarchy in the sensitivity of the genes for mutation. Genes
displaying elevated risk of mutation are those with high rate of transcription, being
exposed to the nuclear environment for prolonged periods of time, free of histone pro-
tection. Moreover, based on lessons from oncology, almost all genes involved in DNA
damage recognition and repair are particularly sensitive to mutations. Thus, it might be
envisaged a self-strengthening process based on time-dependent accumulation of DNA
damage which involves more and more (cell-function relevant) genes.

This view takes into consideration at least two features of many neurodegenerative
diseases: anatomy (cell specificity) and timing (years for the manifestation of the 
disease).
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The Biology of Caspases

Tasman James Daish and Sharad Kumar

Summary
Programmed cell death (PCD) is a vital part of the normal development of metazoans. PCD

requires a conserved class of cysteine proteases, termed caspases, to affect the controlled demise of
cells. When the regulatory pathways controlling cell death are perturbed through mutation, disease
states, including cancers and neurodegenerative disorders, can occur. Therefore, caspases and the
molecules regulating their function are potential candidates for therapeutic targets. This chapter
describes caspase structure, regulation, and function in the context of biological function and the spe-
cific roles they play in the protection of living systems. A section is also dedicated to the emerging
field concerning the nonapoptotic functions of “apoptotic” caspases in development.

Key Words: Apoptosis; caspases; oligomerisation; transcription; development.

1. Introduction
Life requires death, and the programmed form of cell death (PCD), or apoptosis,

requires caspase activation to effect the tightly regulated cell or tissue destruction so
critical to normal development and tissue integrity maintenance. PCD also functions in
the defence against DNA damage, trauma or toxic insult, and immune/pathogenic chal-
lenge. Caspases are cysteine proteases that cleave their substrate targets following an
aspartate residue. When an apoptotic program becomes deregulated through mutation,
a host of disease states can occur including various cancers and immune or neurodegen-
erative disorders (1–5). Consequently, caspases can be studied as potential candidates
for therapeutic targets to modify or prevent aberrant apoptosis. Discovery of an evolu-
tionarily conserved PCD pathway involving caspases came with the identification of the
ced-3 gene in the nematode Caenorhabditis elegans that is required for the death of a
discrete population of cells during development (6,7). Many caspases have now been
identified in diverse species with 11 present in humans, 10 in mice, 4 in the chicken and
zebrafish, and seven in Drosophila (8). This chapter describes the function, activation
and regulation of caspases. 

2. Caspase Structure
Caspases are divided into two general initiator and effector groups. Initiator caspases 

are characterized by long N-terminal prodomains containing protein–protein interaction
motifs. Long prodomain-containing caspases have death effector domains (DEDs) or cas-
pase recruitment domains (CARDs). Effector caspases that require activation by initiator
caspases lack long prodomains or similar binding motifs (9,10). DED-containing caspases
include caspase-8 and -10 in mammals and DREDD in Drosophila whereas the CARD-
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containing caspases are caspase-1, -2, -4, -5, -9, -11, and -12 in mammals, DRONC and
CED-3 in Drosophila and C. elegans, respectively (11). Effector caspase members include
caspase-3, -6, and -7 in mammals and DRICE, DCP-1, DECAY, and DAMM in Drosophila
(11,12). The Drosophila caspase STRICA, while having a long serine/threonine rich
prodomain, lacks either DED or CARD domains and its function remains unclear (13). The
catalytic part of caspases consists of small and large subunits (often termed the p10 and
p20), with the catalytic residue positioned in the large subunit. Activation of the inactive
caspase zymogen often involves processing into a heterotetramer composed of two large
and small subunit heterodimers (14). The key difference between the caspase classes is their
respective modes of activation. Whereas effector caspases require cleavage by 
initiator caspases for activation, initiator caspases have the inherent property of being able to
autoactivate through adaptor-mediated dimerisation/oligomerisation. This proximity-induced
dimerization is facilitated by the formation of large multiprotein complexes that bring initiator
caspase molecules into close proximity (15–17).

3. Caspase Activation Pathways
3.1. Extrinsic Activation Pathway

Death signaling arising from extracellular death ligands binding to their cognate cell
surface receptors is termed the extrinsic death pathway. The extrinsic pathway involves
formation of a death-inducing signaling complex (DISC) that leads to caspase-8 and then
effector caspase activation (18). DISC formation results from Fas ligand binding to the
Fas receptor, then recruitment of the adaptor molecule FADD, which in turn recruits pro-
caspase-8, triggering its proximity-induced autoactivation (19). Activated caspase-8 also
links to the intrinsic pathway by cleaving and activating the BH3-only protein BID (20).
Cleaved BID translocates to the mitochondria to effect cytochrome c release (20).

3.2. Intrinsic Activation Pathway

Death signaling arising from stimuli within cells through activation of developmen-
tally regulated death programs, cell stress caused by deprivation of nutrients, or cyto-
toxic damage is termed the intrinsic or mitochondrial death pathway. This pathway
induces activation of caspase-9. In mammals, caspase-9 activation requires mitochondr-
ial cytochrome c release which results in assemblage of an approximately 1 MDa multi-
protein oligomeric complex termed the Apaf-1 apoptosome (21,22). A number of other
molecules are concurrently liberated from the mitochondria along with cytochrome c
such as Smac/DIABLO, apoptosis inducing factor (AIF), and Omi/HtrA2 (23–25).
Cytochrome c, once released from the mitochondria, binds Apaf-1 to effect a conforma-
tional change in Apaf-1, which allows the binding of dATP to occur (22). This in turn
induces apoptosome formation and recruitment of caspase-9 to this complex which is
then able to activate effector caspase-3 and -7 (21,22).

In flies, the apical caspase DRONC is activated through interaction with the ced-
4/apaf-1 homolog adaptor molecule DARK/Hac-1, similar to mammalian caspase-
9/Apaf-1 and C. elegans CED-3/CED-4 interactions (26–28). The role of cytochrome c
in the Drosophila intrinsic death pathway and in particular in DRONC activation is less
clear than its observed role in apoptosome formation in mammals (29). The death acti-
vator proteins RPR, HID, and GRIM sequester the DIAP1 inhibitory protein from its
ubiquitinating action on DRONC allowing DRONC/DARK binding resulting in DRONC
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activation (30–34). Similar to the activation of caspase-3 by caspase-9, active DRONC
cleaves and activates the effector caspases DRICE and DCP-1 (29,35).

3.3. Regulation of Caspase Activation by Bcl-2 Family Members

A critical group of molecules regulating the intrinsic apoptotic pathway are the Bcl-2
family proteins. This family is characterized by the presence of Bcl-2 homology
domains (BH1-4) and include pro (Bax, Bok, and Bak) and antiapoptotic (Bcl-2, Bcl-
xL, Mcl-1, Bcl-w, and Bfl-1) members. Bcl-2 is the functional homolog of the antiapop-
totic CED-9 (36) and the BH domains are required for protein–protein interactions
between pro- and antiapoptotic Bcl-2 family members to modulate their respective
functions. A third group, the C. elegans EGL-1 homologs, defined by the presence of
the BH3 domain only (termed BH3-only members), are exclusively proapoptotic
(Puma, Bim, Bid, Bad, and Noxa). BH3-only proteins are responsive to diverse stimuli
and are tightly regulated by ubiquitination, phosphorylation, proteolytic processing as
well as transcriptional controls (37) and function through proapoptotic Bax and Bak
(38,39). The absolute requirement of Bax and Bak in apoptosis is highlighted by the fact
that Bax and Bak deficiency prevents the death-inducing potency of the proapoptotic
BH3-only molecules (38,40–43). The BH domains serve as the adaptor binding motifs
that mediate Bcl-2 and BH-3-only protein interactions, and when bound, also serve to
modify conformation and consequently cellular localisation and function. For example,
the activation by oligomerisation of Bax can be induced by truncated (via caspase-8
cleavage) proapoptotic Bid (tBid) through BH3-mediated interactions (20,38). Bax acti-
vation/oligomerisation occurs through BH3 binding domain accessibility to regulatory
proteins, determined by its conformational status. Oligomerization of Bax leads to
changes in mitochondrial membrane permeabilization causing Smac/DIABLO and
cytochrome c release (38). Thus, regulation of Bax can occur by a BH3-mediated bind-
ing competition for Bid association and sequestration between the antiapoptotic Bcl-2
members like Bcl-2 and Bcl-xL and the proapoptotic BH3-only proteins, like Bid, Bad,
or Noxa. Bak activation, in contrast, is prevented by constitutive BH3-mediated binding
to antiapoptotic Mcl-1 and Bcl-xL, with the former interaction occurring in the mito-
chondrial membrane under nonapoptotic conditions (44,45). In response to specific
death stimuli, the Mcl-1/Bak and Bcl-xL/Bak complexes dissociate and Mcl-1 is degraded
by ubiquitination (44,46). Mcl-1/Bak dissociation is induced by the BH3-mediated
binding to Mcl-1 by the proapoptotic BH3-only protein, Noxa (45).

Regulation of apoptosis by Bcl-2 family proteins is complex as binding
preferences/affinities of the respective BH domains, in particular the BH3-only protein
domains, to the multiple pathway members can be quite specific (Noxa) or relatively
nondiscriminate (Bim), resulting in profoundly different modulations (39,45,47–49).

3.4. Extrinsic Pathway Regulation by FLIP

The caspase-8 homolog FLICE-like inhibitory protein (FLIP) differs from caspase-8
in that it lacks the critical catalytic cysteine residue. In normal cells, the c-FLIPL vari-
ant acts to enhance DISC-mediated caspase-8 activation following receptor-mediated
death signaling (50,51). The heterodimerisation of c-FLIPL with caspase-8 following 
c-FLIPL recruitment to the DISC induces caspase-8 activation, an interaction which
imparts greater inherent catalytic potential than homodimerisation of caspase-8 (51).
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3.5. Regulation by Inhibitor of Apoptosis Proteins
Inhibitor of apoptosis proteins (IAPs) inhibit caspase function through the presence of

up to three BIRs which are zinc finger domains of approx 80 amino acid residues and a 
C-terminal RING finger domain which imparts E3 ubiquitin ligase activity (52,53). In
Drosophila, IAP/caspase interaction is mediated via two amino-terminal BIRs (54–56).
The death activator proteins, RPR, HID, GRIM, and SICKLE bind the Drosophila IAPs
(DIAP1 and DIAP2) and antagonize the IAP-caspase interaction through a short N-termi-
nal RHG motif (57,58). This interaction results in caspase activation and cell death by
directing the sequestered IAPs to the ubiquitination pathway. The diap1 mutant thread has
deregulated developmental PCD because of unchecked processing and activation of DCP-1,
DRICE and DRONC (59). DRONC is rapidly processed in response to diap1 RNAi fol-
lowed by DRONC-dependent DRICE processing and activation (60,61). The DRONC
binding motif was identified to be a 12-residue sequence (residues 114–125) sited between
the prodomain and caspase domain and required for BIR2-mediated binding with DIAP1
(56). The interaction of DRONC with the IAP-BIR2 was shown to occupy the same bind-
ing pocket as other caspases and the N-terminal region of RPR, HID, GRIM, and SICKLE
suggesting a competition between the RHG proteins and IAPs exists to regulate DRONC
activation (56). Mutation of the DIAP1 RING finger, while failing to prevent interactions
with RPR, HID, or DRONC, completely blocks DRONC ubiquitination (30). Although the
precise role of ubiquitination in the turnover rate of DRONC in vivo remains unclear, the
Drosophila IAPs function to limit the accumulation of DARK-dependent active forms of
DRONC, a process countered by the RHG death activator proteins.

In mammals, apart from inhibiting caspases, IAPs can function in diverse cellular roles
such as signal-transduction pathway cofactors and participants in the process of cell divi-
sion (62,63). In a process similar to the regulation of DRONC, the mammalian dronc
homolog caspase-9 is inhibited by XIAP through BIR3-mediated binding (64). Critical to
this interaction are three XIAP residues, Trp310, Glu314, and His343 required for bind-
ing to the caspase-9 p10 subunit (65). XIAP binding prevents assemblage of the active
tetrapeptide form of caspase-9, an interaction which is not possible by c-IAP1 and c-IAP2
as the result of nonconservation of these critical residues (64). The mechanism of IAP
inhibition of caspase-9 differs to that of DRONC by DIAP1 in that caspase-9 is rendered
catalytically impotent by XIAP binding whereas DRONC remains unprocessed when
bound by DIAP1 because of its inability to interact with DARK. Thus, although there are
eight mammalian IAP proteins, caspases-9 is regulated primarily by XIAP whereas 
caspase-3 and -7 are subject to inhibition by multiple IAP types as well as XIAP. The site
of regulation of caspase-3 and -7 by XIAP is sited between the BIR1 and BIR2 binding
domains, an interaction which prevents their recognition/binding to substrates (66–69). As
in Drosophila, the caspase inhibitory function of IAPs is antagonized through BIR3 bind-
ing by the mitochondrial protein Smac/DIABLO, which is released from the mitochondr-
ial intermembrane space following cleavage of its anchoring domain (24,70). This
interaction occurs through a similar tetrapeptide motif (Ala-Thr-Pro-Phe) as is present in
caspase-9 and effectively competes for binding with the XIAP BIR3 to release caspase-9.

3.6. Transcriptional Regulation of Caspases in Drosophila
Caspases were thought to exist in cells at relatively static levels as inactive zymogens,

effectively priming the cell for death in readiness for receipt of a death signal. However,
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it is becoming increasingly evident that key death pathway components, such as Bcl-2
homologs and caspases, are transcriptionally regulated in a stage- and tissue-specific
manner throughout development (71). Although transcriptional regulation of caspases
has been demonstrated in mammals, the system best exploited for analyzing the tran-
scriptional control of the apoptotic machinery has been the Drosophila larval salivary
glands and midgut, which both undergo rapid and developmentally coordinated destruc-
tion in response to a caspase-dependent hormone induced genetic program (72–77).

Drosophila larvae enter metamorphosis in response to a late larval increase in the
titre of the steroid hormone 20-hydroxyecdysone (ecdysone), which induces prolifera-
tion of progenitor cell clusters or imaginal discs destined to form adult structures, and
the rapid removal via apoptosis of the redundant larval midgut (78–80). About 10 h after
this late larval ecdysone peak, a second late prepupal rise in ecdysone levels induces
eversion of the forming adult head and entry into the pupal stage followed by the rapid
destruction of the larval salivary glands. Analysis of the genetic cascades occurring in
these tissues reveals rapid induction of a hierarchy of transcription factors and cell death
machinery components including caspases, most markedly the apical CARD-containing
caspase DRONC (73,76,77,81).

The primary transducer of the ecdysone signal in Drosophila is the ecdysone receptor
heterodimer complex (EcR), composed of the ecdysone receptor and the RXR homolog
Ultraspiracle (Usp). The EcR has three isoforms, each with different expression profiles
and distinct biological functions (82). All three isoforms have Ultraspiracle as its bind-
ing partner, an interaction that increases the binding affinity of the hormone to the recep-
tor complex, which in turn stabilizes the complex to increase DNA binding affinity (83).
Once bound by ecdysone, the EcR induces the transcription of a set of early response
transcription factors. EcR-induced early response genes include the zinc finger-containing
Broad Complex (BR-C), the ETS-like E74 transcription factor along with the orphan
nuclear receptor E75, and a novel nuclear protein E93 (81,84–87).

BR-C, E74, E75, FTZ-F1, and E93 are transcription factors playing essential roles
in the removal of the larval midgut and salivary glands (76,77,81,87–91). The relation-
ship of these transcription factors to core cell death genes like rpr, hid, grim, dark,
dronc, and crq is complex and differs significantly between the salivary glands and
midguts. EcR, BR-C, and E74A are all induced in the salivary glands at puparium for-
mation but their expression does not result in rpr, hid, or dronc transcription or histo-
lysis of this tissue, as occurs in the midgut at this time (77). In the midgut, E93 mutants
impact dronc transcription whereas BR-C mutants have altered transcription of rpr, hid,
and crq but have normal dark and dronc expression. rpr is directly upregulated by the
EcR at the late prepupal ecdysone pulse (87,92). rpr and hid expression is dependent on
the BR-C Z1 isoform as their expression is reduced in salivary glands from animals
mutant for this isoform whereas expression of FTZ-F1 and E93 is maintained.
Expression of hid, but not rpr, is dependent on E74A (87). The competence factor

FTZ-F1 is required for diap2 expression, which is then repressed by E75 resulting in
a temporal restriction of diap2 expression in the late prepupal salivary glands.

Thus a complex temporally and spatially regulated transcriptional hierarchy coordi-
nates the destruction of redundant larval tissues via nuclear receptor-mediated transcrip-
tional upregulation of death activators and caspases, a cascade coordinating caspase
activation with repression of apoptosis inhibiting proteins. 
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4. Caspases in Development
4.1. Nonvertebrate Animals

Mutation of the C. elegans ced-3, as well as the adaptor ced-4, blocks the develop-
mental cell deaths of a discreet population of 131 cells during morphogenesis (6,93).
Even though the pattern of PCD is completely disrupted in these animals, they remain
viable and otherwise normal (6).

In Drosophila, dronc null mutants exhibit differential requirements for DRONC in the
execution of developmental and stress induced cell deaths (73,94,95). As dronc is the only
CARD-containing caspase in Drosophila, it was predicted to be essential for all effector
caspase activation and therefore absolutely required for all developmental cell deaths.
Isolated dronc null mutants showed that dronc is necessary for development as homozy-
gous mutants arrest as early pupa with a diverse range of predicted and intriguing pheno-
types. Firstly, there is a differential requirement for DRONC for the destruction of the
larval midgut and salivary glands, with the latter failing to undergo histolysis whereas the
midguts of dronc mutant homozygotes show typically apoptotic hallmarks such as DNA
fragmentation and effector caspase substrate activity (73). Stress-induced cell death is
blocked in imaginal tissues and CNS however, generation of cell-type specific mutant
clones revealed only minor defects in the formation of the adult wing and eye (94).
Interestingly, dronc mutants have greatly increased circulating blood cells, which when
cultured demonstrate resistance to multiple death-inducing agents (94). Most embryonic
cell deaths are dronc-dependent with mutants showing head involution defects, additional
neuronal cell complements, and a failure to hatch at the end of embryogenesis (28,94).

The only other Drosophila caspase mutants isolated are for dcp-1 and dredd (96,97).
DCP-1 is required for stress-induced germ cell death at the mid oogenesis stage and for
normal DRICE activation levels and localisation in egg chambers (96). In a genetic screen
using an immunocompromized Drosophila model to identify immune response pathway
components, DREDD was shown to be required for immunity in response to bacterial
infection (97). The role of DREDD in a nonapoptotic process was demonstrated by the
observation that antibacterial peptide gene expression was blocked in dredd mutants and
DREDD specifically was involved in the response to gram-negative bacterial infection
(98). Overexpression of strica in the fly eye induces a rough eye phenotype which is
reduced by coexpression of diap1, p35 and to a lesser extent, diap2 (99). Overexpression
of strica in mammalian cells induces death, which is marginally repressed by diap1 co-
expression, however, STRICA uniquely has been shown to interact with DIAP2 sugges-
tive of a role distinct to that of other initiator caspases (13). As no strica mutant has been
isolated, its precise requirement in Drosophila development or PCD in vivo remains pre-
dictive. DRICE processing is observed in response to RPR- or chemically-induced cell
death in Drosophila cells and immunodepletion of DRICE in insect cell lysates results in
a failure to respond to death stimuli indicating that DRICE is essential for apoptosis in this
context (100). drice is transcriptionally upregulated in the larval salivary glands prior to
their removal suggestive of a role in developmental cell death as well as abundant DRICE
being present in the larval salivary glands and midguts prior to their destruction (73,101).
damm overexpression induces death in cultured cells, however the precise physiological
function of DAMM in vivo remains unclear as it does for decay, the effector caspase with
high sequence homology with the mammalian caspase-3 family of proteins (102,103).
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4.2. Mammals

Mutation of caspases in mammalian models or in humans presents a complex rela-
tionship existing between function and compensatory redundancies, an example being
caspase-2. Whereas caspase-2 is widely expressed in multiple tissue types, caspase-2
knockout (KO) mice are viable, fertile, and show no overt phenotype (104,105). The
redundancy occurring in caspase-2–/– animals may be partly explained by the compensa-
tory activity of caspase-9 in caspase-2 null neuronal apoptosis following growth factor
withdrawal (106). The observation that female caspase-2 null mice have an increased
complement of oocytes reveals a nonredundant role specifically in the regulation of
germ cell attrition however this does not negatively impact fertility (104,107).

Nonredundant caspase function is more obvious in mice deficient for caspase-3 or -9,
which are embryonic or perinatally lethal with significant disruptions to nervous system
cell deaths resulting in hyperplasia of multiple brain structures (108–110). The brain
hyperplasic foci are more severe in caspase-9 / animals and this can be attributed to the
caspase-9-dependent activation of the effector caspase-7 in specific neural structures
(109,110). Interestingly, the caspase-3 / phenotype was murine strain dependent (111).
Caspase-3 null mice have an additional enlargement of the retinal neuroepithelia indi-
cating a nonredundant role in this tissue (108). These phenotypes evidence the essential
and nonredundant roles for caspase-3 and -9 in CNS development, and furthermore,
indicate their respective biological functions and activation occur through similar path-
ways. This is confirmed by the loss of caspase-3 processing in brain tissue mutant for
caspase-9 (109).

Caspase-1 and -11 deficient mice have no significant developmental or cell death
defects but do exhibit defective IL-1 , IL-18, IL-1 , IL-6, TNF- and interferon- pro-
cessing/production (112–116). Caspase-11 / mice have reduced caspase-1 activation
demonstrating its position upstream of caspase-1 in the proinflammatory pathway (117).

Caspase-8 / mice also demonstrate nonredundant functions in diverse developmental
processes (118,119). Mice lacking caspase-8 are embryonic lethal and smaller in size at
death than WT animals of equivalent age, have defective myocardial development and
erythrocyte hyperaemia (118). Furthermore, apoptosis in response to receptor-mediated
death signaling is blocked in caspase-8 / fibroblasts and hepatocytes, the latter demon-
strated convincingly in vivo by hepatocyte-specific conditional caspase-8 KO in con-
junction with anti-Fas antibody injection (118,119). Conditional knockout of caspase-8
specifically in bone marrow cells leads to a block in hematopoietic progenitor functional
potential (119). Consequently, aspects of the physiological role of caspase-8 appear inde-
pendent of TNF family-mediated signalling as no comparable phenotype is observed in
animals mutant for these receptors, however, animals mutant for the caspase-8 adaptor
molecule FADD do have similar phenotypes (119).

5. Caspase Substrates

Known caspase substrate targets in cells currently number nearly 400 proteins involved
in most cell control systems/pathways including cytoskeletal or structural components,
signaling molecules, cell repair and cell-cycle molecules as well as proteins regulating
transcription and cell death (8,120). Cleavage of such substrates, generally carried out by
the effector class of caspases, function to effect cell death by targeting specific molecules
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which lead to the typical apoptotic phenotypes such as DNA fragmentation, membrane
blebbing, and nuclear condensation. Complicating collation of a uniform set of rules for
caspase targets is the fact that some substrates are cleaved in cell- or tissue-specific con-
texts, dependent on relative caspase expression levels, or nonconserved substrate recogni-
tion sequences exist between species. However, given the typical features of apoptotic cell
death appear conserved from C. elegans and Drosophila to mammals, caspase substrates
and specificities in this process are likely to be highly conserved.

Cleavage of Gelsolin and ROCK-1 are involved in the process of membrane bleb-
bing, the former activated by caspase-3 to effect F-actin modifications whereas caspase-
mediated activation of the latter induces myosin light chain phosphorylation (121,122).
Multiple caspase-mediated modifications to cell-cell interaction foci (E-cadheren) (123)
and cell adhesion complexes like adherens junctions ( - and -catenin) (124) and
desmosomes (Plakophilin-1) (125) lead to cell rounding or detachment, prevention of
cell junction communications, or the blocking of signaling networks.

Apoptotic DNA fragmentation occurs through the DNase action of caspase activated
DNase (CAD), a cytoplasmic molecule kept inactive through binding of the inhibitor
ICAD (126,127). Upon cleavage of ICAD by caspase-3, CAD moves into the nucleus
and cleaves DNA, a process responsible for the typical “laddering” of genomic DNA
from dying cells when electrophoresed (127,128). Similarly, many caspase targets, once
cleaved, impact regulation of chromatin structural modifications (129,130) and disable
elements of the DNA repair machinery (131).

As stated, caspase cleavage of certain targets can fundamentally change their biologi-
cal function, as is the case for the antiapoptotic molecules Bcl-2 and Bcl-xL which, fol-
lowing cleavage of their N-terminal BH4 domains, renders them with a proapoptotic
function (132). Bid cleavage by caspase-8 produces a proapoptotic C-terminal fragment
which induces cytochrome c release from the mitochondria (133). Such changes interfere
with the balance between pro and antiapoptotic machinery components and tip the scale
toward commitment to death as well as triggering an amplification of death signaling. 

6. Nonapoptotic Roles of “Apoptotic” Caspases
The concept that caspases are constitutively present in cells effectively priming them

for activation by death signalling induction, has been developed to one of complex tran-
scriptional regulation as outlined above. More recently, our understanding of the role of
caspases in biology has again developed from purely a destructive, all or nothing removal
of cells or tissues, to having unexpected and diverse roles in developmental processes
other than cell death. Such nonapoptotic functions include regulation of blood cell mat-
uration/proliferation, roles in oocyte maturation and Drosophila spermatogenesis, and
most recently an involvement in cellular migration and compensatory proliferation.

In mammals, some caspases are involved in maintenance of lymphocyte homeostasis
but they are also required for the proliferation of primary human T-cells, with caspase-8
specifically shown to be involved in this process (134–136). Cell cycle regulators like
Wee1 have also been identified as caspase cleavage targets (134,137). Differentiation of
blood cells during erythropoiesis and keratinocyte formation are also caspase-dependent
processes, the former involving caspase-3 and -9 activation and the latter specifically
involving caspase-14 (138,139). Caspase-3 and Apaf-1 are required for the physiological
death of granulosa cells surrounding the murine oocyte during follicle regression, however,
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the germ cell environment in Drosophila appears unique in that DIAP1 removal does not
necessarily result in effector caspase activation (140,141). Caspase-8 has been shown to
be required for normal endothelial cell function which, in caspase-8 mutants, leads to
circulatory failures involving cardiac related abnormalities (119). As well as defects in
hematopoietic progenitor cell function, macrophage precursor differentiation had signif-
icant caspase-8 dependence (119). Caspase-3 KO mice show defects in skeletal muscle
fibre differentiation possibly as a result of disruption of actin fiber reorganization (142).
Therefore a key question to be answered is what cellular mechanisms determine how a
cell can utilize aspects of caspase function while preventing cell death, and how this
occurs in the context of normal development and tissue formation.

The apoptotic machinery is also an integral process in the regulation of hematopoiesis.
When activated by the erythropoietin (Epo) receptor, the Stat5 transcription factor enters
the nucleus and transcriptionally upregulates antiapoptotic Bcl-xL to ensure survival and
maturation of erythroid progenitor cells (143,144). Blocking Stat5 function by dominant
negative expression or KO results in anaemia and increases in apoptosis of the erythroid
precursor population (145). Furthermore, Epo withdrawal induces caspase-3 activation
which has been shown to have Bcl-xL as a substrate, thus explaining the apoptotic
response to Epo deprivation (146–148). As well as caspase-3 being involved in the ter-
minal differentiation of lens epithelial cells, caspase activation occurs during the matura-
tion process of monocytic, megakaryocytic, and erythroid cell lineages, in particular
caspase-3 and -9 (149–151). Caspase-8 deficient mice have embryonic erythroid hyper-
plasia, however, in humans this is not observed because of a hypothesized redundancy
with caspase-10, not present in mice (136,152). Blockage of caspase activity on the
GATA-1 transcription factor or inhibition of caspase activity under Epo withdrawal con-
ditions prevents erythroid maturational arrest demonstrating a role for death molecules
in the regulation of blood cell maturation through the targeting of GATA-1 (153). A crit-
ical role for transient activation of multiple caspases in erythroid differentiation has also
been demonstrated (154). In addition to the functions stated above, the proinflammatory
caspases (see Subheading 4.2.) function primarily in activating cytokines by controlling
their cleavage-mediated activation.

In Drosophila, the process of spermatogenesis requires extrusion of the spermatid
cytoplasm and organelles, which forms a “waste bag” through a cyst-forming process
termed individualisation (155,156). As occurs in hematopoiesis, death signaling result-
ing in caspase activation in the absence of cell death is also a requirement for normal
spermatid maturation (157,158). Prevention of caspase activation by overexpression of
IAPs or the baculoviral pan-caspase inhibitor p35, or ablation of the effector caspase
DCP-1 by RNAi in spermatids disrupts the individualisation process (157,158).
Furthermore, reductions in DRONC and/or DARK, which normally are present at spe-
cific foci around the forming cyst, also result in aberrant individualization (157).
Interestingly, DRICE activation was refractory to inhibition of the upstream death path-
way components in this tissue. Surprisingly, there was a complete blockage of caspase-
3/DRICE-like immunoreactivity in the spermatids of cytochrome c type d (cyt-c-d)
mutants (bln1) resulting in individualisation complex (IC) defects, indicating that cyt-c-d
is required for caspase activation specifically in the Drosophila testis (158).

The GTPase Rac was recently shown to be required for the migration of anterior
epithelial cells through the nurse cell population of the Drosophila egg chamber follicle
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to the oocyte/nurse cell interface during oogenesis (141). A screen to identify suppres-
sors of a dominant negative (RacN17) Rac-induced border cell migration defect showed
that diap1 overexpression is able to suppress this phenotype, as did mutation of dark.
This demonstrates that inhibition of DRONC activation, either by increasing DIAP1 or
by removing functional DARK protein, restores normal border cell migration.
Furthermore, loss of DIAP1 function, which in other tissues causes apoptosis by dereg-
ulation of caspase activation, results in border cell migration defects but not apoptosis.

The observation that up to 60% of cells in the developing Drosophila wing disc can be
destroyed but a normal adult wing still formed demonstrates that a compensatory mecha-
nism to adjust cell complements exists to prevent lethality in the face of disrupted develop-
mental programs (159,160). This process was recently shown to involve the growth
mitogen Wingless, whose nonautonomous proliferative action was dependent on the apical
caspase DRONC (161). It was also demonstrated that the DRONC-dependent proliferation
signal was not acting through the effector caspases DCP-1 or DRICE, as the experiments
were carried out in “death signalling activated” cells, but under “death inhibiting” condi-
tions (i.e., HID-induced cell death signaling was initiated in cells in which the baculoviral
effector caspase inhibitor p35 was also expressed), effectively blocking DCP-1 and DRICE
activation. Thus, DRONC is required for sending the proliferation signal from a cell under-
going apoptosis to a neighbouring healthy cell to maintain net cell complements.
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Apoptosis and Human Diseases: Molecular Mechanisms
Oxidative Stress in the Pathogenesis of Diabetic Neuropathy

Mahdieh Sadidi, Ann Marie Sastry, Christian M. Lastoskie, Andrea M. Vincent,
Kelli A. Sullivan, and Eva L. Feldman

Summary
Diabetes is a world wide epidemic with a growing rate of incidence in the United States. Diabetes

is characterized by chronic hyperglycemia, leading to oxidative stress and diabetic complications
such as diabetic neuropathy. The role of oxidative stress in diabetes is pervasive and complex.
Oxidative stress stimulated by diabetic conditions is involved in many pathways that end in cell dam-
age and programmed cell death. Considering the importance of oxidative stress in diabetic compli-
cations, it is important to explore antioxidant therapies as ways in which to protect cells. In this
chapter, the conditions that lead to oxidative stress, the effects of such stress, and the importance of
antioxidants as a major potential treatment of diabetic neuropathy will be explored in detail.

Key Words: Reactive oxygen species (ROS); reactive nitrogen species (RNS); mitochondria;
apoptosis; advanced glycosylation end product (AGE); polyol pathway; antioxidant.

1. Introduction
Diabetes is an epidemic in the developed world. Approximately twenty million Americans

are diabetic and the prevalence is increasing at a rate of 5%/yr. Diabetes is character-
ized by chronic hyperglycemia that produces dysregulation of cellular metabolism.
Hyperglycemia-induced oxidative stress is strongly linked to peripheral neuropathy
(DN), the most common diabetic complication, affecting approx 60% of all diabetic
patients (1,2).

Hyperglycemia results in the increased production of reactive oxygen and nitrogen
species (ROS/RNS). An imbalance in the oxidant/antioxidant system, either resulting
from excessive ROS/RNS production and/or antioxidant system impairment, leads to
oxidative stress. Oxidative stress plays a major role in the pathogenesis of diabetic com-
plications (3–8). Over time and unchecked, ROS/RNS-induced damage impairs nerve
function, resulting in peripheral and autonomic nervous system injury (9–13).

Oxidative stress damages lipids and proteins, resulting in protein modification, lipid
peroxidation, DNA fragmentation, and cell death. ROS/RNS-induced modification of
macromolecules creates a footprint of toxicity. These footprint “biomarkers” are used to
assess disease state and investigate effects of antioxidants on disease progression and
therapeutic intervention. Biomarkers are important not only to identify the source of the
oxidative/nitrosative stress but also to determine the extent of the oxidative/nitrosative
insult.
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The central role that oxidative stress plays in the development and progression of diabetic
microvascular complications, including neuropathy, suggests the importance of antioxidant
therapies for their prevention and control. Antioxidants affect reactive species levels and,
as a result, control their influence on cellular function. Consequently, research to understand
the mechanisms of oxidative stress and antioxidant therapies in the context of diabetic
neuropathy is tremendously important.

2. The Chemistry of Oxidative Stress
There are two major categories of reactive species: the reactive oxygen species

(ROS) including oxygen radicals such as superoxide (O2
.-) and the hydroxyl radical

(.OH), and nonradical derivatives of molecular oxygen such as hydrogen peroxide
(H2O2) and the reactive nitrogen species (RNS), including nitric oxide (NO.) and nitro-
gen dioxide (NO2

.) radicals, and peroxynitrite (ONOO-), dinitrogen trioxide (N2O3),
dinitrogen tetroxide (N2O4), and nitrous acid (HNO2). Both ROS and RNS are products
of cellular metabolism and are involved in signaling pathways under normal physiolog-
ical conditions (14). Activity of these species ranges from highly reactive OH that
quickly reacts with broad spectrum of molecules, to H2O2, NO., and O2

.-that react selec-
tively with cellular macromolecules; to moderately reactive species such as NO2

·, and
ONOO-.

The concentration of cellular ROS/RNS is tightly regulated by the natural detoxifi-
cation processes of the cell. When this control mechanism is disturbed, an imbalance
between oxidant and antioxidant systems develops that leads to the modification and
damage of cellular proteins, DNA, and lipids. This damage impairs cell function and
eventually results in cell death. Below we will explore in more detail each of the major
oxidative elements and how they function in the cell.

2.1. Superoxide (O2
.-)

Molecular oxygen, having two unpaired electrons with similar spin in the outer shell
(also called triplet state) is not very reactive, but if one of the electrons is excited (sin-
glet state), it becomes a highly reactive species. One-electron reduction of oxygen
results in O2

.- production; a relatively stable intermediate. O2
.- is produced enzymati-

cally and nonenzymatically in vivo. Examples of enzymatic sources of O2
.- production

include NADPH oxidase15 and P450-dependant oxygenases (16). The nonenzymatic
source of O2

.- is the direct transfer of a single electron to oxygen by reduced enzymes
or prosthetic groups such as flavoproteins, iron-sulfur clusters, and ubi-semiquinone. In
the mitochondria, the transfer of an electron to oxygen by the respiratory chain redox
centers is the source of O2

-(17). This will be discussed in more detail in section IVe.
O2

- is involved in the regulation of vascular function, cell division (18,19), apoptosis
(20), inflammation (21), and the antibacterial activity of neutrophils (22). O2

.- is associ-
ated with many important physiological functions, such as smooth muscle relaxation,
signal transduction, control of ventilation, enhancement of immunological functions,
control of erythropoietin production, and other hypoxia-inducible functions (23).

The intracellular concentration of O2
.- is tightly regulated in vivo. Dismutation of

excessive O2
.- by superoxide dismutase (SOD) produces H2O2, which is reduced by

catalase or glutathione peroxidase (Gpx) to H2O. In this process, catalase reduces two
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molecules of H2O2 to H2O and O2. However, Gpx reduction of H2O2 is coupled to the
oxidation of two molecules of glutathione (GSH) to (GSSG).

2.2. Hydrogen Peroxide (H2O2)

H2O2 is formed by both the dismutation of O2
.- in a reaction catalyzed by SOD and

the activity of oxidase enzymes such as monoamine oxidases (24). In the first case,
SOD is present in organelles where O2

.- is formed (e.g., in mitochondria), the resulting
H2O2 diffuses across intracellular membranes and through the cytosol, whereas the O2

.-

remains at the original site of production. It is likely that most human cells and tissues
are exposed to H2O2, but mitochondria have a higher than average amount of H2O2 in
vitro and possibly in vivo (25). H2O2 on its own is poorly reactive and cannot oxidize
lipids, DNA, or proteins easily, however, it reacts well with proteins that contain highly
reactive thiols or methionine residues (26,27). H2O2 also reacts with ascorbate, heme
proteins, and protein thiols (28).

The redox status of cells regulates signal transduction, cell proliferation, apoptosis, and
necrosis. H2O2, being a mild oxidant is diffusible across cellular compartments, and plays
a major role in the redox-regulated processes of cells. There is growing evidence to sup-
port the role of H2O2 as an inter- and intracellular signaling molecule (29–33). H2O2 is a
second messenger in the activation of NF-kB in some cell types (32). The inflammatory
process is also modulated by H2O2, generated by activated phagocytes (34–36).

H2O2 concentration in cells is controlled by a series of antioxidants such as glu-
tathione peroxidase (Gpx), catalase and thioredoxin (Trx), which convert H2O2 to H2O.
H2O2 is removed by Gpx, in a process that involves an oxidation-reduction cycle of the
active center, using GSH as the reductant.

H2O2 + Gpx red + H+ Gpx ox + H2O

Gpx ox + GSH GS-Gpx + H2O

GS-Gpx + GSSG + Gpx red + H+

Removal of H2O2 by catalase occurs in two steps:

Catalase-Fe( II) + H2O2 Compound (I) + H2O

Compound (I) + H2O2 Catalase Fe (III) + H2O + O2

In this process two molecules of H2O2 are converted to H2O.
H2O2, in the presence of metals (ferrous iron, Fe+2), is converted to the hydroxyl rad-

ical (.OH) via the Fenton reaction.

Fe + 2 + H2O2 Fe + 3 + .OH + -OH

Hydroxyl radicals are highly reactive species and cause DNA damage, lipid peroxida-
tion, and protein modification (37).

2.3. Nitric Oxide (NO)

NO is generated from arginine by nitric oxide synthase (NOS) in the presence of
molecular oxygen, tetrahydrobiopterin (BH4), and other cofactors. NO is an important
messenger molecule in inflammation, blood flow, and neurotransmission (38). Despite
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the natural physiological roles played by NO, the overproduction of NO is implicated
in the pathogenesis of neurological disorders.

NO is a free radical with a short half-life as a result of its high reactivity with other
reactants such as O2

.-. NO and O2
.-are also thought to be mediators of tissue injury. High

levels of NO are generated in tissues upon invasion by activated neutrophils and
macrophages (39). NO is highly reactive toward O2

.-, and can even out-compete SOD
for superoxide (40,41). The chemical reaction between NO and O2

.- results in the for-
mation of ONOO-, a potent cytotoxin. There is increasing evidence that NO and ONOO-

inhibit complex I of the mitochondrial respiratory chain, leading to energy depletion
and cell death (42). The effect of ONOO- on macromolecules is discussed in depth in
the next section. Understanding of the physiological chemistry of NO/O2

.--dependent
reactions is important, and could help in the design of new therapeutic strategies for
treating or preventing diseases caused by oxidative stress.

2.3.1. ONOO -

Peroxynitrite (ONOO-), is formed in the chemical reaction between nitric oxide (NO)
and superoxide (O2

-), and is best known for its ability to nitrate free tyrosine and tyro-
sine residues in proteins. As a major mediator of oxidative stress, ONOO-is gaining atten-
tion in the neuroscience community. In fact, measures of nitrotyrosine immunoreactivity
are used increasingly as evidence of ONOO-production and participation in various
neurotoxic conditions and neurodegenerative diseases (43,44).

Exposure of purified DNA to ONOO- causes base modification and strand breaks
(45). ONOO- is also capable of oxidizing amino acids such as cysteine, methionine, and
tryptophan as well as causing tyrosine nitration (46). The presence of ONOO- leads to
the formation of dityrosine in proteins and causes structural distortion and protein
aggregation (47).

Several groups of investigators proposed that the oxidative and cytotoxic potential of
ONOO- is initiated by free radical intermediates from the decomposition of ONOO-

(48). The decomposition of ONOO-results in the formation of .NO2,
.OH, and activated

trans-ONOO- ONOOH*, all of which oxidize target molecules. Possible routes of
ONOO- formation and decomposition are shown below.

.NO + O2
.- ONOO-

ONOO- + H+ cis- ONOOH

cis-ONOOH trans-ONOOH*

trans-ONOOH* [NO2] [
-OH]

The reaction of both ONOO- and NO2 with tyrosine results in 3-nitrotyrosine and
dityrosine formation (28,49,50). The nitration and dimerization of tyrosine residues by
ONOO-suggests a radical mechanism in which a tyrosyl radical combines with NO2 to
form 3-nitrotyrosine (51,52).

2.3.2. NO2

In addition to nitration by ONOO-, several other pathways result in protein tyrosine
nitration. Eiserich et al. reported that nitration of tyrosine may occur via the peroxidase-
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catalyzed H2O2-dependent oxidation of NO2
-, independent of the intermediate ONOO-

(53). One pathway that leads to the nitration of tyrosine involves heme-containing per-
oxidases. These peroxidase enzymes (54) catalyze the H2O2-mediated oxidation of
NO2

-. It is thought that NO2
- at its physiological concentrations is oxidized by the

Fenton reaction to NO.
2. In this process, hydroxyl radicals (OH.), formed from Fe+2-

dependent decomposition of H2O2, oxidize NO2
- to NO2.

The oxidation of NO2
- to NO.

2, in the presence of H2O2 by horseradish peroxidase
(HRP) occurs according to the following reactions:

HRP + H2O2 Compound I + H2O

Compound I + NO2
- Compound II + NO2

Compound II + NO2
- HRP + NO2

Hydrogen peroxide converts the resting-state ferric heme of peroxidases to the hyper-
valent compound I. Compound I oxidizes NO2

- to give NO·
2 and compound II. Finally,

compound II is reduced by another NO2
-molecule to regenerate the resting state (HRP)

and the second NO2 molecule.
Peroxidases also cause the oxidation of tyrosine residues and result in tyrosyl radical

formation. Intermediate tyrosyl radicals undergo rapid reactions resulting in dityrosine
formation.

Tyr. + Tyr. Tyr-Tyr

The nitrating species nitrate tyrosyl residues in proteins to form nitrotyrosine.

Tyr. + NO·
2 Tyr-NO2

Tyrosyl radicals in proteins are more long-lived than free tyrosyl radicals and may
contribute to the nitration of proteins (49). Reaction of NO2 with tyrosine residues, sim-
ilar to ONOO-, results in 3-nitrotyrosine and dityrosine formation (28,49,50,55).

Nitration of tyrosine residues with NO2 by HRP through the Fenton reaction suggests
a major role for the involvement of metals under pathological conditions. Increased iron
stores are linked to the development of type 2 diabetes (56–59), whereas iron depletion
is reported to be protective (59,60). The generation of NO2 by the Fenton reaction is
important in the pathogenesis of neurodegenerative disorders such as Alzheimer’s dis-
ease (61). Similarly, increases in the iron content of Parkinson’s patients are considered
as an alternative source of free radical generation and neurodegeneration.

Tyrosine nitration may contribute to cell and tissue injury during overproduction of
NO and under oxidative/nitrosative stress. The possibility of the involvement of any
species capable of Fenton-type chemistry, such as metal ions, peroxidases, and free
heme, provides broader alternatives to ONOO-pathways for macromolecular modifica-
tions under pathological conditions.

2.4. The Products of RNS/ROS and GSH Interactions: 
Posttranslational Modification of Proteins

Intracellular antioxidants, including low molecular weight thiols such as glutathione
and cysteine are scavengers of oxidizing species. These biological antioxidants are nat-
ural molecules, that prevent the uncontrolled production of reactive species, and protect
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biological structures from the deleterious effects of free radicals (62). Low-molecular-
weight thiol pools are important in preventing oxidant-mediated cell injury and in reg-
ulation of redox signaling cascades (63). The participation of low-molecular-weight
thiols in such events results from their ability to react with oxidized thiols of protein
through S-thiolation (64). Decreases in GSH pools lead to cellular damage by depriving
cells of their antioxidant properties.

In biological systems, reactions involving NO occur through competing reactions
with O2

.-, molecular oxygen, transition metals, and thiols (65,66). The discovery of NO
as a messenger for a variety of cellular functions led to considerable attention to the bio-
logical chemistry of S-nitrosothiols. It is thought that S-nitrosothiols are reservoirs of
NO in both intracellular and extracellular spaces. Reactions of different reactive nitro-
gen species (RNS) such as ONOO-, NO2, and dinitrogen trioxide (N2O3) with proteins
yield nitrosyl-metal complexes, nitrosothiols, and nitrothiols, that affect protein func-
tion. The mechanisms involved in the posttranslational modifications of proteins are
discussed in more detail in the following sections.

NO and other RNS react with a small molecular thiol antioxidant such as GSH and
cysteine, to yield S-nitrosothiols such as S-nitrosocysteine (CysNO) and S-nitrosoglu-
tathione (GSNO) as well as nitrothiols such as CysNO2 and GSNO2 (67). Interaction of
these S-nitrosothiols with proteins results in protein S-nitrosation.

GSNO + Protein-SH Æ Protein-SNO + GSH

S-nitrosothiols are found in a number of tissues and have been identified in the reg-
ulation of cellular functions through their ability to cause the oxidation of critical cys-
teine residues in target proteins (41,68). S-nitrosylation of glyceraldehyde-3-phosphate
dehydrogenase (GAPDH) by NO regulates apoptosis (69). S-nitrosylation of proteins in
mitochondria is reported by Stamler et al. (70). In a similar study, S-nitrosylation of pro-
teins such as catalase, malate dehydrogenase, sarcosine dehydrogenase was identified
by mass spectrometry.

It is also known that reactions of S-nitrosylated species with glutathione results in 
S-glutathiolation. This is emerging as a novel mechanism by which GSNO modifies func-
tionally important protein thiols. Several mechanisms are proposed for protein S-thiolation
including the following:

1. Nucleophilic attack of protein thiolate (S-) on S-nitrosylated compounds (e.g., CysNO,
GSNO), which lead to mixed disulfide formation.

Pro-S-+ GSNO Pro-SS-G + HNO

2. Oxidation of protein sulfhydryls or thiol-containing compounds by oxyradicals (e.g.,
H2O2) to form sulfenic acid (Pro-SOH, CysOH, GSOH) and/or thiyl radicals (e.g.,
ProS, Cys, GS.) and their subsequent interactions with sulfhydryl containing species
results in disulfide formation (49).

Pro-SOH + Pro-SS-G + H2O

GSOH + Pro-SH Pro-SS-G + H2O

Pro-S. + GSH Pro-SS-G .-

Pro-SS-G .- O2 O2
.-

Pro-SS-G
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Thiol-disulfide exchange between oxidized low molecular weight thiols (e.g., GSSG)
and protein thiols(71) cause protein S-glutathiolation.

Pro-SH + GSSG Pro-SS-G + GSH.

Nitrosation of protein thiols by S-nitrosylated compound through transnitrosylation,
followed by interaction with GSH to produce mixed disulfides (72).

N2O3 + Pro-SH Pro-SNO

Pro-SNO + GSH Pro-SS-G + HNO

S-glutathiolation by GSNO was suggested for the first time by Park et al. on the
NO/GSH modification of yeast alcohol dehydrogenase (73). This was further supported
by the work on NO/GSH dependent S-gluthiolation and inhibition of aldose reductase
by GSNO through mixed-disulfide formation (74). S-glutathiolation of carbonic anhy-
drase (75), GAPDH (76), and cysteine protease caspase-3 (77) are also reported. Klat et
al. demonstrated that the transcription factors c-Jun and p50 bind to GSNO through
mixed-disulfide formation (78). S-glutathiolation of c-jun and p50 involves a cysteine
residue that is located in the DNA-binding domains of these transcriptional factors.

Considering the generation of ROS and RNS in the cell, the production of 
S-nitrosothiol and the subsequent S-glutathiolation of proteins may be a mechanism by
which proteins are modified. The following are a few examples of modified proteins
that may be used as footprints of oxidative stress. Inactivation and tyrosine niotration of
succinyl-CoA: 3-oxoacid CoA-transferase (SCOT) in hearts from streptozotocin-treated
rats is reported by Turko et al. (79) Inactivation of caspases by S-nitrosylation on their
essential SH-group prevents apoptosis, and the removal of S-nitroso group activates the
caspase, leading to apoptosis. S-nitrosation of p50 subunit also blocks the NF-kB
pathway, and is reversed when the reductive system has recovered. Apoptosis is also
regulated by the S-nitrosylation of GAPDH by NO (69). The cellular redox status is reg-
ulated in part by thioredoxin system (thioredoxin, thioredoxin reductase, NADPH),
glutaredoxin and GSH. Modifications of the enzymes involved in cellular redox main-
tenance disrupt redox systems and result in further protein modifications. These
reversible modifications could protect proteins from irreversible inhibition, highlighting
the potential therapeutic benefits of free radical scavengers and antioxidants against
cumulative oxidative damage of proteins. An overview of ROS/RNS generation and
posttranslational modification of proteins is illustrated in Fig. 1.

3. Footprints of ROS/RNS-Induced Toxicity as Potential Biomarkers
The term biomarker refers to a molecule that indicates changes in a subject’s physio-

logical state resulting from drug treatment, disease, toxins, or other environmental
stresses. Biomarkers play an important role in medicine, particularly in drug discovery
and development. Establishment of biomarkers is beneficial in the early detection of
diseases and is useful in drug safety and efficacy measurements.

The extensive body of evidence pointing to the role of ROS/RNS in a variety of dis-
eases, including diabetes, motivates research to identify new biomarkers in the area of
diabetic neuropathy. Biomarkers related to oxidative stress could be used as an early
indication or measure of the progression of a disease, in the identification of the source
of oxidative/nitrosative stress, the determination of the extent of the oxidative/nitrosative
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insult, and the efficacy of antioxidant therapy for disease intervention. It is difficult to
measure the presence of ROS/RNS directly, because they have very short half-lives as
a result of their high reactivity. However, modification of macromolecules in cells/tis-
sues or body fluids are used as the footprints of ROS/RNS generation. There is a signif-
icant body of evidence that the overproduction of ROS/RNS leads to irreversible
modifications of proteins and cause tissue and cell damage. Identification of modified
proteins would provide a valuable resource to understand human disease. ROS/RNS-
induced posttranslational modifications of proteins such as the protein carbonyls, nitra-
tion of tyrosine residues and the S-nitrosation and S-glutathiolation of thiols (discussed
in more detail in section II) are used as footprints of oxidative/nitrosative stress, which
makes their study important in the context of diabetic neuropathy.

The process for establishing such biomarkers involves three major steps: The first
step is identification. Combinations of available analytical tools enable researchers to
identify and monitor a broad range of proteins in body fluids such as serum, urine, cere-
brospinal fluid, and in cells and tissues. Alterations in protein concentration and post-
translational modifications of proteins, yield useful clues to the identification of new
biomarkers. A biomarker should meet the following criteria: (1) a genuine indicator of
oxidative stress; (2) stable in the same subject under similar conditions; (3) predictable
(under similar conditions) with minimal variability among subjects; (4) not affected by
external conditions such as diet and exercise; (5) not lost during preparation, storage or
detection nor should it be formed as an artifact during these processes; (6) responsive to
antioxidants under reasonable physiological conditions; and (7) suitable techniques for
detection as well as further monitoring after treatment, particularly in vivo, should be
available. Proteomic technologies are the best tools known to date. Considering the use-
fulness of biomarkers and the fact that those currently available are far from ideal (80)
makes the search for biomarkers that satisfy the above criteria vitally important.

The identification step must be followed by validation. A valid biomarker should be
a stable marker that is not subject to loss or artifactual induction, is not affected by
dietary intake, is relevant to disease development, is detectable by a sensitive and repro-
ducible assay, and is detectable using available and reliable analytical tools (81). One
should consider all factors that may affect markers. This is done by matching control
subject groups with same age, gender, and other variables that are important in each
case.

The final step, developing therapies and monitoring treatment and disease progres-
sion, is where biomarkers have tremendous application. Monitoring biomarkers (e.g.,
prostate serum antigen [PSA]) is a useful tool in screening for prostate cancer.
Biomarkers may also be beneficial for detecting the progress of a disease and to predict
drug responsiveness and efficacy; important tasks in drug design and development (82).

4. Production of ROS in Diabetes
ROS/RNS generation and imbalance of cellular redox state are linked to many dis-

eases, including diabetes, cancer, and neurodegenerative disease. There is a close link
between oxidative stress and the development of diabetic complications. This hypothe-
sis is reinforced by recent work, both in vivo and in vitro (83). In type 1 diabetes, oxida-
tive stress is apparent within a few years of diagnosis (84). Type 2 diabetic patients have
decreased plasma GSH levels and GSH-metabolizing enzymes, and increased lipid
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peroxidation compared with age-matched control subjects, both of which relate directly
to the rate of development of complications (85–87). This section describes diabetes-
mediated oxidative stress mechanisms, as well as related cellular responses to oxidative
stress, including biomarkers of diabetic complications as well as therapeutic targets.
Figure 2 outlines the potential mechanisms of activation of signaling pathways by high
glucose in cells.

4.1. Advanced Glycosylation End Product (AGE)-Mediated ROS Formation

Glycation is the result of the nonenzymatic addition of glucose or other saccharides
to proteins, lipids and nucleotides (88,89). Glucose initially binds to protein amino
groups first forming a Schiff base then progressing to Amadori products (90–92).
Dehydration of the Amadori products results in the formation of AGEs and the subse-
quent crosslinking of proteins. AGE formation occurs normally over time; however, in
diabetes, excess glucose results in accelerated AGE production (89,91).

AGE modified substrates exert their effects by binding to cell surface receptors
(90–92) for advanced glycation endproducts (RAGE) (90,91). RAGE has definite down-
stream signaling targets and is the main receptor through which AGE signaling is medi-
ated (90,93–100).

In mesangial (101), endothelial cells and sensory neurons activation of RAGE by
AGEs or S100 results in a burst of ROS production. The exact mechanism for this is
unknown but is thought to involve NADPH oxidase (97). This event alone could con-
tribute to cellular oxidative stress and dysfunction. In addition, RAGE signals via phos-
phatidylinositol-3 kinase (PI-3 kinase), Ki-Ras and ERK (101) which initiate and
sustain the translocation of NF-kB from the cytoplasm to the nucleus in a number of
cell types including circulating monocytes and endothelial cells (102). The RAGE
receptor gene contains two NF-kB binding sites within its promoter region, therefore,
activation of RAGE leading to translocation of NF-kB results in the amplification of
RAGE and promotes a cycle of damage and continued oxidative stress (103).

4.2. The Polyol Pathway

The first enzyme in the polyol pathway is aldose reductase, a cytosolic oxidoreduc-
tase that uses NADPH as a cofactor to catalyze the reduction of carbonyl compounds
such as glucose. Under normal nondiabetic conditions, aldose reductase has low affin-
ity for glucose, resulting in limited metabolism of glucose through this pathway.
However, under hyperglycemic conditions, glucose is converted to sorbitol by aldose
reductase activity. Enzymatic activity of aldose reductase requires the conversion of
NADPH to NADP+, which results in the depletion of glutathione (GSH) and an increase
in ROS production. Enzymatic activity of aldose reductase is shown in Fig. 3.

The putative mechanisms for polyol pathway-induced damage are as follows: reduc-
tion in (Na/K+) ATPase activity, osmotic stress induced by high sorbitol concentration,
and decreased in cytosolic NADPH that depletes GSH. Using transgenic mice over-
expressing aldose reductase (AR), Alan et al. demonstrated oxidative stress in the lens
tissues of the eye following glucose flux via the polyol pathway (104,105). Decreased
GSH level with increased lipid peroxidation in the transgenic mice suggest that enzy-
matic reduction of glucose to sorbitol contributes greatly to oxidative stress by decreas-
ing cytosolic NADPH level and subsequent depletion of GSH. This conclusion is
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supported by use of the aldose reductase inhibitors (ARIs). Inhibition of AR restored the
levels of GSH and decreased lipid peroxidase products. These findings confirm the
involvement of polyol pathway in diabetic complications.

4.3. Protein Kinase C (PKC) Activation

PKC belongs to a family of phospholipid-dependent Ser-Thr kinases, involved in the
regulation of cell growth, death, and stress-responsive signaling pathways (106). PKCs
are structurally unique, which make them sensitive to cellular redox changes (107).
PKCs contain an N-terminal regulatory domain with cysteine rich motifs that are easily
oxidized by peroxide leading to PKC activation. In addition, the C-terminal catalytic
domain contains reactive cysteines that are modified by antioxidants to cause PKC inac-
tivation (108,109).

PKC activation by hyperglycemia plays an important role in diabetic complications.
Increased PKC activity is found in the retina, kidney, and microvasculature of diabetic
rats (110). The majority of PKC isomers are activated by diacylglycerol (DAG), which
is synthesized as a messenger in a chain of reactions initiated by hyperglycemia
(106,110). PKC in turn activates mitogen activated protein kinase (MAPKs), which
leads to increases in stress gene expression, such as heat shock proteins and c-Jun
kinases, causing apoptosis or vascular atherosclerosis (111).

PKC induces nerve injury by altering nerve blood flow. In diabetic rats, inhibition of
PKC-b normalizes blood flow and nerve conduction deficits and also reduces oxidative
stress in diabetic rats (112,113). Inhibitors of PKC prevent high glucose-induced NF-
kB activation, thus limiting diabetic complications (114). These studies indicate a role
for PKC in hyperglycemic induced nerve damage.

4.4. MAPK Activity

The generation of ROS/RNS triggers specific signaling pathways that alter cellular
function. MAPK and other stress- responsive protein kinases are affected by alteration of
the cellular redox state. The pro- or antiapoptotic actions of these kinases depend on the
phosphorylation of the key elements involved in cell fate, leading to cell survival or death.

All subgroups of the MAPK family, such as MAPK, ERK1/2, JNK, and p38, are acti-
vated in the dorsal root ganglia (DRG) of a diabetic rat (111). Although, the subgroups
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Fig. 3. Enzymatic activity of aldose reductase.



are structurally similar, they are functionally different. MAPK regulate cell fate by
phosphorylating downstream molecules such as transcription factors, cell cycle regula-
tors, and proteins involved in apoptosis (e.g., p53, Bcl2 family, and caspases). Moreover,
most of these pathways interact with each other. ERK1/2 activation by oxidative stress is
mediated by growth factor receptors such as epidermal growth factor (EGF) receptor and
platelet derived growth factor (PDGF) receptor. These receptors are phosphorylated in
response to oxidative stress (e.g., H2O2 and UV irradiation) (115,116). Other stress-
activated MAPK, JNK, and p38 MAPK are activated by pro-oxidants (e.g., JNK activa-
tion by H2O2) (117–119). Also, NO activates P38 MAPK and results in apoptosis (120).
Activated PKC activates MAPK, during the development of diabetic neuropathy and
nephropathy. However, the molecular mechanism by which MAPK contributes to dia-
betic complications is unknown.

4.5. ROS/RNS Formation in the Mitochondria

In the process of the oxidative metabolism of glucose, energy stored in the carbon
bonds of glucose is transferred to the third phosphate bond of ATP. The electrons within
the carbon bonds are transferred to the dinucleotide electron carrier (NADH) and flavin
adenine dinucleotide (FADH2). These electrons enter into the electron transport chain
and flow from complex I to IV in the inner membrane of a mitochondria. Ultimately,
molecular oxygen is reduced to H2O by these electrons. In this process, the energy car-
ried by electrons is used by complexes I, III, and IV, which are reduction and oxidation
pumps, to pump protons out of the mitochondrial matrix. The protons pumped out of
the matrix create an electrochemical gradient across the mitochondrial inner membrane.
ATP synthase uses the electrochemical gradient to drive the synthesis of ADP to ATP.
In mitochondria, increased ATP synthesis is regulated by uncoupling proteins. When
uncoupling proteins (UCP) are activated, protons leak across the inner membrane and
“uncouple” oxidative metabolism from ATP synthase, leading to loss of ATP produc-
tion. When UCP are overexpressed, basal and hyperglycemia-induced ROS formation
decreases in DRG neurons (121). O2

.- activates UCP in skeletal muscle and is consid-
ered a protective mechanism against the generation of ROS in hyperglycemia. Activation
of UCP by O2

.-, increases mitochondrial membrane permeability resulting in decreased
electrochemical potential and further decreases O2

.-generation. The protective effect of
UCP may result from a mild mitochondrial depolarization that limits Ca2+ accumula-
tion and reduces reactive species generation (e.g., by limiting NOS activity) (122).
Otherwise, accumulation of Ca2+ may trigger many pathophysiological events that lead
to cell death.

The presence of mitochondrial NOS (Mt NOS) and its activity were reported by
Ghafouri and Richter in 1997 (123). Mt NOS produces NO enzymatically and is asso-
ciated with the matrix face of the mitochondrial inner membrane. The activity of Mt
NOS depends on Ca2+, and is increased with higher intramitochondrial Ca2+ concentra-
tion [Ca2+]m (123). Increasing the concentration of Ca2+ leads to reduced mitochondr-
ial transmembrane potential (Dy) and decreased O2 consumption. Ca2+ homeostasis is
maintained via a feedback mechanism that involves Mt NOS. This process regulates the
Ca2+ load in the mitochondria and protects against the consequences of Ca2+ overload.
[Ca2+]m is kept low in the mitochondria by two mechanisms: first, mitochondria pre-
cipitate the [Ca2+]m to nonionized calcium, granules, consisting mainly of tricalcium
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phosphate and hydroxyapatite (124,125). Second, Ca2+ leaves mitochondria in exchange
for H+ and Na+ when Dy is decreased. In summary, NO formation by Mt NOS is reg-
ulated, and the elevation of [Ca2+]m increases NO production and leads to reduction in
Dy. Decrease in Dy releases Ca2+ from the mitochondria and results in Mt NOS inacti-
vation. Figure 4 shows the proposed mechanism by which mitochondrial NOS activity is
regulated.

4.5.1. ONOO- Production in Mitochondria

In the respiratory chain, 2 to 5% of electrons leak from electron flow and produce
O2

.- (126). Peroxynitrite (ONOO-) is generated from the O2
.- produced from the elec-

tron leakage through the inner membrane respiratory chain, and NO, which is produced
by the inner membrane Mt NOS (see Fig. 5). The rate of peroxynitrite formation is 9.5 ¥
10-8 M/s-, exceeds the interaction of NO with cytochrome c oxidase (0.8 ¥ 10-8 M/s) (127).

Ghafourifar et al. reported that peroxynitrite-induced stress promotes cytochrome c
release from the mitochondria and results in apoptosis (128). Mt NOS is also involved
in mitochondrial dysfunction and contractile failure in human skeletal muscle (129).
Nitration of the tyrosine residues of proteins occurs in the mitochondrial compartment
(79,130,131). S-nitrosation of protein thiols by NO is a very important reaction in the
mitochondria (65), which is more favorable in the inner membrane and inter membrane
space.

Nitrosation of caspase-3 65 and complex I (inner membrane protein) (132) highlight
the involvement of NO in the regulation of mitochondrial function. Inactivation of cas-
pase-3 by S-nitrosation protects cells from apoptosis and indicates an anti-apoptotic role
for NO. However, S-nitrosation of proteins such as complex I and complex IV result in
an impaired respiratory chain and O2

.- accumulation.
Generation of O2

.- in the presence of NO results in ONOO- formation (see Fig. 5),
leading to protein modifications. The nitrated proteins in vivo under diabetic conditions
are involved in major mitochondrial functions, such as energy production (succinyl-CoA:
3-oxoacid CoA transferase and creatine kinase), antioxidants (peroxiredoxin 3 and
glutathione S-transferase), and apoptosis (voltage-dependent anion channel-1). These
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findings support the idea that ROS/RNS-induced posttranslational modifications of pro-
teins are involved in mitochondrial dysfunction (133).

5. Neuronal Response to Oxidative Stress
As we saw in previous sections, oxidative stress induced by hyperglycemia is directly

involved in neuronal degeneration. In this section we will closely examine the response
of neurons to oxidative stress in order to better understand the preceding discussion at
the cellular level.

Neurons obtain glucose through facilitated concentration-dependent transport, which
makes them very susceptible to high glucose induced oxidative stress. The antioxidant
defense system of a cell is normally tightly regulated, however, in the presence of oxida-
tive stress, it adapts to new environmental pressures. In the short term, the up-regulation
of SOD, GSH peroxidases, and catalase, through increased gene expression, is detected
in endothelial cell cultures (after 3–10 d) (134). However, under sustained oxidative
stress, antioxidant enzymes lose function. Indeed, diabetes is associated with a decline
in antioxidant defense components such as SOD, Gprx, and GSH (135), an increase in
lipid peroxidation and a reduction in total radical antioxidant parameters (TRAP).

Hess et al. reported that NO donors such as SIN-1 and S-nitrosocysteine, rapidly and
reversibly inhibit growth of neurites of DRG neurons in vitro. Additionally, they show
that thioester-linked long-chain fatty acylation of neuronal proteins are inhibited by NO,
possibly by cysteine modification (136). Zochodne et al., demonstrated that inhibition
of NOS improves peripheral nerve regeneration in mice (137). Nitrotyrosine, a footprint
of NO toxicity, is found in experimental diabetic neuropathy (138). Diabetic peripheral
nerves are susceptible to oxidative and nitrosative stress. NO overproduction and RNS
generation (e.g., peroxynitrite) results in inhibition of neurite growth in diabetic regen-
erating neurons by yet unknown mechanism (139).

Several mechanisms may contribute to the impairment of nerve regeneration in dia-
betes. Experiments demonstrate that in early diabetes, the vascular supply to peripheral
trunks as well as neuronal responses to injury were considerably weakened (140).
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However, in nondiabetic nerves, the inflammatory and repair response to injury is asso-
ciated with persistent sustained increases in blood flow. Increased blood flow may help
in regeneration of the injury site by providing necessary components in the process such
as blood-borne macrophages and other regulation associated molecules. In diabetic rats
(STZ), an overall impairment of the inflammatory response is reported (137). However
the significance of these findings and their contribution in neuronal regeneration
requires further clarification. The polyol pathway contributes to diabetic neuropathy and
is also associated with deficits in axonal regeneration following damage. Therefore
improvement of neuronal regeneration is considered as a major therapeutic approach in
diabetic neuropathy.

6. Mitochondrial/Nerve Structure Changes
Aberrant mitochondrial morphology in the peripheral nerves of diabetic rodents was

detected first by transmission electron microscopy (TEM) (141–143). Mitochondria
appear as swollen vesicles with only the remnants of intact cristae. Disrupted mitochon-
dria are detected in sensory and sympathetic neurons and peripheral nerve fibers of
experimental animals (141,143,144) and in human nerve biopsy material (145).

Work in the Feldman laboratory established that glucose is uniquely toxic to trans-
formed neurons (SH-SY5Y cells) (146). Analysis of primary sensory neurons treated
with excess glucose reveals the same mitochondrial changes reported in earlier work. In
addition, deranged mitochondria are present in cells undergoing apoptosis as defined by
both anatomical criteria and DNA end-labeling (TUNEL). The detection of fragmented
DNA and disrupted mitochondria lead to the hypothesis that excess glucose directly or
indirectly causes mitochondrial damage and programmed cell death. Russell et al.
demonstrated that the mitochondria of sensory neurons exposed to 40 mM glucose lose
membrane potential and swell (147). This effect could be a result of the opening/forma-
tion of the voltage-dependent, anion-selective channel porin (VDAC) found in mito-
chondrial outer membranes (148). The VDAC may coalesce into a megapore, the
permeability transition pore (PTP) or, close entirely, resulting in heightened internal
mitochondrial pressure. Either event would cause mitochondrial rupture.

This observation was examined further by th Sastry laboratory who detected the
direct effects of glucose on mitochondrial structure (148). Mitochondria from sensory
neurons, control or exposed to 40mM glucose, were examined with atomic force
microscopy (AFM). AFM confirms the formation of large megapores in the mitochon-
drial membrane (see Fig. 6). These pores contribute to mitochondrial depolarization,
allow cytochrome c to flow into the cytosol thus initiating the death cascade.

As outlined above, high glucose impairs the mitochondrial electron transfer chain.
Continued hyperglycemia results in ATP depletion, ROS formation, megapore forma-
tion, cytochrome c release into the cytosol and activation of the caspase cascade. It is
now clearly established that glucose-mediated oxidative stress is an inciting event in the
development of DN (6,9–11,13,83,149–154).

7. Therapy for Diabetic Complications Neuropathy
Glycemic control is the most effective way of controlling diabetic complications in

type 1 diabetic patients (10,155). Treatment of type 2 diabetic patients with gliben-
clamide or glicaxide helps glycemic control and reverses early hyperglycemia-induced



complications (156). Long-term control of diabetic complications is important to main-
tain quality of life for patients. Considering the important role played by oxidative stress
in mediating vascular and microvascular complications, antioxidant therapy may be an
important in intervention or prevention of diabetic complications. In addition to antiox-
idants, ARI and growth factor therapies may also protect against oxidative stress-
induced complications.

7.1. Aldose Reductase Inhibitors

As discussed earlier, aldose reductase is an initial rate-limiting enzyme that converts
glucose to sorbitol, and activation of the aldose reductase polyol pathway results in
oxidative stress in animal models of diabetes. In the past few decades, ARI were devel-
oped and tested on animals with some efficacy (157). However, the clinical potential of
ARIs in preventing diabetic complications is controversial. The lack of efficacy in
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Fig. 6. Fluid-tapping atomic force microscopy (AFM) images of fixed, control, and glucose-
challenged Sprague-Dawley embryonic DRG mitochondria. (A) The 256 ¥ 256 pixel (approx 
4 nm/pixel) image of an unchallenged outer membrane, revealing features of 10 to 100 nm. The
indentation in the middle of the upper image may reveal topography of the inner membrane; a
cropped portion of the upper image is shown in the lower image. (B) The 512 ¥ 512 (approx 
2 nm/pixel) image of a glucose-challenged outer membrane, revealing invaginated features that
may be VDAC pores; a cropped portion of the upper image is shown in the lower image. DNB,
1,3-dinitrobenzene; VDAC, voltage-dependent, anion-selective channel porin.



human clinical trials, in addition to unacceptable side effects associated with ARI led to
abandonment of these drugs (158). Sorbinil, restores normal levels of glutathione in the
lenses of diabetic rats (159), reverses the early deficits in peripheral nerve function and
restores the antioxidant defense system (160). The ARI WAY-121509 attenuates diabetic
complications and corrects sciatic nerve conduction velocity (NCV) and endoneurial
blood flow (161). However, WAY-135706, an inhibitor of sorbitol dehydrogenase, had
no beneficial effect on nerve function (161). In human diabetes, Zenarestat was effec-
tive in type 1 (162) and type 2 (163) diabetic animals. Zenarestat with greater than 80%
sorbitol suppression, improved small-nerve fiber density and nerve conduction velocity
slowing in a 52-wk phase II clinical trial (164). However, the study was suspended in
phase III trial because of renal function disorders (164). To date, Fidarestat is the only
ARI that may still prove effective in slowing the progression of DN.

7.2. Nerve Growth Factor

Growth factors are involved in neuronal survival, health, and maintenance. Nerve
growth factor (NGF) was the first neurotrophin discovered and characterized (165).
NGF is involved in the differentiation, growth and survival of neurons (165). Evidence
showing changes in the expression of growth factors in diabetic neuropathy as well as
their role in neuronal degeneration in in vitro and in vivo models of diabetic neuropa-
thy, led to their use in a clinical trial to combat neurological diseases (165,166). NGF
prevents and reverses biochemical deficits in several models of peripheral neuropathy.
It was recently demonstrated that NGF prevented neuronal oxidative stress by increas-
ing the GSH level (167). Despite promising early clinical trails for diabetic neuropathy,
later phase III trails failed (168).

8. Clinical Trials of Antioxidant Therapy in Diabetes Complications
The trials of antioxidants in both animal models and human patients are the best indi-

cators of the key role of oxidative stress in diabetic neuropathy. One of the limitations
of animal models that should be considered is their short life span compared with long-
term disease progression in human diabetes (169). The complexity of the interactions of
antioxidant reagents beyond their antioxidant activity, requires cautious data analysis in
clinical trials (170–172). This section discusses a-lipoic acid and vitamins C and E as
major antioxidants tested in clinical trials.

8.1. a-Lipoic Acid

a-lipoic acid (1,2-dithiolane-3-pentanoic acid, LA) is a powerful antioxidant found
in plant, and animal tissues (173). LA is taken up in the diet, crosses the blood–brain
barrier, and is reduced to dihydrolipoic acid (DHLA) in cells. Molecular structure of LA
is shown in Fig. 7. LA scavenges peroxynitrite, hypochlorous acid, and hydryl radicals,
however, its reduced form dihydrolipoic (*DHLP) acid, scavenges superoxide and peroxyl
radicals. LA and DHLA are widely used antioxidants, with broad ROS/RNS scavenging
properties (174). LA and DHLA protect against metal induced damage by metal chelat-
ing which prevents free radical generation (e.g., OH) (175). DHLA interacts with other
antioxidants such as glutathione (GSH), ascorbate, coenzyme Q, and vitamin E, to
regenerate their reduced forms (174,176). Thus, DHLA plays a major role in the antioxi-
dant network by regenerating antioxidant defense.
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LA prevents the development of nerve conduction and blood flow deficits (177–179),
maintains retina and lens antioxidants and energy status (180), and prevents lipid per-
oxidation in the retina of rat models of diabetes. There is sufficient evidence to support
the beneficial effects of LA in reducing oxidative stress in multiple tissues (181,182) in
healthy adults and in diabetic patients (183). Daily supplementation of 600 mg of LA
for 3 modecreases lipid peroxidation. LA also prevents hypertension, hyperglycemia,
and hyperinsulinemia, even in patients with poor glycemic control (184). LA is licensed
for use in diabetic patients in Germany, because this compound improves the microcir-
culation and significantly improves the sensory symptoms in the patients with diabetic
neuropathy (185). LA is in a phase III clinical trial (in the Sydney trial) in the treatment
of diabetic complications in the United States (186).

8.2. Vitamins E and C

The clinical trials of antioxidants strongly support the importance of oxidative stress
in the development of diabetic neuropathy. Therapeutic strategies in the treatment of
diabetic complications may block glucose induced oxidative stress by lowering hyper-
glycemia, by scavenging ROS/RNS, or finally by preventing the cellular damage result-
ing from oxidative stress (e.g., blocking signaling pathways that are activated by
ROS/RNS directly or indirectly). However, it may not be a distinct pathway leading to
diabetic neuropathy, therefore, the design of therapeutic strategy is complicated.

Vitamin E, also known as a-tocopheral, improves nerve conduction velocity in dia-
betic patients with moderate neuropathy (187). Dietary vitamin E supplementation
decreases lipid peroxidation and fatty acid levels in some tissues of diabetic rats (188).
a-tocopheral also prevents LDL (low density lipoprotein) peroxidation in vitro and in
vivo (189), and improves blood flow in the diabetic rat heart (190). However, it is
important to note that there are eight forms of naturally occurring Vitamin E, and a-
tocopheral is only one form. The antioxidant properties of the other forms of Vitamin E
are starting to be recognized. g-tocopheral may be more effective in scavenging RNS
than ROS (191). The various forms of Vitamin E alter cellular signaling, but the molecular
mechanism needs more clarification.

Vitamin C is an exogenous lipophilic antioxidant that decreases glycated hemo-
globin and improves insulin action. Combined oral vitamin C and E therapy improves
endothelial function in type 1 but not type 2 diabetes (192) and reduces oxidative stress
in the eye (193). Vitamin C, an endogenous antioxidant, protects the lipoproteins from
peroxidative damage induced by peroxyl radicals under oxidative stress (194). Vitamin C
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Fig. 7. Molecular structure of a-lipoic acid and its reduced form a-(DHLA).
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(ascorbate) is a critical antioxidant that prevents lipid peroxidation in hyperglycemia
(194). In type 2 diabetic patients, Vitamin C supplementation of 1 g/d for a 4-mo period
increases cellular GSH levels and decreases reactive species (e.g., peroxyl radicals and
other oxidants) in plasma (195). In general, Vitamin C is used in combination therapies
with other antioxidants.

8.3. The Future of Antioxidant Therapy in Clinical Trials

To improve future clinical trials, a better understanding of the processes by which
ROS/RNS modulate cellular function and/or cause cellular damage is required. Among
other things, the effects of antioxidants on oxidant-regulated gene expression and cell
signaling should be thoroughly examined. Antioxidants may interfere with redox-
regulated cellular functions and disturb the cellular prooxidant-antioxidant balance
(98,196). Cellular redox homeostasis may be influenced by a variety of environmental
factors as well as dietary and endogenous antioxidant thiols. For example, GSH is one of
the major tissue antioxidants, which plays an important role in maintaining cellular redox
state. Increasing cellular GSH level by targeting the GSH-synthesizing enzymes (197),
as well as increasing its precursor may be used as a therapeutic approach. In general, the
overall cellular energy level, antioxidant pools, and oxidizing agents are determinants
of cellular fate. Future research should address and clarify questions of redox-regulated
gene expression patterns using microarrays and modified proteins using proteomics tech-
niques. These modifications could be monitored following the application of antioxidants
or antioxidant mixtures. These techniques will provide valuable information that will
improve our understanding of the mechanisms of oxidative-induced changes.

9. Conclusions
Hyperglycemia related oxidative stress plays a significant role in the development of

vascular and neuronal damage, both of which contribute to DN. In fact, both hypo- and
hyperglycemia lead to oxidative stress. Because maintaining euglycemia is not yet pos-
sible for all patients, antioxidant therapy may provide a useful way to protect cells from
fluctuating glucose levels. Treatments that target oxidative stress associated with dia-
betes would help slow or prevent the progression of neuropathy as well as other diabetic
complications. This promise invites research and development of new antioxidant ther-
apies to minimize the effects of hyperglycemia.

Acknowledgments
The authors thank Ms. Judith Boldt for expert secretarial assistance. This work was

supported by grants from the National Institutes of Health (NS38849), the Juvenile
Diabetes Research Foundation Center for the Study of Complications in Diabetes and
the Program for Understanding Neurological Diseases (PFUND).

References
1. Feldman EL SM, Russell JW, Greene DA. Diabetic neuropathy. In: Principles and Practice

of Endocrinology and Metabolism. Becker KL (ed.). Lippincott, Williams & Wilkins,
Philadelphia, PA, 2001:1391–1399.

2. Feldman EL SM, Russell JW, Greene DA. Somatosensory neuropathy. In: Ellenberg and
Rifkin’s Diabetes Mellitus. Porre Jr D, Sherwin RS, and Baron A (eds.). McGraw Hill.
New York, NY, 2002;771–788.



Oxidative Stress in Diabetic Neuropathy 385

3. van Golen CM, Soules ME, Grauman AR, Feldman EL. N-Myc overexpression leads to
decreased beta1 integrin expression and increased apoptosis in human neuroblastoma cells.
Oncogene 2003;22(17):2664–2673.

4. Russell JW, Golovoy D, Vincent AM, et al. High glucose-induced oxidative stress and
mitochondrial dysfunction in neurons. FASEB J 2002;16(13):1738–1748.

5. Vincent A, Feldman E. New Insights into the Mechanisms of Diabetic Neuropathy. Rev
Endocrine Metabol Dis 2004;5(3):227.

6. Vincent AM, McLean LL, Backus C, Feldman EL. Short-term hyperglycemia produces
oxidative damage and apoptosis in neurons. FASEB J 2005:04-2513fje.

7. Vincent AM, Russell JW, Low P, Feldman EL. Oxidative Stress in the Pathogenesis of
Diabetic Neuropathy. Endocr Rev 2004;25(4):612–628.

8. Maritim AC, Sanders RA, Watkins 3rd JB. Diabetes, oxidative stress, and antioxidants: A
review. J Biochem Mol Toxicol 2003;17(1):24–38.

9. Stevens MJ, Obrosova I, Pop-Busui R, Greene DA, and Feldman EL. Pathogenesis of dia-
betic neuropathy. In Ellenberg and Rifkin’s Diabetes Mellitus. Porre Jr D, Sherwin RS,
Baron A (eds.). McGraw Hill. New York, NY, 2002:747–770.

10. Windebank AJ, Feldman EL. Diabetes and the nervous system. In Neurobiology and general
medicine. Aminoff MJ (ed.). Churchill Livingstone. Philadelphia, PA, 2001;341–364.

11. Brownlee M. Biochemistry and molecular cell biology of diabetic complications. Nature
2001;414(6865):813–820.

12. Cameron NE, Eaton SE, Cotter MA, Tesfaye S. Vascular factors and metabolic interactions
in the pathogenesis of diabetic neuropathy. Diabetologia 2001;44(11):1973–1988.

13. Feldman EL. Oxidative stress and diabetic neuropathy: a new understanding of an old
problem. J Clin Invest 2003;111(4):431–433.

14. Hensley K, Robinson KA, Gabbita SP, Salsman S, Floyd RA. Reactive oxygen species, cell
signaling, and cell injury. Free Radic Biol Med 2000;28(10):1456–1462.

15. Babior BM. The NADPH oxidase of endothelial cells. IUBMB Life 2000;50(4-5):
267–269.

16. Coon MJ, Ding XX, Pernecky SJ, Vaz AD. Cytochrome P450: progress and predictions.
FASEB J 1992;6(2):669–673.

17. Turrens JF. Mitochondrial formation of reactive oxygen species. J Physiol (Lond) 2003;552
(2):335–344.

18. Uemura S, Matsushita H, Li W, et al. Diabetes Mellitus Enhances Vascular Matrix
Metalloproteinase Activity: Role of Oxidative Stress. Circ Res 2001;88(12):1291–1298.

19. Burdon RH. Superoxide and hydrogen peroxide in relation to mammalian cell prolifera-
tion. Free Radic Biol Med 1995;18(4):775–794.

20. Lee M, Hyun D-H, Jenner P, Halliwell B. Effect of proteasome inhibition on cellular oxidative
damage, antioxidant defences and nitric oxide production. J Neurochem 2001;78(1):32–41.

21. Khodr B, Khalil Z. Modulation of inflammation by reactive oxygen species: implications
for aging and tissue repair. Free Radic Biol Med 2001;30(1):1–8.

22. Vazifeh D, Abdelghaffar H, Labro MT. Effect of Telithromycin (HMR 3647) on Poly-
morphonuclear Neutrophil Killing of Staphylococcus aureus in Comparison with Roxithro-
mycin. Antimicrob Agents Chemother 2002;46(5):1364–1374.

23. Droge W. Free Radicals in the Physiological Control of Cell Function. Physiol Rev 2002;
82(1):47–95.

24. Chance B, Sies H, Boveris A. Hydroperoxide metabolism in mammalian organs. Physio-
logical Reviews 1979;59(3):527–605.

25. Kwong LK, Sohal RS. Substrate and Site Specificity of Hydrogen Peroxide Generation in
Mouse Mitochondria. Arch Biochem Biophys 1998;350(1):118–126.

26. Hampton MB, Orrenius S. Dual regulation of caspase activity by hydrogen peroxide:
implications for apoptosis. FEBS Letters 1997;414(3):552–556.



27. Levine RL, Berlett BS, Moskovitz J, Mosoni L, Stadtman ER. Methionine residues may
protect proteins from critical oxidative damage. Mech Age Dev 1999;107(3):323–332.

28. van der Vliet A, Hu ML, O’Neill CA, Cross CE, Halliwell B. Interactions of human
blood plasma with hydrogen peroxide and hypochlorous acid. J Lab Clin Med 1994;124
(5):701–707.

29. Abe J, Berk BC. Fyn and JAK2 mediate Ras activation by reactive oxygen species. The J Biol
Chem 1999;274(30):21,003–21,010.

30. Wang X, Martindale JL, Liu Y, Holbrook NJ. The cellular response to oxidative stress:
influences of mitogen-activated protein kinase signalling pathways on cell survival.
Biochem J 1998;333 (Pt 2):291–300.

31. Dalton TP, Shertzer HG, Puga A. Regulation of gene expression by reactive oxygen. Ann
Rev Pharmacol Toxicol 1999;39:67–101.

32. Schreck R, Rieber P, Baeuerle PA. Reactive oxygen intermediates as apparently widely
used messengers in the activation of the NF-kappa B transcription factor and HIV-1.
EMBO J 1991;10(8):2247–2258.

33. Griendling KK, Harrison DG. Dual role of reactive oxygen species in vascular growth. Circ
Res 1999;85(6):562–563.

34. Blouin E, Halbwachs-Mecarelli L, Rieu P. Redox regulation of [beta]2-integrin CD11b/CD18
activation. Eur J Immunol 1999;29(11):3419–3431.

35. Roebuck KA. Oxidant stress regulation of IL-8 and ICAM-1 gene expression: differential
activation and binding of the transcription factors AP-1 and NF-kappaB (Review). Int J
Mol Med 1999;4(3):223–230.

36. Naseem KM, Bruckdorfer KR. Hydrogen peroxide at low concentrations strongly enhances
the inhibitory effect of nitric oxide on platelets. Biochem J 1995;310(1):149–153.

37. Hawkins CL, Davies MJ. Generation and propagation of radical reactions on proteins.
Biochim Biophys Acta 2001;1504(2-3):196–219.

38. Moncada S, Palmer RM, Higgs EA. Nitric oxide: physiology, pathophysiology, and phar-
macology. Pharmacol Rev 1991;43(2):109–142.

39. Moncada S, Higgs A. The L-arginine-nitric oxide pathway. N Engl J Med 1993;329(27):
2002–2012.

40. Saran M, Bors W. Signalling by O2-. and NO.: how far can either radical, or any specific
reaction product, transmit a message under in vivo conditions? Chem Biol Interact 1994;90
(1):35–45.

41. Huie RE, Padmaja S. The reaction of no with superoxide. Free Radic Res Commun
1993;18(4):195–199.

42. Jackson MJ, Papa S, Bolanos J, et al. Antioxidants, reactive oxygen and nitrogen species,
gene induction and mitochondrial function. Mol Aspects Med 2002;23(1-3):209–285.

43. Ara J, Przedborski S, Naini AB, et al. Inactivation of tyrosine hydroxylase by nitration fol-
lowing exposure to peroxynitrite and 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine
(MPTP). Proc Natl Acad Sci USA 1998;95(13):7659–7663.

44. Murray J, Taylor SW, Zhang B, Ghosh SS, Capaldi RA. Oxidative damage to mitochondr-
ial complex I due to peroxynitrite: identification of reactive tyrosines by mass spectrome-
try. J Biol Chem 2003;278(39):37,223–37,230.

45. King PA, Jamison E, Strahs D, Anderson VE, Brenowitz M. ‘Footprinting’ proteins on
DNA with peroxonitrous acid. Nucleic Acids Res 1993;21(10):2473–2478.

46. Pryor WA, Squadrito GL. The chemistry of peroxynitrite: a product from the reaction of
nitric oxide with superoxide. Am J Physiol 1995;268(5 Pt 1):L699–L722.

47. Radi R, Beckman JS, Bush KM, Freeman BA. Peroxynitrite-induced membrane lipid per-
oxidation: the cytotoxic potential of superoxide and nitric oxide. Arch Biochem Biophys
1991;288(2):481–487.

386 Sadidi et al.



Oxidative Stress in Diabetic Neuropathy 387

48. Goldstein S, Czapski G, Lind J, Merenyi G. Tyrosine nitration by simultaneous generation
of NO and O-(2) under physiological conditions. How the radicals do the job. J Biol Chem
2000;275(5):3031–3036.

49. Prutz WA, Monig H, Butler J, Land EJ. Reactions of nitrogen dioxide in aqueous model
systems: oxidation of tyrosine units in peptides and proteins. Arch Biochem Biophys
1985;243(1):125–134.

50. Ando K, Beppu M, Kikugawa K, Nagai R, Horiuchi S. Membrane proteins of human ery-
throcytes are modified by advanced glycation end products during aging in the circulation.
Biochem Biophys Res Commun 1999;258(1):123–127.

51. Pfeiffer S, Lass A, Schmidt K, Mayer B. Protein tyrosine nitration in mouse peritoneal
macrophages activated in vitro and in vivo: evidence against an essential role of peroxyni-
trite. Faseb J 2001;15(13):2355–2364.

52. Pfeiffer S, Schmidt K, Mayer B. Dityrosine formation outcompetes tyrosine nitration at
low steady-state concentrations of peroxynitrite. Implications for tyrosine modification by
nitric oxide/superoxide in vivo. J Biol Chem 2000;275(9):6346–6352.

53. van der Vliet A, Jenner A, Eiserich JP, Cross CE, Halliwell B. Analysis of aromatic nitra-
tion, chlorination, and hydroxylation by gas chromatography-mass spectrometry. Methods
Enzymol 1999;301:471–483.

54. Sampson JB, Ye Y, Rosen H, Beckman JS. Myeloperoxidase and horseradish peroxidase
catalyze tyrosine nitration in proteins from nitrite and hydrogen peroxide. Arch Biochem
Biophys 1998;356(2):207–213.

55. van der Vliet A, Eiserich JP, Halliwell B, Cross CE. Formation of reactive nitrogen species
during peroxidase-catalyzed oxidation of nitrite. A potential additional mechanism of nitric
oxide-dependent toxicity. J Biol Chem 1997;272(12):7617–7625.

56. Salonen JT, Tuomainen T-P, Nyyssonen K, Lakka H-M, Punnonen K. Relation between
iron stores and non-insulin dependent diabetes in men: case-control study. BMJ 1998;317
(7160):727–730.

57. Ford ES, Cogswell ME. Diabetes and serum ferritin concentration among U.S. adults.
Diabetes Care 1999;22(12):1978–1983.

58. Tuomainen TP, Nyyssonen K, Salonen R, et al. Body iron stores are associated with serum
insulin and blood glucose concentrations. Population study in 1,013 eastern Finnish men.
Diabetes Care 1997;20(3):426–428.

59. Fernandez-Real JM, Lopez-Bermejo A, Ricart W. Cross-Talk Between Iron Metabolism
and Diabetes. Diabetes 2002;51(8):2348–2354.

60. Pieper GM, Siebeneich W. Diabetes-induced endothelial dysfunction is prevented by long-
term treatment with the modified iron chelator, hydroxyethyl starch conjugated-deferoxam-
ine. J Cardiovasc Pharmacol 1997;30(6):734–738.

61. Campbell A, Smith MA, Sayre LM, Bondy SC, Perry G. Mechanisms by which metals pro-
mote events connected to neurodegenerative diseases. Brain Res Bull 2001;55(2):125–132.

62. Chaudiere J, Ferrari-Iliou R. Intracellular antioxidants: from chemical to biochemical mecha-
nisms. Food Chem Toxicol 1999;37(9-10):949–962.

63. Lander HM, Ogiste JS, Levi R, Novogrodsky A. Nitric Oxide-stimulated Guanine Nucleotide
Exchange on p21. J Biol Chem 1995;270(13):7017–7020.

64. Thomas JA, Poland B, Honzatko R. Protein sulfhydryls and their role in the antioxidant
function of protein S-thiolation. Arch Biochem Biophys 1995;319(1):1–9.

65. Mannick JB, Schonhoff C, Papeta N, et al. S-Nitrosylation of mitochondrial caspases. J
Cell Biol 2001;154(6):1111–1116.

66. Wink DA, Mitchell JB. Chemical biology of nitric oxide: Insights into regulatory, cyto-
toxic, and cytoprotective mechanisms of nitric oxide. Free Radic Biol Med 1998;25
(4–5):434–456.



67. Akaike T, Inoue K, Okamoto T, et al. Nanomolar quantification and identification of vari-
ous nitrosothiols by high performance liquid chromatography coupled with flow reactors
of metals and Griess reagent. J Biochem 1997;122(2):459–466.

68. Benhar M, Stamler JS. A central role for S-nitrosylation in apoptosis. Nat Cell Biol
2005;7(7):645–646.

69. Hara MR, Agrawal N, Kim SF, et al. S-nitrosylated GAPDH initiates apoptotic cell death
by nuclear translocation following Siah1 binding. Nat Cell Biol 2005;7(7):665–674.

70. Foster MW, Stamler JS. New insights into protein S-nitrosylation. Mitochondria as a model
system. J Biol Chem 2004;279(24):25,891–25,897.

71. Gilbert HF. Molecular and cellular aspects of thiol-disulfide exchange. Adv Enzymol Relat
Areas Mol Biol 1990;63:169–172.

72. Padgett CM, Whorton AR. Cellular responses to nitric oxide: role of protein S-
thiolation/dethiolation. Arch Biochem Biophys 1998;358(2):232–242.

73. Park BG, Yoo CI, Kim HT, Kwon CH, Kim YK. Role of mitogen-activated protein kinases
in hydrogen peroxide-induced cell death in osteoblastic cells. Toxicology 2005;215(1–2):
115–125.

74. Chandra A, Srivastava S, Petrash JM, Bhatnagar A, Srivastava SK. Modification of aldose
reductase by S-nitrosoglutathione. Biochemistry 1997;36(50):15,801–15,809.

75. Shi B, Triebe D, Kajiji S, Iwata KK, Bruskin A, Mahajna J. Identification and Characterization
of Bax[epsilon], a Novel Bax Variant Missing the BH2 and the Transmembrane Domains.
Biochemical and Biophysical Research Communications 1999;254(3):779–785.

76. Mohr S, Hallak H, de Boitte A, Lapetina EG, Brune B. Nitric Oxide-induced S-
Glutathionylation and Inactivation of Glyceraldehyde-3-phosphate Dehydrogenase. J Biol
Chem 1999;274(14):9427–9430.

77. Zech B, Wilm M, van Eldik R, Brune B. Mass spectrometric analysis of nitric oxide-modified
caspase-3. J Biol Chem 1999;274(30):20,931–20,936.

78. Klatt P, Lamas S. c-Jun regulation by S-glutathionylation. Methods Enzymol 2002;348:
157–174.

79. Turko IV, Marcondes S, Murad F. Diabetes-associated nitration of tyrosine and inactivation
of succinyl-CoA:3-oxoacid CoA-transferase. Am J Physiol Heart Circ Physiol 2001;281
(6):H2289–H2294.

80. Halliwell B, Whiteman M. Measuring reactive species and oxidative damage in vivo and in
cell culture: how should you do it and what do the results mean? Br J Pharmacol 2004;142
(2):231–255.

81. Griffiths HR, Moller L, Bartosz G, et al. Biomarkers. Mol Aspects Med 2002;23(1–3):
101–208.

82. Zolg JW, Langen H. How industry is approaching the search for new diagnostic markers
and biomarkers. Mol Cell Proteomics 2004;3(4):345–354.

83. Russell JW, Sullivan KA, Windebank AJ, Herrmann DN, Feldman EL. Neurons undergo
apoptosis in animal and cell culture models of diabetes. Neurobiol Dis 1999;6(5):347–363.

84. Tsai EC, Hirsch IB, Brunzell JD, Chait A. Reduced plasma peroxyl radical trapping capac-
ity and increased susceptibility of LDL to oxidation in poorly controlled IDDM. Diabetes
1994;43(8):1010–1014.

85. Altomare E, Vendemiale G, Chicco D, Procacci V, Cirelli F. Increased lipid peroxidation in
type 2 poorly controlled diabetic patients. Diabete Metab 1992;18(4):264–271.

86. Zaltzberg H, Kanter Y, Aviram M, Levy Y. Increased plasma oxidizability and decreased
erythrocyte and plasma antioxidative capacity in patients with NIDDM. Isr Med Assoc J
1999;1(4):228–231.

87. Sundaram RK, Bhaskar A, Vijayalingam S, Viswanathan M, Mohan R, Shanmugasundaram
KR. Antioxidant status and lipid peroxidation in type II diabetes mellitus with and without
complications. Clin Sci (Lond) 1996;90(4):255–260.

388 Sadidi et al.



88. Lee AT, Cerami A. Nonenzymatic glycosylation of DNA by reducing sugars. Prog Clin
Biol Res 1989;304:291–299.

89. Brownlee M. Negative consequences of glycation. Metabolism 2000;49:9–13.
90. Singh R, Barden A, Mori T, Beilin L. Advanced glycation end-products: a review.

Diabetologia 2001;44:129–146.
91. Thornalley PJ. Glycation in diabetic neuropathy: characteristics, consequences, causes, and

therapeutic options. Int Rev Neurobiol 2002;50:37–57.
92. Singh R, Barden A, Mori T, Beilin L. Advanced glycation end-products: a review. Diabetologia

2001;44(2):129–146.
93. Zill H, Bek S, Hofmann T, Huber J, Frank O, Lindenmeier M, et al. RAGE-mediated

MAPK activation by food-derived AGE and non-AGE products. 2003 Jan 10;300:311–315.
mediated MAPK activation by food-derived AGE and non-AGE products. Biochem
Biophys Res Commun 2003;300:311–315.

94. Ishihara K, Tsutsumi K, Kawane S, Nakajima M, Kasaoka T. The receptor for advanced
glycation end-products (RAGE) directly binds to ERK by a D-domain-like docking site.
FEBS Lett 2003;550:107–113.

95. Zill H, Gunther R, Erbersdobler HF, Folsch UR, Faist V. RAGE expression and AGE-
induced MAP kinase activation in Caco-2 cells. Biochem Biophys Res Commun 2001;288:
1108–1111.

96. Huang JS, Guh JY, Chen HC, Hung WC, Lai YH, Chuang LY. Role of receptor for
advanced glycation end-product (RAGE) and the JAK/STAT-signaling pathway in AGE-
induced collagen production in NRK-49F cells. J Cell Biochem 2001;81:102–113.

97. Wautier MP, Chappey O, Corda S, Stern DM, Schmidt AM, Wautier JL. Activation of
NADPH oxidase by AGE links oxidant stress to altered gene expression via RAGE. Am J
Physiol Endocrinol Metab 2001;280:E685–E694.

98. Li JH, Huang XR, Zhu HJ, Oldfield M, Cooper M, Truong LD, et al. Advanced glycation
end products activate Smad signaling via TGF-beta-dependent and -independent mecha-
nisms: implications for diabetic renal and vascular disease. FASEB J 2003;18:176–178.

99. Shaw SS, Schmidt AM, Banes AK, Wang X, Stern DM, Marrero MB. S100B-RAGE-medi-
ated augmentation of angiotensin II-induced activation of JAK2 in vascular smooth muscle
cells is dependent on PLD2. Diabetes 2003;52:2381–2388.

100. Li JH, Huang XR, Zhu HJ, et al. Advanced glycation end products activate Smad signaling
via TGF-beta-dependent and independent mechanisms: implications for diabetic renal and
vascular disease. FASEB J 2004;18(1):176–178.

101. Xu D, Kyriakis JM. Phosphatidyl inositol-3¢OH kinase-dependent activation of renal mesan-
gial cell Ki-Ras and ERK by advanced glycation end products. J Biol Chem
2003:39,349–39,355.

102. Shanmugam N, Kim YS, Lanting L, Natarajan R. Regulation of cyclooxygenase-2 expres-
sion in monocytes by ligation of the receptor for advanced glycation end products. J Biol
Chem 2003;278:34,834–34,844.

103. Li J, Schmidt AM. Characterization and functional analysis of the promoter of RAGE, the
receptor for advanced glycation end products. J Biol Chem 1997;272:16,498–16,506.

104. Lee AY, Chung SS. Contributions of polyol pathway to oxidative stress in diabetic cataract.
FASEB J 1999;13(1):23–30.

105. Lee AY, Chung SK, Chung SS. Demonstration that polyol accumulation is responsible for
diabetic cataract by the use of transgenic mice expressing the aldose reductase gene in the
lens. Proc Natl Acad Sci USA 1995;92(7):2780–2784.

106. Gopalakrishna R, Jaken S. Protein kinase C signaling and oxidative stress. Free Radic Biol
Med 2000;28(9):1349–1361.

107. Gopalakrishna R, Chen ZH, Gundimeda U. Modifications of cysteine-rich regions in protein
kinase C induced by oxidant tumor promoters and enzyme-specific inhibitors. Methods
Enzymol 1995;252:132–146.

Oxidative Stress in Diabetic Neuropathy 389



390 Sadidi et al.

108. Boscoboinik D, Szewczyk A, Hensey C, Azzi A. Inhibition of cell proliferation by alpha-
tocopherol. Role of protein kinase C. J Biol Chem 1991;266(10):6188–6194.

109. Gopalakrishna R, Gundimeda U, Chen Z-H. Cancer-Preventive Selenocompounds Induce
a Specific Redox Modification of Cysteine-Rich Regions in Ca2+ - Dependent Isoenzymes
of Protein Kinase C. Arch Biochem Biophys 1997;348(1):25–36.

110. Lee T-S, Saltsman KA, Ohashi H, King GL. Activation of Protein Kinase C by Elevation
of Glucose Concentration: Proposal for a Mechanism in the Development of Diabetic
Vascular Complications. PNAS 1989;86(13):5141–5145.

111. Tomlinson DR. Mitogen-activated protein kinases as glucose transducers for diabetic com-
plications. Diabetologia 1999;42(11):1271–1281.

112. Cameron NE, Cotter MA. Effects of protein kinase Cbeta inhibition on neurovascular dys-
function in diabetic rats: interaction with oxidative stress and essential fatty acid dysmeta-
bolism. Diabetes Metab Res Rev 2002;18(4):315–323.

113. Ishii H, Koya D, King GL. Protein kinase C activation and its role in the development of
vascular complications in diabetes mellitus. J Mol Med 1998;76(1):21–31.

114. Srivastava AK. High glucose-induced activation of protein kinase signaling pathways in
vascular smooth muscle cells: a potential role in the pathogenesis of vascular dysfunction
in diabetes (review). Int J Mol Med 2002;9(1):85–89.

115. Knebel A, Rahmsdorf HJ, Ullrich A, Herrlich P. Dephosphorylation of receptor tyrosine
kinases as target of regulation by radiation, oxidants or alkylating agents. EMBO J
1996;15(19):5314–5325.

116. Sachsenmaier C, Radler-Pohl A, Zinck R, Nordheim A, Herrlich P, Rahmsdorf HJ.
Involvement of growth factor receptors in the mammalian UVC response. Cell 1994;78(6):
963–972.

117. Guyton KZ, Liu Y, Gorospe M, Xu Q, Holbrook NJ. Activation of mitogen-activated pro-
tein kinase by H2O2. Role in cell survival following oxidant injury. J Biol Chem 1996;271
(8):4138–4142.

118. Iordanov MS, Magun BE. Different mechanisms of c-Jun NH(2)-terminal kinase-1 (JNK1)
activation by ultraviolet-B radiation and by oxidative stressors. J Biol Chem 1999;274(36):
25,801–25,806.

119. Verheij M, Bose R, Lin XH, et al. Requirement for ceramide-initiated SAPK/JNK sig-
nalling in stress-induced apoptosis. Nature 1996;380(6569):75–79.

120. Cheng A, Chan SL, Milhavet O, Wang S, Mattson MP. p38 MAP kinase mediates nitric oxide-
induced apoptosis of neural progenitor cells. J Biol Chem 2001;276(46):43,320–43,327.

121. Vincent AM GC, Brownlee M, Russell JW. Glucose induced neuronal programmed cell
death is regulated by manganese superoxide dismutase and uncoupling protein-1. Endocr
Soc Abstr Pt 289:210.

122. Lowell BB, Shulman GI. Mitochondrial dysfunction and type 2 diabetes. Science 2005;307
(5708):384–347.

123. Ghafourifar P, Richter C. Nitric oxide synthase activity in mitochondria. FEBS Lett
1997;418(3):291–296.

124. Coll KE, Joseph SK, Corkey BE, Williamson JR. Determination of the matrix free Ca2+
concentration and kinetics of Ca2+ efflux in liver and heart mitochondria. J Biol Chem
1982;257(15):8696–8704.

125. Carafoli E. Intracellular calcium homeostasis. Annu Rev Biochem 1987;56:395-433.
126. Fridovich I. Superoxide Radical and Superoxide Dismutases. Ann Rev Biochem 1995;64

(1):97–112.
127. Poderoso JJ, Lisdero C, Schopfer F, et al. The regulation of mitochondrial oxygen uptake

by redox reactions involving nitric oxide and ubiquinol. J Biol Chem 1999;274(53):
37,709–37,716.



128. Ghafourifar P, Schenk U, Klein SD, Richter C. Mitochondrial nitric-oxide synthase stimu-
lation causes cytochrome c release from isolated mitochondria. Evidence for intramito-
chondrial peroxynitrite formation. J Biol Chem 1999;274(44):31,185–31,188.

129. Boveris A, Alvarez S, Navarro A. The role of mitochondrial nitric oxide synthase in inflam-
mation and septic shock. Free Radic Biol Med 2002;33(9):1186–1193.

130. Marcondes S, Turko IV, Murad F. Nitration of succinyl-CoA:3-oxoacid CoA-transferase in
rats after endotoxin administration. Proc Natl Acad Sci USA 2001;98(13):7146–7151.

131. Aulak KS, Koeck T, Crabb JW, Stuehr DJ. Dynamics of protein nitration in cells and mito-
chondria. Am J Physiol Heart Circ Physiol 2004;286(1):H30–H38.

132. Clementi E, Brown GC, Feelisch M, Moncada S. Persistent inhibition of cell respiration by
nitric oxide: crucial role of S-nitrosylation of mitochondrial complex I and protective
action of glutathione. Proc Natl Acad Sci USA 1998;95(13):7631–7636.

133. Turko IV, Li L, Aulak KS, Stuehr DJ, Chang JY, Murad F. Protein tyrosine nitration in the
mitochondria from diabetic mouse heart. Implications to dysfunctional mitochondria in
diabetes. J Biol Chem 2003;278(36):33,972–33,977.

134. Ceriello A, dello Russo P, Amstad P, Cerutti P. High glucose induces antioxidant enzymes
in human endothelial cells in culture. Evidence linking hyperglycemia and oxidative stress.
Diabetes 1996;45(4):471–477.

135. Ceriello A, Bortolotti N, Falleti E, et al. Total radical-trapping antioxidant parameter in
NIDDM patients. Diabetes Care 1997;20(2):194–197.

136. Hess DT, Patterson SI, Smith DS, Skene JHP. Neuronal growth cone collapse and inhibi-
tion of protein fatty acylation by nitric oxide. Nature 1993;366(6455):562–565.

137. Zochodne DW, Misra M, Cheng C, Sun H. Inhibition of nitric oxide synthase enhances
peripheral nerve regeneration in mice. Neuroscience Lett 1997;228(2):71–74.

138. Cheng C, Zochodne DW. Sensory Neurons With Activated Caspase-3 Survive Long-Term
Experimental Diabetes. Diabetes 2003;52(9):2363–2371.

139. Zochodne DW, Levy D. Nitric oxide in damage, disease and repair of the peripheral nerv-
ous system. Cell Mol Biol (Noisy-le-grand) 2005;51(3):255–267.

140. Kennedy JM, Zochodne DW. Influence of Experimental Diabetes on the Microcirculation
of Injured Peripheral Nerve: Functional and Morphological Aspects. Diabetes 2002;51(7):
2233–2240.

141. Sima AA. Peripheral neuropathy in the spontaneously diabetic BB-Wistar-rat. An ultra-
structural study. Acta Neuropathol (Berl) 1980;51(3):223–227.

142. Powell H, Knox D, Lee S, et al. Alloxan diabetic neuropathy: electron microscopic stud-
ies. Neurology 1977;27(1):60–66.

143. Carson KA, Bossen EH, Hanker JS. Peripheral neuropathy in mouse hereditary diabetes
mellitus. II. Ultrastructural correlates of degenerative and regenerative changes.
Neuropathol Appl Neurobiol 1980;6(5):361–374.

144. Kniel PC, Junker U, Perrin IV, Bestetti GE, Rossi GL. Varied effects of experimental dia-
betes on the autonomic nervous system of the rat. Lab Invest 1986;54(5):523–530.

145. Vincent AM, Brownlee M, Russell JW. Oxidative stress and programmed cell death in dia-
betic neuropathy. Ann N Y Acad Sci 2002;959:368–383.

146. Matthews CC, Feldman EL. Insulin-like growth factor I rescues SH-SY5Y human neuro-
blastoma cells from hyperosmotic induced programmed cell death. J Cell Physiol 1996;
166(2):323–331.

147. Russell JW, Golovoy D, Vincent AM, Mahendru P, Olzmann JA, Mentzer A, et al. High
glucose induced oxidative stress and mitochondrial dysfunction in neurons. FASEB J 2002;
16:1738–1748.

148. Layton BE, Sastry AM, Lastoskie CM, et al. In situ imaging of mitochondrial outer-mem-
brane pores using atomic force microscopy. Biotechniques 2004;37(4):564–570, 72–73.

Oxidative Stress in Diabetic Neuropathy 391



149. Feldman EL, Russel JW, Sullivan KA, Golovoy D. New insights into the pathogenesis of
diabetic neuropathy. Curr Opin Neurol 1999;12:553–563.

150. Greene DA, Stevens MJ, Obrosova I, Feldman EL. Glucose-induced oxidative stress and
programmed cell death in diabetic neuropathy. Eur J Pharmacol 1999;375:217–223.

151. Russell JW, Golovoy D, Vincent AM, et al. High glucose-induced oxidative stress and
mitochondrial dysfunction in neurons. FASEB J 2002;16(13):1738–1748.

152. Leinninger GM, Russell JW, van Golen CM, Berent A, Feldman EL. Insulin-like growth
factor-I regulates glucose-induced mitochondrial depolarization and apoptosis in human
neuroblastoma. Cell Death Differ 2004;11(8):885–896.

153. Leinninger GM, Backus C, Uhler MD, Lentz SI, Feldman EL. Phosphatidylinositol 3-kinase
and Akt effectors mediate insulin-like growth factor-I neuroprotection in dorsal root ganglia
neurons. FASEB J 2004;118:1544–1546.

154. Cameron NE, Eaton SE, Cotter MA, Tesfaye S. Vascular factors and metabolic interactions
in the pathogenesis of diabetic neuropathy. Diabetologia 2001;44:1973–1988.

155. Greene DA, Sima AA, Stevens MJ, Feldman EL, Lattimer SA. Complications: neuropathy,
pathogenetic considerations. Diabetes Care 1992;15(12):1902–1925.

156. Chugh SN, Dhawan R, Kishore K, Sharma A, Chugh K. Glibenclamide vs gliclazide in
reducing oxidative stress in patients of noninsulin dependent diabetes mellitus—a double
blind randomized study. J Assoc Physicians India 2001;49:803–807.

157. Hamada Y, Nakamura J. Clinical potential of aldose reductase inhibitors in diabetic neu-
ropathy. Treat Endocrinol 2004;3(4):245–255.

158. Chung SS, Chung SK. Aldose reductase in diabetic microvascular complications. Curr
Drug Targets 2005;6(4):475–486.

159. Gonzalez AM, Sochor M, McLean P. The effect of an aldose reductase inhibitor (Sorbinil)
on the level of metabolites in lenses of diabetic rats. Diabetes 1983;32(5):482–485.

160. Obrosova IG, Van Huysen C, Fathallah L, Cao XC, Greene DA, Stevens MJ. An aldose
reductase inhibitor reverses early diabetes-induced changes in peripheral nerve function,
metabolism, and antioxidative defense. FASEB J 2002;16(1):123–125.

161. Cameron NE, Cotter MA, Basso M, Hohman TC. Comparison of the effects of inhibitors
of aldose reductase and sorbitol dehydrogenase on neurovascular function, nerve conduc-
tion and tissue polyol pathway metabolites in streptozotocin-diabetic rats. Diabetologia
1997;40(3):271–281.

162. Yamamoto T, Takakura S, Kawamura I, Seki J, Goto T. The effects of zenarestat, an aldose
reductase inhibitor, on minimal F-wave latency and nerve blood flow in streptozotocin-
induced diabetic rats. Life Sciences 2001;68(12):1439–1448.

163. Shimoshige Y, Ikuma K, Yamamoto T, et al. The effects of zenarestat, an aldose reductase
inhibitor, on peripheral neuropathy in Zucker diabetic fatty rats. Metabolism 2000;49(11):
1395–1399.

164. Greene DA, Arezzo JC, Brown MB. Effect of aldose reductase inhibition on nerve conduc-
tion and morphometry in diabetic neuropathy. Neurology 1999;53(3):580–591.

165. Yuen EC, Howe CL, Li Y, Holtzman DM, Mobley WC. Nerve growth factor and the neuro-
trophic factor hypothesis. Brain Dev 1996;18(5):362–368.

166. Leinninger GM, Vincent AM, Feldman EL. The role of growth factors in diabetic peripheral
neuropathy. J Peripher Nerv Syst 2004;9(1):26–53.

167. Cruz-Aguado R, Turner LF, Diaz CM, Pinero J. Nerve growth factor and striatal glu-
tathione metabolism in a rat model of Huntington’s disease. Restor Neurol Neurosci 2000;
17(4):217–221.

168. Apfel SC. Nerve growth factor for the treatment of diabetic neuropathy: what went wrong,
what went right, and what does the future hold? Int Rev Neurobiol 2002;50:393–413.

169. Calcutt NA. Future treatments for diabetic neuropathy: clues from experimental neuropa-
thy. Curr Diab Rep 2002;2(6):482–488.

392 Sadidi et al.



170. Paolisso G, D’Amore A, Balbi V, et al. Plasma vitamin C affects glucose homeostasis in
healthy subjects and in non-insulin-dependent diabetics. Am J Physiol 1994;266(2 Pt
1):E261–E268.

171. Jacob S, Henriksen EJ, Schiemann AL, et al. Enhancement of glucose disposal in patients
with type 2 diabetes by alpha-lipoic acid. Arzneimittelforschung 1995;45(8):872–874.

172. Natarajan Sulochana K, Lakshmi S, Punitham R, Arokiasamy T, Sukumar B, Ramakrishnan S.
Effect of oral supplementation of free amino acids in type 2 diabetic patients—a pilot clinical
trial. Med Sci Monit 2002;8(3):CR131–CR137.

173. Reed LJ. The chemistry and function of lipoic acid. Adv Enzymol Relat Subj Biochem
1957;18:319–347.

174. Packer L, Kraemer K, Rimbach G. Molecular aspects of lipoic acid in the prevention of dia-
betes complications. Nutrition 2001;17(10):888–895.

175. Gregus Z, Stein AF, Varga F, Klaassen CD. Effect of lipoic acid on biliary excretion of glu-
tathione and metals. Toxicol Appl Pharmacol 1992;114(1):88–96.

176. Kozlov AV, Gille L, Staniek K, Nohl H. Dihydrolipoic acid maintains ubiquinone in the
antioxidant active form by two-electron reduction of ubiquinone and one-electron reduc-
tion of ubisemiquinone. Arch Biochem Biophys 1999;363(1):148–154.

177. Cameron NE, Cotter MA, Horrobin DH, Tritschler HJ. Effects of alpha-lipoic acid on neu-
rovascular function in diabetic rats: interaction with essential fatty acids. Diabetologia
1998;41(4):390–399.

178. Stevens MJ, Obrosova I, Cao X, Van Huysen C, Greene DA. Effects of DL-alpha-lipoic
acid on peripheral nerve conduction, blood flow, energy metabolism, and oxidative stress
in experimental diabetic neuropathy. Diabetes 2000;49(6):1006–1015.

179. Coppey LJ, Gellett JS, Davidson EP, Dunlap JA, Lund DD, Yorek MA. Effect of antioxi-
dant treatment of streptozotocin-induced diabetic rats on endoneurial blood flow, motor
nerve conduction velocity, and vascular reactivity of epineurial arterioles of the sciatic
nerve. Diabetes 2001;50(8):1927–1937.

180. Obrosova I, Cao X, Greene DA, Stevens MJ. Diabetes-induced changes in lens antioxidant
status, glucose utilization and energy metabolism: effect of DL-alpha-lipoic acid. Diabetologia
1998;41(12):1442–1450.

181. Dincer Y, Telci A, Kayali R, Yilmaz IA, Cakatay U, Akcay T. Effect of alpha-lipoic acid on
lipid peroxidation and anti-oxidant enzyme activities in diabetic rats. Clin Exp Pharmacol
Physiol 2002;29(4):281–284.

182. Maritim AC, Sanders RA, Watkins JB, 3rd. Effects of alpha-lipoic acid on biomarkers of
oxidative stress in streptozotocin-induced diabetic rats. J Nutr Biochem 2003;14(5):288–294.

183. Borcea V, Nourooz-Zadeh J, Wolff SP, et al. alpha-Lipoic acid decreases oxidative stress
even in diabetic patients with poor glycemic control and albuminuria. Free Radic Biol Med
1999;26(11-12):1495–1500.

184. Midaoui AE, Elimadi A, Wu L, Haddad PS, de Champlain J. Lipoic acid prevents hyper-
tension, hyperglycemia, and the increase in heart mitochondrial superoxide production. Am
J Hypertens 2003;16(3):173–179.

185. Ziegler D, Hanefeld M, Ruhnau KJ, et al. Treatment of symptomatic diabetic polyneuropa-
thy with the antioxidant alpha-lipoic acid: a 7-month multicenter randomized controlled
trial (ALADIN III Study). ALADIN III Study Group. Alpha-Lipoic Acid in Diabetic
Neuropathy. Diabetes Care 1999;22(8):1296–1301.

186. Ametov AS, Barinov A, Dyck PJ, et al. The Sensory Symptoms of Diabetic Polyneuropathy
Are Improved With a-Lipoic Acid: The SYDNEY Trial. Diabetes Care 2003;26(3):770–776.

187. Tutuncu NB, Bayraktar M, Varli K. Reversal of defective nerve conduction with vitamin E sup-
plementation in type 2 diabetes: a preliminary study. Diabetes Care 1998;21(11):1915–1918.

188. Celik S, Baydas G, Yilmaz O. Influence of vitamin E on the levels of fatty acids and MDA
in some tissues of diabetic rats. Cell Biochem Funct 2002;20(1):67–71.

Oxidative Stress in Diabetic Neuropathy 393



394 Sadidi et al.

189. Li D, Devaraj S, Fuller C, Bucala R, Jialal I. Effect of alpha-tocopherol on LDL oxidation
and glycation: in vitro and in vivo studies. J Lipid Res 1996;37(9):1978–1986.

190. Rosen P, Ballhausen T, Bloch W, Addicks K. Endothelial relaxation is disturbed by oxida-
tive stress in the diabetic rat heart: influence of tocopherol as antioxidant. Diabetologia
1995;38(10):1157–1168.

191. Christen S, Woodall AA, Shigenaga MK, Southwell-Keely PT, Duncan MW, Ames BN.
gamma-tocopherol traps mutagenic electrophiles such as NO(X) and complements alpha-
tocopherol: physiological implications. Proc Natl Acad Sci USA 1997;94(7):3217–3222.

192. Beckman JA, Goldfine AB, Gordon MB, Garrett LA, Keaney JF, Jr., Creager MA. Oral
antioxidant therapy improves endothelial function in Type 1 but not Type 2 diabetes melli-
tus. Am J Physiol Heart Circ Physiol 2003;285(6):H2392–H2398.

193. Peponis V, Papathanasiou M, Kapranou A, et al. Protective role of oral antioxidant supple-
mentation in ocular surface of diabetic patients. Br J Ophthalmol 2002;86(12):1369–1373.

194. Frei B, Stocker R, England L, Ames BN. Ascorbate: the most effective antioxidant in
human blood plasma. Adv Exp Med Biol 1990;264:155–163.

195. Paolisso G, Balbi V, Volpe C, et al. Metabolic benefits deriving from chronic vitamin C
supplementation in aged non-insulin dependent diabetics. J Am Coll Nutr 1995;14(4):
387–392.

196. Opara EC. Oxidative stress, micronutrients, diabetes mellitus and its complications. J R
Soc Health 2002;122(1):28–34.

197. Meister A. Glutathione deficiency produced by inhibition of its synthesis, and its reversal;
applications in research and therapy. Pharmacol Ther 1991;51(2):155–194.



Index 395

INDEX

395

A

Adenine nucleotide transporter (ANT),
cardiomyocyte apoptosis role after
ischemia-reperfusion injury, 183, 184

Advanced glycation end products, diabetic
neuropathy pathology, 384

Aging,
DNA mismatch repair in neuronal

degeneration, 339–342
p53 and cellular senescence, 337, 338

Akt,
activation and antiapoptotic function,

60–62
TRAIL sensitivity role, 241, 242
viral infection and PI3K-Akt signaling

activation, 58
acute infection and cell survival sig-

naling, 63, 64
chronic infection and cell survival

signaling, 69, 70
human immunodeficiency virus studies,

70–72
lytic/latent infection and cell survival

signaling, 64–69
prospects for study, 72, 73

Aldose reductase, inhibitors in diabetic
neuropathy management, 381, 382

Alzheimer’s disease,
p53 immunoreactivity, 337
transgenic mouse model, 337

ANT, see Adenine nucleotide transporter
Antisense oligonucleotides, protein kinase

A RI  targeting,
animal studies, 15
cell studies, 15
chemoprevention study, 18
combination therapy, 17
DNA microarray analysis, 16, 17
Phase II trial, 18

RII  stabilization, 15, 16
second generation drugs, 16

AP-1, activation by Raf/MEK/ERK cascade,
112

APAF-1, cardiomyocyte apoptosis role after
ischemia-reperfusion injury, 184

APC, loss in colorectal cancer, 198, 199
APO2L, see TRAIL
ATM, DNA damage sensing, 264
ATR, DNA damage sensing, 264
AUF-1, cyclooxygenase-2 transcript binding,

209

B

Bad,
Akt substrate, 61
phosphorylation status in apoptosis, 153

Bcl-2,
cardiomyocyte apoptosis role after

ischemia-reperfusion injury, 185
caspase activation regulation, 349
functional overview, 32, 33
ubiquitylation and degradation, 281

Bortezomib (Velcade), proteasome inhibition,
285

C

Calcium/calmodulin-dependent protein kinase
II (CaMKII), phosphorylation status in
apoptosis, 153, 157, 159

CaMKII, see Calcium/calmodulin-dependent
protein kinase II

Cardioprotection, see Ischemia-reperfusion
injury

Carney complex, protein kinase A RI
mutation, 10, 11

Caspases,
activation pathways,

Bcl-2 regulation, 349
extrinsic activation pathway, 348



396 Index

FLIP regulation, 349
intrinsic activation pathway, 348, 349
overview, 33, 315, 316

apoptotic cascade, 230, 231
cardiomyocyte apoptosis role after

ischemia-reperfusion injury, 185, 186
developmental functions

mammals, 353
vertebrates, 352

Drosophila development studies, 355, 356
hematopoiesis regulation, 355
inhibitor of apoptosis binding,

BIR domains, 316–320, 350
IAP binding motif, 316–320
XIAP, 316–320, 350

lymphocyte function, 354
mutations and stability in TRAIL resistance,

240
protein kinase C-  as substrate, 41
structure, 347, 348
substrates, 353, 354
transcriptional regulation in Drosophila,

350, 351
ubiquitylation and degradation, 283, 284

CD95, see Fas
Cdc25, ubiquitylation and degradation, 283
CDKs, see Cyclin-dependent kinases
Chemoprevention, sensitization of TRAIL-

resistant cancer cells, 237–239
Chemotherapy, sensitization of TRAIL-

resistant cancer cells, 236
8-Cl-cAMP, see Protein kinase A
CMV, see Cytomegalovirus
Coxsackievirus B3, phosphatidylinositol

3-kinase-Akt signaling of cell survival, 64
Colorectal cancer, see Cyclooxygenase-2
COX-2, see Cyclooxygenase-2
CPF-A, cyclooxygenase-2 transcript binding,

209
CRE, see Cyclic AMP response element
CREB, see Cyclic AMP response element-

binding protein
CUGBP2, cyclooxygenase-2 transcript

binding, 208, 209
Curcumin, chemoprevention studies, 238
Cyclic AMP-dependent protein kinase, see

Protein kinase A
Cyclic AMP response element (CRE), decoy

as protein kinase inhibitor, 18, 19
Cyclic AMP response element-binding

protein (CREB),

activation by Raf/MEK/ERK cascade,
109, 111

phosphorylation status in apoptosis, 153,
154

Cyclin-dependent kinases (CDKs),
CDK5,

homology with other CDKs, 81
inhibitor studies of neuroprotection,

assay, 82, 83
DNA microarray analysis, 91–98
Indolinone A studies, 83, 84, 86, 87
mechanism elucidation, 83, 84, 86, 87
substrate phosphoproteome analysis,

88–91
neurodegenerative disease role, 81, 82

ubiquitylation and degradation, 282
Cyclooxygenase-2 (COX-2),

colorectal cancer,
carcinogenesis, 198
epidemiology, 197, 198
markers, 199

COX-1 comparison, 200–202
gene expression regulation,

RNA stability and translation
cis-acting elements, 204–206
transacting elements, 206–210

transcriptional regulation, 202–204
prostaglandin synthesis and effects, 199, 200

Cytomegalovirus (CMV), phosphatidylinositol
3-kinase-Akt signaling of cell survival,
65

D

Death inducing signaling complex (DISC),
components, 223

Diabetic neuropathy,
epidemiology, 365
oxidative stress in pathology,

advanced glycation end products, 384
mitogen-activated protein kinase activity,

376, 377
neuronal response, 379, 380
overview, 365, 366
peroxynitrite production in mitochondria,

378, 379
polyol pathway, 374, 376
protein kinase C activation, 376
reactive oxygen species production,

373, 374, 377–379
therapeutic targeting,

aldose reductase inhibitors, 381, 382



Index 397

antioxidant therapy prospects, 384
-lipoic acid, 382, 383

nerve growth factor, 382
vitamin C, 383, 384
vitamin E, 383

DIABLO, inhibitor of apoptosis protein
antagonism, 322, 323

DISC, see Death inducing signaling complex
DNA damage,

cell cycle checkpoints, 267, 268
lesion origins, 263
repair,

mechanisms, 263, 266, 267
mismatch repair in neuronal

degeneration, 339–342
sensing,

ATM, 264
ATR, 264
p53, 264, 265, 268, 336

DNA microarray,
CDK5 inhibitor analysis, 91–98
protein kinase A RI  antisense analysis,

16, 17

E

E2F, apoptosis stimulation, 269, 270
EBV, see Epstein-Barr virus
EGFR, see Epidermal growth factor receptor
Env, T-cell apoptosis induction, 299–301
Epidermal growth factor receptor (EGFR),

urokinase-plasminogen activator re-
ceptor interactions, 172

Epstein-Barr virus (EBV), phosphatidylinositol
3-kinase-Akt signaling of cell survival,
66–68

ERK, see Mitogen-activated protein kinase
Ets-1, activation by Raf/MEK/ERK cascade,

111, 112
Extrinsic apoptosis pathway, overview, 33, 34

F

FAK, see Focal adhesion kinase
Fas (CD95),

cardiomyocyte apoptosis role after
ischemia-reperfusion injury, 183

death receptor pathway, 224, 225
ligand processing, 225
T-cell apoptosis sensitivity in human

immunodeficiency virus infection,
298, 299

Fibrinolysis,
defects in cancer, 167, 168

urokinase, see Urokinase-plasminogen
activator

FLIP,
caspase activation regulation, 349
TRAIL sensitivity role, 240, 241

Focal adhesion kinase (FAK), urokinase-
plasminogen activator receptor signaling,
172, 173

G

Glycation, see Advanced glycation end
products

H

HD, see Huntington disease
Heart, see Ischemia-reperfusion injury
Hepatitis virus,

apoptosis inhibition, 57
phosphatidylinositol 3-kinase-Akt signaling

of cell survival, 69, 70
Hereditary nonpolyposis colorectal cancer

(HNPCC), DNA mismatch repair defects,
340, 341

Histone, ubiquitylation and degradation, 283
Histone deacetylase, inhibitors and sensitiza-

tion of TRAIL-resistant cancer cells,
233, 234

HIV, see Human immunodeficiency virus
HNPCC, see Hereditary nonpolyposis

colorectal cancer
HPV, see Human papillomavirus
HtrA2, inhibitor of apoptosis protein antagonism,

322, 323
Human immunodeficiency virus (HIV),

cell tropism, 297
genome structure and functional

organization, 296
immune evasion strategies, 295, 296
phosphatidylinositol 3-kinase-Akt signaling

studies, 70–72
receptors, 296, 297
T-cell apoptosis induction,

CD4 cell specificity, 297, 298
cell death mechanisms, 303
cytokine synthesis, 298, 304, 305
Fas-mediated apoptosis sensitivity,

298, 299
half-life, 303
therapeutic targeting, 305
uninfected T-cell apoptosis mechanisms,

bystander effect, 304



398 Index

syncytia formation, 304
viral proteins, 303, 304

viral proteins in induction,
Env, 299–301
Nef, 302
protease, 302
Tat, 301
Vpr, 301, 302
Vpu, 302, 303

Human papillomavirus (HPV),
phosphatidylinositol 3-kinase-Akt
signaling of cell survival, 68

Huntington disease (HD), DNA mismatch
repair defects, 342

HuR, cyclooxygenase-2 transcript binding,
206–208

Hydrogen peroxide, see Oxidative stress

I

IAPs, see Inhibitor of apoptosis proteins
IFN- , see Interferon-
Indolinone A, neuroprotection studies, 83,

84, 86, 87
Influenza virus, apoptosis inhibition, 57
Inhibitor of apoptosis proteins (IAPs),

antagonists, 322, 323
BRUCE/Apollon, 321
caspase binding,

BIR domains, 316–320, 350
IAP binding motif, 316–320
XIAP, 316–320, 350

discovery, 313, 314
domains, 232
Drosophila proteins, 324
livin, 321
mammalian proteins, 324, 325
mechanisms of apoptosis regulation, 232,

233
neuronal apoptosis inhibitory protein, 321
structure, 314, 315
survivin, 321, 322, 326, 327
therapeutic targeting, 233
transforming growth factor-  signaling, 327
tumor necrosis factor signaling, 326
types, 231
ubiquitin ligase activity, 325, 326
viral proteins, 323, 324

Integrins, urokinase-plasminogen activator
receptor signaling, 172, 173

Interferon-  (IFN- ), sensitization of TRAIL-
resistant cancer cells, 234

Intrinsic apoptosis pathway, overview, 33, 34

Ischemia-reperfusion injury,
cardiomyocyte apoptosis induction,

mechanisms,
Bcl-2, 185
caspases, 185
death receptor pathway, 183
ischemia versus reperfusion injury,

180–182
mitochondrial pathway, 183–185

overview, 181
cardioprotection signaling,

ERK, 188, 189
phosphatidylinositol 3-kinase, 186–188
protein kinase C, 188

prospects for study, 189

J

JNK, see Mitogen-activated protein kinase

K

Kaposi’s sarcoma-associated herpesvirus
(KSHV), phosphatidylinositol 3-kinase-
Akt signaling of cell survival, 68

KSHV, see Kaposi’s sarcoma-associated
herpesvirus

L

-Lipoic acid, diabetic neuropathy
management, 382, 383

Luteolin, chemoprevention studies, 239

M

MAPK, see Mitogen-activated protein kinase
MDM2, therapeutic targeting, 282
MEK, see Raf/MEK/ERK cascade
Metastasis, ERK role, 139, 140
Microcystin, apoptosis induction, 157, 159
Mismatch repair, neuronal degeneration,

339–342
Mitochondria, death receptor-induced apoptosis

role, 228, 229
Mitogen-activated protein kinase (MAPK),

cascade overview, 136
classification, 135
diabetic neuropathy pathology, 376, 377
ERK,

activation, 137
cardioprotection signaling after

ischemia-reperfusion injury, 188,
189

features, 107, 136
inhibitors, 121
metastasis role, 139, 140



Index 399

mutations in cancer, 140
substrates and functions, 137, 139, 140

JNK,
activation, 142
features, 142
substrates and functions, 142, 143

p38,
activation, 140, 141
features, 140
substrates and functions, 141, 142

protein kinase C-  cross-talk, 43, 44
Raf/MEK/ERK cascade,

apoptosis suppression, 112, 113
chemotherapy drug resistance role,

115, 117, 118
growth factor induction, 113
MEK1,

features, 106, 107
inhibitors, 120, 121

overview, 101, 102
proliferative and antiproliferative effects,

107–109
prospects for study, 121, 122
prostate cancer role, 114, 115
Raf,

activation and inhibition, 102
B-Raf mutations in cancer, 113, 119
inhibitors, 120, 121
phosphorylation, 102, 105, 106

Ras role in cascade, 102
target transcription factors,

AP-1, 112
cyclic AMP response element-

binding protein, 109, 111
Ets-1, 111, 112
c-Myc, 112
nuclear factor- B, 109

therapeutic targeting, 118–121
therapeutic targeting, 143, 144
urokinase-plasminogen activator receptor

signaling, 172, 173
MLC, see Myosin light chain
c-Myc, activation by Raf/MEK/ERK cascade,

112
Myosin light chain (MLC), phosphorylation

status in apoptosis, 153

N

Nef, T-cell apoptosis induction, 302
Nerve growth factor (NGF), diabetic

neuropathy management, 382
NF- B, see Nuclear factor- B

NGF, see Nerve growth factor
Nitric oxide, see Oxidative stress
Nuclear factor- B (NF- B),

activation by Raf/MEK/ERK cascade, 109
cyclooxygenase-2 induction, 202, 203
p53 signaling, 338, 339
TRAIL sensitivity role, 242, 243
ubiquitylation and degradation of cascade

proteins, 281, 282

O

Okadaic acid, apoptosis induction, 157, 159
Oxidative stress,

biomarkers, 371, 373
diabetic neuropathy pathology,

advanced glycation end products, 384
mitogen-activated protein kinase

activity, 376, 377
neuronal response, 379, 380
overview, 365, 366
peroxynitrite production in mitochondria,

378, 379
polyol pathway, 374, 376
protein kinase C activation, 376
reactive oxygen species production,

373, 374, 377–379
therapeutic targeting,

aldose reductase inhibitors, 381, 382
antioxidant therapy prospects, 384

-lipoic acid, 382, 383
nerve growth factor, 382
vitamin C, 383, 384
vitamin E, 383

nitric oxide and peroxynitrite, 367–369
posttranslational modification of proteins,

369–371
reactive oxygen species,

hydrogen peroxide, 367
superoxide, 366, 367

P

p38 mitogen-activated protein kinase, see
Mitogen-activated protein kinase

p53,
apoptosis role, 230
cellular senescence role, 337, 338
cyclooxygenase-2 transcription inhibition,

204
DNA damage sensing, 264, 265, 268, 336
inducers, 336
neurodegeneration role, 337
nuclear factor- B signaling, 338, 339



400 Index

tumor suppressor activity, 229, 230
ubiquitylation and degradation, 282

PAI, see Plasminogen activator inhibitor
Peroxynitrite, see Oxidative stress
Phosphatases, see Protein phosphatases
Phosphatidylinositol 3-kinase (PI3K),

cardioprotection signaling after ischemia-
reperfusion injury, 186–188

catalytic reaction, 58
classes, 58–60
viral infection and PI3K-Akt signaling,

activation, 58
acute infection and cell survival

signaling, 63, 64
chronic infection and cell survival

signaling, 69, 70
human immunodeficiency virus studies,

70–72
lytic/latent infection and cell survival

signaling, 64–69
prospects for study, 72, 73

PI3K, see Phosphatidylinositol 3-kinase
PKA, see Protein kinase A
PKC, see Protein kinase C
Plasminogen activator inhibitor (PAI),

posttranscriptional regulation, 170, 171
regulation by cytokines and growth factors,

168, 169
transcriptional regulation, 170
tumor expression, 167, 168
types, 168

Polyol pathway, diabetic neuropathy pathology,
374, 376

Proteasome,
apoptosis modulation,

monoubiquitylation substrates,
caspases, 284
histones, 283

multiubiquitylation substrates,
Bcl-2, 281
caspases, 283
Cdc25, 283
cyclin-dependent kinases, 282
inhibitor of apoptosis proteins, 280,

281, 286
nuclear factor- B cascade, 281, 282
p53, 282

clinical prospects of therapeutic interventions,
286, 287

inhibitors, 284, 185
26S proteasome,

20S core particle, 276

regulation,
11S regulator, 278
19S regulatory complex, 278

ubiquitin ligases,
features, 274–276
therapeutic targeting, 285, 286

Protein kinase A (PKA),
activation, 3, 4
antisense oligonucleotides against RI ,

animal studies, 15
cell studies, 15
chemoprevention study, 18
combination therapy, 17
DNA microarray analysis, 16, 17
Phase II trial, 18
RII  stabilization, 15, 16
second generation drugs, 16

cyclic AMP analog inhibitors,
8-Cl-cAMP,

8-Cl-adenosine comparison, 12, 13
animal studies, 12
antiproliferative and proapoptotic

effects, 13
cell studies, 14
clonogenic growth inhibition, 13, 14
Phase I trials, 14

overview, 11, 12
cyclic AMP response element decoy as

inhibitor, 18, 19
diagnostic value in cancer, 19, 20
isoenzymes,

normal versus cancer cells,
carcinogenesis, 8, 9
cell transformation and human

tumor findings, 7, 8
ontogeny and cell differentiation, 6
point mutations and tumor pheno-

type, 9
RI  mutation in Carney complex,

10, 11
RII  induction of tumor reversion,

9, 10
tissue specificity and intracellular

distribution, 5, 6
overview, 4, 5

prospects for therapeutic targeting, 20, 21
replication factor C interactions, 9
subunits, 4

Protein kinase C (PKC),
activation, 34, 35
functional overview, 31, 32
isoforms,



Index 401

PKC ,
apoptosis induction, 40, 41
caspase cleavage, 41
subcellular localization, 42, 43
targets in apoptotic cells, 43, 44
tyrosine phosphorylation, 41, 42

prospects for study, 44
prosurvival isoforms,

PKC , 36, 37
PKC , 37, 38
PKC , 38, 39
PKC , 39, 40
PKC , 39, 40

structure, 34, 35
Protein kinase C, cardioprotection signaling

after ischemia-reperfusion injury, 188
Protein kinase C, diabetic neuropathy

activation, 376
Protein phosphatases,

apoptosis role,
inhibitors and apoptosis induction,

157, 159
overview, 151, 152
PP1, 156, 157
PP2A, 155, 156
PP2B, 154
PP4, 155
PP5, 155
prospects for study, 159, 160

classification, 154
protein dephosphorylation and cell viability,

152–154
toxin inhibitors, 157

PS-519, proteasome inhibition, 285

R

RI , see Protein kinase A
RII , see Protein kinase A
Radiation therapy, sensitization of TRAIL-

resistant cancer cells, 236, 237
Raf/MEK/ERK cascade,

apoptosis suppression, 112, 113
chemotherapy drug resistance role, 115,

117, 118
ERK,

features, 107
inhibitors, 121

growth factor induction, 113
MEK1,

features, 106, 107
inhibitors, 120, 121

overview, 101, 102

proliferative and antiproliferative effects,
107–109

prospects for study, 121, 122
prostate cancer role, 114, 115
Raf,

activation and inhibition, 102
B-Raf mutations in cancer, 113, 119
inhibitors, 120, 121
phosphorylation, 102, 105, 106

Ras role in cascade, 102
target transcription factors,

nuclear factor- B, 109
cyclic AMP response element-binding

protein, 109, 111
Ets-1, 111, 112
AP-1, 112
c-Myc, 112

therapeutic targeting, 118–121
Ras,

cancer mutations, 118, 119, 139
isoforms, 118
Raf/MEK/ERK cascade role, 102

Reactive oxygen species, see Oxidative
stress

Replication factor C (RFC), protein kinase A
interactions, 9

Respiratory syncytial virus (RSV), apoptosis
inhibition, 57, 63

Resveratrol, chemoprevention studies, 237, 238
Retinoids, sensitization of TRAIL-resistant

cancer cells, 234–236
RFC, see Replication factor C
RKIP, prostate cancer role, 114, 115
RSV, see Respiratory syncytial virus

S

Selenium, chemoprevention studies, 238, 239
STATs, protein kinase C-  activation, 43
Superoxide, see Oxidative stress

T

Tat, T-cell apoptosis induction, 301
T-cell apoptosis, see Human immunodeficiency

virus
TGF- , see Transforming growth factor-
TIAR, cyclooxygenase-2 transcript binding,

209
TNF- , see Tumor necrosis factor-
TRAIL (APO2L),

death receptor pathway, 225–227
endoplasmic reticulum in signaling, 228
prospects for study, 244



402 Index

sensitivity factors in normal and malignant
cells,

Akt activity, 241, 242
caspase mutations and stability, 240
death and decoy receptor expression,

239, 240
FLIP expression, 240, 241
nuclear factor- B activity, 242, 243

sensitization of resistant cancer cells,
chemoprevention studies,

curcumin, 238
luteolin, 239
resveratrol, 237, 238
selenium, 238, 239

chemotherapy, 236
histone deacetylase inhibitors, 233, 234
interferon- , 234
radiation therapy, 236, 237
retinoids, 234–236

structure, 227
therapeutic targeting with monoclonal

antibodies, 243, 244
Transforming growth factor-  (TGF- ),

inhibitor of apoptosis proteins in
signaling, 327

Tristetraprolin, cyclooxygenase-2 transcript
binding, 208

Tumor necrosis factor-  (TNF- ),
cardiomyocyte apoptosis role after

ischemia-reperfusion injury, 183
death receptor pathway, 220, 222, 223, 224
inhibitor of apoptosis protein signaling, 326

U

Ubiquitin,
ligases,

features, 274–276
inhibitor of apoptosis protein activity,

325, 326
therapeutic targeting, 285, 286

proteasome recruitment, 276
protein modification, 274
removal, 278

u-PA, see Urokinase-plasminogen activator
Urokinase-plasminogen activator (u-PA),

features, 168
posttranscriptional regulation, 170, 171
receptor signaling,

apoptosis, 173, 174
cell proliferation, 171–173

substrates, 168
transcriptional regulation, 170
tumor expression, 167, 168
urokinase regulation, 169, 170

V

Velcade, see Bortezomib
Vitamin C, diabetic neuropathy management,

383, 384
Vitamin E, diabetic neuropathy management,

383
Vpr, T-cell apoptosis induction, 301, 302
Vpu, T-cell apoptosis induction, 302, 303


	fm
	Part 1
	1
	2
	3
	4
	5
	6
	7
	8
	Part 2
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	bm


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




