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Foreword 

This publication, Modeling of Indoor Air Quality and Exposure, contains papers presented at 
the symposium of the same name held in Pittsburgh, PA on 27-28 April 1992. The symposium 
was sponsored by ASTM Committee D-22 on Sampling and Analysis of Atmospheres and Sub- 
committee D22.05 on Indoor Air. Dr. Niren L. Nagda of ICF Incorporated in Fairfax, VA presided 
as symposium chairman and is the editor of the resulting publication. 
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Overview 

Concern for the quality of air in buildings and exposures to toxic substances has been rising in 
recent years. Mathematical modeling of indoor air quality is commonly used to improve the un- 
derstanding of chemical and physical processes that affect indoor pollutant concentrations and to 
predict indoor concentrations and human exposures under different situations. 

Most indoor air quality models are based on the principle of conservation of mass: the accu- 
mulation of a contaminant is equal to the difference between the mass generated within or entering 
a particular air space and the mass leaving that air space. In this conceptual framework, pollutant 
concentrations are increased by emissions within a defined volume and by transport from other air 
spaces, including the outdoors. Similarly, concentrations are decreased by transport exiting the air 
space, by removal to chemical and physical sinks within the air space, or by conversion of the 
contaminant to other forms. Relationships are in the form of one or more differential equations 
representing the rate of accumulation and the contaminant gain and loss. 

Models to quantify human inhalation exposure to contaminants need to consider air quality in 
various microenvironments such as residences, workplaces, and outdoors. Because many people 
spend a large fraction of their time indoors, inclusion of an indoor air quality model is an important 
component of total or 24-h exposure modeling. Another important component of exposure mod- 
eling is consideration of human activity patterns, that is, where and how people spend their time 
during the conduct of their daily activities. 

In the past, simplifying assumptions have been made in modeling, such as a constant source 
rate over time, a negligible sink rate, steady-state conditions, or an isothermal air mass. In addition, 
activity patterns have not been considered or have been treated with simpfistic assumptions. These 
may be appropriate assumptions under some limited circumstances but, to obtain greater general- 
izability and to better understand the behavior of indoor contaminants or the factors that affect 
exposures, it is important to examine situations in a more realistic manner. 

This Special Technical Publication (STP) has been published as a result of the 1992 symposium 
entitled, "Modeling of Indoor Air Quality and Exposure" held in Pittsburgh, PA in an effort to 
present recent advances in various aspects of indoor air and exposure modeling. The papers pre- 
sented at this symposium are grouped in three areas: 

(1) Modeling and measuring sources and sinks, 
(2) Model validation and application, and 
(3) Modeling of exposures. 

Research over the last several years has shown that emissions from indoor sources dominate 
indoor air concentrations and exposures much more so than factors such as ventilation. Under- 
standing of complexities such as re-emitting sinks is just beginning. As sources and sinks are basic 
components of indoor air quality modeling, and considerations of sources and sinks are often 
linked, the papers on that subject form the first major section of the STP. 

The second section of this STP contains papers that address a variety of indoor air quality 
modeling issues: validation of models, modeling of air flows, including consideration of compu- 
tational fluid dynamics, and application of models to predict indoor air concentrations of contam- 
inants. The third section extends considerations of indoor air quality modeling to exposure mod- 
eling. Activity patterns are treated as assumed scenarios, as measured profiles for specific 
individuals, and as general mobility patterns for subgroups defined by factors such as age and 
occupation. 
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viii MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

Individuals who are involved in indoor air quality and exposure research can use this STP to 
assess the state-of-the-art, and as a foundation to further on-going research. The STP will assist 
environmental and public health officials with responsibilities in the areas of indoor air quality and 
public health in understanding the impact of various factors on indoor concentrations and exposure. 
With the diversity of topics covered in this STP, all focused towards modeling, it should be a 
valuable resource for undergraduate and graduate students and faculty. 

The remainder of this overview provides some highlights of the papers included in the STP. 

Modeling and Measuring Sources and Sinks 

Clausen et al. determined time-varying profiles for emissions of cyclohexanone and phenol from 
a vinyl floor covering using two 234-L chambers and a much smaller, 0.035-L chamber. The 
emission rates of both compounds decreased rapidly during the first 24 h followed by a much 
slower decrease over the next several days. The experimental data for the initial period indicated 
evaporation-controlled emissions; the authors have suggested diffusion-controlled emissions for the 
period after the first 24 h. However, parameters for the diffusion-controlled model could not be 
reproduced with the data collected from this study. 

Keating and McKone measured and modeled the water-to-air transfer efficiency for trichloro- 
ethylene (TCE) during showering using a specially constructed chamber and different nozzles. As 
expected, the nozzle producing smallest drop diameters had the highest transfer efficiency. Signif- 
icant differences were observed between measured air concentrations and those predicted using 
transfer efficiencies and air exchange rates. The authors examined possible impacts of various 
factors such as measurement precision, aerosol concentrations, scavenging, deposition, and incom- 
plete mixing. In a different study, Borrozzo et al. measured partition coefficients for TCE and 
ethanol to nylon, wool, polypropylene, jute, styrene-butadiene rubber (SBR), glass, cotton and 
polyester surfaces, as well as partition coefficients for chloroform, tetrachloroethylene, and p- 
dichlorobenzene to nylon, cotton, wool, and glass surfaces. For nonpolar species, sorption to poly- 
propylene and SBR was greater than sorption to nylon or wool. For polar species, the opposite 
was true. The authors suggested that "adsorption" can explain the majority of the experimental 
results but "absorption" may be a dominant mechanism in some cases. Since various components 
of a composite material may display different affinities for a single compound and different mech- 
anisms of interaction, first-order kinetics may not adequately describe sorption of indoor volatile 
organic compounds. 

Complexities of source and sink terms are further magnified when mixtures of compounds, such 
as environmental tobacco smoke, are considered. In such cases, it is not practical to measure or 
even model all constituents of the mixture as one considers their transport and removal in an 
indoor environment, thereby making the selection of suitable tracers an important issue in mod- 
eling. Eatough examined various components of environmental tobacco smoke (ETS) with respect 
to uniqueness to ETS, ease of determination at concentrations present in indoor air, and relationship 
to other components of ETS. The author contends that gas-phase 3-ethenylpyridine and isoprene, 
and particulate-phase solanesol could be better ETS tracers than nicotine and respirable particles, 
that have been used as tracers in the past. 

The existence of re-emitting sinks for VOCs is well recognized, but the mechanisms by which 
VOC sinks operate are not well understood. Diffusion mechanisms have been considered to play 
a role in interactions of VOCs with indoor sinks. Dunn and Chen proposed and tested three unified, 
diffusion-limited mathematical models to account for such interactions. The phrase "unified" re- 
lates to the ability of the model to predict both in the sink accumulation and decay phases. A 
linear isotherm model adequately described data when a pillow functioning as a sink was exposed 
to ethylbenzene and a single-parameter diffusion model described pillow-sink/perchloroethylene 
data well, but neither could adequately describe data for carpet when exposed to ethylbenzene. A 
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OVERVIEW ix 

hybrid, sorption/desorption model was required to describe carpet-sink/ethylbenzene data, consis- 
tent with the complex nature of that sink. 

The concept of "deposition velocity," as used in describing the interaction between an airborne 
contaminant and indoor surfaces, is defined as the net flux of a species to a surface divided by the 
concentration of that species in air. Deposition velocities have been used in modeling tee amount 
of a given substance removed by indoor surfaces. Nazaroff etal. discussed, measured, and modeled 
deposition velocities for four different species: fine particles, radon progeny, ozone, and nitrogen 
dioxide. The authors showed that the factors that may limL" useful application of the concept include 
lack of uniform mixing in the indoor space, limited data on air motion near surfaces within build- 
ings, spatial variability of deposition, and the inflexibility of the concept to deal with subsequent 
release or re-emission of contaminants into indoor air. 

Sorption of contaminants on suitable filtration media is one means of improving the quality of 
air in buildings, yet models that fully accommodate filtration processes are not availble. Axley and 
Lorenzetti proposed models formulated as mass transport modules that can be combined with 
existing indoor air quality models. Four generic families of models proposed by the authors include: 
equilibrium adsorption, boundary layer diffusion, porous adsorbent diffusion transport, and con- 
vection-diffusion transport. The authors present applications of these models and propose criteria 
for selection of models that are based on the boundary layer/conduction heat transfer problem. 

Model Validation and Application 

Model validation is perhaps the weakest aspect of indoor air quality model development. Rec- 
ognizing a critical need, ASTM has published a Standard Guide for Statistical Evaluation oflndoor 
Air Quality Models (ASTM D 5157) that provides quantitative tools for evaluation of indoor air 
quality models. These tools include statistical formulas for assessing the general agreement between 
predicted and measured values as well as for evaluating bias. The guide also proposes specific 
ranges of values for various statistical indicators that can be used in judging model performance. 

As in the case of indoor air quality models in general, Gut observed that few source and sink 
models have been validated. The author outlined five major problems areas: (1) elusive model 
parameters, that result from attempts to model complex reality with a simple model, so that some 
adjustable parameters are necessary; (2) confusion in parameter estimation methods, specifically 
uncertainty in selecting appropriate regression models to accurately fit various portions of emissions 
decay; (3) uncertainty in scale-up and misleading scaling factors, for example, the commonly used 
ratio of air exchange rate to the chamber loading factor is incorrect unless the source is constant 
at steady state; (4) unspecified valid range, particularly the limited time over which a model is 
valid and the limited degree of air turbulence for which a model is valid; and (5) weakness in 
quantitative comparisons between models and observations, that is caused by an almost exclusive 
dependence upon graphic comparisons and a failure to use statistical methods. 

Solutions suggested by Gut included the need to check the agreement between the model and 
multiple sets of observations as well as performing scale-up verification. This should be coupled 
with the use of statistical comparisons to complement graphic comparisons. Finally, he proposed 
that the key to developing relatively simple mass transfer models lies in selecting proper expres- 
sions for mass transfer coefficients, and he suggested criteria for choosing an expression. It was 
also noted that the degree of accuracy of model predictions necessary is an important consideration; 
in some cases, a simple model may do a reasonable job. 

Girman expanded in some detail upon one of the concerns described by Gut: chamber air 
velocity and its effect on the scale-up of model results. Through simple modeling of air with 
chambers of different dimensions, Girman suggested that air velocities in small test chambers as 
currently operated may be essentially stagnant, possibly resulting in inaccurate emission factors. 
He proposed that boundary-layer effects be examined for a range of representative materials, es- 
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X MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

pecially wet sources, to determine the importance of controlling air velocities in small chambers. 
If chamber air velocities are currently too low to obtain representative emission factors, guidance 
for selecting appropriate operating conditions was suggested: operating chambers with high loading 
and high air exchange rates to produce representative chamber concentrations and representative 
air velocities. Other suggestions include varying the design of chamber air inlets and outlets. 

Yamamoto et al. present a model that can be used as an analytical tool for engineers to evaluate 
potential ventilation performance and indoor-air-quality implications of a proposed indoor space 
design. The ventilation model is capable of determining distributions of time-averaged, steady- 
state flow fields, assuming isothermal conditions. Klobut demonstrated, through a modeling sim- 
ulation, that unevenly distributed thermal load tends to increase the spread of contaminants in the 
building. His numerical simulations consider non-isothermal, two-way flow through large openings 
and illustrate differences among different scenarios, including an isothermal case with examples. 
Although his work represents an important step, the potential sources of uncertainties, especially 
those introduced by flow relations for each path, still need to be examined. The author urges a 
comprehensive verification of the simulation through measurements. 

Jones and Waters dealt with the application of airflow and smoke modeling for building envi- 
ronmental design using three-dimensional computational fluid dynamics (CFD). CFD modeling can 
assist in design of a building in three main areas: (1) comfort, by predicting variation in thermal 
comfort due to air temperature and velocity and permitting optimization of space heating or cooling 
efficiencies; (2) health, by predicting ventilation effectiveness of the spatial distribution of fresh 
air; and (3) safety, by predicting the movement of smoke during a fire for a given smoke man- 
agement strategy. The authors presented examples of applications of CFD modeling including 
design and assessment of natural ventilation strategies and prediction of smoke movement arising 
from accidental fires for the development of a smoke ventilation strategy. 

As a number of buildings, especially in Europe, rely exclusively on natural means for ventilation, 
natural ventilation systems are important for indoor air quality. Panzhauser et al. pointed out that 
few generally accepted design rules and codes are available to assist in the design of natural 
ventilation systems. An effective design of natural ventilation systems could be achieved through 
properly designed and constructed window and shaft systems that consider regional climate, oc- 
cupancy requirements, and geometric configuration of the building. Based on long-term studies of 
residual buildings in Austria, and mathematical modeling, the authors have developed a single-cell 
model to support the design and evaluation of natural ventilation systems. The model has under- 
gone limited testing and enhancements are planned. 

Applications of indoor air quality modeling to specific pollutants are presented in three papers: 
Panzhauser and Mahdavi predict formaldehyde concentrations and Wray et al. and Persily address 
radon. Panzhauser and Mahdavi extend the work on formaldehyde conducted almost 20 years ago 
to distinguish two types of formaldehyde sources, those that depend on indoor air conditions and 
those that do not, Their model calculates formaldehyde concentrations under steady-state and dy- 
namic conditions for different sources, spaces and boundary conditions. Wray et al. used a model 
to make a comparative assessment of the effectiveness of subslab radon mitigation systems in 
residential structures. They found that, consistent with the measured data, a subslab depressuri- 
zation system was more successful than a subslab pressurization system in reducing indoor radon 
concentrations. Persily presents results of a limited number of computer simulations of multizone 
airflow and radon transport for a simplified representation of a multi-family, high-rise building. 
His simulation considers the influence of two different radon source terms, indoor-outdoor tem- 
perature difference, and exterior wall leakage. Although the analysis is limited by the lack of 
measurement data, one conclusion of the study is that vertical shafts are critical pathways for air 
and radon transport in these tall buildings. 
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Modeling of Exposures 

Sparks et al. have developed an indoor-air-quality based exposure model that enables analysis 
of individual exposures for a wide variety sources and sinks. Assuming certain activity scenarios, 
the model allows for calculating exposures in a multiroom residential environment. The authors 
provided examples to explain the impact of source emissions on exposures and modifications to 
those exposures due to behavior of sinks. 

Rosenbaum and Anderson summarized a demonstration study of the use of dispersion modeling 
to estimate carcinogenic risk to residents of southern California from benzene emitted into the 
atmosphere. The model addresses exposures and risks due to inhalation of contaminants considering 
different geographic subregions, age-occupation groups, daily activities, and respiration rates. The 
impact of building ventilation rates on indoor air quality is considered, but indoor sources and 
sinks are not included in this model. With the exclusion of indoor sources and sinks in their model, 
the opportunity to test the correspondence between predicted and observed concentration is limited: 
the results of the model are in the same range as the measured outdoor benzene concentrations. 

Koontz et al. described a model that is under development for estimating the distribution of 
Californians' indoor exposures to various pollutants. The model will address various contaminants 
such as VOCs, inorganic gases, and particulate matter. The model can either use existing indoor 
concentration and exposure information to generate exposure distributions across microenviron- 
ments or it can estimate indoor air concentration distributions for different microenvironments 
based on principles of indoor air quality modeling. The model utilizes recently collected data on 
individual activity profiles of California residents and will use Monte Carlo techniques to combine 
data on activity patterns, microenvironmental concentration distribution, and mass-balance 
parameters. 

Behar et al. simulate exposures of a sample of residents in an urban area during the conduct of 
their daily lives and combine the exposure levels with pharmacokinetic models. The estimates of 
exposure are based on human activity patterns, indoor concentration distributions, and outdoor 
concentration distributions and are simulated using Monte Carlo techniques. The results indicate: 
(1) that contributions to exhaled air and arterial blood concentrations from indoor air exposures 
are large compared to those solely resulting from outdoor exposures, and (2) that changes in 
exposure rapidly translate into similar changes in blood and exhaled breath concentrations. 
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Per A. Clausen,1 Bjarne Laursen, 1 Peder  Wolkoff, 1 Elke Rasmusen, 1 and 
Peter A. Nielsen 2 

Emission of Volatile Organic Compounds 
from a Vinyl Floor Covering 

REFERENCE: Clausen, P. A., Laursen, B., Wolkoff, P., Rasmusen, E., and Nielsen, P. A., "Emis- 
sion of Volatile Organic Compounds from a Vinyl Floor Covering," Modeling of Indoor Air 
Quality and Exposure, ASTM STP 1205, Niren L. Nagda, Ed., American Society for Testing and 
Materials, Philadelphia, 1993, pp. 3-13. 

ABSTRACT: The emission of volatile organic compounds (VOCs) from a vinyl floor covering has 
been evaluated in two small climatic chambers and a microchamber using different air exchange 
rates and loading factors. The concentration versus time emission curves for cyclohexanone and 
phenol were decreasing. Evaluation of the emission data showed that a first order decay model was 
insufficient to describe the emission adequately. However, in spite of the different air exchange rates 
and chamber concentrations, the first order rate constant could be reproduced when the model was 
fitted to simultaneous measurements in the three chambers. This indicated that the emission was 
controlled by internal diffusion. A simplified model for emission controlled by internal diffusion in 
the source was developed, applying a diffusion coefficient which depends exponentially on the con- 
centration in the source. This model described the emission curves satisfactorily. However, the model 
parameters were not reproducible, probably because the samples were inhornogeneous with respect 
to VOC content and effective thickness. All results indicated that the concentrations of cyclohexanone 
and phenol were almost homogeneous at test start (because of the wrapping of the samples during 
storage prior to testing) and that the emission after a short initial period became controlled by internal 
diffusion in the source. 

KEY WORDS: vinyl floor covering, volatile organic compounds, emission, internal diffusion model 

The purpose of the work presented here was to evaluate the emission of volatile organic com- 
pounds (VOCs) from a vinyl floor covering in chamber tests using different air exchange rates and 
loading factors. Initial examination of the emission data using a first order decay model showed 
that this model was insufficient to describe the emission adequately. However, it was indicated 
that the emission was controlled by internal diffusion. A model for emission controlled by internal 
diffusion in the source had to be developed. It was a requirement that the model should have few 
parameters to be estimated so it could be applied on a limited data set. 

Theory 

It is commonly assumed that the emission rates of VOCs from finite thin film sources decrease 
approximately by a first order decay, as shown in Eq 1, 

R = Ro exp(-kl t )  (1) 

1Research scientist, scientist, senior research scientist, and engineer, respectively, National Institute of Oc- 
cupational Health, Lersr Parkalle 105, DK-2100 Copenhagen 0, Denmark. 

2Senior research engineer, Danish Building Research Institute, PO Box 119, DK-2970 Horshr Denmark. 
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4 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

where 

R = emission rate, mg �9 m -2 �9 h -1, 
Ro = initial emission rate, mg �9 m -2 �9 h -1, 
k~ = first order rate constant, h -~, and 

t = time, h. 

First order decay models incorporating sink and vapor pressure effects for concentration of an 
emission in a well-mixed chamber have been proposed by Dunn and Tichenor [1]. Solutions to 
the simplest model (that is, neglecting sink and vapor pressure effects) can be found by insertion 
of Eq 1 into the mass balance equation for the chamber, 

V "  dC = A " R " dt - k2 " V "  C "  dt (2) 

where 

C = chamber air concentration, mg �9 m -3, 
A = area of source, m 2, 

kz = air exchange rate, h -1, and 
V = chamber volume, m 3. 

Given that C = 0 when t = 0, the solution to Eq 2 with Eq 1 inserted is 

C = ARo[exp(-k l t )  - exp(-kzt)ll[V(k2 - k,)l (3) 

The first order decay model can be developed assuming that the emission is limited by evapo- 
ration from the surface (diffusion in the boundary layer) and that the concentration in the source 
is homogeneous [2]. However, internal diffusion in the source may become limiting. This implies 
that a concentration gradient will develop in the source. Dunn has proposed a model for an infinitely 
deep source [3]. However, this model is nonphysical for a finite source (for example, vinyl floor 
covering) in that a steady-state emission is reached. In addition, the diffusion coefficients of VOCs 
in a polymer matrix are probably not constant but depend strongly on the concentration of the 
VOC itself. Hansen [4] has shown that the exponential variation of the solvent-in-polymer diffusion 
coefficient is very important for lacquer film drying 

D = Do exp [kC(x)] (4) 

where 

D = diffusion coefficient, m 2 �9 h 1, 
Do = diffusion coefficient at zero concentration, m 2 �9 h -a, 

k = proportionality constant, m 3 �9 mg l, and 
C(x) = concentration in the source at location x, mg �9 m 3. 

Model f o r  Emission Controlled by Diffusion in the Source (Diffusion Model) 

Consider the following cross-sectional schematic of the source and test chamber (Fig. 1). Let 
C(x) denote the concentration of the VOC of interest at location x at any time, t, and let L denote 
the thickness (length) of the source. Assume that the diffusion coefficient D = Do exp [kC(x)] 
where Do and k are constants characteristic of the VOC of interest and the source matrix. This 
implies that, after a short initial period, there will be established a relatively stable concentration 
gradient profile which will be steep near the surface and almost flat in the remaining part of the 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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CLAUSEN ET AL. ON VOLATILE ORGANIC COMPOUNDS 5 

FIG. l--Cross-sectional schematic of the source and test chamber. 

source. After this initial period the flux will be F, at the surface and decrease to zero at x = L. It 
is assumed that the flux at location x, F(x), can be approximated by 

F(x) = F , ( 1  - x / L )  (5) 

where 

F(x) = flux at location x in the source, mg �9 m -2 �9 h 1, 
F, = flux at the surface of the sources, mg �9 m -2 �9 h 1, 
x = location in the source perpendicular to the surface, m, and 
L = thickness (length) of the source, m. 

The justification of this assumption is that the shape of the concentration gradient profile will be 
approximately constant during emission when the diffusion coefficient depends exponentially on 
concentration [4]. This implies that the removal rate (amount/time) of a VOC is approximately 
equal at all locations x (except just  within the surface) and thereby dF(x)/dx = constant. 

Assuming that the movement  within the source is controlled by Fick's  Law [dC(x)]/dx = F [(x)/ 
D], the concentration gradient profile at any time can be found from the differential equation 

dC(x)/dx = F,(1 - x/L)l{Do exp [kC(x)]} (6) 

Assuming that C(x) = C, when x = 0, the solution to Eq 6 is 

C(x) = {In [x/Lo - xZ/(2 �9 L �9 Lo) + exp (kC,)J}lk (7) 

where 

Lo = Do/kF,, m, and 
C, = surface concentration, mg �9 m 3. 

The quantity L0 depends on the flux at the surface and thereby the time. The mass of the VOC 
of interest in the source can be calculated as a function of the flux by integration of Eq 7. However, 
the second term in Eq 7 can be neglected for x < <  L and for x = L if L > > L0. In the latter case 
the relative error for neglecting the second term is In (2)/ln(L/Lo). Approximation of the third term 
in Eq 7 [exp (kC,)] to 1 (C,, very low) has only minor significance for the calculated mass of VOC 
in the source when L >>  Lo. Thus, assuming that L > > / ~ ,  Eq 7 can be approximated to 

C(x) = {In [(x/Lo) + l]}/k (8) 

The mass of VOC in the source as a function of the flux at the surface is then 

fo L M(F~) = C(x)dx = {(L + Lo) In [(L/L~) + 1] - L}lk (9) 

Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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6 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

where 

M(F,) = mass of VOC in the source, mg �9 m -2. 

The flux out of the source (the emission rate) can be found by differentiation of the mass emitted 
to the chamber 

F, = - dM/d t  (1 O) 

It is assumed that M(t) only depends on time through F,(t) so that 

dM/d t  = dM/dF,  �9 d F , / d t  (11) 

Insertion of Eq 10 into Eq 11 and rearrangement gives 

dF, /d t  = - F / ( d M / d F , )  (12) 

Differentiation of Eq 9 with respect to F, (dM/dF,)  and insertion into Eq 12 gives 

dFs/dt  = kF2/{Lo In [(L/Lo) + 1] - L} (13) 

The functional form of FAt) cannot be found from this differential equation. However, for L >> 
L0 (that is, F, is large), Eq 13 simplifies to 

d F / d t  = - k F 2 / L  (14) 

Given that F, = Fo when t = 0, the solution to Eq 14 is 

Fs(t) = 1/[(k/L)t + Fol)] (15) 

where 

F0 = initial flux at the surface, mg �9 m 2 . h-l. 

This model for emission controlled by internal diffusion in the source is valid when the diffusion 
coefficient depends exponentially on the concentration in the source. The model shows that the 
emission rate may be approximately proportional to 1/t when F~ is large and after a stable con- 
centration gradient profile has been established. The model is not valid when Fs is small (that is, 
when L ~ Lo). 

Experimental 

Test Mater ia l  

The vinyl floor covering was produced with an oak wood parquet look and had a smooth surface 
with "wood grain" grooves. It consisted of three layers: 0.3-mm wear layer, 0.7 to 1-mm foam 
layer, and approximately 1.5-ram synthetic felt backing. The VOC emission from the vinyl floor 
covering was evaluated prior to the chamber experiments by gas chromatography/mass spectrom- 
etry (GC/MS) [5]. The major VOCs in the emission from the floor covering were cyclohexanone, 
phenol, and 2,4,4-trimethyl-l,3-pentanediol diisobutyrate (TXIB). 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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TABLE 1--Chamber data and test conditions fo r  the FLEC and Chambers 1 and 2. 

Relative 
Air Exchange Loading, Volume, Temperature, Humidity, 

Chamber Rate, h -~ m z �9 m -3 L ~ %RH 

FLEC 169.5 a 505 0.035 23 50 
Chamber 1 0.12 b 0.45 234 23 45 
Chamber 2 0.25 0.45 234 23 45 

~l'he air exchange rate decreased linearly over the test period following the equation k2 = 169.5 - 0.045 �9 
t (h-X). 

bHas been estimated from emission curves in a later experiment in the chamber [11] because the value 
controlling the air flow through the chamber had failed. 

Chambers 

The vinyl floor covering was tested in a fiat, bell-shaped, efficiently ventilated microemission 
test cell made of stainless steel (FLEC) [6] and two small stainless steel chambers without fan 
stirring (Chambers 1 and 2) which complied with a Nordtest method [7]. Chamber data are shown 
in Table 1. 

VOC Sampling and Analysis 

VOCs in the chamber air were sampled in duplicate with separate pumps (Alpha-1 | Dupont | 
Wilmington, DE) on Tenax | TA (Chrompach, Middleburg, The Netherlands) and analyzed by 
thermal desorption followed by capillary gas chromatography with flame ionization detection [8]. 
The pump flow was a nominal 40 mL/min. The sampling time was 0.5 h for all the FLEC samples 
and 1.0 h for all of the Chamber 1 and 2 samples. Breakthrough was checked for high content 
samples with sample backup tubes. Complete desorption of the cold trap was checked by a suc- 
ceeding run of a blank tube, and complete desorption of sample tubes was checked by a cleaning 
procedure identical to the analysis procedure. All samples were analyzed within a week. 

Sample Preparation 

The vinyl floor covering was a representative sample taken out of a newly produced batch. It 
was wrapped in aluminum foil and stored in a nylon bag prior to the chamber testing. It was 
unwrapped immediately before insertion into the chambers. 

Chamber Tests 

The FLEC test was conducted as previously described [6], and the small chambers tests were 
conducted in compliance with a Nordtest method [7]. Prior to the tests the chambers were cleaned 
and background measurements were carried out. The samples were placed on the bottom part of 
Chambers 1 and 2 while the FLEC was placed onto the test material, which is the bottom part of 
the FLEC itself. The test start (time = 0) was established when the FLEC was placed onto the test 
material and when the doors to Chambers 1 and 2 were closed. The tests were started simultane- 
ously in the three chambers. During 25 days, 8 and 5 duplicate samples were taken from Chambers 
1 and 2, respectively, and 11 duplicate samples were taken from the FLEC during a period of 10 
days. 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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8 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

Data Treatment and Calculations 

All raw data were input to spreadsheets for calculation of chamber concentrations. The first order 
decay model parameters (kl and R0) were obtained by fitting Eq 3 to the concentration versus time 
data with STATGRAPHICS routine for nonlinear regression using the standard regression param- 
eters of the program [9]. The high air exchange rate in the FLEC (see Table 2) made it possible 
to approximate the diffusion model expression for the chamber concentration by the following 
equation 

C = A �9 Fs(t)I(V. k2), when t >> llk~ (16) 

The model parameters (k./L and F0) were obtained by fitting Eq 16 to the concentration versus time 
data with STATGRAPHICS nonlinear regression. The diffusion model was fitted to the concen- 
tration versus time data from Chambers 1 and 2 using Eqs 2 and 15 in which Fs(O is substituted 
for R. The model parameters (k/L and Fo) were obtained by a simplex minimum search routine 
[10]. The entity to minimize was the squared deviation from the solution of Eqs 2 and 15 obtained 
by a fourth order Runge-Kutta method [10]. 

Results and Discussion 

Description of  the Emission Curves 

The emission curves obtained in the FLEC and Chambers 1 and 2 are shown in Figs. 2 and 3 
for cyclohexanone and phenol, respectively. The curves are based on the average of the duplicate 
measurements. The vinyl floor covering behaved as a decreasing source for cyclohexanone and 
phenol in all three chambers. 

Analysis of  the Emission Curves 

The sink and vapor pressure effects under the test conditions are assumed to be insignificant for 
the shape of the emission curves of cyclohexanone and phenol because of their relatively high 
volatility as discussed previously [2]. Therefore, these effects are not incorporated in the models 
used in this work. 

The high initial cyclohexanone concentration in the FLEC and the cyclohexanone concentration 
in Chamber 1 at 21 h (see Fig. 2) cannot be explained (predicted) by the diffusion model curves 
shown in Fig. 4. The wrapping on the vinyl floor covering sample prior to testing may have stopped 
the emission because the air concentrations of the emitting VOC at the surface may get very high. 
This may imply an almost homogeneous concentration in the floor coveting at test start, resulting 
in a strong initial emission. The influence of a strong initial emission in the model fitting is 
circumvented by rejecting all data within the first 24 h. 

The VOCs in the vinyl floor covering are distributed in all three layers. The amount of VOCs 
in the fluffy felt backing is probably much smaller than in the two other more dense layers. 
Therefore, it will only contribute a little to the emission from the wear layer. The diffusion in the 
foam layer is probably much faster than in the more compact wear layer. Thus, the diffusion 
through the wear layer becomes the limiting step and a concentration gradient will develop in this 
layer whereas the VOCs in the foam layer will be homogeneously distributed. If the amount of 
VOCs in the foam layer is much smaller than in the wear layer, the VOCs will be emitted as if 
only the wear layer existed. In the opposite case where the amount of VOCs in the foam layer is 
much larger than in the wear layer, the foam layer will function as a VOC reservoir for the wear 
layer, resulting in a slower decrease of the emission rate. This case cannot be described by the 
diffusion model but the effect corresponds approximately to an increased thickness of the source. 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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10 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

Concentration (mg/m 3) 

20 
CYCLOHEXANONE 

- - o -  FLEC 
1 3.0 . . . . .  �9 

5 ..... ...... Chamber 1 2.5 t ~ J 
- o -  Chamber 2 2 .0 /  / /  ~ / 

~  : ' : ' :  ........... -t 
/ ~  0 50 100 150 200 250 

~.... ~" . . . . . . .  ~ ...................... i .......... O"'""':""""r .......... --:~.:-:--~--:--:-:~:--':~.:u 
......... 0 ..... 100 200 ............. 300 400 500 600 

Time (hrs) 

FIG. 2--Cyclohexanone emission from the floor covering in the FLEC and the two small chambers. 

The result of these considerations is that the value of k cannot be isolated from the estimate of 
k,/L because the distribution of VOCs in the different layers of the vinyl floor covering is unknown. 
The thickness L can be interpreted only in the case where most of the VOC content is in the wear 
layer�9 

The estimated value of the air exchange rate (k2) and the loading factor has influence on the 
estimates of k/L, F0, and Ro but not kl�9 For the FLEC and Chamber 2, ~ has been estimated by 
measuring the flow through the chamber and dividing by the chamber volume (see Table 1). For 
Chamber 1, the air exchange rate has been estimated in a succeeding experiment by fitting the first 
order decay model to the emission data from a waterborne paint [11] (see Table 1). Hence, the air 
exchange rate of Chamber 1 is somewhat uncertain. 

The models are fitted as described in the experimental section. The results are shown in Table 
2. The first row shows estimates based on all data after 24 h. The second row shows estimates 

Concentration (mg/m 3) 

0.5 

PHENOL 
i , 

0.41 kV ' --o-- FLEC 

b.v. ..... e...-Chamber 1 

0.3 ~ .  -.o.- Chamber 2 

0.2 r �9 ~ . ._ ._ t~  

oiL/ / ........ �9 .......... ... "~ ......................................... 

�9 I/// ............ | ............................................................................................................ 
f~"  I I I I I 

0 100 200 300 400 500 600 

Time (hrs) 

FIG. 3--Phenol emission from the floor covering in the FLEC and the two small chambers. 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



CLAUSEN ET AL. ON VOLATILE ORGANIC COMPOUNDS 11 

Concentration (mg/m 3) 

34 ~ . .  . . . . .  CYCLOHEXANONE 

.... o FLEC 
2 ~ . .  - -  Diffusion model 

1.5 i t J t t 

1 . 0 ~  �9 Chamber 1 t 
II ~ .... -- Diffusion model | 

o.51I ~ . . . .  �9 .............. 1st order decay/ 

41 
3 t~'.....~ o Chamber 2 
2 | ..... ~ - Diffusion model 

1 .............. 

I , I i I I 

0 100 200 300 400 500 600 
Time (hrs) 

FIG. 4--Model curves fitted to the measured concentrations of cyclohexanone in the FLEC and the two 
small chambers. 

based on four duplicate measurements performed simultaneously in the three chambers at 72, 120, 
168, and 240 h [6]. 

First Order Decay Model--The decreasing part of the experimental curves is more curved than 
the first order decay model can accommodate for cyclohexanone and phenol, respectively, as shown 
in Figs. 4 and 5. In addition, the estimated first order rate constant (kl) for each compound could 
not be reproduced in the chambers (see Table 2, first row for each chamber). This shows that the 
first order decay is a poor description of the emission from the vinyl floor covering. However, the 
kl values get much closer when the model is fitted to data sampled simultaneously in the three 
chambers (see Table 2, second row). Since kl is a measure of the emission rate decay, this shows 
that the curves had approximately the same decay rates at the same time. If the emission had been 
controlled by evaporation, much larger differences in the value of k~ would have been expected as 
a result of the different air exchange rates and chamber concentration levels in the three chambers. 
Since this is not the case, this shows that the emission is independent of the air exchange rate and 
the chamber concentration. This indicates that the emission is controlled by internal diffusion. 

The smaller kl for phenol (see Table 2, second row) may indicate a lower diffusion rate in the 
vinyl floor covering than for cyclohexanone. 

The smaller values of R0 for Chamber 1 reflect the lower chamber concentrations indicating 
sample inhomogeneity with regard to VOC content. 

Diffusion Model- -The decreasing part of the experimental curves are well described by the 
diffusion model as shown in Figs. 4 and 5 for cyclohexanone and phenol, respectively. However, 
the estimates of k/L and Fo are not reproducible in the three chambers as shown in Table 2. The 
estimates of k/L appear to be dependent upon the experiment because the estimates of cyclohex- 
anone and phenol correlate in the three chambers. This could be caused by different effective 
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12 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

Concentration (mgtm 3) 

~ .  o FLEC 
0 .2  ~ ~ Diffusion model 
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0.20 I .... I I I I o.15~ 
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0.10 Diffusion model 
l 1st order decay 
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FIG. 5--Model curves fitted to the measured concentrations of phenol in the FLEC and the two small 
chambers. 

thicknesses of the three samples. In addition, the estimates of both k/L and Fo depend directly on 
the loading factor and air exchange rate (that is, a twofold increase of the air exchange rate 
approximately halves the estimate of k/L and doubles the estimate of F0). The poor reproducibility 
may be caused by erroneous loading factors, air exchange rates, measurements of concentrations, 
and/or sample inhomogeneity with respect to VOC content, and effective thickness. 

In spite of the nonreproducible estimates of/oiL and Fo, the k/L values for phenol were several 
times larger than for cyclohexanone. This could reflect different interaction between phenol and 
the source matrix than for cyclohexanone. 

The much lower values of F0 in Chamber 1 may reflect the lower concentrations in this chamber 
and thereby may indicate sample inhomogeneity. 

Comparison o f  the Two Models- -Fo and Ro are essentially parameters of the same quantity, 
namely the initial emission rate. This is confirmed by the correlation of all the estimates based on 
the simultaneous measurements: Ro = 0.03 + 0.66. Fo, r 2 = 0.9992. 

Conclusion 

The emission rate of cyclohexanone and phenol from a vinyl floor covering decreased with time. 
All results indicated that the concentrations of cyclohexanone and phenol in the vinyl floor covering 
were homogeneous at the start of the tests because of the wrapping of the samples prior to testing. 
After a short initial period, the emission became controlled by internal diffusion. Thus, changing 
the air exchange rate had little effect on the emission of cyclohexanone and phenol. 

The experimental curves were more curved than the first order decay model could accommodate. 
However, in spite of different air exchange rates and chamber concentrations, the first order rate 
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CLAUSEN ET AL. ON VOLATILE ORGANIC COMPOUNDS 13 

constant seemed to be reproducible when the model was fitted to measurements made simultane- 
ously in a micro chamber and two small chambers. This indicated that the emission was controlled 
by internal diffusion. 

An internal diffusion model, applying a diffusion coefficient that depends exponentially on the 
concentration in the source, described the emission curves of  cyclohexanone and phenol satisfac- 
torily. However, the model parameters were not reproducible. This may have been caused by 
sample inhomogeneity with respect to VOC content and effective thickness. Other causes may also 
be erroneous loading factors, air exchange rates, and measurements of  concentration. In spite of 
the nonreproducibility, the estimated model parameter (k/L) of  phenol was always several times 
larger than for cyclohexanone in the same chamber. 

Validation of  the diffusion model requires a well-defined source, well-controlled and monitored 
test conditions, and testing over an extended period. 
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Measurements and Evaluation of the Water- 
to-Air Transfer and Air Concentration for 
Trichloroethylene in a Shower Chamber 

REFERENCE: Keating, G. A. and McKone, T. E., "Measurements and Evaluation of the Water- 
to-Air Transfer and Air Concentration for Trichloroethylene in a Shower Chamber," Modeling 
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Testing and Materials, Philadelphia, 1993, pp. 14-24. 

ABSTRACT: Indoor-air models for the transfer of contaminants from tap water to air typically rely 
on physical properties such as Henry's law constant, diffusion coefficients and so forth, and on room- 
air exchange rates to determine personal-air concentrations. These models do not address other po- 
tential sinks or sources for airborne contaminants that could affect exposure. A study was conducted 
to examine the buildup and decay of trichloroethylene (TCE) in the air of a 1 m 3 shower chamber 
into which water containing 210 p,g/L TCE flowed through nozzles producing different flow rates (3 
to 6 L/min) and droplet sizes (300 to 1500 ~m). The concen~ations of TCE in the air of the chamber 
and in the drain water were measured and the water-to-air transfer efficiency for the three nozzles 
was determined. The aerosol concentration and size distribution of aerosols generated by the nozzles 
were measured. Significant differences were observed between the measured air concentrations and 
the concentrations predicted by the transfer efficiencies and air exchange rate. These differences are 
observed to depend on the aerosol concentrations for the three nozzles. Consideration is given to 
processes such as deposition, incomplete mixing, scavenging, and measurement precision as expla- 
nations for these differences. 

KEY WORDS: indoor air, shower, trichloroethylene, transfer efficiency, aerosols 

Inhalation exposure from chemicals in drinking water has recently been recognized as a poten- 
tially significant route of exposure. Indoor air contamination from radon in potable water supplies 
has also been documented [1,2]. These observations imply that this phenomenon could apply to 
the volatile organic compounds (VOCs) found in trace amounts in groundwater. Experimental 
studies have shown that VOCs can enter the air phase from showers, causing significant exposure 
[3-5]. Based on these and other studies, models for indoor air contamination have calculated a 
range of exposure concentrations significantly higher than those currently permitted by regulatory 
agencies using ingestion as the principal route of exposure [6,7]. Given these findings, water quality 
standards based principally on ingestion as the route of exposure must be reevaluated to account 
for the multiple water uses that may contribute to exposure. 

Before these standards can be addressed, validation of the models that quantify exposures from 
inhalation are needed. Indoor air models for water pollutants typically rely on physical properties 

of the contaminant, such as the Ostwald water/air partition coefficient to predict behavior. Alter- 
natively, volatilization data for radon from a source may be used to predict the expected concen- 
tration in air of a contaminant from the same source. Both approaches are valid for predicting air 
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KEATING AND McKONE ON WATER-TO-AIR TRANSFER AND AIR CONCENTRATION 15 

FIG. l--lllustration of the e,wosure chamber. 

concentrations; however, more complicated models are needed to accurately assess indoor exposure 
to water pollutants. Occupancy factors, deposition and resuspension rates of volatilized chemicals, 
and water use-factors are potential model parameters that could have a large impact on the ultimate 
exposure to volatile chemicals in drinking water. 

The purpose of this study was to measure the volatilization of trichloroethylene (TCE) from a 
stream of water into an enclosed chamber and to monitor the subsequent change in the air con- 
centration of TCE in the chm~nber for 1 h. Three shower nozzles, producing different droplet sizes 
and flow rates, were selected to generate a range of fine airborne aerosols (1 to 90 ixm in diameter) 
in the chamber in order to examine the effect this would have on both stripping efficiency and the 
air concentrations of TCE. 

Methods 

Test Chemical 

TCE (99.99%+ purity, Aldrich Chemical Co, Milwaukee, WI) was used as the test chemical 
for the shower simulations. 

Simulation Chamber 

Shower simulations were conducted in an exposure chamber (EC) [1,08 m • 0.75 m(w) • 1.3 
m(h)] constructed in two parts: an 80-cm high PMMA and borosilicate plate glass upper section 
and a 50-cm deep welded high-density polypropylene base unit (Fig. 1). Prefiltered air was drawn 
through the EC by means of perforated side panels, creating a laminar or diffusive flow pattern 
through the EC. Water was supplied to the EC from a 40-L stainless steel tank under air pressure 
to the shower nozzle. The shower nozzle was centered in the EC approximately 120 cm from the 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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16 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

TABLE 1--Droplet sizes, flow rates, and duration of flow for each 
nozzle. 

Droplet Size, Flow Rate, Duration, 
Nozzle p,m L/rnin min 

1 1 500 4.2 8 
2 300 2.8 10 
3 1 000 6.0 5 

floor of the EC. Water was drained from the bottom under mild suction through four drain holes 
(1 cm diameter) located in each corner of the EC. 

Simulation Conditions 

All shower simulations were conducted for 1 h at an EC air flow rate of 65 L/min. Prior to each 
simulation, the water tank was filled with deionize~ distilled water and TCE added directly to the 
tank by syringe. The water was then mixed and heated to a temperature ranging from 40 to 50~ 
TCE concentrations of approximately 210 ixg/L were used. A shower simulation consisted of 
running water into the chamber for periods up to 10 min during which time air and water samples 
were taken. After water flow to the EC stopped, the air was sampled for the remainder of the hour. 
Aerosol concentration was measured for the first 15 min of each simulation. Water and air tem- 
peratures were measured continuously during a simulation. 

Water and Air Sampling and Analysis 

Samples of EC drain water and air were taken in triplicate during a simulation. Water samples 
were taken from the tank just prior to the simulation and twice from the drain while water was 
flowing. Water samples were collected in 40-mL volatile organic analysis (VOA) glass vials, sealed 
with TFE-fluorocarbon-lined silicone septum screw-caps, and immediately refrigerated. Air samples 
(100 and 500 ixL) were taken from within the EC at the height of the nozzle with Hamilton gas 
tight syringes (Fisher Scientific, Pittsburgh, PA) at 10 time-points over the 1-h simulation. Water 
and air samples were analyzed with a Photovac | 10A10 Gas Chromatograph equipped with a 
photoionization detector and an ambient temperature SE-30 packed colunm (Supelco, Bellefonte, 
PA). Air samples were analyzed immediately after being drawn from the EC by direct injection 
into the gas chromatograph. Water samples were analyzed using a headspace technique in which 
20 mL of the sample were transferred to a 40-mL vial, shaken for 1 min and stored at room 
temperature for 1 h [8]. Air samples of the vial headspace were then taken by syringe and injected 
into the gas chromatograph. The results were quantified by comparison to a standard curve of 
known concentrations of TCE analyzed in the same manner. 

Shower Nozzle Characteristics 

Three shower nozzles were used to generate different droplet sizes. Nozzles 1 and 2 (Spraying 
Systems Co., Wheaton, IL.) were designed for commercial use in spraying devices, Nozzle 3 
(Teledyne Water Pic | Fort Collins, CO) was a water-saving nozzle designed for use in the shower. 
The droplet sizes (provided by the manufacturer), flow rates, and the duration of flow for each 
nozzle are shown in Table 1. 
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TABLE 2--Supply tank and drain water concentrations measured at start of and during the simulations. 
Values are the average of three simulations per nozzle. 

Water Concentration, i~g/L 
(Standard Deviation) 

Drain Water 

Transfer Efficiency, % 
(Standard Deviation) 
From Water to Air 

Midway Midway 
Supply Tank Through At End Through At End 

Nozzle at Start Shower of Shower Shower of Shower 

1 206.22 28.77 30.82 86 84 
(55.26) (5.93) (7.97) (0.01) (0.03) 

2 218.29 7.35 5.17 97 98 
(25.51) (2.67) (2.21) (0.02) (0.01) 

3 210.12 25.79 17.16 86 88 
(29.00) (4.10) (10.94) (0.04) (0.1) 

Aerosol Sampling 

Aerosol size and concentration were measured during the first 15 min of a simulation by a hot- 
wire technique [9]. The Army Insecticide Measurement System (AIMS) Droplet Counter (KLD 
Labs, Huntington Station, NY) utilizes a hot-wire anemometer probe which is cooled when droplets 
come in contact with its thin platinum wire. Each droplet contacting the probe cools a wire length 
proportional to its diameter, thus reducing the probe's electrical resistance proportionally. The 
resultant electronic signal, which is droplet size dependent, is then conditioned by an electrical 
circuit in a manner that provides a droplet size distribution between 1.2 and 586 p,m. The probe 
was positioned at the same height as the shower nozzle, and aerosol concentration was measured 
within the EC for the first 15 rain of the 1-h simulation. 

Results 

The transfer efficiency of the three nozzles was found to be inversely related to the nozzle 
droplet size (Table 2). The transfer efficiency was calculated for each nozzle from the data in Table 
2 with the following equation 

_nag TCE_ in water_ at tim_~e~ .~ 
transfer efficiency = 1 - mg TCE in supply water tankJ x 100% 

The efficiencies reported here are from 20 to 30% greater than those observed by others [5,10]; 

however, the shower nozzles used here produced droplets smaller than those produced by the 
standard shower nozzles used in the other studies. There were no significant differences in the 
transfer efficiency of the nozzles between the two times at which the drain water was sampled. 

The relationship between droplet size and aerosol concentration was less evident. Table 3 reports 
the average concentration of the aerosols measured during the first 15 min of a simulation for each 
nozzle. Nozzles 2 and 3 resulted in aerosol concentrations of over 1000 aerosols/cm s, while the 
aerosol concentration of Nozzle 1 was threefold less. This relationship shifts when the volume 
median diameter (VmD) for the three nozzles is considered. The VmD for Nozzles 1 and 2 are 
approximately equal whereas that of Nozzle 3 is half that of the other two nozzles. The percentage 
of aerosols in each size category did not differ significantly between nozzles (Fig. 2). 
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18 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

TABLE 3--Aerosol conditions produced by the three shower nozzles. 

Nozzle 

Volume Shower 
Aerosol Median Evaporation 

Concentration, Diameter, ~ Rate, 
aerosols/cm 3 I~m g/min 

1 390 4.7 360 
2 1125 16.3 3170 
3 1022 7.1 975 

Diameter at which accumulated liquid volume of aerosols is one-half (VmD). 

The buildup and decay of TCE air concentrations during the simulations followed a similar 
pattern for the three nozzles. The TCE air concentrations measured in the EC for Nozzles 1, 2, 
and 3 are shown in Figs. 3, 4, and 5, respectively. The air concentration of TCE rose steadily in 
the EC while the nozzles were operated. After the water was turned off, the concentration of TCE 
dropped rather rapidly until 20 min into the simulation, after which time the concentration slowly 
declined over the remainder of the simulation. The completion of the first air exchange of the EC 
occurs approximately at this time point. The peak air concentrations attained in these experiments 
are on the order of 0.004 mg/L. 

To determine the shower evaporation rate, we first calculated the stationary droplet evaporation 
rate, (from Maxwell 's Equation [II])  for each shower droplet size using the following equations 

2 m D M d  
1 -  - -  (p~ - po) 

R T  

where 

1 = evaporation rate, grams H20/min, 
d = drop diameter, Ixm, 
D = diffusion coefficient of gas mixture (H20 - air = 0.219 cmZ/s), 
M -- molecular weight, grams per mole, 
R = 62 360 cmLmm (Hg)/(~ mole), constant, 
T = temperature in K, 

p~ = vapor pressure of water at T = 40~ mm Hg, and 
Po = partial pressure of water vapor in chamber air, mm Hg. 

To account for forced convection on the evaporation of the droplets, the stationary droplet evaporation 
rate was corrected by multiplying it by the Sherwood number, derived from the following equation 
[12] 

Sh = 1.755 + 0.535Relt2Scl13 

where 

Sh = Sherwood number, 
Re = Reynolds number, and 
Sc = Schmidt number. 

We then summed the droplet evaporation rate for all droplets entering the EC per rain (flow rate 
per min/droplet volume = number of droplets per min). 
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FIG. 2--Size distribution of aerosols formed during simulations by the shower nozzles. 
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FIG. 3--Predicted and measured TCE air concentrations for  Nozzle 1. 
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FIG. 4--Predicted and measured TCE air concentrations for Nozzle 2. 

Discussion 

The transfer of chemicals from water to air has been widely treated as a " two resistance" process 
with mass-transfer at the air-water interface reflecting resistance through both the liquid and gas 
phases at the droplet boundary [13-15]. For TCE, the water to air mass-transfer is expected to be 
dominated by the liquid phase resistance as TCEs apparent mass transfer coefficient in air is several 
orders of magnitude greater than its mass transfer coefficient in water [7]. For shower nozzles, this 
relationship implies that nozzles producing smaller droplets will facilitate the transfer of TCE from 
water to air through a decrease in the liquid resistance by generating a larger surface area per unit 
of water flow. The water-to-air transfer efficiencies of the shower nozzles in this study were in 
agreement with this relationship as shown in Table 2. Nozzle 2 produced the smallest drop diameter 
and had the highest transfer efficiency, whereas Nozzle 1, with the largest drop diameter, had the 
lowest transfer efficiency. This relationship between droplet size and transfer efficiency has been 
observed with standard-size shower nozzles as well [16]. 

The measured TCE air concentrations can be contrasted with the air concentrations projected 
for each nozzle based on its water-to-air transfer efficiency and on the chamber air-exchange rate. 
Assuming that all TCE not found in the drain water samples is transferred to the air of the EC, 
and assuming that this air volume is well mixed, an "expected" air concentration as a function 
of time during the simulation was calculated. To do so, the following equations describing the 
time-dependent inventory, N(t), in milligrams of TCE in the EC were solved. 

dN(t) - E ,  X N(t) 
dt - ~ -  Cw X ~ X Fw (when water is flowing) (1) 

dN(t) N(t) 
d~- - Ea X T (after the water is off) (2) 
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FIG. 5--Predicted and measured TCE air concentrations for  Nozzle 3. 

In these equations, E~ is the air exchange rate in the EC, 65 L/min; V is the volume of the EC, 
1050 L; C,. is the TCE concentration in the inlet water, mg/L; ~ is the transfer efficiency for TCE 
from water to air, no units; and F~ is the water flow rate through the nozzle when it is on, L/rain. 
Assuming no inventory of TCE in the EC prior to the experiment, the solutions to these equations 
are 

C w x e x F . , X V  
N(t)  = [i - exp ( - E a t ~ V ) ]  

Eo 
(when water is flowing) (3) 

N(t) = Cw • e • Fw • V • {exp [-Ea(t - T)IV] - exp ( - E J / V ) }  (after the water is off) (4) 
Eo 

where t is the elapsed time since the beginning of the experiment in rain, and T is the length of 
time that the nozzle was on, in rain. Using these calculations, we calculated the expected air 
concentrations of the three nozzles as the inventory, N, divided by the volume, V. These predicted 
air concentrations are plotted with the measured air concentrations in Figs. 3, 4, and 5. 

As can be seen in Figs. 3, 4, and 5, there is a consistent difference both in the magnitude and 
the shape of the measured and predicted results for the three nozzles. We have identified a number 
of experimental factors and physical phenomena that could explain the discrepancy between the 
predicted and measured air concentrations. We first considered experimental variability and the 
precision of the air and water analyses as contributing to these differences. The precision of the 
air and water analyses was 6% and 8.5%, respectively. But this level of error is below the range 
of differences between the expected and measured air concentrations (10 to 50%). We then con- 
sidered that a second and more likely source for the difference between the measured and expected 
air concentration could be experimental variability in the transfer efficiency for each nozzle. The 
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22 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

transfer efficiencies with standard deviations for each nozzle are reported in Table 2. However, the 
variability in the transfer efficiency cannot account for the difference between the measured and 
expected air concentrations. Taken together, measurement error and experimental variability could 
lead to differences of the magnitude seen here; however, such differences should occur randomly 
between nozzles rather than in the systematic manner observed in this study. In addition, neither 
measurement error nor experimental variability could account for the significant difference in shape 
between the measured and predicted time history of concentration. The slower than predicted rise 
in air concentration, rapid fall-off of concentration after the water flow stops, and the longer than 
predicted tail of the measured concentration suggests that there is evidence of a second compart- 
ment in this system. We considered that this second-compartment effect could be accounted for 
by incomplete mixing within the air volume, deposition of TCE onto surfaces, scavenging of TCE 
by water aerosols, or some combination of these processes. In the paragraphs below, we evaluate 
the plausibility of these processes as explanations for the discrepancy between measured and pre- 
dicted results. 

Operation of the EC could produce transient conditions during a simulation that could cause the 
air concentrations of TCE to differ from the levels estimated from the water-to-air transfer effi- 
ciency combined with air exchange rates. These conditions may be due to an experimental factor, 
such as the shower nozzle, or an intrinsic factor of the design and operating conditions of the EC, 
such as air flow patterns and the air exchange rate. In addition to droplet size, the shower nozzles 
differed in the extent to which they fogged the air and surfaces of the EC with water vapor. Droplet 
evaporation is presumably the source of water vapor that leads to the formation of aerosols and 
condensation of water on the walls within the EC. The aerosol concentrations for the different 
nozzles correspond with the evaporation rates calculated for each nozzle droplet (see Table 3). The 
correlation between aerosol concentration and the droplet evaporation rate suggests that aerosol 
formation within the EC results from condensation of water vapor rather than from droplet impact 
or droplet sheer at the nozzle. In generating both the smallest droplet and largest number of droplets 
per minute, Nozzle 2 released the largest mass of water vapor into the EC, whereas the effect is 
just the opposite in Nozzle 1. Condensation could also explain the relationship between the aerosol 
concentration and the VmD seen in Table 3. Assuming condensation as the mechanism of aerosol 
formation, the VmD (the diameter at which the accumulated volume of measured aerosol is one- 
half) can be interpreted as a measure of the growth of aerosols during a simulation. Of the three 
nozzles considered, Nozzle 2 saturated the EC with water vapor the fastest and maintained this 
condition the longest (approximately 10 min). Therefore, a greater proportion of the aerosols gen- 
erated by Nozzle 2 grew to larger sizes, as reflected in the VmD. Nozzle 3 produced an aerosol 
concentration equivalent to that of Nozzle 2, but maintained these saturated conditions for only 
half of the time (approximately 5 min). The VmD for Nozzle 3 is half that of Nozzle 2. 

The correlation between aerosol concentration and greater differences between the measured and 
expected air concentrations suggests that aerosols might play a role in lowering the peak TCE air 
concentration within the EC and in more rapidly removing the TCE following termination of water 
flow. This role may be to scavenge TCE from the air and release it back to the gas phase as the 
aerosols evaporate following termination of water flow. Alternatively, direct deposition of TCE 
onto the surfaces of the EC may explain a concentration history that differs from what is predicted 
from the simple model. The wetted surfaces of the EC could act as a bulk water phase and retain 
some mass of TCE while the nozzle is operating and then slowly release TCE as the air concen- 
tration diminishes over the remainder of a simulation. Nonetheless, though likely to have some 
effect, the concentration of aerosols and wetted wall surface do not supply sufficient volume to 
account for the difference between expected and measured TCE air concentrations. If treated as 
one bulk water phase, equilibrium considerations suggest that the volume of aerosols and surface 
water is insufficient to retain the amount of TCE that is needed to produce the "second-compart- 
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ment effect" we observed. Based on the VmD and using Nozzle 2 as an example, we calculate 
the total volume of the aerosol in the EC as 

4.5 X 1 0  -9  c m  3 water/aerosol X 1125 aerosols/(cm 3 air) X 1.053 m 3 X 1000 L / m  3 = 0.0054 L. 

Similarly, we calculate the volume of water deposited on the walls of the EC, assuming a 1-mm 
layer of water on all six surfaces as 

[2(1.03 x 0.75) + 2(1.3 • 1.08) + 2(1.08 • 0.75)]m 2 X 0.001 m • 1000 L/m 3 = 6.0 L. 

The maximum measured air concentration for Nozzle 2 of 0.0037 mg/L and a Henry's law constant 
for TCE of 0.32 (at 20~ would produce an expected TCE concentration in the aerosol and wall 
surface water of 0,012 mg/L. Thus, at equilibrium, the aerosol and surface water would be expected 
to hold 0.072 mg of TCE (6.0 L X 0.012 mg TCE/L). The total mass of TCE present in the air 
of the EC is 3.9 mg (0.0037 mg/L X 1053 L). Therefore, the aerosol and surface water could, at 
equilibrium, remove only an estimated 2% of the TCE that had transferred into the air of the EC. 
The differences between the measured and expected TCE air concentrations range from 10 to 50%, 
so it appears that TCE absorption by aerosols and deposition onto the EC walls cannot alone 
account for the difference. 

Incomplete mixing of the air within the EC could also explain why the measured air concentra- 
tions did not achieve the levels predicted by the transfer efficiency. Calculations of the expected 
air concentrations assumed the EC was well mixed with a constant air exchange rate of 65 L/min. 
Air velocity measurements made with the AIMS probe recorded velocities of 85 crn/s while the 
nozzles were operated. Turbulent air currents generated while the nozzles were operated may have 
created areas of incomplete mixing with the EC. Once water flow to the chamber stopped, air 
exchange to the chamber returned to laminar flow, resulting in less variability in air measurements. 
There may also have been stratification of the TCE air concentrations along the descending path 
of the shower droplets. Air samples were taken at the same height as the shower nozzle and could 
represent incomplete volatilization of TCE from the droplet. 

Though the experiments performed here do not support the conclusion that absorption of TCE 
onto aerosols and wall surfaces explains the less than expected air concentrations in the EC, the 
systematic observation of greater differences between the measured and expected air concentrations 
with experimental conditions resulting in higher aerosol concentrations suggests that this effect 
should be further studied. Enhanced aqueous phase partitioning of chemicals into rain and fog 
beyond levels predicted by equilibrium (that is, Henry's law ratio) has been observed for a wide 
range of chemicals [17]. Ligocki et al. [18] observed dissolved rain concentrations of TCE collected 
at air temperatures between 5 and 9~ that were 1.5 times greater than the equilibrium concentration 
calculated with the Henry's law constant at 25~ Whereas these findings may be explained by the 
direct relationship between temperature and the Henry's constant, the results reported here are not 
likely to be due to enhanced aqueous phase partitioning since experimental conditions favored the 
vapor phase partitioning of TCE (water and air temperatures > 25~ Another plausible hypothesis 
that needs to be addressed by further experimentation is the possible existence of a surface-area 
interaction between the vapor-phase TCE and the aerosols and surfaces of the EC. Under this 
hypothesis, the TCE would wet or condense on these surfaces by a process other then partitioning. 
A final hypothesis that also would require further experimentation is that the air volume of the EC 
is stratified into two mixing regimes that interact at different rates when the nozzles are on or off. 
Either of these two processes could be affected by the turbulent air flow in the EC while the 
nozzles are operated and then by removal of aerosols as the chamber returns to a laminar air flow 
pattern with the cessation of water flow. 
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ABSTRACT: Recent efforts to quantify the effect of sorption on indoor concentrations of volatile 
organic compounds (VOCs) have indicated that indoor surfaces may behave as reservoirs for VOCs 
emitted from other sources. For the surface materials of greatest interest indoors, the interactions of 
airborne pollutants with such surfaces have not been very extensively studied. In this study, partition 
coefficients, defined as the ratio of the sorbed-phase to vapor-phase equilibrium concentrations, have 
been measured for sorption of trichloroethylene (TCE) and ethanol (EtOH) vapors by a variety of 
fibrous or polymeric surfaces. Several of these, nylon, wool, polypropylene, jute, and styrene-buta- 
diene rubber (SBR), are important components of carpet. Glass, cotton, and polyester fibers have 
also been included. Results indicate that for TCE, sorption to the carpet backing materials polypro- 
pylene and SBR is more significant than sorption to the nylon or wool pile fiber; partition coefficients 
for the former are about 300 cm3/g, while values for nylon are approximately 10 to 20 cm3/g. The 
opposite was found to be true for EtOH, for which partition coefficients with respect to nylon fiber 
are on the order of 1000 cm3/g, in contrast to those measured with respect to polypropylene or SBR, 
that are in the range of 20 to 40 cm3/g. Because of the concentration and temperature dependence 
of the observed sorption effects, an explanation based on an adsorption mechanism was reasonable 
in most cases. Nevertheless, absorption may also play a role in partitioning, particularly for VOCs 
and polymers with similar solubility parameters, such as for TCE with respect to polypropylene or 
SBR. Because various components of a composite material such as carpet may exhibit very different 
affinities for a single compound as well as different mechanisms of interaction, models for sorption 
using first-order kinetics may not adequately describe sorption and desorption of VOCs indoors. 

KEY WORDS: indoor air quality, heterogeneous reactions, gas, vapor, sorption, equilibrium, 
isotherms, specific surface area 

Air quality in the indoor environment  is determined by complex  interactions of  contaminant  
sources with transport and removal  processes.  Whether  sorption represents a significant removal  
mechan ism for vapor-phase organic compounds  depends  on both the equil ibrium capacity of  the 
surfaces present  and the kinetics of  uptake by the surfaces, as well  as on the relative importance 
o f  other  removal  mechanisms  such as ventilation. On the other  hand, at least o f  equal importance 
is the extent  to which  surfaces might  behave as reservoirs  for organic compounds .  In this case, 
such surfaces might  act as secondary sources of  indoor  pollutants even after a primary source has 
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26 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

been removed. Thus, desorption of a previously-sorbed organic vapor may result in elevated long- 
term concentrations. 

Although the heterogeneous reaction of reactive pollutants such as nitrogen dioxide has been 
studied by numerous authors [1-3], the potential of indoor materials to act as sorbents for non- 
reactive organic compounds has not been examined as extensively. In this latter case, it is important 
to determine the magnitude of the sorbed-phase surface concentrations. Knowledge of the equilib- 
rium extent of sorption allows the practical significance of sorption to be determined for limiting 
cases, and some realistic bounds may be established for kinetic effects. For example, Axley [4] 
has modeled the effect of sorption on the evolution of chamber air concentrations in which airborne 
and surface concentrations are in equilibrium; the analysis showed that such a model is a limiting 
case of models with greater physical bases. 

This study is one component of a research program concerned with the emission, transport, and 
fate of volatile organic compounds (VOCs) during residential water use [5,6]. Trichloroethylene 
(TCE) has received the most extensive examination of its emissions, and for this reason, this 
nonpolar compound was selected for study here. Because different sorption effects may be found 
for polar and nonpolar species, particularly with respect to polar sorbents, ethanol (EtOH), which 
has a saturation vapor pressure comparable to that of TCE at typical indoor temperatures, was 
selected for comparison. 

Of all indoor surfaces, fibrous materials have among the highest ratios of actual to projected 
surface area. Furthermore, as discussed by Nielsen [7], the presence of such surfaces may be related 
to occupant complaints of mucosal irritation. This surface type has been selected for study, with 
the additional requirement that each surface should be chemically and physically homogeneous. 
Many indoor materials, such as carpets, are actually composites, comprising several such homo- 
geneous surfaces. The study of individual components allows the apportionment of sorption effects 
among the components. Such knowledge is important in understanding how potential modifications 
to indoor surface materials could affect sorption properties. This emphasis on studying homoge- 
neous materials in conjunction with the deliberate selection of VOCs with different polarities 
represents the unique contribution of this study. 

In focussing on the quantitative description of the partitioning obtained between the sorbed and 
vapor phases, this study has involved measurement of the partition coefficient, denoted by K. Here, 
K (cm3/g) is defined as the ratio of the mass-based sorbed-phase concentration of a species C, (ng/ 
g) to its vapor-phase concentration C (mg/m 3) at equilibrium. Higher values of K thus correspond 
to stronger partitioning to the surface. 

Literature Review 

Few authors have quantified sorption effects for organic vapors with respect to indoor surfaces. 
Matthews et al. [8] found time scales on the order of days for the reversible uptake of formaldehyde 
on gypsum board. Berglund et al. [9] discovered that several organic compounds emitted from 
materials removed from a "sick" building were not original components; sorption of the com- 
pounds from the building air and subsequent reemission in the test chamber was assumed to be 
responsible. Korte and Gebefugi [10] demonstrated that sorbed concentrations of pentachlorophenoi 
and lindane were higher on lambswool than on acrylic fiber, indicating that differences between 
fibrous surfaces may be significant. Seifert and Schmahl [11] studied sorption kinetics for twenty 
VOCs on plywood, nylon carpeting, and wool carpeting in a ventilated, well-mixed chamber. For 
a pulse input, they found that sorption and desorption processes could cause the typically straight- 
line plots for the decrease of log concentration versus time to become curved, indicating that 
reemission of sorbed-phase VOCs caused gas-phase concentrations to remain elevated above the 
detection limit longer than would be expected without sorption. A less volatile chemical, the 
pesticide lindane, was more strongly sorbed than the VOCs. In an earlier paper, we have more 
extensively reviewed the above studies [12]. Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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Borrazzo et al. [12,13] investigated the sorption of TCE to nylon carpets in small glass/TFE- 
fluorocarbon chambers. A linear partition isotherm was found to be applicable, with a partition 
coefficient of about 60 cm3/g. In related studies [6], inverse gas chromtography (IGC) was used 
in conjunction with nylon- and wool-packed columns to investigate the dependence of sorption on 
temperature and saturation vapor pressure (Po). As would be expected, partition coefficients were 
smaller at 35~ than at 25~ For the nine VOCs studied, ranging in Po from ten to several hundred 
mm Hg, log K and log Po were found to be inversely and linearly related. Partition coefficients 
for TCE were smaller than those found in the tests with carpet; a possible explanation was that 
the IGC tests involved only the nylon fiber as a sorbent surface, while the tests in small chambers 
were for intact carpet that contained other components with a greater affinity for the sorption of 
TCE. 

Tichenor et al. [14,15] examined sorption to nylon carpet, a polyester-filled pillow, gypsum 
wallboard, ceiling tile, and window glass. Each surface was exposed in a ventilated stainless steel 
chamber to an atmosphere with a constant concentration of either tetrachloroethylene or ethylben- 
zene. Afterwards, a clean atmosphere was provided at the chamber inlet. Equilibrium sorbed-phase 
concentrations were estimated from the integrated VOC mass efflux from the chamber minus the 
mass in the chamber air at equilibrium. Partition coefficients were calculated using linear regres- 
sions of the sorbed phase equilibrium concentration versus that in the gas phase; R 2 values greater 
than 0.95 indicated that a linear fit to the data accounted for most of the observed variability. For 
the nylon carpet, assuming a typical carpet weight of 2000 g/m 2 of projected area, the partition 
coefficients reported by Tichenor et al. [15] can be converted to units consistent with those used 
here, yielding values of K on the order of 103 cm3/g for both tetrachloroethylene and ethylbenzene. 

Kjaer and Nielsen [16] measured the sorption and desorption of toluene and 2-butoxyethanol on 
nylon and wool fibers. Sorbed-phase concentrations were measured directly using an electronic 
microbalance. Following a twelve-hour exposure to constant gas-phase concentrations of these two 
compounds, it was found that the sorbed-phase wool fiber concentrations were higher than those 
for nylon fiber. In desorption studies, these authors found that complete desorption from the wool 
fibers was not attained during the course of the experiments, while desorption of toluene and 
butoxyethanol from the nylon fibers required 106 and 140 h, respectively. 

Over the past two decades, analysis of gases in the headspace of multi-phase systems has become 
a standard technique for the determination of volatile components in a sorbed or dissolved phase. 
This method uses the chemical information contained in the gas phase to determine the composition 
of the condensed phase with which it is in contact. For a comprehensive review, see Ioffe and 
Vitenberg [17]. 

Several researchers have used such headspace analysis techniques in the examination of sorption 
and desorption processes. Pleil and Whiton [18] used a dynamic headspace method to qualitatively 
determine the emissions of volatile organic species from new carpeting. Peterson et al. [19] ex- 
tended the dissolved-phase technique of Garbarini and Lion [20] to examine vapor-solid partition- 
ing in the unsaturated zone. Partition coefficients for TCE were evaluated using alumina oxide 
coated with humic acid as the sorbent surface. Crittenden and coworkers [21] have used Tedlar 
bags to examine sorption equilibrium for TCE vapor/activated carbon systems. The flexible bag 
acts as a constant pressure container, allowing the extraction of a sample from the headspace with 
no change in the equilibrium concentrations. 

Selection and Characteristics of Surface Materials 

The authors are not aware of any survey data for the distribution of fiber types indoors. For this 
reason, 1986 end-use data for five applications compiled by the Textile Economics Bureau (101 
Eisenhower Parkway, Roseland, NJ 07068) have been used to determine the most commonly 
occurring fiber types [22]. Two categories, consumer/industrial products and exported fiber, are 
not clearly of interest indoors. Another category, apparel, accounted for about 40% of all fiber Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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FIG. l--Breakdown by fiber type for two principal indoor fiber uses [22]. 

production. However, the effect of sorption to apparel on indoor air concentrations is likely to be 
localized to those regions with high mass loadings, such as closets, that are otherwise relatively 
isolated from the remainder of an indoor space. 

Two categories, floor coverings and home furnishings, can be considered to be almost exclu- 
sively of indoor application and account for nearly 40% of all fiber production. For these, the 
breakdown by fiber type is shown in Fig. 1. Nylon and wool are the predominant fibers used in 
carpet pile yarn, while polypropylene and jute are the predominant backing materials. The final 
important component of carpet is the styrene-butadiene rubber (SBR) latex used to hold the carpet 
together; this may account for nearly half of the carpet weight. Because of its potential importance, 
this surface was also studied here, even though it is not fibrous. Cotton and polyester, two fibers 
more important in home furnishings than in carpets, have also been included. A final addition is 
glass fiber, which was postulated to be useful as a noninteracting control surface. 

Table 1 summarizes some of the properties of interest for these surface types. The presence of 
polar groups is a major factor in determining the hydrophilicity of fibrous materials, a direct measure 
of which is moisture regain. As indicated in Table 1, it is generally true that natural fibers cotton, 
jute, and wool show significantly greater sorption of water vapor than the synthetic substances pol- 
yester, polypropylene, and SBR. Nylon, another synthetic fiber, is moderately hydrophilic. 

The glass transition temperature T~ is the temperature at which a polymeric substance or ordinary 
inorganic glass will soften; this is considerably below the melting point. Ts marks second-order 
transitions in physical and mechanical properties, such as density, specific heat, and diffusivity. 
This means that instead of exhibiting discontinuity in a plot of property versus temperature (as 
would molar volume at the liquid-vapor phase transition), it is the slope of such a plot that exhibits 
a more or less sharp discontinuity at T~. The greater polymer segment mobility in fibers at tem- 
peratures above T 8 means that, at such temperatures, absorption into the body of the fiber as well 
adsorption on its sm'face can play a role in uptake processes. The range in values for Tg in Table 
1 reflect uncertainties due to the thermal history of the sample, structure and molecular weight of 
the polymer, the presence of impurities, the degree of crystallinity in the fiber or polymer, and a 
small effect of pressure at which the measurement is made [23]. 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



BORRAZZO ET AL. ON SMALL CLOSED-CHAMBER MEASUREMENTS 

TABLE1--Summa~ ~su~aceprope~ies[26,29,30]. 

29 

Surface 

Transition Moisture Solubility 
Temperature, Density, Regain, a Parameter, 

~ g/cm 3 % (cal/cm-3) la 

Cotton 220-245 1.5 8, 17 12.5 
Jute 220-245 1.5 12 12.5 
Wool ...b 1.3 16-18 
Nylon 40-50 1.14 4 11.2-11.7 
Polyester ~ 60-85 1.38 0.4 10.5 
Polypropylene -35  to -13  0.91 0 8.4, 9.2-9.4 
Styrene-butadiene rubber - 64 to - 59 0.93 0 8.1-8.8 

~At 65% relative humidity and 25~ 
~Not available. 
~Polyethylene terephthalate. 

The solubility parameter d is defined as the square root of the cohesive energy density, which is 
the energy change per unit volume for the isothermal vaporization of the saturated liquid to the ideal 
gas state at infinite volume. Solubility parameters increase with increasing polarity. For polymers, d 
is empirically determined using solvents with known solubility parameters; only polymers with values 
of d close to those of a given solvent will dissolve or swell in the presence of that solvent. From 
the values of d in Table 1, it appears that TCE (d = 9.3 [Cal/cm3]lr2;) may swell polypropylene or 
SBR, while EtOH (d = 12.8 [cal/cm3] m) may swell the cellulose fibers of cotton or jute. 

Nylon and wool fibers were obtained by cutting the pile off several new carpets. Sample Nylon 
I was a nylon 6 fiber (Allied Chemical). Nylon II and Nylon III were nylon 66 fibers (DuPont). 
Nylon I and Nylon II, intended for residential use, were very lightly dyed and appeared white; 
Nylon III was a commercial carpet dyed dark green. Detailed information about the origin and 
preparation of Wool Samples I and II was unavailable; both were light in color, indicating minimal 
or no dyeing. 

Most modem carpet construction uses a two-layer backing. The primary backing, usually pol- 
ypropylene, is used to hold the tufts of the pile yarn in place. SBR latex and a secondary backing 
add rigidity to the primary backing. The secondary backing (but not the latex) is sometimes omitted 
in commercial carpets. Samples of jute and polypropylene webbing materials used as secondary 
backing were obtained from a carpet manufacturer (J & J Industries, Dalton, GA). The specific 
masses of these samples were 300 and 120 g/m 2, respectively. 

SBR was obtained in a 300 parts filler per hundred rubber (phr) formulation as a dried 0.051 
cm film. CaCO3 was used as the filler material. This film was cut into small pieces, typically 0.1 
cm 2. The density of the dried latex was 1.5 g/cm 3 at 25~ assuming a uniform film thickness. 
Based on the densities of the SBR and CaCO3, a nonporous film of these materials would have a 
density of 2.3 glcm 3. Thus, the porosity of the dried latex backing is about 35%. 

Undyed polyethylene terephthalate (PET) polyester (Dacron| Hollofil 808) was obtained from the 
filling of a brand-new pillow. The cross-section of this fiber is essentially round, although it is slightly 
flattened on four sides. There are four distinct voids running axially through the fiber. This fiber has 
a weight of 5.5 denier (= grams per 9000 m) and a density of 1.38 g/cm 3 excluding the voids, or 
1.27 g/cm 3 including the voids. Therefore, the voids occupy about 8.7% of the volume of the fiber. 

Cotton fiber samples had been processed by the manufacturer 42-5001, (Absorbent Cotton Com- 
pany, Inc., Valley Park, MI) using sodium hydroxide to remove some of the vegetable fats in the 
cotton. After removal from the sodium hydroxide bath, the cotton was bleached, rinsed, and dried. 

The glass fiber used in this study was Pyrex | (Owens-Coming 3950) with a circular cross 
section, 8 Ixm in diameter, and a density of 2.5 g]cm 3. 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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Data Acquisition 

P r i n c i p l e s  

Both static and dynamic headspace analysis techniques are available. Static methods apply to 
closed systems, while the dynamic method involves purging of the headspace. In the dynamic 
method, equilibrium partitioning may not be attained (although a steady-state condition may be). 
For this reason, static methods have been used here. 

Principles for establishing equilibrium between a sorbed and dissolved phase have been de- 
scribed by Sontheimer et al. [24]; these are also applicable to gas-solid systems. The method 
involves the addition of known quantities of sorbent to vessels containing known quantities of 
solution (or in the gas phase, simply a known volume); initial concentrations are established in 
both the sorbed and dissolved (or gaseous) phases. Tests are conducted under isothermal conditions. 
Although sorbed-phase equilibrium concentrations are not measured directly, an indirect measure- 
ment is provided by the change in the gas-phase concentration from its initial value, based on the 
assumption that sorption processes are solely responsible for such changes. One of two possible 
approaches to the establishment of initial conditions was selected for this study, that which relies 
upon the establishment of a known initial gas-phase concentration and an initial sorbed-phase 
concentration of zero. Thus, based on the conservation of mass in the closed system, the partition 
coefficient K can be estimated as 

K = (VIMs) (ColC - 1) (I) 

where C and Co are the  equilibrium and initial gas-phase concentrations, respectively, V is the 
volume of the closed chamber, and M~ is the mass of the sorbent surface. The applicability of 
value of K estimated using Eq 1 to concentrations other than those at which K was determined 
depends on the linearity of the sorption isotherm. Note that Eq 1 can be re-expressed as: 

C, = (V/Ms)(Co - C )  (2) 

which is a form particularly useful in the determination of sorption isotherms when data at more 
than a single value of C are available. 

The glass vials used as closed chambers in this study are fixed-volume containers. Thus, the 
VOC mass in the gas-phase is reduced as samples are withdrawn, with a resulting decrease in the 
gas-phase concentration as equilibrium is reestablished. However, this effect will be negligible if 
the withdrawn volume is much smaller than the headspace volume. In this study, the maximum 
total volume withdrawn was less than 1% of the headspace volume. 

Assuming a linear isotherm and that the isosteric heat of sorption Q,, is independent of surface 
coverage, the use of a two-point approximation allows the estimation of Q,, from values of K at 
two temperatures 

K ~  
l n - -  

K2T~ 
a , ,  = - R  - -  (3) 

1 1 
T~ T~ 

where R is the universal gas constant (8.314 J mol -~ K-~), T is the absolute temperature in Kelvins, 
and the two subscripts refer to the two temperatures at which measurements were made. 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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Experimental Procedure 

The method of surface area determination developed by Brunauer, Emmett, and Teller (BET) 
[25] was applied to the eleven surface samples. Despite uncertainties related to the variation of 
accessible surface area for sorbates other than nitrogen, this sorbate can be used reliably for the 
comparison of surface areas. The Quantasorb | Sorption System (Quantachrome Corporation, 6 
Aerial Way, Syosset, NY 11791) was used for all tests. Each surface was outgassed at room 
temperature in a pure nitrogen cartier for a minimum of 2 h prior to testing. Data were gathered 
at relative partial pressures of 0.24 to 0.35 nitrogen. Good agreement was found between replicate 
measurements. Because of inaccuracy in measuring the small adsorbed volumes at relative partial 
pressures less than 0.24, specific surface areas were calculated on the basis of single-point 
measurements. 

All samples were stored in a dessicator for several weeks prior to the start of the experiments. 
Two sets of eleven glass vials of 160 mL volume were filled with approximately 2 g of each of 
the eleven samples and sealed with a TFE-fluorocarbon valve. Two empty vials were used as 
controls; all surfaces within the empty control vials were glass except for the TFE-fluorocarbon 
closure. The temperature of the vials was controlled by immersion in a thermostatted water bath 
at either 25 or 35~ The measurement of the partition coefficient at a single temperature for either 
TCE or EtOH for one set of eleven vials constituted a single experiment; replicate experiments 
involved simultaneous study of both sets of vials under identical conditions of loading and tem- 
perature. Aliquots of TCE/air or EtOH/air vapor mixtures were introduced to the headspace of the 
vials to establish an initial gas-phase concentration of about 100 mg/m 3. TCE and EtOH were 
examined separately to avoid any complicating synergistic effects. 

Vapor samples of 50-1xL were gathered directly from the headspace of the vials via syringe 
sampling through the TFE-fluorocarbon valve. Headspace concentrations were analyzed using GC/ 
ECD for TCE and GC/FID for EtOH. Each vial was sampled twice; thus, each reported headspace 
concentration is the mean of two replicate chromatographic analyses. TCE calibration standards 
were prepared by dilution of liquid TCE in 10 mL of methanol and allowing complete evaporation 
of this liquid mixture in calibration vials identical in all aspects to those used in the sorption 
experiments. EtOH calibration standards were prepared by allowing small quantities of liquid EtOH 
to evaporate in Tedlar bags with an approximate volume of 10 L. Liquid TCE and EtOH were 
delivered by syringe; the amount delivered was determined gravimetrically. The volume of clean 
dilution air delivered to the Tedlar bags was determined using a wet test meter. 

Preliminary experiments examining the change in concentration as function of time determined 
that sorption equilibrium was established within 2~Q h for TCE and within 1 day for EtOH. 

For TCE at 25~ further tests to obtain a partition isotherm over a broad range of concentrations 
were conducted. For each isotherm, seven initial concentrations ranging from 300 ixg/m 3 to 300 
mg/m 3 were established; the resulting partition isotherms spanned several orders of magnitude in 
gas-phase concentration. 

Resul~ 

Estimates of specific surface area A,p for the eleven samples are shown in Table 2. One method 
for assessing the accuracy of these results is to consider the result for the glass fiber. For a 
nonporous fiber of constant circular cross section, 

4 
A,p(m2/g) pi(g/cm3)di(ixm) (4) 

where Pl and d I are the fiber density and diameter, respectively. For the glass fiber, A,p calculated 
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TABLE 2--Specific surface area A,p (in me/g) as measured here using nitrogen adsorption at 77 IC The 
uncertainty in A~p reflects the imprecision in measurement of the adsorbed volume. For comparison, values 
from the literature [31] for several surfaces are also shown; the last column is for data reported based on 

the adsorption of water vapor. 

Surface" A,p Surface b A~p A~ 

Glass 0.22 -+ 0.03 polyester 0.50 . . . '  
Polyester 0.15 +- 0.06 
Cotton 0,87 +- 0.05 cotton 0.72 108 
Polypropylene 0.35 +- 0.04 
Jute 0.18 -+ 0.03 
SBR r 0.20 + 0.06 
Nylon I 0.29 -_+ 0.04 nylon 0.31 45 
Nylon II 0.16 + 0.03 
Nylon III 0.26 -+ 0.04 
Wool I 0.26 _+ 0.05 wool 0.96 206 
Wool II 0.29 -+ 0.03 

~his study. 
~Ref 31. 
q~Titrogen at 77 K. 
%Vater vapor at 298 K. 
q'~lot reported. 
~Styrene-butadiene rubber. 

using Eq 4 is 0.2 m21g, in good agreement with the value obtained here using the BET method. 
Values of Asp for surfaces other than cotton are on the order of 10 -1 m2/g. The specific surface 
area for cotton is somewhat greater, though at most by one order-of-magnitude. 

The partition coefficients obtained for TCE and EtOH at 25 and 35~ calculated using Eq 1, 
are summarized in Fig. 2. Since the concentrations in the glass-fiber-filled vials were not signifi- 
cantly different from those in the empty vials, concentrations measured in the empty control vials 
and the vials containing the glass fiber were used to estimate the initial concentration Co in each 
experiment. Two general observations are apparent. First, partition coefficients for the polar com- 
pound EtOH are higher on the hydrophilic surfaces (cotton, jute, wool, and nylon) than on those 
that are more hydrophobic. In contrast, partition coefficients for TCE are higher on the hydrophobic 
surfaces than on those that are more hydrophilic. Polyester is an exception, with approximately 
the same partition coefficients for both TCE and EtOH. Second, when VOCtsurface interaction is 
favored, partition coefficients are an order of magnitude larger for EtOH (103 cm3/g) than for TCE 
(102 cm3/g); this reflects the stronger nature of the polar-polar interactions relative to those due to 
nonspecific dispersion (Van der Waals) forces. The error bars in Fig. 4 represent the uncertainty 
in K estimated by Eq 1; this incorporates the measured uncertainty in C and Co. 

Based on these measurements, the values of Q~, calculated using Eq 3 are shown in Table 3. 
Negative values indicate an exothermic interaction. The minimum and maximum values in paren- 
theses reflect the uncertainty in the estimate of K. Note that the values for EtOH sorption on 
polypropylene and SBR latex, as well as the value for TCE sorption on cotton, are highly uncertain. 
The remaining values for EtOH indicate that the heat of sorption is less than the heat of vapori- 
zation Q ,  that is approximately - 9  kcal/mole. For TCE, Qv is about - 7  kcal/mole, and the results 
in Table 3 indicate that the heat of sorption is generally larger in magnitude than the heat of 
vaporization, supporting an explanation of the observed partitioning on the basis of adsorption. Q,t 
values for polypropylene and SBR latex are exceptions and are significantly lower than those for 
the other surfaces. 

Figure 5 shows the results of the two experiments evaluating sorption of TCE at 25~ over a 
broad concentration range. Equation 2 has been used to estimate C,. Figure 3 depicts the same 
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FIG. 2--Partition coefficients for TCE and EtOH vapor measured at 25 and 35~ Each data point is the 
average of  two independent experiments. The coefficients of  variation corresponding to the error bars indicated 
on the plot range from 8 to 90% with an average value of  16%; lower values of  the partition coefficient are 
associated with larger coefficients of  variation. 

data in the range of gas-phase concentrations from 0 to 35 mg/m 3. Because the range of equilibrium 
gas-phase concentrations spanned three orders of magnitude (from less than 0.25 mg/m 3 to over 
250 mg/m3), the data are also depicted on a log-log plot in Fig. 4. 

The error bars in the plots account for two different sources of variability in Cs. One results 
from the uncertainty in the initial mass of TCE that was added to each of the vials, reflected in 
the variability in the measurements of Co for each experiment. Although not independent of C, 
this uncertainty was not found to be directly proportional to C, so it became relatively smaller as 
C became larger, even though its magnitude increased. 

The second source of uncertainty is that associated with replicate measurement of C from a 
single vial. This uncertainty is directly proportional to the concentration measured, and thus, for 
this case, the coefficients of variation of the C, estimates are independent of C. The average value 
of the coefficient of variation for C~ due to this uncertainty was 0.78%, ranging from a minimum 
of 0.01% to a maximum of 4.96%. 

Discussion 

For comparison with the values of Asp obtained here, typical literature values for A~p are also 
shown in Table 2. Note that for the three hydrophilic surfaces, cotton, wool, and nylon, the sorption 
of water vapor increases the apparent specific surface area by several orders of magnitude. As 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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TABLE 3--Values of the heat of sorption Q,~t (kcal/mole), computed from the temperature-dependency of 
the partition coefficient K. The values in parentheses reflect the uncertainty in Q,t due to uncertainty in the 

estimation of K. 

Surface Q,, for TCE Q,, for EtOH 

Polyester - 16.4 ( -  14.7, - 18.0) -6.6 (-2.9, - 10.3) 
Cotton -22.8 (-8.7, -47.3) -3.2 (0.1, -6.5) 
Polypropylene -9.6 (-8.0, -11.2) -22.6 (-3.7, -70.4) 
Jute -12.3 (-9.9, -14.7) 0.5 (3.5, -2.4) 
SBR -9.5 (-7.8, -11.1) -18.6 (-7.3, -33.3) 
Nylon I -15.3 (-8.9, -22.6) -2.7 (0.4, -5.8) 
Nylon II - 15.5 ( -  11.0, -20.4) -4.5 ( -  1.4, -7.5) 
Nylon III -13.7 (-10.4, -17.1) -6.6 (-3.6, -9.7) 
Wool I -16.3 (-13.0, -19.6) -5.1 (-2.2, -8.0) 
Wool II -17.7 (-14.5, -21.2) -3.4 (-0.5, -6.3) 

mentioned above, all three of these fibers will sorb significant volumes of water, ranging from 
about 4% for nylon to over t8% for wool at standard conditions. Since water vapor swells these 
surfaces, and sorption is no longer localized, the applicability of the BET method in measuring 
surface areas using water vapor sorption is questionable. Reported values for surface area in the 
presence of water vapor or estimated using water vapor sorption have little meaning, except insofar 
as they indicate that swelling of the polymer by the water vapor has a significant impact on the 
physical structure of the fiber. 

Water vapor sorption on hydrophilic fibers may have a significant impact on the simultaneous 
sorption of VOC vapors; it is not clear whether sorbed water vapor will enhance or inhibit the 
sorption of VOCs. This uncertainty limits the practical applicability of the results obtained in this 
study for hydrophilic surfaces, since indoor relative humidity is typically maintained at values 
between 40 and 60%. 

As seen in Fig. 2, the sorption of relatively nonpolar TCE and the more polar compound EtOH 
are inversely related. These results suggest that the relative polarities of sorbate and surface material 
play an important, perhaps dominant role in determining the extent of sorption. Polyester is an 
exception, exhibiting approximately equal, moderately strong sorption effects with respect to both 
TCE and EtOH. The high T 8 of polyester, relative to room temperature, as well as the small 
diffusion coefficient in the polymer, suggest that absorption will not play an important role in 
interactions with this fiber. The stronger temperature dependence (relative to the SBR and poly- 
propylene surfaces) of the partition coefficients measured for TCE on the polyester fiber also 
suggests that partitioning is, in this case, governed by an adsorption phenomenon. Since BET 
polyester is formed from the condensation polymerization of polar and nonpolar molecules, the 
polymer retains some aspects of each with respect to its adsorption properties. This duality is also 
reflected in the bimodal nature of the distribution of solubility parameters of good solvents for 
polyester [26]. 

From the data in Figs. 3 and 5, it appears that the sorption isotherms are concave to the gas- 
phase concentration axis at lower concentrations and convex to this axis at higher concentrations. 
Such sigmoid-shaped isotherms are typical of physical adsorption. Note that the isotherms for SBR 
latex and potypropylene appear to be exceptions; these isotherms appear to be linear over the entire 
concentration range examined. 

Regression analysis was used to determine whether the nonlinearity of the isotherms was staffs- 
tically significant, given the larger relative uncertainties in the data at lower concentrations. A slope 
of unity for the regression line in log-space corresponds to a linear isotherm. The regression equation 

log C, = ai log c + az (5) 
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was used for this analysis. Since the variance about the regression line was not constant, it was 
necessary to weight the ordinate values inversely to the uncertainty in each value. As suggested 
by Ang and Tang [27], the inverse of the variance was used for the weighting scheme. In general, 
because of the uncertainty in the lower values of C, the deviation from linearity noted for several 
of the curves in this concentration range was not statistically significant and did not greatly influ- 
ence the estimation of the regression parameters. Values of the estimated slope a~ ranged from 
1.03 to 1.16, based on the average of the values obtained by separate regressions for each of the 
two experiments. This implies that using a single estimate of K for the entire concentration range 
of interest will result in some error in the estimate of K. However, the values of a~ are close 
enough to unity that such errors will be at most a factor of two and not an order-of-magnitude. 
Thus, the values of K estimated using the single-point method and shown in Fig. 2 are reasonable. 

In considering the significance of the apparent nonlinearity in the isotherms of Figs. 3 and 5, it 
is important to remember that the mean value of a set of imprecise measurements may be accurate. 
Although lack of precision may prevent the statistical justification of nonlinearity, this effect may 
nevertheless be very real and may provide insight into the fundamental nature of the sorption 
process. The fact that two independent experiments exhibited the same type of sigmoid-shaped 
isotherms for eight of the ten surfaces suggests that more precise data would confirm the nonli- 
nearity of the isotherms. Indeed, isotherms of this shape are typical of physical adsorption. On the 
other hand, such nonlinearities are of small practical significance when only order-of-magnitude 
estimates of the partition coefficients are of interest. 

For systems in which the solubility parameters of the sorbate and sorbent are approximately 
equal, absorption of organic vapor molecules into the body of the fiber can be the dominant 
partitioning mechanism. Note that the only surfaces among those studied that are above their glass 
transition temperatures at room temperature are polypropylene and SBR latex (see Table 1), in- 
dicating that for these surfaces, solubilization of VOC molecules in the polymeric surface is pos- 
sible. The solubility parameters for these surfaces also suggest that absorption of TCE, but not of 
EtOH, may occur. In addition, the apparent linearity of the isotherms for these two surfaces over 
a broad range of TCE concentrations also supports the notion that the partitioning mechanism is 
absorption, as does the observation that Q,, is approximately equal to Qv. 

With respect to TCE sorption, for surfaces other than polypropylene fiber and SBR, the strong 
temperature dependence of the partition coefficient results in larger values of Q~t - Qv (-8 kcal/ 
mole) than those expected solely on the basis of weak interactions governed by dispersion forces 
(typically < 2 kcal/mole). However, the large uncertainty in the relatively small partition coeffi- 
cients on which these estimates are based make definitive statements difficult. 

Dipole-dipole interactions of EtOH with the polar surfaces likely explains the observed large 
partition coefficients; partition coefficients were an order-of-magnitude higher than for TCE. How- 
ever, the weak temperature dependence of the data suggests that Q,, is less than Q~, indicating that 
changes in the structure of the sorbent surface upon sorption of EtOH may complicate the ther- 
modynamic analysis. The values of Q~, for polypropylene and the SBR latex are too uncertain to 
be meaningful. 

It is important to remember that the physical preparation of the filled SBR film was different 
from that which would be used in carpet backings. Although we could locate no data for the 
sorption of organic vapors on dried SBR latex, Barrer [28] describes how the solubilities of several 
permanent gases (H2, N2, and O0 in filled rubbers varied with the amount of filler. At least for 
several carbon black fillers, these solubilities increased over those of the unfilled rubbers. This 
suggests that for filler particles whose surfaces are not fully wetted by the rubber polymer, ad- 
sorption on the surfaces of the filler may enhance partitioning. For this reason, the geometry of 
the filled SBR latex used as carpet backing may be very important in determining its partitioning 
characteristics. The film used in the BET test was not foamed and so it is reasonable to expect 
that it would have low porosity, that was confirmed by both the low specific surface area and the 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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TABLE 4--Fraction in the sorbed phase f, o f  the total mass in a 
closed system at equilibrium. Values have been calculated at several 

values of  the partition coefficient K (cm~/g) for a fiber mass-to- 
volume loading ratio typical of  a carpeted room. 

K, cm3/g f, 

10 ~ 0.001 
101 0.01 
10 ~ 0.09 
103 0.5 
lO 4 0.9 

density of the film. Filled SBR latex in carpet backing is foamed, and probably has a high porosity 
with more filler surface accessible for adsorption; one might expect that higher partition coefficients 
than those obtained in this study would result. 

Imp f i ca t ions  and  C o n c l u s i o n s  

The effectiveness of a surface as a reservoir for a VOC is a function not only of the affinity of 
the surface for sorption of the VOC, but also its surface area or mass. Using assumptions about 
the mass loading of sorbent surfaces in the indoor environment, the partition coefficient K can be 
used to evaluate the significance of equilibrium sorption effects on indoor pollutant concentrations. 
The fraction f~ of the total mass in the sorbed phase for the limiting case of a closed chamber is 
given by 

K ( M , / V )  
f ,  - (6) 

1 + K ( M , / V )  

where M, is the sorbent mass and V is the chamber volume. As an example, for a room with a 
ceiling height of 2.5 m, the ratio of projected floor surface area to room volume would be ap- 
proximately 0.4 m l If the room contained a nylon pile carpet weighing 2000 g/m 2, then M f l V  is 
on the order of 1000 g/m 3. Values of f~ corresponding to several values of K for this example 
scenario are shown in Table 4. Since partition coefficients for TCE with respect to the polypro- 
pylene and SBR latex were about 200 to 300 cm3/g and these surfaces account for about half the 
weight of the carpet, for this example about 10% of the total mass of TCE would be in the sorbed 
phase. Obviously, in the presence of additional sorbing surfaces or for VOC/surface systems ex- 
hibiting stronger sorption interactions, f ,  would be greater. For EtOH, sorption to the nylon pile 
fiber yields a partition coefficient of approximately 800 cm3/g, resulting in an equilibrium sorbed 
phase fraction of about 30%. 

Of course, most real systems are dynamic and do not behave as closed chambers. Thus, this 
calculation is intended only to demonstrate the limiting case. 

Most indoor fibrous surfaces have fairly low specific surface areas when compared with sorbents 
such as activated carbon. For this reason, interactions governed by dispersion forces alone will not 
result in very extensive partitioning to the surfaces, at least for VOCs. Dipole-dipole interactions, 
that may play a role in the sorption of more polar substances, can yield much larger partition 
coefficients. The differences in partition coefficients exhibited by compounds of similar polarity 
are probably smaller than those due to specific interactions that will vary between compound 
families. For example, the two compounds of comparable volatility that were studied here, TCE 
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and EtOH, exhibited very different sorption effects with respect to the surfaces studied, both 
quantitatively and qualitatively. 

Absorption may play a role as well as adsorption in determining the extent of partitioning. This 
could have been the case for the polypropylene and SBR surfaces with respect to the sorption of 
TCE, because partition coefficients for these surfaces were large while the temperature-dependency 
of the data indicated that energies of sorption were small. In addition, the sorption isotherms were 
linear over a broad range of concentrations, typical of solution isotherms. 

The data suggest that nonlinearities in the sorption isotherms exist. However, on the basis of 
the experiments here, such behavior could not be rigorously confirmed. Such nonlinearities also 
do not appear to be of much practical significance, since they cause partition coefficients to vary, 
but only by at most a factor of two. Nevertheless, an understanding of the nature of such non- 
linearities may prove useful in determining the fundamental mechanisms underlying the observed 
effects. 

This study has shown that different components of a composite material such as carpet may 
exhibit very different affinities for a single compound, but entirely different behavior, both qual- 
itatively and quantitatively, for another compound. This suggests that appropriate models for the 
kinetics of uptake on a particular surface may be dependent on compound properties such as 
polarity. Alternatively, any one model will need to account for several possible sorption steps or 
mechanisms, or both, not all of which would necessarily be significant in describing the interaction 
of a given surface and vapor. This is consistent with the observation of Tichenor et al. that first- 
order kinetics did not govern the behavior of uptake of tetrachloroethylene by nylon carpeting [15]. 

Finally, these partition coefficient data should be applied cautiously, particularly since they were 
gathered for pure sorbates, without any competing or synergistic effects of other compounds. In 
particular, water vapor, which normally is present at significant indoor concentrations, may greatly 
affect the sorption interactions considered here. 
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ABSTRACT: The assessment of environmental tobacco smoke exposure is complicated by the pres- 
ence of significant amounts of organic material in both the gas and the particulate phase and by 
changes in the relative composition of the two phases with time. An understanding of both the 
chemical nature of fresh environmental tobacco smoke and the changes in its composition over time 
are needed in order to properly assess the impact of smoking on the nonsmoker in indoor environ- 
ments. The dynamics of these changes in environmental tobacco smoke affect: (1) the chemical 
compounds to which the nonsmoker is exposed, (2) the chemical compounds that may be used to 
estimate the exposure of the nonsmoker to environmental tobacco smoke in the indoor environment, 
and (3) risk assessment of disease and irritant exacerbations associated with exposure of the non- 
smoker to environmental tobacco smoke. 

The chemical characteristics of environmental tobacco smoke that affect the assessment of expo- 
sure to environmental tobacco smoke are reviewed. The various components of environmental to- 
bacco smoke that have been used to assess exposure are evaluated with respect to the following three 
criteria: (1) uniqueness to environmental tobacco smoke, (2) ease of determination at concentrations 
present in indoor air, and (3) relationship to other components of environmental tobacco smoke. 

KEY WORDS: 3-ethenylpyridine, continine, deposition, environmental tobacco smoke, exposure, 
isoprene, mutagen, nicotine, respirable suspended particles (RSP), solanesol, UV-PM 

The Chemical  Composit ion of  Fresh Environmental  Tobacco Smoke 

Environmental tobacco smoke consists of side-stream smoke generated by a burning cigarette, and 
mainstream smoke exhaled by the smoker. The major contribution to environmental tobacco smoke 
is from the side-stream smoke from a cigarette [1]. Side-stream and mainstream smoke produced 
during the smoking of a cigarette are similar chemically and qualitatively. However, significant 
quantitative differences exist between the two sources [1-3]. In addition, as the generated environ- 
mental tobacco smoke emissions are introduced into an indoor environment, substantial changes in 
the gas-particulate phase distribution of the chemical species present occurs [1,2,4]. 

Chemical Composition of  Side-Stream Tobacco Smoke 

The chemical composition of environmental tobacco smoke has been extensively discussed in 
reviews by the Surgeon General [5] and the National Research Council [3]. More recent data have 
been discussed in recent reviews [1,2,6-10] and in an International Agency for Research on Cancer 
(IARC) Monograph [11,12]. Included in the IARC Monograph and other publications is a review of 
the combustion conditions associated with the formation of both mainstream and side-stream tobacco 
smoke [2,7,13,14]. The major differences between mainstream and side-stream tobacco smoke arises 
from the lower combustion temperatures associated with the formation of side-stream tobacco smoke, 
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leading to an increase in the amounts of distillation products and a decrease in the amounts of 
combustion products present in the sidestream smoke. As a result, side-stream smoke is more alkaline 
than mainstream smoke [7,15]. This alkalinity results from the increased amounts of N-containing 
bases present as distillation products in the side-stream smoke aerosol. However, the combustion 
zone of mainstream smoke is more oxygen deficient than the combustion zone of side-stream smoke 
and, as a result, the COz/CO ratios are higher for side-stream smoke than for mainstream smoke. 

The expected composition of potential tracers of environmental tobacco smoke in freshly gen- 
erated side-stream tobacco smoke is given in Table 1. The amounts of most constituents in side- 
stream tobacco smoke are little affected by brand, tobacco moisture content, or mainstream com- 
bustion parameters for combustion of comparable amounts of tobacco [1,2,7,16]. Since side-stream 
tobacco smoke is responsible for most of the environmental tobacco smoke in indoor environments, 
environmental tobacco smoke composition in an indoor environment should be predictable from 
a knowledge of the number of cigarettes smoked as a function of time. This prediction will be 
altered by changes in the phase distribution and chemical composition of the environmental tobacco 
smoke as it ages in an indoor environment. 

Gas-Particulate Phase Distribution of Some Compounds in Environmental Tobacco Smoke 

Little is known about the distribution of organic compounds between the gas and particulate 
phases of environmental tobacco smoke [1,3,7,17-22]. Recent studies have shown that most of 
the volatile nitrogen containing compounds such as nicotine, myosmine, and pyridine are predom- 
inantly present in the gas phase of environmental tobacco smoke [18-21,23-25]. 
Acrolein, formaldehyde, and acetaldehyde are major toxic constituents of the gas phase 
of environmental tobacco smoke [1,3,5]. The distribution of many mutagenic and toxic compounds, 
or both, such as the N-nitrosamines, between the gas and particulate phases of environmental 
tobacco smoke is presently not known [3,26,27]. For most of the semivolatile organic compounds, 
the phase of the compound is not well known. The phase distribution of nicotine has been exten- 
sively studied. While nicotine is undoubtedly present primarily in the particulate phase in side- 
stream tobacco smoke generated in small combustion devices of only a few litres in volume [7], 
it is present as the gas phase species in side-stream tobacco smoke in a large chamber [18,28]. 
The equilibration from the particle to the gas phase is very rapid [18,21,24,29,30]. The more 
alkaline pH of side-stream tobacco smoke [15] may be, in part, responsible for the rapid displace- 
ment of the nonprotonated nicotine from the particles [1,7]. In addition to nicotine, nicotyrine, 
myosmine, pyridine and alkyl pyridine compounds are also present only, or predominantly, in the 
gas phase [18,19,21,29]. The identification of the gas-particle phase distribution of organic com- 
pounds of toxicological interest is an area of needed research. 

There is an apparent difference in total mass in side-stream emissions from a cigarette in studies 
conducted using a small combustion and collection device, as compared to studies conducted using 
an environmental chamber [2,13]. The chamber studies give emission values which range from 6 
to 11 mg particles per cigarette, while the other studies give values with 11 mg per cigarette as 
the lower end of the measurements. The differences can not be accounted for based on selective 
deposition loss of particles in the chamber experiments as the data are generally obtained in 
chambers immediately after combustion of the cigarette [17,18,31,32]. The difference appears to 
be real. Many of the organic constituents of side-stream tobacco smoke are volatile and losses of 
material from the particles as the smoke is diluted would be expected [6,13,33,34]. It is assumed 
in the data interpretation given in this review that this is the case. The amount of particulate matter 
in environmental tobacco smoke resulting from the combustion of a cigarette is assumed to be 
about 10 mg [1,2,32]. 

If the differences in particulate matter observed in the two types of chemical characterization 
experiments (chamber versus combustion apparatus) are due to volatilization of organic compounds 
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TABLE 1--Gas and particulate phase compounds potentially useful as tracers of environmental 
tobacco. (Data are from Refs 2, 17, 18, 19, 32, 47, 49, 85, 138, and 153). 

Class Examples of i~mol Compound/mol CO 
Chemical wt% of Identified % Compound 

Class Particle Compounds Gas Phase Particles in Gas Phase 

Particles 4.22 +__ 0.82 g/mol CO 
Mutagenicity 6.47 __. 1.15 

revertants/p, mol CO 
Alkanes/alkenes 3.6 -+ 0.5 phytadiene . . ."  138 + 13 . . .  

n-Hentriacontane ...~ 93 -+ 29 ..." 
1,3-Butadiene 3100 ___ 850 ...a 100 
isoprene 19 200 _+ 5600 ..." 100 
solanesol 0 219 _+ 43 0 

Bases 10.9 _+ 1.2 nicotine 12 500 _+ 3600 393 _+ 150 98.3 -+ 1.4 
myosmine 375 --+ 38 14.7 _+ 1.7 96.1 -+ 0.9 
nicotyrine 16 -+ 6 10.6 -+ 3.3 60 -+ 20 
cotinine 18.2 + 9.4 17.7 _+ 7.0 54.6 -+ 12.8 
pyridine 1180 + 72 <5 100 
3-Ethenylpyridine 1370 _.+ 460 <5 100 
2-Ethenylpyridine 207 + 36 <5 100 

N-Nitrosoamines < 0 . 1  -nornicotine 1.0 q- 0 . 5  * . . a  . .  a 

-dimethylamine 4.4 ___ 1.8 ...a . . .~ 
PAH <0.1 pyrene 0.02 + 0.01 ...a ...o 

phenanthrene 0.11 -+ 0.02 . a . . . a  

Inorganic . .  a NO 36 700 -+ 3200 0" 100 
NO/ 2520 -+ 430 0 100 
HNO3 96 -+ 127 92 -+ 55 44 -+ 24 
HNO2 4650 _+ 1300 54 -+ 40 98.7 -+ 1.0 
SOz • sulfate 71 -+ 52 71 +- 40 49 -+ 23 
NH3 51 900 _+ 5400 155 -+ 34 99.6 -+ 0.2 
potassium 0 840 -+ 150 0 
calcium 0 340 _+ 100 0 

aNot determined. 

as the smoke is diluted into a room, then available data [2,6] suggest that about one-half of the 
generated side-stream particle mass is rapidly lost to the gas phase during dilution and aging in 
an indoor environment. Gas phase hydrocarbon measurements [18,35] and the results of radiotracer 
labeled experiments [36,37] are consistent with this hypothesis. The existence of large amounts of 
gas phase hydrocarbons that can be readily condensed back to particulate phase material has also 
been suggested by chamber experiments involving ultraviolet (UV) radiation or ozone oxidation 
of side-stream environmental tobacco smoke [2,18,26,27,34]. The concentration of particles present 

in the irradiated side-stream mixture doubles in less than one hour as a result of chemistry induced 
by the UV radiation. This includes the movement of most of the gas phase nicotine back to the 
particulate state [17,18]. Comparable chemistry apparently occurs [Environmental Protection 
Agency (EPA), unpublished results] in environments with unvented combustion heaters because 
of the presence of airbome particulate acids in these environments [38]. The gas phase compounds 
responsible for the UV/ozone oxidation chemistry are not currently known. The identification of 
gas phase compounds in environmental tobacco smoke may help determine which species are 
responsible for sensory irritation in sensitive individuals [39-42]. 

Changes During the Aging of Environmental Tobacco Smoke in an Indoor Environment 

Environmental tobacco smoke is a complex mixture of gas and particulate phase compounds. 
During aging of environmental tobacco smoke in an indoor environment, changes in the chemical 
composition will occur. These changes will include coagulation of particles to alter the particle Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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size distribution [17,43,44], changes in the gas/particle distribution of semivolatile compounds [18], 
and possible chemical changes due to reactions [18,29,30,34,45--47]. In addition, the chemical 
composition of environmental tobacco smoke may be altered during aging in an indoor environ- 
ment because of differences in the removal rate of various constituents as the environmental to- 
bacco smoke is aged, is recirculated in the indoor environment, and is mixed with outside air 
[26,27,34,46,48,49]. 

Many gas phase components of environmental tobacco smoke have been shown to be rapidly 
removed in indoor environments. Several studies have shown that the removal rate of gas phase 
nicotine and other basic nitrogen compounds is much faster than the removal rates for particles, 
nonreactive gases such as CO [13,18-21,25,29,30,32-34,48-52], NO, gas phase hydrocarbons, or 
specific particulate phase compounds [13,21,25,34,47-51,53,54]. The relative removal rates may 
depend on local environmental factors such as wall coverings, furnishings, presence or absence of 
people, air flow, and so on. Thus, environmental tobacco smoke will be a constantly changing 
mixture due to loss of material as a result of adsorption or decomposition, and due to changes in 
gas/particulate phase equilibria for volatile species. 

The effect of the differential loss of various constituents in environmental tobacco smoke in 
typical indoor environments on the relative composition of various species is best illustrated by 
comparing the concentrations of nicotine to fine particulate matter in both controlled and indoor 
atmospheres. The ratio of RSP to total nicotine has been reported by several investigators. Exper- 
iments conducted in chambers with inert walls or in experiments with minimal residence time of 
the generated side-stream smoke [18,25,31,32,49,55] give a ratio of about 2 to 4 g RSP/g nicotine 
in diluted side-stream tobacco smoke. Values determined in side-stream smoke emissions vary 
from 2 to 6 g RSP/g nicotine [7,56-58] with the higher values probably resulting from partial loss 
of some nicotine to the gas phase during sample collection on a filter [28,55]. The studies of 
environmental tobacco smoke conducted in non-TFE-fluorocarbon chambers give higher ratios of 
RSP to nicotine, probably because of the more rapid removal of gas phase nicotine by chamber 
components [19,25,33,34,49-55]. Results from decay studies in chamber or controlled environment 
experiments are shown in Fig. I. The ratio of nicotine/RSP increases slightly with time in exper- 
iments conducted in a TFE-fluorocarbon chamber [17,18] because gas phase nicotine is stable in 
this environment, but the concentration of particles decreases by evaporation and by loss of par- 
ticles to the chamber walls. In all the other study environments, the rate of decay of gas phase 
nicotine is significantly greater than the rate of loss of particles. 

Steady-state experiments in other ventilated chambers with individuals present or in well con- 
trolled experimental indoor environments give values of around 10 to 15 g RSP/g nicotine 
[16,32,34,48,59-61]. This ratio is larger than would be seen if people (and the accompanying 
absorptive surfaces) were not present. For example, in studies in the chamber at the U.S. Envi- 
ronmental Protection Agency (EPA) [32], the ratio of RSP to nicotine when the chamber had 
people in it was 13 g RSP/g nicotine. In the empty chamber, the ratio was determined to be 3.0 
g RSP/g nicotine, a ratio consistent with the value obtained for side-stream smoke [7,56-58] and 
in inert chambers [17,18,49,55]. It has been suggested that nicotine may be a good tracer of 
environmental tobacco smoke particles in indoor environments [9,16,38]. However, experiments 
conducted in indoor environments indicate that the observed ratio of particles to nicotine present 
in atmospheres dominated by smoking varies from 3 to 80 g RSP/g nicotine [16,19,32,49- 
51,57,62-72] (Fig. 2). The data from recent studies where nicotine was collected after a TFE- 
fluorocarbon-coated filter [69,73] are not included in Fig. 2 since the data appears to be outliers 
to the rest of the literature. In the study by Mumford et al. [73], PM1o and nicotine were not 
correlated in homes with smokers. It is possible that the data were affected by removal of nicotine 
in the inlet of the sampling system [28] or by the filter [32]. 

The ratio of RSP to nicotine for the data in Fig. 2 generally increases with increased residence 
time and decreased total nicotine concentrations, or both. This same trend is observed for the 
limited data that are available on concentrations of nicotine and concentrations of UV-PM [50,75- Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
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77] (Fig. 3). UV-PM is a measure of UV adsorption by a methanol extract of collected particulate 
matter. The resulting measure is referred to as UV-PM (UV-determined particulate matter). The 
UV-PM measurement is believed to be indicative of the RSP originating from environmental 
tobacco smoke [78]. Because of the rapid removal of nicotine from indoor environments, the use 
of nicotine as a tracer and of nicotine and its metabolites, cotinine and 3-hydroxycotinine, as 
biological markers for determining exposure to environmental tobacco smoke in studies of passive 
smoking has been questioned [1,2,6,19,21,49]. It has been argued that a direct plot of nicotine 
versus RSP, rather than the plot shown in Fig. 2, is a better measure of the use of nicotine as a 
surrogate for ETS particles. However, such a plot ignores the removal effects illustrated in Figs. 
1 and 3, places greatest emphasis on environments with high exposure, and overestimates nonen- 
vironmental tobacco smoke particles. The measurement of gas phase nicotine or even total nicotine 
will probably underestimate exposure to the particulate phase and possibly other components of 
environmental tobacco smoke. The predicted exposure to non-nicotine components in environ- 
mental tobacco smoke will be dependent on the comparability of the nicotine ratios to RSP in the 
indoor and other component data sets. The scatter in the data given in Figs. 2 and 3 indicate the 
magnitude of this underestimation could be a factor of 2 to 5 at nicotine concentrations of <10 
Ixg nicotine/m 3 normally seen in indoor environments. 

There are a few studies that report changes in the chemical composition of environmental tobacco 
smoke as it ages in an indoor environment. In the absence of external oxidizing agents or UV 
light, NO in environmental tobacco smoke is only very slowly converted to NOz, HNO2, and 
possible organic nitrogen-oxide compounds [17,26,27,46]. In the presence of a strong UV light 
source, this conversion is rapid [17,26,27]. In addition, under these extreme conditions, the pho- 
tochemistry leads to the doubling of total particulate matter, the reduction of gas phase basic 
compounds, loss of solanesol, and photochemical alterations in the N-containing bases of environ- 
mental tobacco smoke [17,18,26,27,34,47]. Changes also occur in the composition of nitroso- and 
nitro-organic compounds upon exposure of environmental tobacco smoke to UV light or ozone, 
with some compounds disappearing and new compounds being formed [26,27]. The exact chemical 
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reactions taking place are not known. Under more realistic conditions where some oxidants are 
introduced into an indoor environment from the ambient air [26,34], the same reactions appear to 
occur but at a somewhat reduced rate. 

These changes in environmental tobacco smoke composition over time complicate the assess- 
ment of health effects associated with exposure, and may preclude the accurate measurement of 
human exposure to specific compounds [8] without actual measurement of the compounds of 
interest. 

Tracers of  Exposure  to Environmental  Tobacco Smoke 

The assessment of environmental tobacco smoke exposure is complicated by the presence of 
significant amounts of organic material in both the gas and the particulate phase, as well as by 
changes in the relative composition of the two phases with time. The development of accurate 
markers for estimating exposure to environmental tobacco smoke will be dependent on the deter- 
mination of the chemical composition of both the gaseous and particulate components of environ- 
mental tobacco smoke, and the elucidation of changes in that composition with time in indoor 
environments. As summarized in the National Academy of Sciences review [3], a suitable tracer 
for quantifying environmental tobacco smoke exposure should be: 

�9 unique or nearly unique to environmental tobacco smoke; 
�9 easily detected in air, even at low smoking rates; 
�9 similar in emission rate for a variety of tobaccos; and 
�9 in constant proportion to compounds in ETS that affect human health. 

One of the major shortcomings of many past studies is that only one measure of exposure to 
environmental tobacco smoke was determined. Therefore, there is no way to assess whether the 
concentration of the species studied is (or is not) related to the components in environmental 
tobacco smoke that may be hazardous to health. 

Chemical tracers of environmental tobacco smoke frequently used to assess exposure in the past 
have included RSP, CO, N O ,  and nicotine. Recent reviews of environmental tobacco smoke studies 
by the National Academy of Sciences [3] and the U.S. Surgeon General [5] reach the same con- 
clusion: the only tracers previously used in large studies that may be related to actual exposure to 
environmental tobacco smoke are concentrations of nicotine and RSP [9]. 

CO and NOx as Tracers of Environmental Tobacco Smoke 

Components of environmental tobacco smoke that are not specific to ETS, but which have been 
used to assess exposure to environmental tobacco smoke, include CO [5,42,65,79-82] and NOx 
[5,42,61]. Both of these gases can be measured in indoor environments by a variety of techniques 
as illustrated in the referenced articles. Comparison of the chemical composition of environmental 
tobacco smoke in chamber experiments (Table 1) [17,18,25,31,80,83], and the relationship between 
CO concentrations and other constituents of environmental tobacco smoke in indoor environments 
suggests that the majority of the CO in indoor environments comes from sources other than en- 
vironmental tobacco smoke. 

Chamber experiments show the ratio of CO to RSP in environmental tobacco smoke is about 
0.2 to 0.4 mol CO/g RSP (Table 1) [18,31,80,83]. The ratio of CO to RSP in restaurants impacted 
by modest levels of smoking has been reported to average about 4 [65] and 1.0 [84], and in a 
variety of homes and offices where smoking occurred at modest levels, the ratio of CO to RSP 
varies from 0.4 to 6 and averages 2 [9]. Even in environments such as taverns, discos, bus ter- 
minals, and restaurants, where the major source of particulate matter is from smoking, the CO to 
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RSP ratio varies from 0.4 to 1.5 and averages 0.7 mol CO/g RSP [19,80,83]. These ratios are all 
higher than seen in controlled chamber experiments. Measurements in restaurants of CO and UV- 
PM (a measure of particulate matter more specific to ETS, see next section) give a ratio of CO to 
UV-PM of 1.7 mol CO/g RSP [84], a ratio about five times that expected from environmental 
tobacco smoke. The recent study of environmental tobacco smoke in restaurants [84] included the 
determination of CO in the outdoor environment. The outdoor CO concentrations averaged about 
half of the indoor CO concentrations. Correcting the indoor restaurant data for the measured out- 
door concentrations gives a minimum ratio of non-ambient CO to UV-PM of 0.9 mol CO/g UV- 
PM, about three times the expected ratio. All of these studies taken together show that the majority 
of the CO in indoor environments comes from sources other than environmental tobacco smoke. 
Similarly, the ratio of NOx to RSP reported in indoor environments varies from values comparable 
to that found in environmental tobacco smoke to ratios that are higher by factors of up to 10 
[6,19]. In addition, NO and NOx have been shown to be only weakly correlated with CO from 
environmental tobacco smoke, even in a controlled indoor environment [61]. The results available 
to date show that the use of CO and NOx concentrations as surrogates for ETS will significantly 
overestimate exposure to environmental tobacco smoke [2,6]. 

Nicotine and Nicotine Metabolites 

The only tobacco specific compound that has been used extensively in the past to determine 
exposure to environmental tobacco smoke is nicotine [9,16,19,21,32,49-52,59,60,62- 
69,71,73,77,81,82,84-94]. It might be expected that determination of the concentration of 
nicotine in an indoor environment would give a good measure of exposure to environmental to- 
bacco smoke. The use of nicotine as a tracer of environmental tobacco smoke is complicated 
because nicotine is found primarily in the gas phase [18,25,28,59,60] and because gaseous nicotine 
is removed at a faster rate than particulate phase nicotine or the particulate portion of ETS 
[19,21,33,34,49,50]. Thus, the concentration of gas phase nicotine underestimates exposure to the 
particulate phase of environmental tobacco smoke and possible to the concentration of many gas 
phase environmental tobacco smoke constituents [33,34], for example, see Figs. 2 and 3 and related 
discussion in text. 

Estimation of exposure to environmental tobacco smoke based on the determination of nicotine 
has been done both by determining airborne concentrations of nicotine and also by determining 
the concentration of nicotine and its principal metabolite, cotinine, in body fluids 
[4,63,66,88,89,95-129]. Inhaled nicotine in environmental tobacco smoke is efficiently absorbed 
by the nonsmoker [130]. However, studies in which exposure has been determined by the use of 
questionnaires and dose measured by urine levels of nicotine and cotinine [96,99,102- 
104,109-111,115-117,123] have generally yielded poor correlations between exposure and 
dose. 

In contrast, studies that have determined urine clearance of nicotine and cotinine, or both, and 
have also directly measured nicotine [63,66,88,103,104,114,117,119,128] or ETS [88,121] expo- 
sure have yielded much better correlations when the exposure occurred over a well-defined time 
period, and the urinary cotinine measurements were made over time intervals that are long com- 
pared to the rate of clearance of the compounds from the body [88,97,101,114,119,128,132-136], 
for example, see Fig. 4. The data in Fig. 4 have a linear regression slope of 0.12 _+ 0.03 nmol 
cotinine/nmol nicotine with r 2 = 0.92. With a proper study design, nicotine exposure can be 
estimated reasonably well from cotinine data [103]. More frequently, the correlation between dose 
and exposure has been poor because the relationship between time of exposure and time of dose 
assessment was not known or controlled [133,136]. However, determination of exposure to ETS 
by measurement of gas phase (or total) nicotine probably underestimates exposure to many com- 
ponents of environmental tobacco smoke in most indoor environments. As discussed above, this 
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FIG. 4--Cotinine versus measured exposure to atmospheric nicotine. Data are from the indicated references. 

is due to the rapid removal of gas phase nicotine as compared to many other constituents of 
environmental tobacco smoke. The usefulness of nicotine and cotinine as biomarkers of exposure 
to constituents of environmental tobacco smoke is limited by the viability of nicotine itself as a 
surrogate for environmental tobacco smoke. 

Respirable Particulate Matter 

Total RSP is the tracer for environmental tobacco smoke most extensively used in past studies 
[3,5,9,16,137] because of the ease with which it may be measured [43,137]. Even though RSP is 
elevated in environments where smoking is present, about one half of the RSP in these indoor 
environments comes from sources other than environmental tobacco smoke. Thus, RSP overesti- 
mates exposure to environmental tobacco smoke [19,77,81,82,84,87,138]. The measurement will 
be even more insensitive for the determination of ETS exposure as controls are implemented and 
the concentration of tobacco smoke decreases in controlled environments. 

A technique that has the promise of being specific for particulate matter from environmental 
tobacco smoke is based on the measurement of the UV absorption of a methanol extract of the 
collected particulate matter [50,77,78,82,84,139]. The UV-PM measurement is better correlated 
with the estimated amount of environmental tobacco smoke than is the corresponding measurement 
of nicotine [2,139]. The measurement of UV-PM may provide a specific measure of particulate 
matter from only environmental tobacco smoke but additional work needs to be done to determine 
if other sources of RSP may contribute to the UV-PM concentrations. 

Particulate Mutagens 

Studies of particulate mutagens in indoor atmospheres suggest that environmental tobacco smoke 
may be the principal source of mutagenic compounds in particles present in indoor atmosphere 
[32,66,73,83,140-144]. While there are many potential sources of mutagens in the environment 
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[145-148], current data suggest that environmental tobacco smoke is the principal source of par- 
ticulate mutagens in indoor environments, and that the emission rate of mutagenic material in the 
particulate phase of environmental tobacco smoke is constant [32,83,73,144]. The mutagenic ac- 
tivity of particulate matter in rooms where smoking is occurring is much higher than concentrations 
seen in the absence of smoking. The mutagenic activity is correlated with the number of cigarettes 
smoked [73,83,143] and is consistent with the results of chamber experiments [32]. However, the 
determination of particulate mutagens in indoor environments requires the use of specialized mi- 
crosuspension techniques [32,83,140,143,149]. 

McCurdy, et al. [68] and Kado, et al. [142] have reported on the simultaneous determination of 
the mutagenicity of particulate matter, concentrations of RSP, and concentrations of nicotine in a 
bingo parlor and in a casino. Similar measurements have been made in residential environments 
with and without smoking present [73,140]. A comparison of the observed concentrations of RSP 
and mutagens [6,32,66,68,73,83,140,150] indicates that, in the environments studied, there is a 
background of nonmutagenic particulate matter of about 40 ixg/m 3 (the data from Ref 73 have 
been corrected for an observed non-ETS mutagenic background) with increasing mutagenicity of 
the particulate matter as the concentration of environmental tobacco smoke RSP increases (Fig. 
5). The mutagenicity of this ETS-RSP agrees with the mutagenicity of ETS determined in chamber 
studies [32,83,144,149]. The data also indicate that nicotine from environmental tobacco smoke is 
lost more rapidly than either RSP or mutagenicity in the indoor environment, and that the con- 
centration of nicotine leads to an underestimation of environmental tobacco smoke particles and 
particulate mutagenicity [6]. The loss of nicotine may also explain the lack of correlation of RSP 
mutagenicity with biological measures of exposure, that is, urine concentrations of cotinine and 
nicotine in the population studied [68]. Further studies on the potential use of mutagenicity as a 
measure of exposure to environmental tobacco smoke are needed. It should be noted that urine 
mutagenicity cannot be used to asses exposure [3,122,124,150,151] because of the effect of other 
sources of mutagens, such as diet. 

Other Potential Conservative Tracers of Environmental Tobacco Smoke 

The fourth criteria from the National Academy of Sciences review of environmental tobacco 
smoke [3] listed in the introduction to this section on ETS tracers requires that a tracer for assessing 
exposure to environmental tobacco smoke be present in the indoor atmosphere in constant pro- 
portion to compounds in environmental tobacco smoke that affect human health. The tracer that 
has been emphasized in studies conducted to the present is gas phase nicotine. While gas phase 
nicotine meets the requirements of being unique to ETS, being easily measurable in the environ- 
ment, and having a similar emission rate for many commercial brands of cigarettes, the concen- 
tration of nicotine relative to most other constituents of environmental tobacco smoke is not con- 
stant in an indoor environment. The initial data available on the two tracers, UV-PM [50,78,139] 
and particulate mutagens [6,32,66,68,83,97,140], indicate that these may be conserved relative to 
most components of environmental tobacco smoke in an indoor environment. It is not clear, how- 
ever, that the measurement of these two tracers will be unique to environmental tobacco smoke, 
especially at low concentrations of emission and subsequent exposure to a population. In addition, 
neither of these two tracers can be used to develop techniques for the assessment of biomarkers 
for determining human dose. Additional tracers are needed. 

The results from studies by Brigham Young University [19,21,34,48,50] and others [21] and a 
large study by R. J. Reynolds Tobacco Company [33] suggest that 3-ethenylpyridine may be a 
conservative tracer of environmental tobacco smoke in indoor environments. This compound is 
present at about the concentration expected relative to environmental tobacco smoke particulate 
matter in a variety of indoor environments [19,21,34,50]. 
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smoke. Data are from the indicated references. 

It has been suggested that the amount of 3-ethenylpyridine observed to be present in experiments 
in a TFE-fluorocarbon chamber [17,18] was not related to the number of cigarettes burned [8]. 
However, this conclusion is based on a faulty interpretation of the chamber data. The ratio of 3- 
ethenylpyridine to the most stable constituent in the chamber experimems, CO, was independent 
of the number of cigarettes smoked. The ratio relative to RSP decreased with increasing the number 
of cigarettes smoked because the mass (relative to CO) increased with an increasing number of 
cigarettes as the equilibrium position for semivolatile organic compounds shifted towards the par- 
ticulate phase with increasing concentrations of material in the chamber, The chamber data predict 
a ratio of 3-ethenylpyridine to environmental tobacco smoke RSP of 0.32 _+ 0.08 nmol 3-ethen- 
ylpyridine/ixg of ETS RSP. 

The ratio seen in indoor environments with environmental tobacco smoke present is comparable 
to this expected value of 0.32 -+ 0.08 nmol 3-ethenylpyridine/t~g of ETS RSP. The ratio seen in 
experiments in the Pierce Laboratory experimental chamber [47] is 0.43 - 0.06 nmol 3-ethenyl- 
pyridine/ixg of ETS RSP. In environments with high concentrations of environmental tobacco 
smoke (discos [19]) the determined ratio was 0.20 __+_ 0.04 nmol 3-ethenylpyridine/ixg of ETS RSP. 
In offices where smoking is present [19], the measured ratio was 0.35 +- 0.10 nmol 3-ethenylpyr- 
idine/ixg of ETS RSP. These various ratios differ by a maximum of a factor of two. In contrast, 
the relative amount of nicotine present in indoor environments is lower by a factor of two to five 
than that expected, based on chamber experiments because of the selective loss of gas phase 
nicotine. The potential use of 3-ethenylpyridine as a tracer of RSP in environmental tobacco smoke 
should be studied further. 3-Ethenylpyridine is present only in the gas phase in the indoor envi- 
ronment and may be determined using passive sampling devices [18], diffusion denuders 
[18,19,50], or sorbent beds [29,30,34]. In fresh environmental tobacco smoke there is about nine 
times as much nicotine as 3-ethenylpyridine (Table 1). However, because of the selective loss of 
gas phase nicotine in indoor environments, the concentration of gas phase 3-ethenylpyridine in 
indoor environments is comparable to the concentration of gas phase nicotine [19,21,34,50]. 3- 
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FIG. 6--Concentrations o f  solanesol versus nicotine, 3-ethenytpyridine, and particulate nicotine in an office 
building with smokers present. The solid lines are the mole ratios to solanesol expected for each species based 
on the results given in Table 1. Data are from Refs 19 and 47. 

Ethenylpyridine may be determined with a detection limit comparable to that for nicotine using 
similar sampling systems. 

A compound unique to the particulate phase of environmental tobacco smoke that should be 
studied as a potential tracer is solanesol [21,47,152-154]. Solanesol, (3,7,11,15,19,23,27,31,35- 
Nonamethyl-2,6,10,14,18,22,26,30,34-Hexatriacontanonaen- 1-ol), 

CH3 CH 3 
J 

C H 3 ~ C H - - [ C H 2 - - C H ~ - - - ~ C H ] s - - - C H 2 - - O H ,  MW = 631 

is a trisesquiterpenoid of trans-isoprene units that is present at about 3 wt% in the particles from 
environmental tobacco smoke (Table 1). The large molecular weight ensures that it will be present 
only in the particulate phase in environmental tobacco smoke. The compound can be collected by 
conventional indoor sampling systems and determined by gas chromatography [47,61,153,154], or 
supercritical fluid chromatography [47]. The limited data available to date [21,61,47,91,152-154], 

indicate that the concentration of solanesol in environmental tobacco smoke particles is conserved 
in the environment. 

The concentrations of gas and particulate phase nicotine, and gas phase 3-ethenylpyridine are 
compared in Fig. 6 to concentrations of solanesol for experiments conducted in an office building 
[19,47]. The solid data points (concentrations on both the x and y axes divided by 5 in Fig. 6) 
were obtained in smoking offices and the open data points were obtained in other rooms in the 
office wing where no smoking occurred. The lines in Fig. 6 correspond to the mole ratio of 
nicotine(g) (57), 3-ethenylpyridine (6.3) and nicotine(p) (1.3) to solanesol expected in ETS based 
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on the data given in Table 1. The reasonable agreement between the ratio of 3-ethenylpyridine or 
particulate phase nicotine and ETS particulate phase solanesol with the ratio expected from the 
composition of fresh side-stream smoke is apparent. This agreement between observed and ex- 
pected ratios is seen in both the rooms with smoking and in the rooms with recirculated air. In 
contrast, the effect of selective loss of gas phase nicotine from environmental tobacco smoke is 
apparent. Additional work on the use of 3-ethenylpyridine and solanesol as tracers of environmental 
tobacco smoke would appear to be warranted. 

Two recent reports by L6froth et al. [32] and Brunnemann et al. [85] of chamber studies of 
environmental tobacco smoke suggest that isoprene may be used as a gas phase tobacco smoke 
tracer in indoor environments. The amount of isoprene emitted in side-stream smoke is comparable 
to the amount of nicotine produced (Table 1). In addition, samples collected indoors and outdoors 
of a tavern indicate that background concentrations of isoprene may be negligibly small compared 
to the indoor concentration from environmental tobacco smoke [32]. Equally important, the ratio 
of isoprene to RSP, nicotine or particulate mutagenicity from environmental tobacco smoke in 
taverns [32,85] was comparable to that observed in the chamber studies. Additional work needs 
to be done in indoor environments with lower concentrations of environmental tobacco smoke to 
determine if isoprene is a conservative tracer and to establish if other sources, such as vegetation, 
may be significant. 

Questionnaires as a Tool to Assess Exposure to Environmental Tobacco Smoke 

Retrospective evaluation of exposure to environmental tobacco smoke by the use of question- 
naires has been the principal research tool used in epidemiological studies [3,5,12,86,96,155-157]. 
The accuracy of relationships between responses to these questionnaires and the actual past ex- 
posure to environmental tobacco smoke is difficult to evaluate. However, errors in classifying 
smokers versus non- and never-smokers by this approach will generally result in the overestimation 
of health effects associated with environmental tobacco smoke due to misclassification and other 
effects [3,9,109,158-161]. Comparisons of estimated exposure from questionnaire data and from 
measured exposure to nicotine and respirable particles [62,86,139,159], or from measured concen- 
trations of urinary [62,96,109,162] or salivary [109,125] cotinine give only modest correlation 
coefficients, indicating that better measures of long-term exposure are desirable. The actual ex- 
posure to environmental tobacco smoke in any given indoor environment will be a complex func- 
tion of the rate of smoking, proximity to the smoker, room size and ventilation, and other factors 
generally not available in a data set [86]. When these factors are taken into account [86], the 
prediction of exposure from questionnaire data is significantly improved. Misclassification may 
occur in questionnaire results. For example, the relationship between questionnaire measured ex- 
posure to environmental tobacco smoke and measured urinary cotinine in primary school children 
[96] yielded a dose-response relationship (Fig. 7), but the high concentrations observed for the 
"no exposure" group indicates that misclassification is common in the data set [125], making 
quantification of the results difficult. While relationships between responses to questionnaires and 
the actual past exposure (either short- or long-term) is difficult to evaluate, questionnaires will 
continue to be the principal research tool for evaluating long-term exposure, as no other techniques 
are presently available. 

Summary 

Concentrations of nicotine and RSP in indoor environments have been extensively used to assess 
exposure to environmental tobacco smoke in past studies. Determination of these species provides 
an adequate measure of exposure in environments with heavy smoking. However, in environments 
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FIG. 7--Questionnaire and urinary cotinine determined exposure of primary school children to environ- 
mental tobacco smoke. Data are from Ref 96. 

where the exposure is moderate to light, nicotine will tend to underestimate exposure to environ- 
mental tobacco smoke due to the selective loss of this species in indoor environments and RSP 
will overestimate exposure due to confounding sources. The potential magnitude of the exposure 
assessment error is probably about a factor of two to five underestimation for nicotine and a factor 
of about two overestimation for RSP. The use of cotinine as a biomarker for determining exposure 
to environmental tobacco smoke will be limited by the variability in nicotine as a marker of 
exposure. In spite of these shortcomings, these species are currently the best measures of exposure 
with well developed protocols for their use. 

Gas phase 3-ethenylpyridine and isoprene, and particulate phase solanesol may be excellent 
tracers for assessing exposure to environmental tobacco smoke. However, the viability of these 
compounds as tracers for measuring exposure to environmental tobacco smoke has not yet been 
extensively tested. The relationships among these compounds, and between these compounds and 
other constituents of environmental tobacco smoke in indoor environments needs to be estabished. 
If  3-ethenylpyridine and isoprene, or both, are shown to be conservative tracers for both many gas 
phase constituents and for the particulate phase of environmental tobacco smoke, then these com- 
pounds could possibly serve as the basis for a tobacco specific passive monitor or for a biomarker 
for assessing exposure to environmental tobacco smoke. 
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ABSTRACT: Recently, reports by both the U.S. Environmental Protection Agency (EPA) and a 
study committee of the Commission of the European Communities have alluded to diffusion mech- 
anisms that may play a role in Volatile Organic Compound (VOC) interactions with indoor sinks. 
This paper proposes three alternative, diffusion-limited mathematical models to account for this in- 
teraction, using the linear isotherm model as a reference point. Their taxonomy is keyed to the nature 
of the vapor-sink interface. While the linear isotherm model gave an adequate description of data 
when a pillow-sink was challenged with ethylbenzene, a new single-parameter diffusion model gave 
a much improved description of data when the same pillow-sink was challenged with perchloroeth- 
ylene. A hybrid, sorption/desorption, diffusion-limited model was the only plausible model when a 
carpet-sink was challenged with ethylbenzene. Some new computational aids, particularly interval- 
weighted least squares, are introduced in the context of model validation. 

KEY WORDS: mathematical model, weighted least squares, linear isotherm, pillow, carpet, ethyl- 
benzene, perchloroethylene, indoor air 

The existence of indoor, re-emitting sinks for volatile organic compounds (VOC) is now well 
documented by Berglund et al. [1], Nielsen [2], Nielsen [3], and Tichenor et al. [4], among others, 
and an active, small-chamber testing program of this phenomenon is underway [5]. However, the 
mechanisms by which VOC sinks operate are not well understood. 

Recently, both the U.S. Environmental Protection Agency (EPA) [6] and the Commission of the 
European Communities [7] published guidelines for use of small environmental test chambers to 
characterize organic emissions from indoor materials and products. Both reports list three funda- 
mental processes that are thought to control the rate of emissions: (1) surface evaporative mass 
transfer, (2) surface desorption, and (3) diffusion within the material. Models based on the first 
two phenomena have been used with varying success to characterize volatile organic compound 
(VOC) sources [8, 9] and sinks [5]. While a diffusion limitation often has been alluded to in order 
to account for not infrequently observed VOC decay curves that are slower than negative expo- 
nential, mathematical formulations of this concept have been limited to linearized approximations 
of diffusion across the boundary layer [10,11]. Consistent with the need stated by Axley [10] for 
physical models based on diffusion processes in a porous media, we propose here several potential 
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FIG. 1--Mass balance schematic of alternative VOC sink models. 

models that account for diffusion-limited VOC sink effects and present statistical evidence that we 
have used to discriminate among their alternative forms. 

All models presented here are unified models in the sense that they apply to the whole course 
of accumulation and decay. In actual applications of chamber studies to indoor air quality (IAQ), 
we will never be able to predict when we will be in an accumulation or decay phase, so that the 
same model must apply to both. 

Admittedly, the functional forms of some of these models are formidable, often involving com- 
plex roots of a polynomial equation. However, since our aim was to attempt validation of these 
models exactly as postulated, we avoided simplifying approximations. The reader may wish to 
focus on the model assumptions that are given in the following section, rather than being imme- 
diately dismayed by the mathematical complexities of Table 1. 

In what follows, we suppose that clean air is swept through a well-mixed test chamber of volume 
V containing a sink of surface area A at a constant rate of k2 air exchanges per time unit. At time 
t = 0, VOC is introduced into the initially VOC-free test chamber at a constant rate of kl mass 
units per time unit. At  time t = to, this source of VOC is removed and the VOC concentration is 
allowed to decay. The only available measurement is that of chamber, vapor-phase concentration, 
C(t) at any time t > 0. 

The following four, unified models for C(t) were developed: 

(1) linear adsorption isotherm model, 
(2) diffusion-limited model with finite transfer coefficient, 
(3) diffusion-limited model with an infinite transfer coefficient, and 
(4) hybrid, diffusion-limited model with sorption phenomena at the vapor/sink interface. 

The distinctions among these models are best visualized by an examination of a mass balance 
schematic given in Fig. 1 

where 

x(t) 
Y(O 

w(o 
z(t) 

k3 
k4 

U(x, t) 
E 
k 

in terms 
occupies 

= VOC mass introduced into the test chamber by time t, 
= VOC mass swept from the test chamber by time t, 
= VOC mass subject to desorption at time t, 
= VOC mass interior to the sink, subject to diffusion at time t; 
= sorption rate constant for the sink, 
= desorption rate constant for the sink, 
= VOC concentration at distance x interior to the sink at time t, 
= finite transfer coefficient between the vapor phase and the sink, and 
-- diffusion coefficient of the VOC within the sink, 

of internally consistent units. W(t) is associated with the surface of the sink, while Z(t) 
the porous structure. Co, W0, and Z0 denote, respectively, initial values of C(t), W(t), and 
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Z(t) at time t = 0. The function G(t) = kfl~o.,o).(t) will be used throughout to describe an interrupted 
input in terms of an indicator function I. 

Mathematical Models for Sinks 

Linear Isotherm Model  

Suppose that there is no penetration of VOC into the sink so that Z(t) = 0 for t ->_ O. Mass 
balance is described by thin-film sorption properties of the sink as follows 

dX 
- G ( O  (1) 

dt 

d Y  
- k2(X - Y -  W)  = k:VC (2) 

dt 

d W  
- k 3 ( X -  Y -  W ) -  k4W = k 3 V C -  kaW (3) 

at (sorption) (desotption) 

from which chamber vapor phase concentration is defined by 

dw] dC 1 [ dX d Y  G(t) 
- u - 

kaW 
(k2 + k3)C + - -  (4) 

V 

This model has appeared in Dunn and Tichenor [8], and in reparameterized form in Tichenor et 
al. [5], though in neither case as a unified model. Equating Eq 3 to zero yields the steady state, 
linear isotherm, W = KpC, in terms of the partition coefficient [10] Kp = k3V/k4. Solutions C(t) and 
W(t) are given in Table 1. 

Diffusion-Limited Models 

Suppose that the surface of the sink does not provide a physical barrier to VOC penetration, but 
that once a VOC molecule penetrates the surface of the sink, its movement  is controlled by the 1- 
dimensional diffusion equation 

U,(x, 0 = kU=(x, O, x >= O, (5) 

where the orientation of the x axis is taken so that the vapor phase is to the left of the origin at 
x = 0 and the sink is to the right. Flux of VOC/unit  surface area, immediately to the right of the 
interface, is -kUx(+O,  t). If no sorption occurs on the surface of the sink, so that W(t) = 0 for 
t _--> 0, then, in addition to Eq 1, mass balance equations are given by 

d Y  
- k2(X - Y - Z )  = k2VC (6) 

dt 

dZ  
d--t = - k A U x (  +O, t) (7) 
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and chamber vapor phase concentration is defined by 

dC G(t) kA 
dt - ~ -  k2C + --r U~(+ O, t) (8) 

An initial model, which we termed the K & E diffusion model, resulted from imposing initial and 
boundary conditions 

#1 

#2 

U(x, 0) = 0 for x => 0 (the sink is empty initially) (9) 

lim U(x, t) = 0 for all t (the sink is nonsaturable) (10) 
x--+~ 

flux is driven by concentration t 
#3 kUx(+O, t) = E[U(+0,  t) - C(t)] \ difference at the interface ] (11) 

However, in attempts to fit this model to actual data, E was estimated to be very large, for example, 
of order 1.0 • 1022 m/100 h. Therefore, we supposed that the transfer coefficient must dominate 
the flux rate and arrived at an alternative to boundary condition #3, namely. 

kUx( +-O, t) 
#3 lim - 0 ~ U(+0, t) = C(t). (12) 

E--+~ E 

This seems reasonable as it corresponds to no discontinuity in VOC concentration at the interface. 
The result is termed a K-diffusion model. Solutions for C(t), Z(t), and U(x, t) are given in Table 
1 in terms of the complementary error function 

2 / r2 
erfc(x) = - ~  Jx e dr (13) 

Hybrid Diffusion Model  

Suppose that the only pathway by which VOC may enter or leave a diffusion-limited sink is 
through sorbed material on the surface of the sink. Then, in addition to Eq 1, the following mass 
balance equations result 

d Y  
- k2(X - Y - W - Z) = k2VC (14) 

dt 

dW 
- k3(X - Y - W - Z) + AkU~(+O, t) - k4W = k3VC + AkUx(+O, t) - k4W (15) 

dt (~ow~o.) (diffusion) (desorption) 

where 

Z(t) = A fo U(x, t)dx (16) 
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70 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

TABLE 2--Summary of VOC sink data sets supplied by USEPA/AEERL, 

Test 
Data Set VOC A, m 2 V, m 3 k~, ixg/h k2, h -1 n ~ Duration, h 

Pillow-1 Ethylbenzene 0.266 0.0456 388.6 0.992 70 366.98 
Pillow-2 Ethylbenzene 0.266 0.0456 330.6 0.955 70 366.97 
Pillow-7 Perchloroethylene 0.266 0.0456 1196 0.923 115 t67.75 
Pillow-8 Perchloroethylene 0.266 0.0456 1208 0.925 105 165.75 
Carpet-1 Ethylbenzene 0.14 0.053 432.6 0.949 80 408.08 
Carpet-2 Ethylbenzene 0.14 0.0509 396.9 0.951 78 408.07 

~Number of separate determinations in data set. 

defines the mass in the interior of the sink at time t, and U(x, 0 is defined by the 1-dimensional 
diffusion (Eq 5). Equating Eq 15 to zero and solving for W defines the corresponding adsorption 
isotherm. From 

dC 1 d ( X -  Y -  W -  Z) 

dt - V dt 

dC G(t) 
dt V 

kA k4 Afo~ (~  + k~)c(t) - ~ u~(+o, t) + -~ w(t) - -~ U,(x, Odx (17) 

Initial condition #1 and boundary condition #2 were taken as in Eqs 9 and 10. With flux across 
the interface now proportional to the difference between inner and outer sink concentrations, bound- 
ary condition #3 became 

kUx(+O, t) = E[U(+0,  t) - W/A] (18) 

so that lim 
E-~ E 

kUx( +O, 0 
- 0 suggested a second boundary condition, namely 

#3 U( +O, t) = W/A (19) 

Table 1 gives solutions C(t), W(t), Z(t), and U(x, t) in terms of  the complementa_ry error function, 
usually with complex argument. 

M e t h o d s  o f  M o d e l  V a l i d a t i o n  

Six data sets, supplied by the Indoor Air Test Laboratory, Environmental Protection Agency/ 
Air and Energy Engineering Research Laboratory (USEPA/AEERL) were used for model valida- 
tion. Experimental details were described in Ref  5, and analyses based on the linear isotherm 
model were given there. The basic setup was 0.055 m 3 continuous flow test chambers with internal 
mixing fans. Critical details of individual tests are given in Table 2. The pillow material was 
described as "50% polyester-50% cotton fabric covering a polyester fiber fill," while the carpet 
material was described as "nylon fiber pile bound with styrenebutadiene latex to a jute backing." 
In all cases, input of VOC was terminated at to = 48 h. Inspection of Table 2 will show that each 
successive pair of tests (Pillow-1 and Pillow-2, Pillow-7 and Pillow-8, Carpet-1 and Carpet-2) 
essentially were replications of each other. 

All models were fitted to all data sets using least squares, as implemented by SAS procedure 
NLIN [12]. Necessarily, we were forced to write our own complex arithmetic routines in order to 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
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FIG. 2--Fidelity of the Langmuir model to the PilIow-I data. (a) Least squares fit of  concentration in linear 
scale, and (b) least squares fit replotted in loglo scale of concentration. 
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72 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

do so. The logical alternative, Fortran-based IMSL, was no more amenable in that the Fortran 
complementary error function does not accept a complex argument. 

Figure 2(a) shows the fit of the linear isotherm model to the Pillow-1 data set. The solid curve 
represents the fitted model, while plus (+)  represents an experimental determination. Concentration 
is expressed as txg/m 3. The horizontal line at 8591 ixg/m 3 represents ultimate concentration given 
by k~/ (k2V) ,  had the VOC source not been terminated. The fit looks quite good until replotted in 
Figure 1 (b) in terms of log-concentration. 

The problem is two-fold. First, Figure 2(a) represents a "point-weighted" (PW) fit in the sense 
that each data point has been given equal weight in determining the shape of the fitted curve. But 
since by choice, the technician sampled more frequently during the early stage of the experiment 
when chamber concentration was changing rapidly (consistent with good laboratory practice), this 
unequally weighted the influence of the passage of time on the fit. The solution, we felt, was to 
concentrate on the fact that each experiment produced one continuous response over time. That 
the technician took n determinations of chamber concentration at discrete times, t~ . . . . .  t,, does 
not alter the conclusion. In order to compensate for the lack of continuous observation, we intro- 
duced an "interval weight" for each data point 

W i "~-- ( t  i - -  t i - - 1 ) [ 2  + ( t i +  1 - -  t i ) [ 2  , i ~-- 1 . . . . .  n - 1 

w ,  = ( t ,  - t , - O I 2  (20) 

which reflects the amount of the experimental time axis represented by that data point, and per- 
formed all subsequent model fits using "interval-weighted" (IW) least squares. 

The second problem stems from an increase in experimental error that is associated with in- 
creasing VOC concentration. This is evident in Figure 2(a), where more scatter of data appears 
about the trend line above 8000 txg/m 3 than at lower levels of the response. To compensate, we 
utilized the "transform both sides" (TBS) approach which has been explored extensively by Car- 
roll and Ruppert [13] .  Based on their method, let ci and C ( G  0) represent, respectively, observed 
and theoretical VOC chamber concentrations at time t~, and let k -->_ 0 denote a parameter to be 
estimated in addition to (possibly vector-valued) 0. To do so, we applied IW least squares to the 
model 

c,  ~ = C ( G  0) ~ + e~, i =  1 . . . .  n, (21) 

where el represents experimental error in the ith determination. 

A practical implication of this model is that 

variance[ci] x C(ti;  O) m ~ (22) 

that is, the experimental error increases at a rate proportional to the 1 - k power of the expected 
concentration. A value k = 0 corresponds to a logarithmic transformation and implies a constant 
coefficient of variation. 

Following Ref 13, we used IW least squares and TBS to fit all models in Table 1 to all data 
sets in Table 2 for equally spaced increments of k over a range 0 =< k = 0.8. By this approach, 
choice of h reduced to maximizing the following, conditional log-likelihood function of k, under 
the assumption that the experimental errors in Eq 21 are independent and normal with mean zero 
and variance 0 -2 

Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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FIG. 3--Log-likelihood plots to determine the optimal TBS power transformation when fitting the K-diffusion 
model to all data sets; P = pillow. C = carpet. 

L{XI0} = ~ w,[(k - 1)In(c3 - 0.5 In{SSEfh)}] 
i= I 

(23) 

where SSE(h) = E,.%, wi[c~ - C{t~; 0(X)}] 2 and t~(h) denotes estimates of the model parameters 
conditional on h. Figure 3 is representative of the results obtained. In this case, the K-diffusion 
model was fitted to each of the data sets in Table 2 using h = 0, that is, TBS using a logarithmic 

transformation. Figure 3 shows a plot of L{hlO (h = 0)} for each of the six data sets. With the 
exception of the Pillow-2 data set (P-2), maximum L occurred in the region of 0 _--< X =< 0.05. We 
considered this, and similar plots, which resulted by fitting the other models, to be sufficient 
evidence to base all comparisons of model validity in the following section on TBS using a 
logarithmic transformation (~, = 0). We did not feel justified in individual " tuning"  of X for each 
data set. If h reflects the magnitude of experimental error, as suggested by Eq 22, then it should 
be relatively constant under conditions of constant test apparatus and quality of laboratory 
technique. 

Results  

Pillow Material  Challenged with Ethylbenzene 

Chamber conditions underlying the Pillow-1 and 2 data sets were the least well replicated, 
varying from 41 to 33% relative humidity, 22.7 to 23.1~ and k~ = 389 to 331 Ixg/h, respectively. 
Nevertheless, results presented in Table 3 were reproducible between replications for each of the 
models, with the exception of k in the hybrid model. 

MSE is an estimator of ~r ~ in the context of Eq 21, and is a measure of lack-of-fit. D.f. in Table 
3 refers to the degrees of freedom associated with MSE. Based on this criterion, both the linear 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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TABLE 3--Results Units: k = m2/lO0 h, k3 and k4 = (100 h) -l. 

U n i t s :  k = m 2 / 1 0 0  h ,  k 3 and  k 4 = ( 1 0 0  h )  -1, 

P i l l o w - I  

L i n e a r  I s o t h e r m  M o d e l  

k 3 = 2 .363,  s .c .  = 0 .0859 

k 4 = 0 .9284,  s.e.  = 0 .0314  

MSE = 9 .23E~t  (68 d . f . )  

K - d i f f u s i o n  M o d e l  

k = 0 .1930 ,  s .c .  = 0 .0159 
MSE = 1.99E-3 (69 d . f . )  

Hybrid D i f f u s i o n  M o d e l  

k s = 3 .442,  s.c.  = 0 .213 

k 4 = 1.748,  s.e.  = 0 .277 

k = 0 .980,  s.e.  = 0 .559 
M S E  = 7 . 4 1 E - t  (67 d . f . )  

P i l l o w - 7  

L i n e a r  I s o t h e r m  M o d e l  

k 3 = 3.596,  s .e .  = 0.141 

k 4 = 2 .180,  s .c .  = 0.0888 

M S E  = 3 .13E  J ,  (103 d . f . )  

K - d i f f u s i o n  M o d e l  

k = 0.2190,  s.e.  = 0.00667 
MSE = 1 . 0 4 E ~  (104 d . f . )  

H y b r i d  D i f f u s i o n  M o d e l  

P i l l ow-2  

2 .408,  s.c.  = 0 .0726 

0 .9084,  s .c .  = 0 .0311 

6 .45E-4  (65 d . f . )  

0 .2114,  s.c.  = 0 .0190 

2 .16E-3 (66 d . f . )  

3 .811,  s .c .  = 0 .196 

1.990, s.e.  = 0 .352  

2 .485,  s.c.  = 1.293 
3 .09E~t  (64 d . f . )  

P i l l ow-8  

4 .155,  s .c .  = 0 .203 

2 .152,  s.�9 = 0 .112  

4 . 8 7 E 4  (103 d . f . )  

0.2989,  s.e.  = 0 .0103 
1.24E~I (104 d . f . )  

k 3 = 15.17, s .c.  = 4.25 59.17,  s .c.  = 22 .2  

k 4 = 45.36,  s .e.  = 19.7 304.0,  s .c .  = 161.7 

k = 109.6, s .c.  = 69.1 417.6,  s .c.  = 143.7 

MSE = 4 .35E-5 (101 d . f . )  1.24E~I (102 d . f . )  

Carpe t -1  C a r p e t - 2  

L i n e a r  I s o t h e r m  M o d e l  

k 3 = 3 .331,  s.e.  = 0 .289 3 .770,  s.e.  = 0.942 

k 4 = 1.405, s .e .  = 0 .0552 1.453,  s.e.  = 0 .0547 

MSE = 3 .85E-3 (77 d . f . )  3 .75E-3 (76 d . f . )  

K - d i f f u s i o n  M o d e l  

k = 0 .6243,  s .c .  = 0 .0647 0 .6576,  s .c .  = 0 .0792  
MSE = 3 .59E-3 (78 d . f . )  4 .72E-3 (77 d . f . )  

H y b r i d  D i f f u s i o n  M o d e l  

k 3 = 9.466,  s.e. = 0 .00054 13.09, s .e.  = 0.311 

k 4 ~ 4 .831,  s.e. = 0 .152 5.766,  s.c.  = 0.0685 

k = 0 .3120 ,  s.c.  = 0 .0385 0 .3427,  s.e.  = 0 .0326 

M S E  = 3 . 8 9 E 4  (76 d . f . )  3 . 3 6 E 4  (75 d . f . )  

isotherm and the hybrid models gave superior fits compared to that of the K-diffusion model. 
Figures 4(a) to 4(c) demonstrate model adequacy in the logarithmic scale in which fitting occurred. 
Both linear isotherm and hybrid models cope very well with the sharp elbow that appeared late in 
the decay curve. By contrast, the K-diffusion model anticipated a longer period of VOC emissions 
and overestimated this part of the decay curve. Figures 4(d) to 4(f) show the same fitted models 
plotted in the original units of concentration. Clearly, fidelity to the decay phase on the part of 
both the linear isotherm and hybrid models left something to be desired during the accumulation 
phase. (Recall that both IW and fitting in the log scale tend to discount the early, large values.) 
Nevertheless, choice is between the linear isotherm and hybrid models. We prefer the former, since 
the large relative standard errors of k estimates for the hybrid model (57 and 52%, respectively) 
suggest that this may be a superficial parameter. Certainly, iterative convergence when fitting the 
hybrid model was slow to attain, and this often is indicative of an over-parameterized model. 
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FIG. 4--1W least squares model fits to pillow/ethylbenzene test chamber data (Pillow-I) in loglo scale of 
concentration, Figs. (a) through (c), and replotted in linear scale of concentration, Figs. (d) through (f). 
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Therefore, we concluded that the sink effect of pillow material for ethylbenzene was dominated 
by thin-film, sorption phenomena, with insufficient evidence to identify a diffusion phenomenon 
as well. 

Pillow Material Challenged with Perchloroethylene 

Chamber conditions were well replicated in this case, being identically 45% relative humidity 
and 23.0~ with kl = 1196 and 1208 Ixg/h, respectively. Figures 5(a) to 5(f) clearly demonstrate 
superior fits by the K-diffusion and hybrid models over that of the linear isotherm model. This is 
reinforced by a comparison of MSEs in Table 3. Here, the sharp elbow in the linear isotherm 
model decay curve works to its disadvantage. A choice of the K-diffusion model over the hybrid 
model is dictated by: (1) almost identical fits shown in the figures, (2) little reduction in MSE by 
adding sorption parameters, k3 and k4, in the presence of a diffusion term, (3) large relative standard 
errors for parameter estimates in the hybrid model, and (4) lack of reproducibility between repli- 
cates when fitting the hybrid model. Both (3) and (4) are indicative of an over-parameterized model. 
Since a sorption phenomenon seems to be ruled out by Fig. 5(a), we concluded that the sink effect 
of pillow material for perchloroethylene was dominated by a diffusion phenomenon with little 
evidence of a sorption/desorption effect. 

Carpet Material Challenged with Ethylbenzene 

Chamber conditions for the two replications were identically 43% relative humidity, 22.8 and 
23.2~ and k~ = 433 and 397 Ixg/h, respectively. A comparison of Fig. 6(c) to Figs. 6(a) and 6(b) 
clearly demonstrates the superiority of the hybrid model over the linear isotherm and K-diffusion 
models during the decay phase. A comparison of MSEs in Table 3 also dictates a preference for 
the hybrid model. Relative standard errors of parameter estimates for the hybrid model were ac- 
ceptably small, the estimates were reproducible between replicates, and iterative convergence was 
easily obtained for both data sets. In spite of poor fidelity to the data during the accumulation 
phase, as shown in Fig. 6(f), we concluded that the hybrid model had merit and that both diffusion 
and sorption/desorption phenomena were at play in the sink effect of carpet material in the presence 
of ethylbenzene. This is no surprise since the carpet material represents a complex mixture of 
natural and synthetic fibers and adhesive. 

Discussion and Summary 

The strongest case for the porous media, diffusion hypothesis was given by the excellent fit of 
the K-diffusion model to both pillow/perchloroethylene data sets. Even with only one adjustable 
parameter, k, the model fitted both the accumulation and decay phases very well even though data 
points during accumulation were heavily discounted by our fitting method. By contrast, the hybrid 
model fitted the decay phase of both carpet/ethylbenzene data sets very well, but its fidelity to the 
accumulation phase was less satisfactory. This places doubt on whether it truely is a unified model 
for this particular VOC/sink combination, since one would expect that a correct model fitted to 
one segment of the data should be able to predict any other segment of the data. 

The apparent change in sink mechanism of pillow material that occurred when ethylbenzene 
was replaced by perchloroethylene is both interesting and puzzling. We believe the change over 
occurred, since it was reproducible, but its chemical basis escapes us. 

Several worrisome details remain. The boundary condition of Eq 10 always has been suspect 
since it implies an infinitely deep sink. This is a standard heat equation assumption, but if it is to 
be replaced, with what? What does "depth" mean in terms of a pillow? Figure 7, based on 
parameters estimated from the excellent fit of the K-diffusion model to the Pillow-8 data set, is a 
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data set. 

plot of VOC concentration as a function of distance of penetration into the sink and elapsed time. 
Can perchloroethylene molecules penetrate more than a meter into a pillow whose apparent thick- 
ness is only a few cm? This distance is suggestive of a diffusion pathway. 

The diffusion-limited models presented here were developed because our interest was piqued by 
recalcitrant data sets resulting from pillow and carpet sorption studies and because of largely 
unsubstantiated speculation relating VOC emissions to porous diffusion. Because our confirmatory 
data was generated under dynamic test conditions, we largely focused on dynamic properties of 
the models. Steady-state properties, so familiar in adsorption science, were not useful in discrim- 
inating among the models. For example, l i m ~ ) _ ~ C ( t )  = kl/(k2V) and lim~,o~_~ C(t) = 0 for all 
three models characterized in Table 1. Admittedly, these models are not complete. So as to focus 
on dynamics, we defined models in terms of somewhat generic constants, then let data dictate the 
optimal choice of these constants, conditional on the dynamics of the model being correct. It is 
not implied that ka, k4, k, and E are global constants. They are assumed to be only locally constant 
within the course of an environmentally controlled experiment, and otherwise are dependent on 
temperature, chemical properties of the VOC, physical properties of the sink, and so forth. Clearly, 
the physical basis for these constants must be determined before the models have general appli- 
cation, say, in the building trades. Most recently, Guo and Tichenor [11] have illustrated an ap- 
proach to VOC wet source modeling that combines both physical and chemical properties of the 
VOC with an experimental approach. 
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ABSTRACT: Among the potential fates of indoor air pollutants are a variety of physical and chem- 
ical interactions with indoor surfaces. In deterministic mathematical models of indoor air quality, 
these interactions are usually represented as a first-order loss process, with the loss rate coefficient 
given as the product of the surface-to-volume ratio of the room times a deposition velocity. In this 
paper, the validity of this representation of surface-loss mechanisms is critically evaluated. From a 
theoretical perspective, the idea of a deposition velocity is consistent with the following representation 
of an indoor air environment. Pollutants are well-mixed throughout a core region which is separated 
from room surfaces by boundary layers. Pollutants migrate through the boundary layers by a com- 
bination of diffusion (random motion resulting from collisions with surrounding gas molecules), 
advection (transport by net motion of the fluid), and, in some cases, other transport mechanisms. The 
rate of pollutant loss to a surface is governed by a combination of the rate of transport through the 
boundary layer and the rate of reaction at the surface. The deposition velocity expresses the pollutant 
flux density (mass or moles deposited per area per time) to the surface divided by the pollutant 
concentration in the core region. This concept has substantial value to the extent that the flux density 
is proportional to core concentration. Empirically, the problem of human exposure to ozone in com- 
mercial buildings has been successfully modeled by using the deposition velocity to parameterize 
ozone removal onto indoor surfaces. The concept has also been applied in investigations of the indoor 
dynamics of other pollutant species. However, despite the successful application of this concept, 
caution is advised in using deposition velocity to characterize pollutant-surface interactions. Limi- 
tations that are explored in this paper include these: the presumption of uniform mixing throughout 
the core region may fail; deposition may vary strongly with position in an enclosure; certain classes 
of surface-pollutant reactions may not be represented adequately as a first-order loss process; trans- 
formation processes within the boundary layer may need to be considered in theoretical investigations; 
and transport rates through boundary layers may depend strongly on near-surface air flow conditions. 
Published results from experimental and modeling studies of fine particles, radon decay products, 
ozone, and nitrogen oxides are used as illustrations of both the strengths and weaknesses of deposition 
velocity as a parameter to indicate the rate of indoor air pollutant loss on surfaces. 

KEY WORDS: indoor air quality, modeling, deposition, ozone, radon decay products, nitrogen 
oxides, particles 

The interaction o f  air pollutants with interior surfaces strongly influences the indoor  concentra-  
tions and fates o f  many species. Pollutant interactions with indoor surfaces may  be v iewed f rom 
two contrasting perspectives.  In the context  o f  human health concerns,  such interactions are fre- 
quently beneficial. Pollutants that deposi t  or react on indoor surfaces are no longer available to be 
inhaled. On the other hand, material damage  to objects  kept in buildings is also a significant 
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concern. In this context, pollutant-surface interactions are generally detrimental, constituting an 
important factor in the degradation of items such as works of art and electronic equipment. 

Accurate deterministic modeling of the concentrations and fates of indoor pollutants requires 
quantitative knowledge about the rates and outcomes of pollutant interactions at indoor surfaces. 
To date, most indoor air quality models have parameterized pollutant-surface interactions as a first- 
order loss mechanism. The loss rate is commonly evaluated as the product of two terms: the 
surface-to-volume ratio of the indoor space and the deposition velocity. 

The central objective of this paper is to review and critique the utility of this approach. The 
core of the paper consists of three sections. In "Background" we provide a general overview of 
the deposition velocity concept: how it is defined, what factors govern its value, and how it is 
determined. We also discuss in this section the nature of near-surface air flows and pollutant- 
surface interactions. Under "Illustrations" we evaluate information on pollutant-surface interac- 
tions for four classes of pollutants: fine particles, radon decay products, ozone and nitrogen oxides. 
The third major section of the paper is entitled "Limitations." In this section, we explore transport 
and transformation issues that restrict the utility of the deposition velocity for representing pollut- 
ant-surface interactions. 

In addition to its use in modeling indoor air, the deposition velocity concept is well established 
in the literature addressing outdoor air pollution problems. The interested reader is referred to the 
review article by Davidson and Wu [I] and the conference proceedings edited by Pruppacher et 
al. [2] for summaries of this topic. 

Background 

Definition of  Deposition Velocity 

The deposition velocity, Vd, is defined as the net flux density, F, of a species to a surface divided 
by the concentration, C, of that species in the air: 

F 
vd - (1) 

C 

The normalizing airborne concentration is to be determined at a position that is sufficiently far 
from the surface so that the concentration does not vary (strongly) with position. 

If the flux density is measured in units of pollutant mass per area per time, and the concentration 
is measured in units of pollutant mass per volume, then the ratio has units of length per time. The 
"deposition velocity" then represents an effective velocity. For a pollutant that has an average 
deposition velocity Vd, onto a surface of area S, the rate of pollutant mass loss by deposition would 
be S x F = S X Vd X C. This loss rate is equivalent to the rate of mass removal by ventilation 
at an air flow rate of S x va. 

The attentive or experienced reader may recognize immediately two significant concerns about 
the concept of deposition velocity. The first pertains to the normalizing concentration. We have 
been somewhat (and necessarily) vague about where the concentration, C, should be determined. 
If the core of a room is not well mixed, then the deposition velocity may be strongly dependent 
on the position at which C is determined. A second concern relates to the surface area, S. For 
smooth surfaces such as linoleum flooring and window panes, the meaning of S is unambiguous. 
But problems may arise in specifying S for surfaces that are not smooth, such as carpets. These 
and other concerns about the deposition velocity will be discussed in subsequent sections of the 
paper. 
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Factors That Govern the Deposition Velocity 

To set the context for subsequent discussion, it is helpful to think of pollutant interactions with 
surfaces on a molecular level. The series of events necessary for the interaction to occur may be 
divided into two groups: transport and transformation. Interaction of a species with a surface can 
only occur if a species constituent (a molecule for gases, an individual particle for aerosols) collides 
with the surface. Transport to the vicinity of the surface may occur by a variety of mechanisms 
including advection, diffusion, and, in the case of particles, gravitational settling, thermophoresis, 
electrostatic drift, etc. Once a species constituent strikes a surface, it may or may not interact and 
be lost from the air, depending on the nature and strength of the chemical and/or physical inter- 
actions that occur between the constituent and the surface. 

In general, then, we may think of the deposition velocity as being governed by a combination 
of the rate of transport to a surface and the probability of transformation following collision with 
the surface. The processes operate in a sequential fashion, so that, if the processes proceed at 
different characteristic rates, the total loss rate is governed by the slower phenomenon. For some 
species, such as particles and highly reactive gases, transformation is a relatively probable con- 
sequence of collision, so that the deposition velocity is significantly influenced by the rate of 
transport to surfaces. For other species, the transformation probability may vary strongly with the 
nature of the surface material or surface conditions (for example, the amount of sorbed water), 
and this variability may control the. local deposition velocity. 

In sum, then, the deposition velocity is expected to be a function of the factors that govern 
transport and transformation. For a given species, transport will be governed by factors such as 
the indoor air flow conditions, particularly near surfaces, and details of the surfaces, including 
shape and orientation. The transformation probability for a given species will depend on surface 
composition, possibly modified by previously deposited species. 

Conceptual Value of  Deposition Velocity 

If the deposition velocity for a particular species in a given indoor environment is known, then 
the rate of species loss from indoor air by surface interaction may be calculated. In many cases, 
surface loss is a significant removal mechanism. An accurate quantitative estimate of this rate of 
loss is essential for understanding the relationship between indoor concentrations and other gov- 
erning variables. 

Consider the case of first-order irreversible removal of a species by surface interaction. The 
relationship between the deposition velocity and the rate of change of indoor concentration due to 
surface loss may be represented by 

,,aa~-~o,, -- -V Vd(S) ds = - C  -~ v~ (2) 

where V is the volume of the room, va(s) is the deposition velocity of the species onto the surface 
at position s, and ds is the area of a differential surface element. The integration is to be carried 
out over all room surfaces, the total area of which is S. The second "equal" sign in Eq 2 may be 
considered to define the area-weighted mean deposition velocity, ~ .  

If a species is irreversibly deposited or sorbed onto a surface, then the local rate of surface 
accumulation may also be computed from the deposition velocity: 

dM(s) 
- C Vd(S) (3) 

dt 

where M(s) represents the mass of the species accumulated on a surface at position s per unit area. 
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Illustrative Applications 

Human Exposure to Ozone--Indoor ozone concentrations can be a significant fraction of outdoor 
concentrations [3, and references therein]. Because of the large amount of time spent indoors, 
indoor ozone exposures (concentration X time) can be substantial and are sometimes greater than 
outdoor exposures, even though indoor concentrations are normally less than those outdoors. The 
contribution of indoor to total exposures is especially important when one considers possible 
chronic health effects resulting from long-term ozone exposure [4 ]. 

The ozone encountered in most indoor environments has infiltrated from outdoors [5]. In some 
cases, it is generated indoors by sources such as electrostatic air cleaners and photocopy machines 
[6]. In the absence of indoor emission sources, its concentration can be estimated from the outdoor 
ozone concentration, the air-exchange rate, and the rate of removal on indoor surfaces. The last 
factor depends directly on the deposition velocity. Knowledge of the deposition velocity allows 
one to estimate indoor ozone levels from outdoor values and readily available building parameters. 

Accumulation of Particles on Cultural Artifacts and Electronic Equipment--Airborne particles 
can deposit on cultural artifacts causing soiling and material damage [7,8]. Airborne particles, 
especially fine-mode particles, can also deposit on sophisticated electronic equipment, resulting in 
equipment failures [9]. If  the deposition velocities of particles in different size ranges are known, 
one can calculate the rate at which particles accumulate on surfaces. Such information has been 
used to develop predictions of the benefits and costs derived from improving air quality in tele- 
phone switching offices [10]. In a similar vein, the information can be used in choosing filtration 
systems, in estimating " t ime to failure," and in evaluating potential risks to cultural artifacts and 
electronic equipment under different heating, ventilating, and air-conditioning (HVAC) scenarios. 

Nature of  Near-Surface Air Flow and Its Role in Pollutant Deposition 

Near-surface air flow in rooms is controlled by a combination of natural convection, induced 
by heat transfer at surfaces, and forced convection, induced, for example, by the operation of 
mechanical ventilation systems. In cases when the indoor air is not being circulated with furnace- 
fans (for residences) or HVAC systems (for commercial buildings), natural convection may be the 
dominant mechanism inducing air motion. Many other factors may also influence indoor air flow: 
infiltration of wind through cracks, mechanical air exhaust (for example, clothes dryers, bathroom 
fans), the stack effect, thermal plumes from hot surfaces (for example, office equipment, residential 
ovens), and mixing fans. The general characteristics of natural convection motion of fluid in en- 
closures has been mathematically analyzed by Gill [11] and Quon [12] and confirmed by several 
experimental and numerical investigations [13]. 

In the steady state, air flow can be visualized in terms of the flow paths (called stream lines) of 
parcels of air as they move through space. In laminar flow, the air parcels follow these paths 
exactly. In turbulent flow, the stream lines represent the paths taken by air parcels after averaging 
over the turbulent fluctuations. Owing to the definition of stream lines, air parcels cannot cross 
them. For two-dimensional flows, adjacent stream lines represent boundaries within which a given 
mass of fluid flows, without crossing the stream lines on either side. As a result, when two adjacent 
stream lines separate from each other, the fluid flow in between them must slow down (to keep 
the fluid mass flux constant). As the stream lines get closer together, the fluid flow between them 
must accelerate to keep the mass flux constant. 

The flow of a viscous fluid, such as air in a room, can be analyzed with the following approx- 
imation: The air is assumed to behave as a viscous fluid only within thin layers (typical thickness 
of about 1 to 2 cm for room air motion) which line the solid surfaces in the room. The air away 
from these thin layers behaves as if  it were an ideal (that is, nonviscous) fluid. This approximation 
is known as the boundary layer approximation, and has been applied with great success to a large 
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variety of viscous fluid flow problems. The thin layer of fluid lining the solid surfaces is called 
the boundary layer. The thickness of this momentum boundary layer corresponds to the distance 
from a surface at which the air velocity approaches its free stream value. The thickness depends 
on the momentum diffusivity of the fluid, as given by its kinematic viscosity--0.15 cm 2 s -1 for 
air. 

The boundary layer concept can also be used to describe the near-surface variation of temperature 
and contaminant-species concentrations. The thermal boundary layer thickness depends on the 
thermal diffusivity of the fluid--0.2 cm 2 s -~ for air. Since the thermal diffusivity for air has the 
same magnitude as the momentum diffusivity, the momentum and thermal boundary layers have 
about the same thickness. 

For contaminants in air, different species diffusivities give rise to concentration boundary layers 
of different thicknesses. Gaseous species with molecular weights close to that of air have diffu- 
sivities comparable to the thermal diffusivity of air, and for these species the concentration bound- 
ary layers will have a thickness similar to those of the momentum and temperature boundary layers. 
In this case, mass transfer across the concentration boundary layer can be approximately analyzed 
from studies of heat transfer in corresponding circumstances [14,15]. 4 

In contrast to low molecular weight gases, particles have small diffusion coefficients. Conse- 
quently, the particle concentration boundary layers are much thinner than the momentum boundary 
layers. 5 One result of this point is that surface roughness may be large enough to strongly influence 
particle transport across the boundary layer while having little effect on momentum or heat transfer. 
Another complication towards understanding particle transport to indoor surfaces is that processes 
other than diffusion and advection--such as thermophoresis, gravitational settling, inertial drift, 
and electrostatic migration--are frequently important. 

Within the boundary layers, there is little air motion in the direction perpendicular to the solid 
surface. Consequently, almost all transport across a boundary layer must occur by mechanisms 
other than advection (for example, diffusion, electrostatic drift, thermophoresis, gravitational set- 
tling). The effective rate of diffusive transport to a surface is approximately given by the diffusion 
coefficient divided by the boundary layer thickness. In a thicker boundary layer, the transport rate 
relative to the concentration outside the boundary layer is reduced. 

The thicknesses of the boundary layers are influenced by the intensity and nature of near surface 
air flow. The boundary layers are thinner when the fluid outside them is fast moving, and thicker 
when the fluid moves slowly. In the idealized case of natural convection flow along an isolated 
isothermal vertical surface, the momentum boundary layer thickness varies in proportion to (x/ 

IAT1) TM where x is the distance along the surface in the direction of flow and IAT1 is the absolute 
value of the temperature difference between the surface and the air. For forced laminar flow parallel 
to a flat plate, the momentum boundary layer thickness scales as (x/U=) ~/2 where U~ is the free 
stream air velocity. 

When the transport of species across the boundary layer is diffusion controlled, it can be visu- 
alized by studying the isopleths of species concentrations, especially near the surfaces. Diffusion 
is driven by concentration gradients; a large gradient of concentration implies relatively rapid 
diffusive transport down the gradient. A high density of concentration isopleths near a surface then 
implies a large change in species concentration over a small distance, and hence large concentration 
gradient and deposition flux. Conversely, a large spacing of concentration isopleths near a surface 
implies small concentration gradients and small deposition rates. 

4Note, however, that natural convection heat transfer results must be applied with caution: In typical indoor 
environments, temperature gradients are large enough to induce flow whereas concentration gradients are not. 

SNote an important distinction: for a given species a thinner boundary layer implies a larger rate of transport 
to a surface; however, for a comparison between species under given flow conditions, the species having the 
slower rate of diffusive transport will tend to have a thinner boundary layer. 
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Nature of Surface Reactions 

Under conditions encountered in most indoor environments, when submicron particles or unat- 
tached radon decay products come in contact with a surface, they adhere. To a first approximation, 
adhesion is complete and irreversible. Particles are bound primarily by van der Waals forces, 
although gravity and electrostatic interactions may also contribute. The smaller a particle, the more 
important are the van der Waals interactions. 

When gas-phase molecules encounter a surface, a fraction of the collisions may be ineffective 
(that is, some molecules may make contact with a surface and reenter the boundary layer unchan- 
ged). There are other ensuing possibilities: reversible sorption, irreversible sorption, and sorption 
followed by chemical transformation. Chemical transformations include decomposition reactions, 
acid-base reactions, and oxidation-reduction (redox) reactions. The progress of a heterogeneous 
gas reaction depends on the nature of both the adsorbate and the adsorbent, and such reactions are 
frequently catalyzed by the adsorbing surface (heterogeneous or contact catalysis) [16]. In catalyzed 
processes, the chemisorbed gas sometimes assumes the role of a reaction intermediate, with the 
result of enhancing the overall rate of the reaction. If the catalyzed reaction is bimolecular, it may 
be faster simply because the concentrations of the reactive species are higher on the surface than 
in the gas phase [17]. 

When a gas decomposes on a surface, the reaction rate is normally proportional to 0, the fraction 
of the surface covered by the adsorbate. In such a heterogeneous reaction, three simple cases can 
arise [16]: if only a small amount of the surface is covered, 0 = bP (where b is the adsorption 
coefficient and P is the partial pressure of the adsorbate gas), and the gas's rate of heterogeneous 
decomposition will be first order; at moderate surface coverages, 0 = bP ~', where 0 < n < 1, and 
the decomposition rate will be a fractional order; if the surface coverage is almost complete, 0 ~ 
1 and the gas's decomposition proceeds at a zero-order (that is, concentration independent) rate. 
Most gas phase pollutants encountered indoors are present at low concentrations (10 -~~ to 10 7 
atm). At such low partial pressures, the resultant surface coverage would be small and decompo- 
sition reactions are therefore expected to proceed at a first-order rate. 

Redox reactions tend to have large activation energies and consequently proceed at relatively 
slow rates. Contact catalysis can certainly increase the rate at which such reactions occur, but acid/ 
base reactions tend to be faster still (and hence their rates are normally transport controlled). A 
dramatic example of the potential importance of acid/base surface processes comes from an early 
study by Wilson [18]. In a test room (volume: 47 m3; surface area: 124 m2), the deposition velocity 
of SO2 was measured to be 1 • 10 2 cm s ~ under normal conditions. When the walls and floor 
were then painted with a "strong solution of sodium carbonate," the deposition velocity increased 
by about a factor of seven. The carbonate ion is an effective base, substantially increasing the 
capacity of the surface to absorb the acidic SO> 

Indoor surfaces are commonly basic (gypsum, concrete, nylon, etc.) Consequently, acid/base 
reactions tend to be significant for acidic gases (for example, SOz, HNO3, HCI, HONO). For basic 
gases, such as NH3, important acidic surfaces encountered indoors are typically those associated 
with wood and paper products. 

The presence of moisture can influence interactions with surfaces; the influence can range from 
reaction at the surface of a moisture film to reaction within an aqueous layer. As the relative 
humidity of a room increases, moisture films develop on various surfaces within the room-- the  
thickness of these films depends on the nature of the surface. For example, at 50% RH most 
common metal surfaces have between one and three molecular layers of adsorbed water [19]. Gases 
can dissolve in a moisture film. Given the small partial pressures of indoor pollutants, the resulting 
solutions would be fairly dilute. Under these conditions, the solubility of the gas is proportional 
to its partial pressure (Henry's Law). However, tabulated values of Henry's Law constants are 
based on experiments with bulk water. Water films on surfaces tend to have more structure than 
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TABLE 1--Methods for determining deposition velocity. 

87 

Method Application Illustrative References 

Analysis of transient data" ozone Mueller [20]; Sabersky et al. [21] 
combustion appliance emissions Traynor et al. [22] 

Analysis of steady-state ozone Weschler [3] 
data ~ radon decay products Knutson [23] 

Measurement of fine particles Ligocki et al. [24] 
deposited flux and radon decay products Toohey et al. [25] 
airbone concentrations" 

Theoretical mass transport 
analysis 

particles and reactive gases 
radon decay products 

Nazaroff and Cass [26] 
Nazaroff et al. [27] 

"These methods may be employed in full-scale rooms or in experimental chambers. Examples of the latter 
include ozone decomposition experiments of Sabersky et al. [21] and radon decay product deposition experi- 
ments of Vanmarcke et al. [28]. 

bulk water and this will alter the value of the constant appropriate for a given dissolution process 
[19]. In evaluating this effect, the polarity and structure of the surface is important, as well as the 
nature of the dissolving species. In addition to dissolution processes, water can influence surface 
chemistry. For example, acid/base reactions may be facilitated as the proportion of Bronsted acid 
(proton donor) sites increases with increasing surface water [17]. Similar enhancements can occur 
for hydrolysis and water assisted decomposition reactions. 

Methods of  Determining Deposition Velocity 

Methods that have been employed for evaluating the deposition velocity of species in indoor air 
are presented in Table 1. A brief discussion of each method is presented below. 

The first two methods listed in Table 1 are based on a representation of a room or building as 
a continuous-flow stirred-tank reactor (CFSTR). A commonly derived expression for the rate of 
change of indoor pollutant concentration, based on a material balance, is as follows: 

dC S 
kv Co,< - XvC - E -  C (4) 

dt V 

where Cou, is the outdoor species concentration and kv is the air-exchange rate, that is, the total 
rate of outdoor air flow into the building divided by the building volume. Other terms are as 
defined previously (see Eq 2). In this representation, the following assumptions are made: no 
filtration of pollutants from outside air on entry, no direct indoor emissions of pollutants, first- 
order depositional loss onto surfaces, and no homogeneous production or decay of the species. 
Note specifically that this equation is not properly formulated to described radon decay product 
dynamics [23]. If the variables other than C are constant for a given situation, then the solution 
to Eq 4 is 

i r i sk l~ r i s~ l kv 
C(t) = Co., , l - exp l - |  hv + ~ ~ l t l  | + C(O) exp l -  | h, + T , - - i t ,  (5) 

S \ L t V/ J i  L t Vl_l 
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where C(O) is the concentration at time t = 0. The first term on the right-hand side of Eq 5 reflects 
the growth toward the steady-state result 

C(~) Xv 
C o . ,  _ S 

(6) 

The second term on the right-hand side of Eq 5 reflects the decay of an initial concentration, C(0), 
of contaminant in the room owing to removal by ventilation and deposition. 

To determine deposition velocity from analysis of transient data, an initially elevated indoor 
concentration of the pollutant is established, for example, by indoor emission of a species such as 
NO2 from a gas-fired range [22]. Subsequently, the concentration decay is monitored as a function 
of time. If the initial pollutant concentration is much larger than the steady-state concentration 
(that is, C(0) >> C(oo)) then it is appropriate to neglect the first term on the right-hand side of Eq 
5 in interpreting the results. A linear least-squares regression is fitted to In [C(t)/C(O)] versus time; 
the slope of this regression is b~ = -(kv + ~ S/V). The ventilation rate, hv, may be determined 
from a similar experiment in which a nonreactive (that is, ~ = 0) tracer gas, such as SF6, is injected 
into the room and monitored over time. The deposition velocity is then evaluated as ~ = - ( b l  + 
kv) • (SIV) -~. If the rate of pollutant entry from outdoor air or from other sources cannot be 
neglected, the method must be adjusted to fit the more complex functional form of Eq 5, for 
example, by nonlinear least squares, to extract the deposition velocity. 

The deposition velocity also may be inferred from the analysis of steady-state data using Eq 6, 
rewritten as follows: 

_ x v  ( C o . ,  - c ( ~ ) )  
vd = (7) 

S 
C(~176 

For this equation to be valid, the outdoor concentration must be approximately constant over a 
period of at least several times the quantity (hv + ~ S/V) '. This method works well when entry 
from outdoor air is the dominant indoor source of a species. 

The most direct means of determining deposition velocity is based on measurement of deposition 
flux density and the airborne concentration. In this case, the defining relationship, Eq 1, may be 
used directly to determine the deposition velocity. For the most part, this approach is only feasible 
for condensed matter. This is the only experimental method that can provide information on spatial 
dependence of deposition. The key limitation is the difficulty in measuring surface accumulation 
of contaminants. Even where measurement techniques exist, long sampling periods are usually 
required to accumulate sufficient mass to exceed minimum detection limits. 

Each of the three techniques described above may be employed in experimental chambers as well 
as in rooms in buildings. A central advantage of conducting experiments in chambers is that gov- 
erning variables such as the type of surface and the near-surface air flow conditions may be more 
effectively controlled than in a room. Also, elevated species concentrations may be used, simplifying 
the measurement requirements. However, air flow conditions in buildings are generally not well 
understood and air flow conditions in chamber studies of deposition have usually not been well 
characterized. Consequently, it is difficult to reliably extrapolate results from chambers to buildings. 

Much of the interest in deposition arises for species that interact strongly with surfaces. For 
particles and highly reactive gases, the deposition velocity is expected to be limited by the rate of 
mass transport of pollutants to surfaces. Provided that the near-surface air flow conditions are 
sufficiently well understood, theoretical mass-transport analysis may be used as a basis for deter- 
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TABLE 2--Measurement and model prediction results for indoor deposition velocities of fine particles to 
vertical surfaces. 

Species Ya (cm s -1) Comments; References 

Fine-mode sulfate 0.003-0.005 2 telephone buildings (Wichita, KS and Lubbock, TX); ion 

Fine-mode sulfate 0.004, 0.005 

Fine-mode sulfur 0.003 

Fine-mode sulfate 0.0002-0.001 

0.5-1xm diameter 0.0001-0.002 
particles 

0.5-t~m diameter 0.00002-0.0004 
particles 

chromatographic analysis; 120 surface samples from 6 equipment 
frames; 3 months air sampling; Sinclair et al., 1985 [29]. 

2 telephone buildings (Neenah, WI and Newark, NJ); ion 
chromatographic analysis; 500 surface samples from 25 
equipment frames; 1 year air sampling; Sinclair et al., 1990a [30] 
and Sinclair et al., 1988 [31]. 

1 apartment (Helsinki); PIXE analysis; apiezon/Nuclepore 
membrane filter deposition coupons; 4 week exposure; 
intermittent air sampling; Raunemaa et al., 1989 [32] 

5 museums (Southern CA); ion chromatographic analysis; TFE- 
fluorocarbon membrane filter deposition plates; 2 months summer 
and 2 months winter exposure; air sampling every 6th day; 
Ligocki et al., 1990 [24] 

5 museums (Southern CA); single particle analysis; mica deposition 
plates; 2 months summer and 2 months winter exposure; air 
sampling every 6th day; Ligocki et al., 1990 [24] 

5 museums (Southern CA); model results based on surface-air 
temperature differences, near-wall air velocities, and assumed air- 
flow regimes; Nazaroff et al., 1990, Table 5 [8] 

mining deposition velocities. Nazaroff and Cass [26] have reported results of such analyses for 
three model air flow conditions: homoegeneous turbulence, forced laminar flow parallel to an 
isolated flat plate, and natural convection flow induced by heat-transfer at surfaces. Such analyses 
could also be extended to predict deposition velocities in cases in which surface transformations 
limit loss rates, provided that the surface reaction rates could be adequately characterized. 

Illustrations 

In this section, experimental and theoretical information on deposition velocity is summarized 
for several species or classes of s p e c i e s I f i n e  particles, radon decay products, ozone, and nitrogen 
oxides. For each of these contaminants, indoor deposition is at least potentially significant. Fur- 
thermore, several studies have been published on the rates of indoor-surface interactions for each 
use. The central aims of this section are, first, to provide quantitative information on the observed 
deposition velocities of a range of compounds of interest and, second, to synthesize the information 
in a manner that emphasizes the limits of our present understanding. 

Fine Particles 

The deposition of fine particles to indoor surfaces is normally a smaller sink than ventilation 
(both exfiltration and exhaust). Consider fine-mode sulfate particles with a mean deposition velocity 
(v--)~ of 0.003 cm s -1 (see Table 2), a room with a surface-to-volume (S/V) ratio of 2.9 m -I and a 
ventilation rate (by) of 1/h. For this case, the first-order rate constant for removal by deposition 
onto surfaces is 0.87 X 10 -4 s ~ ( ~  X S/V), while the first-order rate constant for removal by 
ventilation is 2.8 X 10 4 s-1 (by). Obviously, higher ventilation rates and smaller deposition ve- 
locities would decrease further the relative importance of deposition as a sink. However, although 
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ventilation may dominate surface removal, particle deposition remains a concern due to the cu- 
mulative damage to surfaces that it can cause. 

Table 2 lists measured indoor deposition velocities (to vertical surfaces) for fine-mode sulfate, 
fine-mode sulfur and 0.5 Ixm particles. The deposition velocities of these species should be com- 
parable: most of the fine-mode sulfur is present as sulfate salts [33]; the mass median diameter of 
fine-mode sulfate is approximately 0.5 Ixm [34]; and sulfate particles typically constitute the ma- 
jority of the particles in this size range [33,35]. The entries provide interesting comparisons among 
studies by three separate research groups using distinct sampling and analytical procedures. Table 
2 also includes results from a modeling effort [8] applied to one of the measurement studies [24]. 

As reported in Table 2, the deposition velocities measured by Ligocki et al. [24] and modeled 
by Nazaroff et al. [8] are much smaller than those measured by Sinclair et al. [29-31] and Ran- 
nemaa [32]. This may reflect real differences or measurement artifacts. In each study, the reported 
deposition velocities have been calculated as the ratio of measured surface accumulation rates (that 
is, flux densities) to measured airborne concentrations. The low accumulation rates mandate ex- 
tended sampling intervals followed by state-of-the-art analytical procedures--challenging condi- 
tions for obtaining accurate results. In both the "telephone" and "museum"  studies, the periods 
during which airborne concentrations were measured do not match those during which accumu- 
lation rates were determined. However, it appears unlikely that the actual average airborne con- 
centrations could vary sufficiently from the sampled airborne concentrations to explain the differ- 
ences in deposition velocities among studies. 

Sinclair et al. [36] examined location-to-location differences in airborne concentrations and sur- 
face accumulation rates at the Newark and Neenah sites. At Newark, air samplers were deployed 
at ten indoor locations; at Neenah, eleven; and airborne sampling was conducted over four intervals 
of four to five weeks each. At both Newark and Neenah, the airborne concentrations were re- 
markably constant (the standard deviation was only 2% of the mean), while accumulation rates 
varied by a factor of five. The investigators concluded that the measured differences in accumu- 
lation rates from location to location were due to differences in deposition velocities. (The values 
reported in Table 2 are averages.) 

Similarly, the differences among the measured deposition velocities listed in Table 2 may simply 
reflect different surfaces and near-surface airflows at the switching offices and museums. The sampled 
surfaces at the switching offices were metallic and an integral part of the equipment; the sampled 
surfaces at the museums were either TFE-fluorocarbon or mica surrogates and were sometimes ther- 
mally isolated from the walls. The switching offices have mechanical HVAC systems and these 
systems operate almost continuously. Not all of the museums have mechanical HVAC systems, and 
among those that do, some operate only intermittently. Furthermore, the surfaces sampled at the 
switching offices were either protruding or recessed relative to the plane of the equipment frames. 
In contrast, the surrogate surfaces employed at the museums were positioned, in some cases, so as 
to minimize disturbance of air flows along walls. Hence, one would expect turbulence and near- 
surface airflows to be greater in the switching office studies than in the museum studies. 

The focus of this section has been ~0.5 ixm diameter particles. However, the variation of dep- 
osition velocities with particle size is also of importance. There is a tendency for modeled depo- 
sition velocities [8] to show more of a decrease with increasing particle size than is observed in 
experiments [24]. This phenomenon may be due to a measurement bias [8]. However, refinements 
may also be necessary in the model (for example, incorporating the effect on deposition of dis- 
ruption of the boundary layer caused by air passing over thin deposition plates). 

Radon Decay Products 

The indoor concentrations of radon and its decay products are determined by two factors: the 
rate with which they enter or are generated in the building, and the rate with which various 
processes remove or transform them. Apart from radioactive decay, the following processes lead Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010

Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



NAZAROFF ET AL. �9 THE USE OF DEPOSITION VELOCITY 91 

TABLE 3--Deposition velocity of unattached radon progeny: experimental attd numerical simulation 
results. 

Enclosure (Species) va (cm S -1) Comments; References 

50-L cylindrical drum 0.033-0.047 Small dimensions probably led to slower air motion than in real 
(Z~Spo) rooms leading to low estimate of vd; McLaughlin and 

O'Byme, 1984 [40] 
1000-L aluminum 0.11 Chamber contained a large stirring paddle. This and the longer 

chamber (212pb) life of 2~zPb both contribute to the large estimate of Vd; COX 
and Penkett, 1972 [42] 

Large basement Deposition velocity derived from model and measured values of 
(2~8po) deposited activity and attached fraction. Deposition velocity 

found to vary with location and qualitatively correlated with 
air flow; Scott, 1983 [43] 

0.44 Analysis of deposited activity based on a model. They assumed Utility room 
(21~po) 

0.10-0.50 

26 m 3 room 0.055-0.52 
(2~2Pb and 218po) 

10% unattached progeny. Knutson [23] states that reanalysis 
of their data assuming a more realistic value for unattached 
fraction (30-40%) yields a deposition velocity of 0.14 cm s-l; 
Toohey et al., 1984 [25] 

Analysis of deposited activity based on a model. Both 2~zPb and 
2~8po activities measured separately. Unattached fraction 
estimated. Room had fan. Higher values of deposition velocity 
correspond to fan on, lower values to fan off; Bigu, 1985 [41] 

Numerical modeling of deposition from solving governing 
equations for natural convection and progeny transport from 
first principles. The tabulated range reflects averages over 
enclosure surfaces under a variety of conditions. The 
deposition velocity was found to vary strongly as a function of 
position, with peak local values near corners as high as 0.29 
cm s -l. Deposition velocity was also predicted to increase 
significantly with rate of attachment to particles; Nazaroff et 
al., 1992 [27]; Gadgil et al., 1992 [44] 

3 m • 3 m enclosure 0.01-0.17 
(2~2Pb and 2~SPo) 

to removal or transformation of radon progeny: attachment to airborne particles (which greatly 
reduces their diffusivity, and thus affects rates of diffusion-controlled processes), deposition onto 
indoor surfaces, and removal from the indoor environment by ventilation. The full dynamics of 
the fate of decay products can be specified with equations that determine the concentrations of the 
various species based on given rate constants. Such a model was first formulated by Jacobi [37] 
and refined by Porstend6rfer et al. [38]. A good presentation is given by Knutson [23]. 

Because of their smaller mass and correspondingly larger diffusivity, the unattached progeny 
provide a much larger radioactive dose to the bronchi of the lung per atom inhaled than is attrib- 
utable to the attached radon progeny [39]. Deposition onto walls and other solid indoor surfaces 
is a significant removal mechanism for unattached progeny, again because of their relatively large 
diffusivity. Deposition of unattached ~Spo thus plays an important role in influencing the radio- 
logical dose to the lung from exposure to indoor radon. 

Key work towards obtaining experimental values of the deposition velocity for the unattached 
radon progeny has been reviewed by Knutson [23]. Particularly since 1980, there have been several 
experiments conducted with the aim of determining the deposition velocity. Experiments have been 
conducted in laboratory-scale chambers [40] and also in full-scale rooms [25,41]. Deposition ve- 
locities of unattached radon decay products have also been predicted by solving the fundamental 
equations governing (1) air motion in the enclosure and (2) radon progeny transport and dynamics. 
Table 3 summarizes the results obtained in several studies. 

The numerical simulations predict that deposition velocities of unattached decay products in- 
crease with increasing rate of attachment to particles. The simulations also predict variation in Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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deposition velocity with position of more than one order of magnitude, owing to variations in local 
air motion and boundary layer thickness [27,44]. In general, however, the predicted deposition 
velocities are significantly smaller than those determined by experiment. Unfortunately, the reports 
of experimental measurements are not adequately specific with respect to the location where the 
deposition velocities were measured, and have included inadequate characterization of the air flow 
in the enclosures. Thus, the discrepancy between the numerical predictions and the experimental 
results may be owing to differences in the near-surface air motion characteristics, or to some as- 
yet-ignored aspect of the deposition process. More completely characterized experiments are 
needed to resolve this issue. 

Ozone 

The removal of ozone by indoor surfaces is a first order process [20,21]. Table 4(a) lists rate constants 
for this process derived from experiments where ozone was introduced into a room, the space was 
sealed, and the decay of ozone monitored (that is, analysis of transient data). Table 4(b) lists rate 
constants obtained from reported indoor/outdoor (I/O) ratios and air-exchange rates (by) (that is, analysis 
of steady-state data). Tables l(a) and l(b) also list ozone deposition velocities, calculated using estimated 
values for the surface-to-volume ratio in the various indoor settings. These deposition velocities range 
from 0.015 cm s i in a stainless steel room to 0.075 cm s i in a clean room. However, for most of 
the sites the numbers are remarkably similar, clustering about 0.04 cm s -l. 

The deposition velocities appear to be sensitive to indoor air flow conditions. Consider the fifth 
and sixth entries in Table 4(a). These measurements were made within the same room; in one 
case, the central ventilation system fan was " o f f "  (va = 0.025 cm s-~); in the other, the fan was 
" o n "  (va = 0.046 cm s-l). Higher air exchange rates may also increase transport to surfaces, and, 
hence, deposition velocities. In Table 4(b), the deposition velocity measured in the clean room 
(by = 30 h -1, va = 0.075 cm s -l) is larger than those measured at the other indoor sites. 

There are a number of basic issues regarding deposition velocities reported for ozone in various 
indoor settings: 

Site-to-site variability---In chamber studies, Sabersky et al. [21] demonstrated that different 
surfaces scavenge ozone at markedly different rates. For a freshly exposed plate glass or aluminum 
surface, va was 0.001 cm s-~; for cotton muslin or lamb's wool, va was 0.11 cm s -l. Materials such 
as linen, nylon and plywood had values between these extremes. Why, then, are the values in Table 
4 so similar from site-to-site and study-to-study? A possible explanation is that, since many different 
materials are encountered within a building, and since these materials tend to be similar from structure 
to structure, then, the "average" deposition velocity will be similar from structure to structure. An 
alternative explanation invokes moisture films or indoor surfaces. The thickness of such films is a 
function of the relative humidity and the nature of the surface. However, if a thin film of water can 
promote the surface decomposition of ozone, moisture films may promote similar rates of ozone 
decay on quite different surfaces. This concept will be expanded in what follows. 

Aging of surfaces--In the same chamber studies cited above, Sabersky et al. [21] demonstrated 
that ozone's deposition velocity to an "aged"  surface (exposed to ozone for several days) is 
significantly smaller than to a fresh surface. For aged plate glass or aluminum, v~ was 0.0005 cm 
s-l; for aged cotton muslin, 0.015 cm s i and for aged lamb's wool, 0.0004 cm s -1. All the 
materials studied demonstrated an aging effect; some also demonstrated "reverse aging" (for 
example, after several days with no ozone exposure, the deposition velocity to a plywood specimen 
was comparable to that measured for freshly exposed plywood). Similarly, Mueller et al. [20] 
found that the decomposition rate of ozone in an aluminum chamber was strongly dependent on 
the extent of prior ozone exposure and decreased by a factor of five with progressive aging of the 
aluminum surfaces. They also reported "reverse aging;" ozone decomposed at a rate closer to a 
"f resh"  value after the chamber had been ozone-free over a weekend. Does "aging" affect dep- 

Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



S 
T

A
B

L
E

 4
--

M
ea

su
re

d 
ra

te
 c

on
st

an
ts

 f
or

 o
zo

ne
 d

ec
ay

 o
n 

in
do

or
 s

ur
fa

ce
s,

 v
d 

• 
~

, 
an

d 
in

fe
rr

ed
 a

ve
ra

ge
 d

ep
os

it
io

n 
ve

lo
ci

ty
 v

a,
 

q 

a.
 V

al
ue

s 
ba

se
d 

on
 o

bs
er

ve
d 

fi
rs

t-
or

de
r 

de
ca

y 
in

 i
so

la
te

d 
ro

om
s.

 

S 
1 

In
te

ri
or

 S
pa

ce
 

va
 •

 
~ 

(s
-)

 
v~

 (
cm

 s
 -~

) 
C

om
m

en
ts

; 
R

ef
er

en
ce

s 

A
lu

m
in

u
m

 r
oo

m
, 

11
.9

 m
 3

 
0.

9 
• 

10
 -3

 
0.

02
7 

S
ta

in
le

ss
 s

te
el

 r
oo

m
, 

14
.9

 m
 3

 
0.

4 
• 

10
 -3

 
0.

01
5 

B
ed

ro
om

, 
40

.8
 m

 3
 

2.
0 

• 
10

 -3
 

0.
06

2 
O

ff
ic

e,
 5

5.
2 

m
 -3

 
1.

1 
• 

10
 -3

 
0.

03
9 

H
om

e;
 n

o 
fo

rc
ed

 a
ir

 m
ov

em
en

t 
0.

8 
• 

10
 -3

 
0.

02
5 

H
om

e;
 f

ur
na

ce
 f

an
 o

n 
1.

5 
• 

10
 -~

 
0.

04
6 

D
ep

ar
tm

en
t 

st
or

e 
1

2
 

• 
10

 -3
 

0.
04

3 
O

ff
ic

e,
 2

4.
1 

m
 -3

 
1.

1 
• 

10
 -3

 
0.

03
9 

O
ff

ic
e,

 2
0.

7 
m

 3
 

1.
2 

• 
10

 3
 

0.
04

3 

S
/V

 =
 3

.3
 m

-l
; 

M
ue

ll
er

 e
t 

al
., 

19
73

 [
20

] 
S

/V
 =

 2
.7

 m
-~

; 
M

ue
ll

er
 e

t 
al

.,
 1

97
3 

[2
0]

 
S

/V
 =

 3
,3

 m
-l

; 
M

ue
ll

er
 e

t 
al

., 
19

73
 [

20
] 

S
/V

 =
 2

.8
 m

-l
; 

M
ue

ll
er

 e
t 

al
., 

19
73

 [
20

] 
es

ti
m

at
ed

 S
/V

 =
 3

.3
 m

-l
; 

S
ab

er
sk

y 
et

 a
l.

, 
19

73
 [

21
] 

es
ti

m
at

ed
 S

/V
 =

 3
.3

 m
-l

; 
S

ab
er

sk
y 

et
 a

l.
, 

19
73

 [
21

] 
es

ti
rr

L
at

ed
 S

A
/=

 2
.8

 m
-l

; 
T

h
o

m
p

so
n

 e
t 

al
., 

19
73

 [
45

] 
es

ti
m

at
ed

 S
/V

 =
 2

.8
 m

-~
; 

A
ll

en
 e

t 
al

., 
19

78
 [

6]
 

es
ti

m
at

ed
 S

/V
 =

 2
.8

 m
-l

; 
A

ll
en

 e
t 

al
., 

19
78

 [
6]

 

b.
 

V
al

ue
s 

ba
se

d 
on

 r
ep

or
te

d 
in

do
or

-o
ut

do
or

 c
on

ce
nt

ra
ti

on
 r

at
io

 (
I/

0)
 a

nd
 a

ir
-e

xc
ha

ng
e 

ra
te

 (
by

) 

S 

In
te

ri
or

 S
pa

ce
 

)K
. (

h 
-1

) 
I/

O
 

vd
 •

 
~ 

(s
-)

 
vd

 (
cm

 s
 -~

) 
C

om
m

en
ts

; 
R

ef
er

en
ce

s 

Z "1
1 

m
 

..~
 

.F-
- 

IT
I 

C
 

11
1 

O
 

O
ff

ic
e/

L
ab

 
5.

5 
0.

57
 

1.
2 

• 
10

 -3
 

0.
04

3 
O

ff
ic

e/
L

ab
 

5.
5 

0.
63

 
0.

9 
• 

10
 -3

 
0.

03
2 

O
ff

ic
e/

L
ab

 
3.

6 
0.

50
 

1.
0 

• 
10

 3
 

0.
03

5 
M

u
se

u
m

 
2.

0 
0.

41
 

1.
2 

• 
10

 -3
 

0.
04

3 
M

u
se

u
m

 
0.

3 
0.

07
 

1.
2 

• 
10

 -3
 

0.
04

3 
O

ff
ic

e/
L

ab
 

4 
0.

5 
1.

1 
• 

10
 3

 
0.

03
9 

O
ff

ic
e/

L
ab

 
8 

0.
7 

0.
9 

• 
10

 -3
 

0.
03

2 
O

ff
ic

e 
0.

6 
0.

2 
0.

7 
• 

10
 -3

 
0.

02
5 

L
ab

 
10

 
0.

8 
0.

7 
• 

10
 -3

 
0.

02
5 

C
le

an
ro

om
 

30
 

0.
8 

2.
1 

• 
10

 3
 

0.
07

5 

es
t.

 S
/V

 =
 2

.8
 m

-l
; 

S
ha

ir
 a

nd
 H

ei
tn

er
, 

19
74

 [
46

] 
es

t.
 S

/V
 =

 2
.8

 m
-l

; 
S

ha
ir

 a
nd

 H
ei

tn
er

, 
19

74
 [

46
] 

es
t.

 S
/V

 =
 2

.8
 m

-l
; 

S
ha

ir
 a

nd
 H

ei
tn

er
, 

19
74

 [
46

] 
es

t.
 S

/V
 =

 2
.8

 m
-~

; 
N

az
ar

of
f 

&
 C

as
s,

 1
98

6 
[4

7]
 

es
t.

 S
/V

 =
 2

.8
 m

-l
; 

N
az

ar
of

f 
&

 C
as

s,
 1

98
6 

[4
7]

 
es

t.
 S

/V
 =

 2
.8

 m
-a

; 
W

es
ch

le
r 

et
 a

l.
, 

19
92

 [
48

] 
es

t.
 S

/V
 =

 2
.8

 m
-l

; 
W

es
ch

le
r 

et
 a

l.
, 

19
92

 [
48

] 
es

t.
 S

/V
 =

 2
.8

 m
~

; 
W

es
ch

le
r 

et
 a

l.
, 

19
92

 [
48

] 
es

t.
 S

/V
 =

 2
.8

 m
-~

; 
W

es
ch

le
r 

et
 a

l.
, 

19
92

 [
48

] 
es

t.
 S

/V
 =

 2
.8

 m
-~

; 
W

es
ch

le
r 

et
 a

l,
 

19
92

 [
48

] 

"1
1 

I'l
l 

"o
 

0 -I
 

z m
 

t-
 

O
 

tO
 

C
op

yr
ig

ht
 b

y 
A

ST
M

 I
nt

'l 
(a

ll
 r

ig
ht

s 
re

se
rv

ed
);

 M
on

 N
ov

  8
 1

0:
05

:3
9 

E
ST

 2
01

0
D

ow
nl

oa
de

d/
pr

in
te

d 
by

U
ni

ve
rs

it
y 

of
 M

ic
hi

ga
n 

pu
rs

ua
nt

 t
o 

L
ic

en
se

 A
gr

ee
m

en
t.

 N
o 

fu
rt

he
r 

re
pr

od
uc

ti
on

s 
au

th
or

iz
ed

.



94 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

osition velocities measured within selected buildings? Perhaps. In studies by Weschler et al. [48] 
the authors report smaller I/O values during winter, when the outdoor ozone levels are low, than 
during spring, summer, and fall. In these comparisons, the sampling sites and the air exchange 
rates are basically unchanged from season to season. It may be that during winter, ozone's depo- 
sition to the lightly exposed surfaces increases (reverse aging). In spring, summer and fall, when 
outdoor ozone values are higher, the surfaces remain "aged ."  However, there are alternative ex- 
planations for this seasonal effect [48]. More work is necessary to understand the detailed mech- 
anism of aging, why some materials revert to "f resh"  behavior in as little as a day, and how these 
processes relate to deposition within actual buildings. 

Effect of moisture--Mueller et al. [20] observed that the rate constant for ozone decomposition 
in an aluminum chamber was highly dependent on relative humidity. At 28% RH, the first-order 
constant was 2.5 x 10 -5 s-l; at 55% RH, 5.7 x 10 5 s 1; and at 87% RH, 9.6 x 10 -4 s -1. Note 
that the latter value is similar to those listed in Table 4. Cox and Penkett have also reported a 
significant increase in ozone deposition velocity with increasing relative humidity in an aluminum 
and glass chamber [42]. Ryan et al. [49] have reported a humidity dependence for the decompo- 
sition of ozone on a latex-painted glass surface. They found that the decomposition rate increased 
sevenfold from 9% RH to 91% RH. What is the mechanism underlying these observations, and 
what effect does relative humidity have on ozone deposition velocities in buildings? The former 
question will be addressed in the next paragraph. Regarding the latter point, on a clean aluminum 
surface, one would expect the amount of adsorbed water to vary from about half a monolayer at 
10% RH to more than six layers at 80% RH [19]. Surfaces encountered indoors are not "c lean;"  
they have normally accumulated fine and coarse particles (see above). Inorganic salts comprise 25 
to 50% of the fine particle mass [50,51]. These salts will have a resulting deliquescence point 
lower than that of any single component in the mixture [52]. Even at moderate RH values, due to 
accumulated salts, indoor surfaces may possess sufficient water for ozone decomposition to proceed 
at the limiting rate reported by Mueller et al. [20]. 

Chemical nature of ozone-surface reactions---Ozone is the most powerful oxidant commonly 
encountered indoors and can oxidize many of the compounds it encounters. In the case of a 
"dangling" carbon bond, the oxidation might be written: 03 + surface-C ~ surface-CO + 02. 
Additional reactions can result in the release of CO or CO2 from the surface. However, if  the 
surface does not contain "activated" carbon or unsaturated bonds, these reactions tend to be slow. 
A second pathway to ozone loss is surface-induced dissociation. The primary step can be shown 
as: 03 ~ O + 02. The presence of water, especially under basic conditions, can facilitate such a 
process [53]. Water-assisted dissociation may be responsible for the observed effect of relative 
humidity on ozone decomposition [20,42]. It may also help explain the deposition velocities listed 
in Table 4, which otherwise appear to be too fast for "aged"  surfaces. To elaborate, even the 
most reactive aged surfaces (lamb's wool, cotton muslin and neoprene) in the studies of Sabersky 
et al. [21] have deposition velocities (0.004 cm s -1 to 0.015 cm s 1) a factor of two to three smaller 
than those measured in most indoor studies (Table 4). The indoor surfaces in the tabulated building 
studies are certainly "aged ."  However, unlike the surfaces in the chamber study, they are not 
clean. This may be an important difference, especially if the contaminants are hygroscopic. 

An interesting hypothesis (which remains to be tested) emerges from the above discussion. 
Perhaps the commonality among indoor surfaces is that they are not clean. Enough water may be 
associated with accumulated particles (as a consequence of ionic constituents) that the dominant 
decomposition pathway on soiled indoor surfaces is water-assisted dissociation. 

Nitrogen Oxides 

The presence of nitrogen oxides in indoor air has attracted considerable attention, in part because 
NO2 is a criterion pollutant. Furthermore, indoor concentrations are sometimes much higher than 
those outside due to the emissions from unvented combustion appliances, including gas ranges, 
gas ovens and kerosene-fired space heaters. Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010

Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



S
 

T
A

B
L

E
 5

--
M

ea
su

re
d

 r
at

e 
co

ns
ta

nt
s 

fo
r 

ni
tr

og
en

 d
io

xi
de

 d
ec

ay
 o

n 
in

do
or

 s
ur

fa
ce

s,
 

vd
 X

 
--

. 
V

 

S 
j 

R
ef

er
en

ce
 

va
 x

 
~ 

(s
) 

C
om

m
en

ts
 

z O
 

-i1
 

-1
1 

m
 

,-
I 

W
ad

e 
et

 a
l.,

 
19

75
 [

54
] 

O
zk

ay
na

k 
et

 a
l.,

 
19

82
 [

55
] 

T
ra

yn
or

 e
t 

al
., 

19
82

 [
56

] 
Y

am
an

ak
a,

 1
98

4 
[5

7]
 

T
ra

yn
or

 e
t 

al
., 

19
85

 [
58

] 

S
pi

ce
r 

et
 a

l.,
 

19
89

 [
59

] 

2.
3 

X
 1

0 -
4 

(0
.8

 
+

 
0.

5)
 

x 
10

 -4
 

(3
.6

 -
+ 

1.
9)

 x
 

1
0

 -4
 

1.
2 

X
 

1
0

 -4
 (

R
H

 =
 5

0%
) 

2.
3 

X
 1

0 -
4 

(R
H

 =
 6

0%
) 

3.
3 

X
 1

0 -
4 

(R
H

 =
 7

0%
) 

(0
.6

 
-+

 0
.4

) 
• 

1
0

-'
 

(2
.2

 +
 

1.
7)

 x
 

10
 -4

 

1 
ex

pe
ri

m
en

t 
in

 h
om

e,
 N

O
2 

ge
ne

ra
te

d 
by

 g
as

 r
an

ge
 a

nd
 o

ve
n 

7 
ex

pe
ri

m
en

ta
l 

ru
ns

 i
n 

ho
us

e,
 N

O
2 

ge
ne

ra
te

d 
by

 g
as

 r
an

ge
 

11
 e

xp
er

im
en

ta
l 

ru
ns

 i
n 

re
se

ar
ch

 h
ou

se
, 

N
O

2 
ge

ne
ra

te
d 

by
 r

an
ge

 g
as

 
27

 r
un

s 
in

 o
ne

 h
ou

se
 (

Ja
pa

n)
; 

N
O

2 
ge

ne
ra

te
d 

by
 g

as
 a

nd
 k

er
os

en
e 

fi
re

d 
sp

ac
e 

he
at

er
s;

 
ad

di
tio

na
l 

lo
ss

 a
ttr

ib
ut

ed
 

to
 h

om
og

en
eo

us
 d

ec
ay

 i
n 

th
e 

ra
ng

e 
(2

.3
-4

.8
) 

• 
10

 -4
 s

 -1
 

6 
ex

pe
ri

m
en

ta
l 

ru
ns

 i
n 

on
e 

ho
us

e;
 N

O
2 

ge
ne

ra
te

d 
by

 u
nv

en
te

d 
ga

s-
fi

re
d 

sp
ac

e 
he

at
er

 
11

 r
un

s 
in

 u
p 

to
 5

 r
es

id
en

ce
s;

 o
ut

li
er

s 
ex

cl
ud

ed
; 

N
O

2 
ge

ne
ra

te
d 

by
 g

as
 r

an
ge

 

r-
 

-l
,-

 
IT

I 
C

 

Il
l 

0 "1
1 

0 IT
I 

"0
 

O
 

09
 

m
 --
t 

z <
 

IT
I 

I-
" 

O
 

_o
 

r O
1 

C
op

yr
ig

ht
 b

y 
A

ST
M

 In
t'l

 (a
ll 

rig
ht

s r
es

er
ve

d)
; M

on
 N

ov
  8

 1
0:

05
:3

9 
E

ST
 2

01
0

D
ow

nl
oa

de
d/

pr
in

te
d 

by
U

ni
ve

rs
ity

 o
f M

ic
hi

ga
n 

pu
rs

ua
nt

 to
 L

ic
en

se
 A

gr
ee

m
en

t. 
N

o 
fu

rth
er

 re
pr

od
uc

tio
ns

 a
ut

ho
riz

ed
.



96 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

Experimental measurements have revealed significant rates of loss of NO2 by reaction on indoor 
surfaces. First-order loss rates from several studies, excluding the effects of ventilation, are in the 
range (0.6 to 3.6) x 10 -4 s -~ (see Table 5). Assuming that these rates reflect heterogeneous 
processes, and taking a typical value of S/V as 2.8 m -1, the corresponding average deposition 
velocity is in the range 0.0002 to 0.012 cm s -1, about an order of magnitude lower than the indoor 
deposition velocities inferred for ozone. Several of these studies also reported NO loss rates, and 
these are significantly lower than the values for NO2, from essentially zero to about 3 • 10 -6 S - l .  

Yamanaka's studies [57] reveal a significant effect of relative humidity on surface loss rates, 
with higher RH leading to increased vu. In chamber studies of the uptake of NO2 by a variety of 
indoor materials, Miyazaki [60] found modest to moderate increases in v~ with increasing humidity. 
Spicer et al. [59] reported no effect of increased humidity on NO2 loss to wallboard, decreasing 
loss rates to cement block and increasing loss rates to wool carpet and furnace filters. 

Yamanaka's investigation of indoor NOz decomposition presents a puzzling result [57]. To 
exclude surface reactions in some experimental runs, he covered all of the interior surfaces with 
polyethylene sheeting (shown to be essentially nonreactive with NO2 both by his studies and by 
Spicer et al. [59]). In these runs, for relative humidities above 55%, he still observed a net loss of 
NO2, correcting for that due to ventilation, of (2.2 to 4.8) • 10 -4 s --1. The mechanism for this loss 
rate is not clear. Indoor lighting levels are not high enough to cause such a large rate of con- 
sumption of NO2 (typically indoor photolysis rates would be three or four orders of magnitude 
lower than outdoor levels, not one to two orders of magnitude as implied here). A candidate 
homogeneous reaction is with ozone: 03 + NO2 --~ NO3 + 02; however, the 03 concentration 
would have to be improbably high--250 to 500 ppb-- to  yield the observed decay rates, given the 
reaction rate constant (at 298 K) of 0.05 ppm -1 min -1. 

Miyazaki [60] and Spicer et al. [59] have used chamber studies to investigate NO: loss to a 
variety of specific interior materials. Reported deposition velocities vary markedly in each study, 
from effectively zero to more than 0.I cm s -~. The highest loss rates are associated with wallboard, 
cement block, and wool carpet. Glass and plastic are relatively ineffective at removing NO> 

The study of Spicer et al. [59] also included an investigation of the fate of NO: upon reaction 
with surface materials. They observed significant conversion to NO, which was subsequently re- 
leased to the gas phase, and formation of nitrite (NO2) and nitrate (NO3_) ions which remain 
bound to the surface. The appointment of reacted NO2 among these fates depended significantly 
upon the surface material. The investigators were unable to account for the fate of a substantial 
fraction of the reacted NO2. 

Studies of heterogeneous NO2 loss rates in houses cited in Table 5 were all based on cases in 
which NO, levels were elevated due to operation of a combustion appliance. There is some evi- 
dence to suggest that these loss coefficients may overestimate the heterogeneous removal of NO2 
from indoor air in the absence of indoor emissions. For example, consider the report by Nazaroff 
and Cass [47] of modeling and measurement results for nitrogen oxides in a Southern California 
museum. In this case, in the absence of indoor sources, the average measured indoor NO + NO2 
concentration was 85 ppb, compared with 92 ppb as the average measured outdoor concentration. 
Modeling predictions based on an NO2 deposition velocity of 0.006 cm s -~ (in the middle of the 
range cited above) and no deposition of NO yielded an average indoor NO + NOz concentration 
of only 73 ppb. With the deposition velocity of NOz set to zero, the predicted average indoor 
concentration of NO + NO2 was 89 ppb, much closer to the measured result. (The predicted 
decline from 92 ppb outdoors to 89 ppb indoors is a result of homogeneous chemical reactions.) 

Additional studies have suggested that the heterogeneous reaction of NO2 on indoor surfaces 
may lead to the production of gaseous nitrous acid [47,61,62]. This possibility is a particular 
concern because of the role played by nitrous acid in forming carcinogenic nitrosamines. 

Finally, Salmon et al. [63] measured the apparent deposition velocity of nitric acid to vertical 
surfaces in five museums in Southern California. The determinations were based on measurement 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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of nitrate ion collected on nylon surfaces (minus the particulate nitrate contribution determined by 
deposition onto TFE-fluorocarbon surfaces), divided by the mean indoor concentration. The ap- 
parent deposition velocities resulting from these experiments were very high, up to 2.4 cm/s, which 
was as much as an order of magnitude larger than an estimate based on mass-transport consider- 
ations. Among the explanations suggested by the authors was the conversion of NOz to nitrous 
acid on the nylon surfaces, followed by ozone-induced oxidation of nitrite ion (NO~-) to nitrate 
(NO2-). 

Limitations 

Transport-Related Issues 

Failure of Uniform Mixing--Deposition velocity is defined as the flux density to a surface 
divided by the core concentration. For the concept to be meaningful, there must be an identifiable 
core region. The minimum expectation of the core is that it is well mixed (that is, has uniform 
species concentration). 

Furthermore, if one considers the boundary layers on the solid surfaces to be the main diffusive 
barriers to species transport to the solid surfaces, then, the well-mixed core region should extend 
to the outer limits of the boundary layers lining the solid surfaces. 

Such a core region will not necessarily exist in all situations, as noted in the following two 
examples: 

(1) Consider a room with a poorly insulated flat roof. On a sunny summer day, the ceiling of 
the room may become hotter than any other room surface. If the ventilation rate is low, and 
the windows are closed, the air in the room will become stratified, with the hottest layer of 
air stagnant and trapped near the ceiling. In this case, the core of the room air may not be 
well mixed. Deposition velocities may be limited by mass transport in the vertical direction 
through the core region, rather than by transport through thin boundary layers adjacent to 
surfaces. 

(2) Let radon-220 be suddenly and uniformly distributed in a room-size air-tight enclosure with 
adiabatic top and bottom surfaces, and with two of its opposite surfaces maintained isother- 
mally at different temperatures. Assume that the enclosure has a large extent in the third 
dimension, so that the problem becomes essentially two dimensional. Within a few minutes, 
all the radon will decay through its first progeny, Zl6po, tO the relatively long-lived 212pb (half- 
life 10.6 h). The air flow in the enclosure is characterized by fast moving boundary layers 
lining the vertical walls, and crossing the adiabatic ceiling and floor, with a relatively stagnant 
central core that is poorly coupled advectively to the air in the boundary layers. Lead-212 is 
removed throughout the room at a steady rate by radioactive decay, and in addition, 21zpb in 
the boundary layers is also removed by deposition on the walls. Owing to the poor advective 
coupling of the boundary layers to the core region, transport of 212pb from the core to the 
boundary layer region occurs primarily by diffusion, leading to a strong gradient of 212pb 
concentration within the poorly mixed core, (particularly in the vertical direction). The con- 
centration of the species throughout the room drops steadily owing to radioactive decay; 
however, because deposition velocity is defined as the species flux divided by the core con- 
centration, the ratio reaches a steady state. A difficulty in evaluating the deposition velocity 
for this system lies in defining the location of this "core ."  Because the core concentration is 
so strongly stratified, selection of a different sized region as the "core"  leads to a different 
denominator, and a different value for the deposition velocity [27]. 

In the United States, residential buildings are not commonly equipped with mechanical venti- 
lation systems. The circumstances sketched above may apply at times in such buildings, and the 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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assumption of a well-mixed core may fail. On the other hand, a recent summary of data from 
mechanically ventilated commercial buildings suggests that for a given room in the building, the 
air is well mixed, although there are differences in the age of air in different rooms [64]. The 
results of this study indicate that poorly mixed core regions are not likely to be a limitation in 
applying the concept of deposition velocity to mechanically ventilated buildings. 

Spatial Variability of Deposition--Another limitation to the concept of a deposition velocity 
arises from the spatial variation in the deposition flux. This restricts the applicability of a deposition 
velocity derived or measured at one location or under one set of conditions for predicting the 
deposition flux at another location or under another set of conditions. 

As one illustration, consider the case of a species whose reactivity with surfaces varies according 
to the nature of the surface. Ozone's low reactivity with glass, relative to other materials, is a good 
example. The deposition velocity for the species measured as its net flux to a local surface would 
be different, even under identical flow conditions, if another more reactive material were substituted 
in place of glass. The average deposition velocity of ozone on indoor surfaces may be experimen- 
tally measured by observing the loss rate of ozone in the room. In two rooms with glass making 
up different proportions of their interior surfaces, the results will be different simply because of 
different surface-weighted reactivities for ozone. 

As another example, consider the deposition of radon progeny discussed earlier, except in this 
case consider 222Rn (half life 3.8 days), and the deposition of unattached -'~SPo (half life 3.04 min). 
The fundamental equations governing fluid flow and those governing the transport, generation and 
decay of radon progeny have been solved numerically for selected boundary conditions, and for a 
range of governing parameters [27,44]. The model yields predictions of local deposition velocity 
that vary by more than an order of magnitude within the enclosure. The variation in deposition 
velocity is attributable to two factors: differences with position in the thickness of the boundary 
layer that must be diffusively crossed by the species, and the air flow patterns (such as comer 
eddies) that influence the replenishment rates of the species to the outer edge of the local boundary 
layer. In this case, the enclosure surfaces are considered to be perfect sinks. However, use of a 
single average value of deposition velocity, derived from experiments that deduce it from the loss 
rate of 2~8Po from the room air, would lead to inaccurate predictions of local deposition of the 
species. These results, although calculated for radon progeny, are also likely to be valid for the 
deposition of nonradioactive species. 

Differences with position in the deposition velocity of unattached radon decay products have 
been observed experimentally [43]. In a field study, Scott measured radon progeny deposition onto 
different surfaces of a well-ventilated basement room of a commercial building during winter. By 
measuring the activity deposited on the surface of an alpha detector, and also on different room 
surfaces, he obtained estimates of the deposition velocity for unattached z~SPo of 0.45 cm s -1 for 
inside surfaces of exterior walls, 0.35 cm s -~ for interior walls, and 0.2 cm s ~ for horizontal 
surfaces. Scott reports that the wails of the room were distinctly cooler than the average room air, 
and that, using a smoke generator, he could visualize the boundary layers descending down the 
cold walls. The trends in his findings are consistent with the numerical modeling results for 2~8po 
deposition discussed above. The highest deposition rates would be found on thermally active 
surfaces (namely the cold exterior walls), and the smallest on the relatively inactive ceiling and 
floor surfaces. Scott's results support the surface variability of deposition flux predicted by the 
simulations. His deposition velocity values are significantly larger than those numerically predicted 
for enclosure surfaces; however, the air flow and surface geometry conditions of his experiments 
are not sufficiently described to permit a rigorous comparison. 

The important implications of this spatial variability are twofold. First, in using deposition 
velocity data derived from species loss rates measures in room air, one must exercise caution in 
predicting the local deposition flux at a specific position on the room surface. The local deposition 
velocity may well be many times larger or smaller than the average obtained from the species loss 
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rate in the room. Secondly, experimental measurements of deposition velocity that are based on 
measurement of local deposition flux (e.g., using a filter paper attached to a wall) should not be 
assumed to apply directly to the entire interior surface. 

Influence of Near-Surface Air Flow--Available experimental evidence demonstrates that for 
species with significant deposition velocities, deposition can be enhanced by promoting mass trans- 
port to surfaces. For example, Wilson [18] reported that stirring the air in a room significantly 
increased the rate of SO2 loss onto indoor surfaces. In chamber studies, Miyazaki [60] showed that 
the use of a mixing fan increased the rate of NO2 removal onto interior surfaces; for one carpet 
sample, the deposition velocity was increased by a factor of three relative to unstirred conditions. 
Sabersky et al. [21] found that the use of an internal recirculation fan increased the ozone decom- 
position rate in a house from 8 X 10 -4 to 15 X 10 -`4 S - I .  

Modeling calculations also show that the mass-transport limited deposition velocity can be 
greatly influenced by near-surface air flow conditions. For example, long-term average deposition 
velocities predicted for 0.5 Ixm particles onto walls in five museums varied from 2 X 10 -5 at the 
Norton Simon Museum to 44 X 10 -5 cm s -~ at the Getty Museum [8]. The factor of 20 difference 
among these sites was largely ascribed to an apparent difference in air flow regimes. The ventilation 
design at the Norton Simon Museum promoted low velocity laminar flow parallel to the walls, 
whereas the system at the Getty Museum generated turbulent flow with relatively high near-surface 
velocities. 

Two important implications arise from the dependence of deposition velocity on air flow con- 
ditions. First, a control opportunity is presented. Additional mixing could be used to promote 
pollutant deposition onto indoor surfaces when the primary objective is to reduce human exposure. 
In settings where material preservation is a primary concern, such as museums, air flow conditions 
could be managed to reduce the rate of pollutant mass transport to surfaces. 

The second important implication of the relationship between air flow conditions and deposition 
velocity is the need for awareness in extrapolating results from one setting to another. Deposition 
velocities determined for one indoor environment can only be applied to another to the extent that 
the air flow conditions are similar. This issue presents particular problems in attempts to make use 
of chamber studies of pollutant-surface interactions for predicting behavior in buildings. In most 
chamber studies, air flow conditions have been too poorly specified to be of direct use towards 
this end. 

Other Deposition Mechanisms--The transport of all pollutants to surfaces is influenced by ad- 
vection and diffusion. Particle deposition, however, presents special problems because of the po- 
tential importance of other transport mechanisms, including gravitational settling, thermophoresis, 
electrostatic drift, and inertial drift. This feature, among others, makes the theoretical analysis of 
particle deposition challenging. Furthermore, in extrapolating particle deposition rates from one 
setting to another, not only must the near-surface air flow conditions be similar, as discussed above, 
but the strength of any other dominant transport process must also be comparable. For example, 
the deposition of particles from natural convection flow to smooth vertical surfaces is predicted to 
be very strongly influenced by whether the surface is cooler or warmer than the adjacent air [65]. 
The average deposition velocity of 0.3 Ixm diameter particles to a 1-m high plate that is 1 K cooler 
than the adjacent air is 1.1 x 10 4 cm s ~. If the same plate is 1 K warmer than the adjacent air, 
the deposition velocity would be reduced to 0.04 • 10 -4 cm s -~. 

Transformation-Related Issues 

Nature of Reactions at Surfaces--The use of a constant value for the deposition velocity is only 
appropriate for surface processes, such as sorption or chemical reaction, that do not change with 
time or with magnitude of exposure. (Actually, the standard concept of "deposition velocity" can 
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still be used if the change with time is slow relative to the deposition process; an example is the 
aging of surfaces upon exposure to ozone [20,21].) Certain surface processes may not satisfy these 
constraints. 

�9 If the rate of removal is governed by the rate of chemisorption, it may change as the sorption 
capacity of the surface is approached. Such a phenomenon is likely to occur for surfaces with 
limited sorption sites or for situations where the gas-phase concentration of the sorbent is 
very large. 

�9 Just as the sorption capacity of a surface can be reached, so also can the catalytic capacity 
(when the catalytically active sites are all occupied). As this condition is approached, the 
process can evolve from a first-order to a zero-order reaction. 

�9 Conditions may change in such a way that previously adsorbed species are now desorbed (for 
example, a sudden increase in the temperature of a surface). 

�9 Chemical transformations at the surface, followed by partial release of the product, may 
complicate the assignment of a "deposition velocity" to the product. Consider a situation 
where HONO is present in the gas phase and is also created by chemical transformation of 
NOx at surfaces (with subsequent release). The net flux of HONO to a surface may well be 
a nonlinear function of the core concentration of HONO, and may change with time, even to 
negative values, as the relative airborne concentrations of NOx and HONO vary. 

�9 Different species may compete for the same surface sites. Ozone can displace water from 
active sites on charcoal [66]. In a similar fashion, one compound could displace another sorbed 
compound as the chemicals present within an indoor environment varied. 

�9 Some surface reactions are simply not first order. Such is the case in bimolecular surface 
reactions where neither reactant is in pseudo-first order excess. 

For these and other reasons, surface removal may not be a first order process. If the removal 
process is not first order, then the rate coefficient for this process is no longer simply the product 
of the surface-to-volume ratio of the room times a deposition velocity. Indeed, the standard concept 
of a "deposition velocity" no longer applies--the flux density to the surface is not linearly pro- 
portional to the core concentration. 

The significance of these processes is largely unknown. However, investigators should be cau- 
tious in applying a deposition velocity to species that have very large indoor concentrations, to 
surfaces that undergo relatively sudden temperature changes, to indoor environments whose chem- 
ical constituents change rapidly and dramatically, and to species that may be generated by surface 
chemistry. 

Influence of Homogeneous Reactions--For species that are produced or decay homogeneously, 
the deposition velocity can be influenced by the production/decay rate. An example comes from a 
recent study by Nazaroff et al. [27] that reports numerical predictions of local deposition velocities 
of unattached 2~8po and 212pb to the surfaces of square two-dimensional enclosures under laminar 
natural convection flow. Polonium-218 has a relatively short half-life (3.04 min), while that of 
21zPb is significantly longer (10.6 h). Owing to these differences in their rates of decay (and 
generation), 218po and 212pb are not expected to have identical deposition velocities, even if their 
diffusivity were the same. The study results indicate that the production and decay of 2~SPo alter 
its spatial distribution relative to that of :12pb even under identical airflow conditions. Hence, the 
deposition velocities for :18Po are larger than those for Zl2pb. The latter species, because of its 10.6 
h half-life, behaves as a stable species with respect to the time scale of convective motion. 

The above illustration involves radioactive generation and decay. However, the concept applies 
to any situation in which species are produced or decay homogeneously on a time scale comparable 
to or faster than that of transport across a boundary layer. For example, gas-phase reactions between 
ozone and nitric oxide could modify the spatial distribution of the less abundant reactant. The 
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occurrence of such reactions within a boundary layer could alter the concentration gradient and 
thereby result in a change in the flux density to the surface relative to the core concentration. 

Investigators are cautioned to take into consideration the effects of homogeneous transformations 
when using results from one species to predict deposition velocities for other species. 

Concluding Remarks 

As a scientific topic, the issue of air pollutant interaction with indoor surfaces is at a juvenile 
stage of development. The achievements to date might be summarized as follows: 

�9 Introduction of the concept of deposition velocity as a means of parameterizing the loss 
process. This representation has proven useful for pedagogical purposes and as a tool for 
achieving a first-order quantitative description of the process. 

�9 Generation of experimental information on the deposition velocity for several important clas- 
ses of indoor pollutants and in a number of specific indoor settings. 

�9 An emerging understanding of the factors that govern the deposition velocity. 
�9 Predictions of the deposition velocity under mass-transport limited conditions for several 

canonical indoor air flow scenarios. 
�9 Application of the concept of deposition velocity in indoor air quality models to determin- 

istically predict indoor pollutant concentrations. The concept has also been used to interpret 
experimental studies of the factors governing indoor concentrations. 

On the other hand, it is possible to identify many important aspects of the topic about which 
present knowledge is unsatisfactory, or at least unsatisfying. These include the following: 

�9 Knowledge of surface transformation processes is weak. Only very recently have efforts to- 
wards understanding the chemical reactions that occur between air pollutants and indoor 
surfaces been reported. Phenomena such as "aging" of surfaces and the relative humidity 
dependence of the deposition velocity for certain species cannot yet be explained. 

�9 The concept of deposition velocity is inflexible with respect to processes that lead to subse- 
quent release of contaminants into indoor air. We know that such phenomena occur. The 
persistent odor of cigarette smoke is direct evidence of a reversible deposition process. The 
surface conversion of NO2 to gaseous nitrous acid is another example. However, we cannot 
yet describe the rates of these processes quantitatively. 

�9 Detailed understanding is lacking of the air motion near surfaces within buildings. A primary 
source of evidence of this limitation is the persistent difficulty in reconciling the deposition 
velocity predictions based on mass-transport analysis with experimental results. 

Given the importance of exposure--both of humans and of sensitive materials--to air pollutants 
in buildings, it behooves investigators to develop a better understanding of pollutant-surface in- 
teractions. To do so will require the combined efforts of experts on transport processes and surface 
chemistry in concert with scientists and engineers knowledgeable about the important issues in 
indoor air quality. Progress on this frontier holds the promise of increasing society's ability to 
beneficially manage the indoor environments in which we live and work. 
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ABSTRACT: Sorption filtration is presently being investigated as one means to control the quality 
of air in buildings, yet methods to integrate models of sorption filtration devices with multi-zone 
indoor air quality analysis procedures, to enable rational design of these devices, have not appeared. 

This paper reviews the theoretical bases of sorption models recently developed for multizone 
contaminant dispersal analysis and presents new work to extend these models to the problem of 
sorption filtration modeling. Four generic families of models are presented that account for (1) the 
equilibrium limits of reversible sorption processes with or without (2) boundary layer diffusion trans- 
port at the adsorbent surface and (3) diffusion transport within the adsorbent proper, and, for filtration 
devices, (4) convection-diffusion transport within the filtration medium. All models are formulated 
as mass transport elements that may be directly assembled with existing elements to model contam- 
inant dispersal in multizone building/HVAC systems of arbitrary complexity. A comparison of the 
model families is made, criteria are presented to aid in the selection of the model family to use, and 
results of first applications of these models are presented that provide some validation of the theory. 

KEY WORDS: indoor air quality, adsorption, desorption, sorption filtration, multi-zone model, 
exposure 

Nomenclature 

D 
,~-air o 

o = D ( ~ C )  

"E 

-f 
~g 

A, Projected ( that  is, exposed)  surface area of  the adsorbent  (m 2) 
"C Air-phase  concent ra t ion  of  species a (g �9 edg �9 air) 

~C* Air-phase  concent ra t ion  of  species ot near  the surface of  the adsorbent  (g �9 a / g  �9 air) 
"Ce Air-phase  equi l ibr ium concent ra t ion  of  species et (g �9 a / g  �9 air) 
"Ce So-cal led reduced concentra t ion  of  (g �9 edg �9 air) 

"C,~, Saturat ion air-phase concentra t ion  (g �9 odg �9 air) 
"Cse Sorbed-phase  equi l ibr ium concentra t ion  of  species ct (g �9 a / g  �9 sorbent)  
~C,o Sorbed-phase  concentra t ion  corresponding to comple te  coverage by  a single layer of  

adsorbate  (g �9 o d g � 9  sorbent)  
~C',o Sorbed-phase  concentra t ion  corresponding to the pract ical ly comple te  filling of  micro-  

pores within the sorbent  when  the a i r -phase is saturated (g �9 odg �9 sorbent)  
Dub in in -Radushkev ich  parameter  (dimensionless)  
Molecula r  diffusivity of  species et in air (m2/s) 
Effect ive diffusion coefficient  of  the adsorbate-adsorbent  sys tem (m2/s) 
Sys tem excitation,  (g �9 a / s )  
Equi l ibr ium sorpt ion funct ion for  species o~ on a specific adsorbent  (g �9 a / g  �9 air) 
Species a generat ion rate within the adsorbent  per  uni t  length  (g �9 odm �9 s) 
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~G 
~G~ 
hm 

~gp 

~K~ 
~KBEr 

M 

M~ff 

M~eff 
M:~ff 

M, 
Sc 

Sh 

T 
P 
W 

~ W  t 

~ W  s 

aWdi ff 

aWcon_di f 

'~W~ 

aWS_ad s 

CtW5 des 
X 

E 

P 
ps 

Species tx generation rate within the room or chamber (g �9 a/s) 
Species ct generation rate within the adsorbent (g �9 a/s) 
Average film mass transfer coefficient (m/s) 
Partition coefficient (g �9 air/g �9 sorbent) 
Langmuir isotherm coefficient (g �9 air/g �9 or) 
BET isotherm coefficient (g �9 air/g �9 or) 
Mass of air in the volume of the room (g �9 air) 
Effective participating mass of the room-sorbent system (g �9 air) 
Effective participating mass of the sorbent (g �9 air) 
Effective participating mass of the sorbent for each finite element e (g �9 air) 
Mass of sorbent, (g �9 sorbent) 
Schmidt number, the ratio of the kinematic viscosity of air v to the molecular diffusivity 
of the species in air (v/"-~D) 
A dimensionless form of the film coefficient equal to the quotient (~rnL/~-~rD), where L 
is a characteristic length 
Temperature (~ K) 
Pressure (Pa) 
Mass flow rate of air into a room or chamber (g �9 aids) 
Mass transport rate of species ot relative to the bulk flow through the porous adsorbent 
(g �9 a/s) 
Mass transport rate of species ot into the adsorbent (g �9 eds) 
Mass transport rate of species a through the adsorbent by diffusion (g �9 cds) 
Mass transport rate of species ct through the filtration medium by convection and dif- 
fusion combined (g �9 ~./s) 
Net mass transport rate of species tx through the boundary layer ~, (g �9 a/s) 
Boundary layer adsorption mass transport rate (g �9 a/s) 
Boundary layer desorption mass transport rate (g �9 a/s) 
Distance perpendicular to the plane of the adsorbent sheet (m) 
Element thickness (m) 
Porosity of the adsorbent 
Air density, (g �9 air/m 3) 
Bulk density of the adsorbent, (g �9 sorbent/m 3) 

Air pollutants are known to be adsorbed and desorbed from building materials, furnishings, and 
other contents--the persistence of odor provides the obvious evidence of this--but  can sorption 
transport significantly alter the dispersal dynamics of air pollutants in buildings? Some experi- 
mental studies indicate that, indeed, the impact of sorption transport may be significant in some 
cases and attempts have been made to model the adsorption dynamics involved [1-6]. However, 
these empirical and semi-empirical models fall short of that which would be needed to evaluate 
the impact of sorption transport in a practical context. 

This paper will review the theory underlying more general sorption transport models developed 
in earlier studies for the purposes of practical multizone indoor air quality analysis [7-9]. These 
models were formulated using element assembly techniques and, following approaches taken for 
moisture transport modeling [10-16], are based on fundamental principles of adsorption science 
limited here, however, to isothermal sorption dynamics. They provide the means to identify the 
conditions under which sorption transport can significantly alter contaminant dispersal in building 
airflow systems and can be used to extend the existing multi-zone theory to predict the quality of 
air in buildings. 

The past decade of research has placed a central emphasis on source-control, ventilation, and 
particle-filtration strategies to mitigate indoor air problems. Multizone contaminant dispersal and 
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airflow analysis tools have been developed to evaluate the efficacy of these strategies and, thereby, 
aid designers attempting to implement them. In recent years, attention has turned to the possibility 
of using sorption filtration devices to extend the arsenal of mitigation strategies [17-19]. 

Specifically, researchers at the National Institute of Standards and Technology (NIST) have 
developed a test method and apparatus to measure the single-pass effectiveness of building sorption 
filtration media, and available gas sorption theory has been adapted, with success, to predict the 
time varying sorption characteristics of a single-pass sorption device challenged by an air stream 
containing a single contaminant component of steady concentration delivered to the filtration device 
at a steady airflow rate [20], However, building sorption filtration devices are challenged by air 
streams containing contaminants of varying concentrations delivered at varying airflow rates due 
in part to the dynamic interaction of the filtration device and the building airflow systems and, in 
part, to time varying source emission rates. Furthermore, in many instances two or more contam- 
inant components may be expected to compete for sorption sites within the filtration medium, 
complicating both the mechanics and modeling of the sorption process. 

The practical design of sorption filtration devices intended to be used to control the quality of 
air in buildings will therefore demand the development of sorption filtration component models 
that can account for: (1) the dynamic interaction of the filtration device and the building airflow 
systems, (2) the possibility of time varying or discontinuous supply airflow rate to the filtration 
device, and (3) the possibility of multi-component sorption competition within the sorption me- 
dium. This paper will present sorption filtration models that will answer the first two needs, and 
future studies will be directed toward extending these models to account for the multi-component 
case. 

To proceed, some fundamental principles of adsorption science will be reviewed. The application 
of these principles to modeling adsorption dynamics in single rooms will then be considered and 
from these single room (single-zone) models element equations for equilibrium adsorption, bound- 
ary layer diffusion, and porous adsorbent diffusion transport will be extracted that may be used 
for general multizone analysis. A sorption filtration model based on a finite element approximation 
of the governing convection diffusion equation for a porous filtration medium will be presented. 
It will be shown that simpler sorption filtration models can be assembled from the basic sorption 
element equations developed earlier that may provide adequate accuracy for the current state of 
the art and the results of practical applications of these models will be described. 

Fundamental Principles 

Adsorption, the separation of a substance from one phase (indoor air in the present context) and 
the accumulation of that substance on the surface of another phase (here, building materials and 
filtration media) is just one step of several that together determine the nature of the adsorption 
dynamics. In the building context, adsorbate species are transported via convection and molecular 
and turbulent diffusion transport processes from the bulk air-phase to locations near the adsorbent. 
At this point, diffusion transport processes alone take over to move the adsorbate first through the 
boundary layer surrounding the adsorbent and then through the porous interstices of the adsorbent 
to near-surface locations of the solid portions of the adsorbent. Finally, the actual adsorption 
processes come into play to bind the adsorbate to activated adsorbent surface locations. Simulta- 
neously, desorption processes release adsorbate within the porous structure of the adsorbent that 
are then transported to the bulk air-phase by these same processes. The rate of species transport 
to and from the surface-bound locations is thus determined by dispersal processes within in the 
building/HVAC system, by boundary layer diffusion processes near the adsorbent, by porous dif- 
fusion processes within the adsorbent, and by the adsorption process itself at the solid surface 
locations within the adsorbent. It is somewhat ironic that the rate of the adsorption process is 
invariably practically instantaneous, and thus we shall simply ignore the kinetics of this step. The 
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limitations placed on this step by equilibrium considerations are all-important, however, and will 
be central to all subsequent discussion. 

Sorption Equilibria 

Under normal conditions of temperature and pressure, physical and some chemical adsorption 
processes may be considered to be a more or less reversible transformation between two alternative 
phases of the adsorbate--the free phase and the adsorbed phase--where the adsorbent may be 
thought to activate the transformation process not unlike a catalyst in a chemical tranformation 

Adsorbent 
Free Phase Adsorbed Phase + AH 

where AH is the heat of adsorption released. 
For closed systems under steady conditions the rate at which adsorbate molecules (or ions) et 

bind to adsorbate surfaces will eventually equal the rate at which they are released and the con- 
centration of the free and adsorbed phases will remain constant at their respective equilibrium 
values, ~C~ and "C,,. (Here concentration for both phases will be expressed in terms of mass 
fraction, following one of the common conventions used in the adsorption and chemical engi- 
neering literature.) 

In functional notation, we may say that the free-phase equilibrium concentration of species ct, 
~C~, is related to the adsorbed-phase concentration, "C,~, and the thermodynamic state of the system 
determined by temperature, T, and the free-phase pressure, P, as 

~C,e = "f(~C~, T, P) (1) 

where ~f is a function that is unique for each adsorbate-adsorbent system. 
When reported for isothermal conditions at atmospheric pressure these equilibrium relations are 

identified as adsorption isotherms. Experimentally determined adsorption isotherms are often ap- 
proximated by one of several models. Four representative models are the Linear, Langmuir, BET, 
and Polanyi DR models [21] 

Linear Model ~ = "K~eC, (2) 

"C~o"KL"C~ 
Langmuir Model ~C~e - (3) 

1 + "KL~Ce 

C,o KBzr Ce ~ ,  =_ "C, (4) 
BET Model "C,e = (1 + "(?e)(1 - ~(7, + ~/(BET"^Ce)' ~C,a, 

o o , ~  ( 5 )  Polanyi DR C,, = C,o exp - D  In \ "C,]J  J 

The Linear and Langmuir models are likely to be appropriate for the adsorption of ambient 
levels of volatile organic compounds (VOCs) on building materials, the BET model would be 
appropriate for adsorption of water on building materials, and the Polanyi DR model is the model 
of choice for sorption of VOCs on granulated activated carbon (GAC) where capillary condensation 
in microporous interstices (pore filling) is important. In these models, the Partition, Langmuir and 
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FIG. 1--Boundary layer diffusion. 

BET "constants," "Kp, ~KL and "KR~T, have an Arrhenius type dependency on temperature [22- 
24] while the Dubinin-Radushkevich parameter D is proportional to the square of the absolute 
temperature of the system; ~C,o, is the sorbed concentration corresponding to complete coverage 
of a single layer of adsorbate (constant for a given system and independent of temperature for the 
Langmuir assumption of a fixed number of sites available for adsorption) while ~C',o is the sorbed 
concentration corresponding to the practically complete filling of micropores within the sorbent 

when the air-phase is saturated; and ~?e is the so-called reduced concentration, a ratio of the 
equilibrium to the saturation air-phase concentration, "C~a~. 

Boundary Layer Diffusion 

Adsorbent surfaces may be thought to be separated from the bulk air by a film or boundary 
layer over which the species concentration varies from a near-surface, air-phase concentration, "C*, 
to the bulk air-phase concentration in the room or zone, ~C, as illustrated in Fig. 1. If mass transport 
is due only to molecular and turbulent diffusion processes (that is, there is no bulk flow of adsorbate 
through the boundary layer and adsorbent due to pressure gradients), then the net mass transport 
rate from the bulk phase to the surface, "w~, may be approximated using steady-state mass transfer 
relations from boundary layer theory of the general form 

'~w~ = ~mpA,("C - "C*) (6) 

where ~m is the average film mass transfer coefficient, p is the film density, the average of the 
bulk and surface densities, and A, is the projected (that is, exposed) surface area of the adsorbent. 

The average mass transfer coefficient may be measured directly (for example, see Ref 5), meas- 
ured indirectly using the naphthalene sublimation technique [25], estimated from published beat 
transfer correlations (for example, see Refs 26 and 27) using the so-called heat and mass transfer 
analogy, or estimated from published mass transfer correlations. Mass transfer correlations, typi- 
cally, relate a dimensionless form of the film coefficient, the Sherwood number, Sh, with the surface 
flow Reynolds number, Re, and the air-phase Schmidt number, Sc. White provides useful corre- 
lations for flow parallel to a flat plate, a flow condition that may be considered to be representative 
of airflow past interior building surfaces [25]; Glicksman and Kirwan provide correlations for flow 
through fixed beds that may prove useful for modeling sorption filtration media [28,29]. (See, also, 
the closely related correlations for particle deposition velocity discussed by Nazaroff [30,31].) 

Porous Diffusion in Flat Adsorbent Sheets 

Transport within effective adsorbents invariably involves a complex variety of processes 
including: 
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FIG. 2--Convection-diffusion with adsorption in a flat adsorbent. 

�9 molecular, Knudsen, and surface diffusion within macroporous interstices (that is, interstices 
that are large relative to the molecular dimensions of the adsorbate), 

�9 diffusion processes influenced by the potential field of the adsorbent surfaces within micro- 
porous interstices that are specific to the surface characteristics of the adsorbent and the nature 
of the adsorbate, and 

�9 bulk transport due to Poiseuille flow driven by pressure gradients [23,32,33]. 

Macroporous diffusion and microporous diffusion, at low air-phase adsorbate concentrations, in 
flat adsorbent sheets or panels may be modeled analogously to Fick's Law as 

"w' = -pAF~D("C)  - -  (7) 
Ox 

where ~w' is the mass transport rate of species ot relative to the bulk flow through the porous 
adsorbent, ~-erD("C) is the effective diffusion coefficient of the adsorbate-adsorbent system that, in 
general, depends upon the species air-phase concentration, its physical properties, and the physical 
characteristics of the adsorbent [23,32,33], and x is the coordinate direction perpendicular to the 
plane of the adsorbent sheet. 

Consider now a flat adsorbent panel separating two building zones, as diagrammed in Fig. 2, 
with diffusion transport ~w', superimposed upon a bulk flow, w from Zone i to Zone j. At position 
x in the adsorbent, the air-phase and adsorbed-phase concentrations are ~C and ~C,, respectively. 
Accounting for a change of these values over a small distance Ax and the possibility of species 
generation (or removal) in the adsorbent ~g we may directly write a species mass balance for the 
Ax slice 

w[~C - (~C + A~ + [~w' - (~ + A~w')] + ~g~x = pA ,~x  
O~C o~C~ 

+ p,As A x -  (8) 
Ot Ot 

where p is (now) the density of the air-phase, p, is the bulk density of the adsorbent, and ~ is the 
porosity of the adsorbent. 

In the limit, Ax ---> 0, Eq 8 becomes 

O~C O~w , O~C O~C~ 
- w  Ox O~ + ~g = oA,e - ~  + p,A~ Ot (9) 
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FIG. 3--Single-zone equilibrium adsorption (EA) model 

Equation 9 is a differential species mass balance relation that is quite general, but not yet in a 
form that is useful. We shall modify this expression by first assuming that adsorption is practically 
instantaneous so that "C and "Cs are related by the equilibrium relation "C, = "f("C) and then 
introduce the porous diffusion relation defined by Eq 7 to obtain 

�9 02"C ( A O"f] O"C O~'C 
oA: 'D - -g -  + ~ = ioA,.  + O, �9 O"C] - g -  + w Ox ..... (10) 

This equation that has the form of the one-dimensional convection-diffusion equation~although 
here with possibly nonlinear coefficients due to the terms "~D and O~ be identified 
as the one-dimensional convection-diffusion-adsorption equation. This equation is similar to those 
used to model the dynamics of adsorption in packed columns or chromatographic columns [33,34]. 

Building Sorption Dynamics 

The forgoing principles may be directly applied to the problem of modeling adsorption dynamics 
in buildings. We will focus consideration on the single-zone case, moving from simple models to 
more complete models, and from these results extract element equations that can be used for general 
multi-zone contaminant dispersal analysis. 

EA: Equilibrium Adsorption Model 

Consider a single well-mixed zone containing a volume of air of mass M and a quantity of 
adsorbent of mass M, with air flowing into and, by continuity, out of the zone at a mass flow rate 
w, as illustrated in Fig. 3. Given the species concentration in the zone "C and that of the air flowing 
into the zone ~C~, the species mass flow rates into and out of the zone are as shown on the figure 
and thus the species mass balance may be written as 

d~C d"C~ 
w~C + M T + M" T = ~G + ~G~ + w~Ci, (11) 

where we have admitted the possibility of species generation in the zone air, "G, and in the 
adsorbent, "G,. 

If now we make the simplifying assumption that the adsorbate concentration within the adsorbent 
is uniform, and the zone air at all times remains in equilibrium with the adsorbent (that is, "C, = 
~f(~C)) then the mass balance assumes a form that is similar to that defining the dilution dynamics 
alone 
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FIG. 4--Single-zone boundary layer diffusion controlled (BLDC) model. 

w~ + Me. d~ ( I d---7-= ;Mof,= M + M, ~ c  ] (12) 

where the terms on the right-hand side of Eq 11 have been collected into a single term, the system 
excitation "E, and an effective participating mass of the system, M~ff, appears as the sum of the 
zone air mass plus the adsorbent mass scaled by the slope of the adsorption isotherm. For the 
Linear adsorption isotherm the effective mass is simply Men = (M + M,~Ke). From an element 
assembly point of view [35] the adsorbent simply contributes an additional storage element with 
capacitance equal to M,(d"f/d~C) or, equivalently, sorption mass transport may be modeled using 
the equilibrium adsorption element equation 

EA Element ~w, = M~ ~ -  (13) 

Equation 12, the single-zone equilibrium adsorption or EA model, may be solved to determine the 
time variation of zone-air concentration ~C, and from this solution the adsorbent concentration re- 
sponse may be recovered using the assumed equilibrium relation ~C, = ~f(~C). The assumption of 
equilibrium adsorption is reasonable when boundary layer diffusion, porous diffusion, and adsorption 
transport rates are rapid relative to flow transport dynamics. This is likely to be the case when the 
adsorbent is well distributed in the zone and when zone air concentrations are changing slowly. 

BLDC: Boundary Layer Diffusion Controlled Model 

Consider the same zone where, now, we isolate the adsorbent and the zone in separate control 
volumes linked by boundary layer mass transport ~ws, as shown in Fig. 4. Two mass balance 
relations may be written for this system idealization, one for the zone air and one for the adsorbent 

d~C 
w~C + hm P A,(~C - ~C*) + M T = ~G + wetCin (14a) 

d"C, 
--hm P A,("C - "C*) + Ms T = "G, (14b) 

If we now make the simplifying assumption that the species concentration within the adsorbent 
is uniform and the air at the surface of the adsorbent at all times remains in equilibrium with the 
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adsorbent (that is, ~Q = ~f("C*)) then we obtain two equations in two unknown variables, ~C and 
~C*, the zone and near-surface air-phase concentrations 

-h,,Oa, h,npa, J{~cC} + [ O  ~ n ]  t ~  

( dt 

= {~E} (15a) 

d 7  
M~ee = M, d-UC ~ (15b) 

where the terms on the right hand side of Eqs 14a and 14b have been collected in a single system 
excitation vector {~E}. For this model, then, an effective participating mass of the absorbent 
appears that is simply equal to the second term of the total effective mass obtained for the EA 
model. Note, also, that the first array, the transport array of Eq. 15a, can be written as the sum of 
a symmetric and an asymmetric array 

w +_L.pA, -L.pA,] 1 
(16) 

The first array on the right-hand side is due to flow transport, and the second array is due to 
boundary layer transport and is, in fact, the transport matrix of a boundary layer transport element 
equation 

BL Element w~-aa, = h,,pA, ~C* (17) 
L W~_d~j 

where ~w~,a~ and "W~-d~ are the boundary layer adsorption and desorption mass transport rates, 
respectively. 

This system of two ordinary differential equations may be solved to determine the time variations 
of the zone and the near-surface air-phase concentrations, Otc and "C* and from this solution the 
adsorbent concentrations response may be recovered using the assumed equilibrium relation. An 
analysis of this system of equations may be found in an earlier publication [7] where it is shown 
that, for a linear adsorption isotherm, this model simplifies to the EA model when the rate of 
diffusion transport is large relative to the airflow rate (that is, when h,,pA, >>w). 

The assumptions underlying this model are justified when boundary layer diffusion is slow 
relative to porous diffusion--a criterion similar to the Biot criterion used in heat transfer (see Ref 
14.) For this reason we will identify this model as the Boundary Layer Diffusion Controlled or 
BLDC model. 

BLPD: Boundary Layer and Porous Diffusion Model 

Reconsider the same zone again where now we isolate the zone in one control volume and 
spatially discretize the adsorbent into n slices linking it, by boundary layer mass transport ~w~, to 
the zone control volume as illustrated in Fig. 5. In this idealization, the primary dependent variables 
are again air-phase concentrations but now we will attempt to determine the spatial variation 
of air-phase concentration within the adsorbent pore structure with the discrete variables ~C~, ~C2, 
. . .  "C,. Following the strategies employed above, we will assume that the pore air-phase concen- 
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FIG. 5--Single-zone boundary layer porous diffusion (BLPD) model 

trations remain in equilibrium with the adsorbed-phase concentrations or ~C,i = ~fCC) ; i = 1, 2, 
. . .  F .  

The mass balance relation for the zone air may be formed directly (it will be similar to Eq 14a) 
but the formation of the mass balance for the adsorbent slices is a bit more challenging. Two 
approaches are available. In the first approach we may simply treat each slice as a control volume 
and formulate mass balances using average concentrations for the slice (for example, see Refs 11 

and 13). The second approach, which will be taken here, is the Finite Element Approach wherein 
(1) the form of the spatial variation of the concentration (shape function) is assumed for each slice 
and is related to the discrete concentration variables, (2) a governing differential equation is iden- 
tified (in our case it is the one-dimensional convection-diffusion-adsorption equation presented in 
Eq 10) and the assumed shape functions are substituted, (3) a minimization principle (for example, 
the Galerkin Method) is applied to formulate element equations, and (4) the element equations are 
assembled to form the system equations. 

The application of the Finite Element Method to the one-dimensional convection-diffusion equa- 
tion and element assembly techniques are discussed elsewhere [35,36]. Here we shall assume no 
Poiseuille-type flow in the adsorbent and, therefore, need only consider the slightly simpler problem 
of one-dimensional diffusion with equilibrium adsorption. For linear shape functions, lumped mass, 
and no generation within the adsorbent, the resulting porous diffusion-adsorption element equa- 
tions, or, equivalently, mass balance equations for transport from node i to j are 

d~C~ 

{ t [o '~ '~w pA:'-*'D -- "C ,,n4 _ + M ~  dt PDA Element etwdirr_j ~x" -- ~ d~Cj (18a) 

dt 

M~., = T p~ + p" a~ (18b) 

where ~x ~ is the element thickness (i.e., the thickness of each slice). For this lumped mass formu- 
lation an element effective mass, M~,~; appears, completely analogous to the EA and BLDC effec- 
tive mass contributions, that is equal to the mass of adsorbent within one half of the slice scaled 
by the slope of the adsorption isotherm plus the mass of the air within the pores of this half-slice. 
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The complete system of equations for this third single-zone Boundary Layer Porous Diffusion 
(BLPD) model will not be presented due to space limitations. Suffice it to say it is simply a slight 
modification and extension of Eq 15a with n - 1 additional equations. This system of equations 
may be solved to determine the n + 1 air-phase concentrations and then the adsorbent concentra- 
tions may be recovered using the equilibrium relation. The assumptions underlying this model are 
not very restrictive; therefore, we should expect this model to provide the best estimate of system 
response, although at the cost of extra complexity and computation. 

Discussion 

Model Variants--The models developed above are each based on the general functional ex- 
pression for sorption isotherms, Eq 1. The substitution of a specific isotherm relation yields a 
specific member of each family of models. With the four isotherm relations defined above, Eqs 2 
through 5, we obtain the Linear, Langmuir, BET, and Polanyi DR members of the EA, BLDC, 
and BLPD families. Other adsorption isotherms can also be used directly. 

In all cases, the slope of the isotherm (i.e., O~f/O~C) for the current state of free-phase/adsorbed- 
phase concentration is required. In many situations it is likely that the free-phase/adsorbed-phase 
concentration response will fall within a range over which this slope may be relatively constant, 
and thus a linearized approximation to the isotherm (for example, using a truncated Taylor's 
expansion) may be used to avoid this source of nonlinearity. 

Model Selection--The BLPD model family provides the most complete idealization of the zone- 
adsorbent system but requires an estimation of the effective diffusion coefficient and, possibly, the 
porosity, mean pore radius, and other physical characteristics of the absorbent--data that may be 
hard to come by. It is also rather complex and therefore somewhat more difficult to implement. 
The question arises, then: When can the simpler EA or BLDC models be expected to be accurate? 
Following the basic strategy of the Biot criteria used in the related boundary layer/conduction heat 
transfer problem we may establish model selection criterion based on a three-part ratio 

w : hmpA, : pAs~-airD/~x (19) 

where ~x is the total thickness of the flat adsorbent sheet or panel. When the last two terms are 
large relative to the first, then the EA model may be expected to be accurate; when the first two 
terms are of the same magnitude yet smaller than the third term, then the BLDC model may be 
expected to be accurate; and when the last term is small or of a similar magnitude to the other 
terms, then the complete BLPD model should be used. 

Multizone Analysis--The models developed above presumed that adsorption was local to the 
single zone being considered. For multi-zone modeling of adsorption that is local to a given zone 
it is theoretically and physically consistent to expect that the same elements--Eqs 13, 17, or 18, 
or a combination thereof--used to assemble these single-zone models may be used directly to 
model either EA, BLDC, or BLPD dynamics local to each zone in question. Indeed, one may 
directly consider a mixed model wherein some zones include EA assemblages (for example, due 
to curtain fabric adsorption), others include BLDC adsorption (for example, due to carpet adsorp- 
tion), while yet others include BLPD adsorption dynamics (for example, moisture adsorption in 
wood construction). 

Application 

Silberstein at NIST studied the formaldehyde (HCHO) adsorption and desorption dynamics of 
a 1.2 m by 2.4 m specimen of 0.013-m-thick gypsum board that was attached to one wall of a 
1.22 m by 2.44 m by 0.61 m test chamber [4]. The test chamber was placed in a closed environment 
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FIG. 6--HCHO sorption on gypboard: RcL = 287. 

20 

maintained at 23~ and 50% RH, a constant fresh airflow rate through the chamber of approxi- 
mately one air chafige per hour was maintained, and HCHO gas was introduced into the chamber 
at a constant rate for eleven days. This test was modeled with the EA, BLDC, and BLPD models 
using the linear adsorption isotherm with a partition coefficient of 5.5 g �9 air/g �9 gypboard (other 
details have been reported earlier [9]. The average mass transfer coefficient was estimated to be 
6.6 • 10 -5 m/s using a correlation with the boundary layer Reynolds number given by White [25]. 
The Reynolds number was estimated to be REL = 287 by assuming a velocity profile within the 
chamber similar to that which would occur in a duct with the same volumetric flow rate. The 
comparison of measured response to predicted response is shown in Fig. 6 for ReL = 287 and in 
Fig. 7 for a Reynolds number ten times this value (i.e., an average mass transfer coefficient 
X/I-6 6.6 • 10 -5 m/s), 
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FIG. 7--HCHO sorption on gypboard: ReL = 2870. 
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FIG. 8--Discretization of sorption filter medium. 

The measured and predicted responses are seen to be of exponential nature with time constants 
on the order of days while the nominal time constant of the test chamber, based on the airflow 
rate of one air change per hour, was just one hour. Thus, in this case adsorption transport has 
indeed a significant impact. The EA model, being a single-degree-of-freedom model, approximates 
the response with a single exponential and provides a reasonable estimate of the overall response 
but does not capture the early rapid rise of the adsorption and rapid fall of the desorption phases. 
The BLDC model is a two-degree-of-freedom model and, as such, the response is represented by the 
sum of two exponentials. Here, these two exponentials have very different time constants and, as a 
result, the BLDC captures the early rapid rise of the adsorption and fall of the desorption phases. 

For this case the mass transport ratios are, for ReL = 287 

w : -h,,pA, : pA~?~DI~, = 2200 : 817 : 5320 

and for ReL = 2870 

w : -h,,pAs : pA,'~'DI~,, = 2200 : 2580 : 5320 

so we should expect the BLDC and BLPD models to yield similar results; the results bear this 
out. It is seen that the results are sensitive, however, to the boundary layer mass transfer. With a 
tenfold increase in Reynolds number (that is, a VT0  increase in mass transfer) we move from a 
poor to a very good prediction of response. 

Sorption Filtration Dynamics 

If we assume airflow within a building sorption filtration device is axial and radial mass transport 
is small relative to longitudinal transport, then sorption filtration mass transport in this device may 
reasonably be modeled using the one-dimensional convection-diffusion-adsorption equation, Eq 
10. To do so, the finite element method may again be applied. 

Finite Element Model  o f  Sorption Filtration 

To approximate a solution to the one-dimensional convection-diffusion-adsorption equation we 
follow the same steps previously discussed for the development of the porous-diffusion element 
equations, but now include the possibility of a Poiseuille-type bulk airflow in the porous adsorbent. 
We begin by spatially discretizing the filter medium into n slices as illustrated in Fig. 8, distributing 
the total mass of the medium Ms to each slice, and obtain the following convection-diffusion- 
adsorption element equations 
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~o~_~., = [[~fediff ] + [ f ..... ]] ~ + M~eff 0 CDA Element ~W~o,-~n4 

d~ 
dt 

d~Cj 
dt 

(18a) 

where now the transport matrix is the sum of two component matrices, the first accounting for 
diffusion transport as before 

pA, ~ ~'D 
(18b) 

and the second accounting for convective transport 

we[:  we[: 1] 
["fec~ = "2- -- -- + T -- 1 (18c) 

The so-called upwind parameter, 0 < ~b -< 1, is introduced to control numerical stability (at the 
cost of artificial diffusion) during the solution phase, and w" is the air mass flow rate through the 
filter medium. The effective mass M~eff is as before, Eq 18b. 

It may be shown that an assemblage of these element equations (that is, corresponding to a 
given sorption filter) is equivalent to a tanks-in-series idealization, a series of equivalent well- 
mixed compartments linked by flow elements, for those cases when full upwinding, + = 1, is used 
[37]. This suggests another strategy that will be explored below. 

Tanks-in-Series Models 

The convection-diffusion-adsorption element equations would be appropriate for a sorption fil- 
tration medium with a homogeneous distribution of micro and small macro pores. Regrettably, 
gaseous sorption filtration media do not fit this description. Sorption filters for building air cleaning 
applications are likely to be either fixed beds of activated carbon pellets 0.5 to 5 mm in diameter 
supported in a rectangular flame or a particle filter loaded with these same activated carbon pellets 
(for example, nonwoven polyester or open-cell foam filled with activated carbon pellets and 
binder). Therefore, building sorption filtration chambers are made up of sheets of carbon-containing 
filters separated by air spaces, and the filter medium itself contains voids ranging in size from the 
pore structure of the support medium down to the interstitial voids between clumps of activated 
carbon pellets. The microporous structure is limited to individual pores alone. 

Actual building sorption filtration devices are likely to be better modeled using a tanks-in-series 
approach. The three families of single-zone building sorption dynamics models presented above 
are attractive candidates for this purpose (that is, using a more appropriate model for porous 
diffusion in pellets for the BLPD case). To apply this strategy we would simply assemble a series 
of the single-zone EA, BLDC, or modified BLPD models to simulate the behavior of the filtration 
device as a whole. Figure 9 illustrates this strategy for the EA tanks-in-series model, the BLDC 
and the modified BLPD tanks-in-series models follow directly from this example. This is equivalent 
to the spatial discretization used in the finite element approach where now each single-zone is 
configured to represent a slice of the total filtration system and the total mass of the sorption 
medium Ms is distributed to each zone. Now, however, we account for the air in the relatively 
large air spaces within the filtration chamber and distribute it evenly (here) to each zone. 
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FIG. 9--EA tanks-in-series model of filtration system. 

Application 

Activated carbon filtration systems are commonly installed in buildings to control odor, yet few 
researchers have investigated the response of activated carbon challenged by the trace levels of 
contaminants commonly found in indoor air. An early investigation of the sorption capacity of 
activated carbon for acetaldehyde (CH3CHO), benzene (C6I~), and 1,1,1-trichloroethane (CH3CC13) 
was not promising [17,18,38]. Subsequent independent investigations by Liu [39] of the sorption 
capacity for heptane (C7H16) and decane (C10H22) and Graham [40] of the sorption capacity for 
benzene indicated dramatically higher sorption capacities and questioned the experimental proce- 
dure used in the earlier study. Both Liu and Graham used a coconut-based GAC. 

Sorption Isotherms--The equilibrium sorption data reported by Liu and Graham were used to 
establish sorption isotherms for subsequent analysis. For the purposes of this study, the Polanyi 
DR isotherm model, Eq 5, was fitted to the equilibrium sorption data reported by Liu for heptane 
and by Graham for benzene. The air-phase saturated concentration "C,at for each species was 
determined for saturation vapor pressures reported in the Handbook of Chemistry and Physics [41] 
leaving two model parameters, "C'~o and D, to be determined by a nonlinear least squares proce- 
dure. The results of this exercise are shown in Fig. 10. 

Filtration Device Simulation--Liu investigated the response of a small, packed-bed filter to a 
constant inlet airflow at each of four constant challenge (inlet) concentrations of heptane: 118, 15, 
2.7, and 0.5 ppm. The filter bed contained 6 g of granulated activated carbon within a cylindrical 
glass chamber 2.54 cm in diameter and 2.54 cm long. Heptane was injected into air maintained at 
50% RH and ambient temperature. This air was passed through the filter maintaining a superficial 
velocity of 25.4 cm/s and exit concentrations were measured over time until complete breakthrough 
was realized. Results were reported in terms of the ratio of exit concentration to inlet concentration 
or breakthrough. 

This filtration device was modeled using both the EA tanks-in-series model and the BLDC tanks- 
in series model, designated as EA and BLDC models, respectively. The Polanyi DR isotherm 
reported above was used in both cases. For the BLDC tanks-in-series model, the boundary layer 
mass transfer coefficient was estimated using correlations reported by Glicksman [28] with the 
particle Reynolds number estimated to be 65, and consequently the Sherwood number equal to 
20 __+ 5. The molecular diffusivity of heptane was assumed to be 0.1 cm2/s. Carbon particles were 
assumed to be approximately spherical with a mean diameter of 4 nun. All values were based on 
atmospheric pressure and ambient temperature. 

Figure 11 compares the results of the simulations using the EA model, employing five separate 
cells (tanks), and the BLDC model, employing ten, to measured data. These curves are commonly 
called breakthrough curves--as the activated carbon approaches equilibrium the contaminant in 
the entering gas no longer is adsorbed and simply "breaks through" the filter to the exit. In all 
cases the EA tanks-in-series models provided a reasonable estimate of the ultimate breakthrough 
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FIG. 12--Comparison of  simulated breakthrough curves for a 5-cell EA and 1, 5, and lO-cell BLDC tanks- 
in-series models at 118 ppm challenge concentration. Markers present measured data. 

time of the filter but significantly underestimated the breakthrough percentage up until that time. 
The BLDC model provided an accurate estimation of the percentage of breakthrough at all times, 
although during the period of rapid change it somewhat underestimated the response. Furthermore, 
the BLDC model of this system proved to be numerically stiff (that is, characterized by widely 
varying system time constants) and, as a result, demanded state-of-the-art numerical methods for 
its solution. The close correspondence between measured results and the BLDC model results 
suggest that, in this case, sorption is boundary layer diffusion controlled. 

In chemical process simulation, increasing the number of ceils used in a tanks-in-series simu- 
lation approaches the limiting case of plug flow [42]. The EA tanks-in-series model exhibits this 
behavior, but the BLDC model is a bit more complex. Figure 12 compares computed responses 
for 1-cell, 5-cell, and 10-cell BLDC models. Although the computed breakthrough becomes more 
abrupt with a greater number of cells, the results converge to a response that falls short of the 
extreme plug flow breakthrough. In this case, a 10-cell idealization was practically convergent; 20- 
cell and 100-cell models produced results practically identical to the 10-cell results shown. 

Boundary layer diffusion controlled absorption is, by its physical nature, sensitive to the mass 
transfer rate at the boundary layer and, thus, the mass transfer coefficient used to model it. The 
estimation of an appropriate (effective) boundary layer mass transfer coefficient is fraught with 
uncertainty. As noted above, the mass transfer coefficient used in this study corresponded to a 
Sherwood number of 20 ~ 5. Figure 13 shows modeled responses using ~e  convergent 10-cell 
BLDC model for mass transfer coefficients corresponding to Sherwood numbers of 10, 20, and 
30, respectively. As expected, computed results are particularly sensitive to this parameter. 

Building/Filtration System Simulat ion--The  sorption filtration models presented above were for- 
mulated so that they may be directly assembled with other contaminant dispersal elements [35] to 
form idealizations of building/HVAC systems of arbitrary complexity. To provide an example of 
the utility of such an integration, a simple investigation was made of a representative problem-- 
the performance of an activated carbon filtration system in a laboratory setting. 

A hypothetical laboratory, 3 m by 6 m by 6 m, ventilated with outdoor air at a constant rate of 
1 air change rate per hour (ACH) ACH was modeled as a single well-mixed zone. A 10-cell BLDC 
tanks-in-series filter model, using the Polanyi isotherm for benzene presented in Fig. 10, was linked 
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FIG. 13--Comparison of simulated breakthrough curves for a lO-cell BLDC tanks-in-series model using 
bounda~ layer mass transfer coefficients corresponding to Sherwood numbers of  10, 20, and 30, respectively, 
at 118 ppm challenge concentration. Markers present measured data. 

to the laboratory idealization to account for an activated carbon recirculation filtration system. A 
diagram of this idealization is shown in Fig. 14. It was assumed that (1) the filtration system 
included a 0.61 m by 0.61 m by 0.61 m filtration chamber and was operated daily from 7:00 am 
to 5:00 pm, recirculating lab air at 10 ACH, (2) outdoor benzene concentration remained constant 
at 20 ppb, and (3) at 8:00 am daily a spill of 0.2 cm 3 of liquid benzene occurred (e.g., resulting 
from a daily transfer of  benzene from a storage container to a smaller container) that completely 
volatilized within 0.10 h. The complete, well-mixed, instantaneous volatilization of  the spilled 
benzene would result in a peak indoor benzene concentration of 500 ppb above ambient indoor 
levels: this value and the outdoor concentration used are representative of actual conditions that 
exist in building environments [43]. 

, | Filter ACH 

FIG. 14--Diagram of the tab-filtration system idealization. 
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FIG. 15--Simulation results for  the first day response for  a 0.2 cm 3 CtH6 spill in a 108 m 3 lab with a 
filtration systems containing 500 and 2 500 g o f  GAC operated at 10 ACH from 7.'00 am to 5:00 pm. 

The response of the system was computed for the first day of operation using 500 and 
2 500 g of activated carbon, both relatively small amounts, and compared to the response one 
would obtain without filtration. The results of this analysis are shown in Fig. 15. During the first 
day's response the filtration system not only effectively mitigates the impact of the spill but main- 
tains indoor C6H6 levels below outdoor levels. While the larger amount of activated carbon reduces 
both peak concentrations and integrated exposure, as expected, even the very small amount of 500 
g of activated carbon proves to have a significant impact on the quality of air within the lab. 

T o  gain some insight into the long-term behavior of this hypothetical sorption filtration system 
the response was computed for the first 30 days using only 500 g of activated carbon. Figure 16 
presents the complete response results, and Fig. 17 presents a detail of these results. Again this 
impractically small amount of activated carbon has sufficient capacity to effectively mitigate the 
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FIG. 16--Simulation results for the first 30 days" response for  a daily 0.2 cm 3 CtH6 spill in a 108 m 3 lab 
with a filtration systems containing 500 g of  GAC. 
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FIG. 17--Detail o f  simulation results for the first 30 days' response for  a daily 0.2 cm 3 Cel"le spill in a 108 
m 3 lab with a filtration systems containing 500 g of  GAC. The vertical scale has been clipped to reveal the 
gradual buildup o f  CJ-16 levels from 10 to 40 ppb during operating hours. 

impact of the dally benzene spill. However, a close examination reveals that the filtration system 
loses the capacity to maintain indoor C~I-I~ levels below outdoor levels after eleven days of oper- 
ation, and thereafter indoor levels increase daily as C6H6 is desorbed from the activated carbon 
during filtration system operation. This secondary problem could be mitigated by purging the 
filtration system with outdoor air after-hours--an operational scheme that may be readily inves- 
tigated using the sorption models presented here--but this example has served its purpose and we 
will not continue. 

C o n c l u s i o n  

Three families of adsorption dynamics models, based upon fundamental principles of adsorption 
science, have been presented and their use for sorption filtration analysis has been outlined. These 
models account for: (a) the equilibrium limits of reversible sorption processes, (b) boundary layer 
diffusion transport at the adsorbent surface, or (c) diffusion transport within the adsorbent proper, 
or a combination thereof. Individual members of the model families are distinguished by the 
sorption equilibrium model used in the model formulation. Importantly, the parameters of these 
models (the equilibrium adsorption characteristics of the adsorbate-adsorbent system being consid- 
ered, the mass transfer coefficient associated with boundary layer transport, and the effective dif- 
fusivity of the adsorbate within the adsorbent) may be measured directly using standard test pro- 
cedures or may be estimated using available theory; that is to say, the models presented are 
fundamentally based and not empirically determined. 

Criteria are presented, analogous to the Blot criteria used in heat transfer, that provide a basis 
for model selection. First comparisons with experimental results have been promising, showing 
that accurate predictions of response may be realized if the appropriate model is employed as 
indicated by the criteria. In the cases studied, it was apparent that dynamic predictions were sen- 
sitive to: (a) the value of the boundary layer mass transfer coefficient for boundary layer limited 
diffusion and (b) the mesh refinement for porous diffusion limited dynamics. This sensitivity 
reflects the physical sensitivity of the systems and is not a numerical artifact. 

The models presented apply to adsorption processes that are local to a zone; therefore, it is 
argued, these models may be directly integrated with existing multi-zone contaminant dispersal 
analysis methods to model local sorption dynamics. Element equations to do this are presented, 
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The use of special assemblages of these elements, tanks-in-series assemblages, to model sorption 
filtration devices is discussed and related to a finite element formulation of the one-dimensional 
convection-diffusion-adsorption equation. Results obtained from the application of these sorption 
filtration models appear to be reasonable and promising but cannot presently be validated for want 
of measured data. 

Consideration has been limited to isothermal, reversible sorption of single components. However, 
the element assembly approach taken is compatible with the element assembly formulation of 
building thermal models developed earlier [44], thus it is expected that the generalization to non- 
isothermal conditions will be straightforward. Modeling sorption of complex mixtures represents 
the significant challenge for the future as single component conditions simply do not exist in 
buildings. There is an indication, however, that this problem may find a relatively simple resolution 
for sorption transport under the trace concentration levels present in buildings [45,46]. 
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On Validation of Source and Sink Models: 
Problems and Possible Solutions 

REFERENCE: Guo, Z., "On Validation of Source and Sink Models: Problems and Possible 
Solutions," Modeling of lndoor Air Quality and Exposure, ASTM STP 1205, Niren L. Nagda, Ed., 
American Society for Testing and Materials, Philadelphia, 1993, pp. 131-144. 

ABSTRACT: While model validation remains the weakest part of the entire process of indoor air 
quality (IAQ) model development, special problems have made the validation of indoor source and 
sink models even more difficult. Many source and sink models have been developed, but few have 
been properly validated. Major problems with current procedures include: elusive model parameters, 
confusion in parameter estimation methods, uncertainty in scale-up and misleading scaling factors, 
unspecified validity ranges, and weakness in quantitative comparisons between models and experi- 
mental observation. 

To improve validation procedures, we have identified a number of potential areas including: proper 
definition of validation scope, proper use of statistical comparison methods, development of mass 
transfer indices to bridge the gap between test chambers and real buildings, and development of a 
cooperative effort to build a source and sink database to facilitate validation. 

KEY WORDS: model validation, source, sink, indoor air quality 

Model validation is the process of evaluating the usefulness, accuracy, and limitation of a model 
under various application conditions. While validation remains the weakest part in the entire pro- 
cess of indoor air quality (IAQ) model development, validating of source and sink models has its 
own special difficulties. In fact, although many source and sink models have been developed, few 
have been properly validated. 

General discussions on model validation can be found in the literature [1-4], but the special 
problems associated with source and sink models remain untouched. This paper identifies the major 
problems with current practice in validating source and sink models and discusses some possible 
solutions. Most of the problems raised came from examining the author 's own practice in model 
validation, and some came from reviewing other researchers' work. Although this paper is focused 
on validation, the author has found it difficult to completely separate model validation from model 
building. Some discussions here may be applicable to both steps. 

Purposes  of  Val idat ing Source and Sink Models  

Why must we validate source and sink models? Before answering this question, we need to 
briefly discuss how they are developed and how they are used. It is generally agreed that, before 
any satisfactory verification scheme is adopted, it is necessary to determine the primary purpose 
or purposes to be served by the verification [4]. 

The development of source and sink models relies heavily on experimental observations and 
understanding of the mechanisms. From chamber data, one can often calculate the emission rate 
based on mass balance equations. For example, if we assume that the adsorption of pollutants on 
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chamber walls is negligible, the mass balance for an area source in a chamber in an infinitesimal 
time period dt is 

Mass increased in chamber = Mass emitted - Mass exfiltrated 
o r  

Vd__ c 
dt = S R(t) - Q C (1) 

where 

V = chamber volume, 
C = chamber concentration, 
S = area of the source, 

R(t) = emission rate at time t, and 
Q = inlet/outlet air flow rate. 

Let L = S/V be the loading factor and N = Q/V be the air exchange rate, we then have 

dC/d t  + N C 
R(t) - (2) 

L 

When the concentration data have reasonable time resolution, the term dC/d t  can be well repre- 
sented by AC/At .  The data represented by empty squares in Fig. 1 is an example of using Eq 2 to 
calculate the emission rates from the chamber concentration data. The source tested was an indoor 
coating product. A total of 1.82 g of the product was applied to a 0.021 m 2 oak board, and tested 
for total organic emissions in a 53-L stainless steel chamber. The chamber was kept at 23~ and 
45% relative humidity and the air exchange rate was 0.514 h 1. 
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FIG. 1--Calculated VOC emission rate for  an indoor coating product based on chamber concentrations 

and first-order model prediction. 
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Direct calculation of the adsorption and desorption rate is impossible because the two processes 
occur simultaneously, but it is possible to calculate the net mass transfer rate for the pollutant to 
or from the sink surface. 

Base on experimental observations, a model can be developed in different ways. For the con- 
venience of discussion, we can roughly divide all source and sink models into two categories, 
statistical models and fundamentally based models. 

To find a statistical model suitable to the data in Fig. 1, basic knowledge of analytic geometry 
will convince us that the emission pattern in Fig. 1 can be approximated by a first order decay 
model [5] 

R( t )  = R o e  -~' (3) 

where 

Ro = initial emission rate and 
k = first order decay constant. 

The next step is to estimate the model parameters, the constants (or coefficients) in a model 's 
expression. In this case, we need to determine the values for Ro and k that could give the best 
agreement between the model prediction and observation. The solid line in Fig. 1 was obtained 
by log-linear regression imposed on the emission rate data. 

In most cases, however, model parameters are estimated by fitting the model to concentration 
data. This is especially true for sink models. No matter what data are used, such model development 
depends heavily on statistical estimations. 

To develop fundamentally based models, or mass transfer models, one needs to understand the 
physical-chemical phenomena involved, such as evaporation, adsorption, molecular diffusion in 
the air-surface interface, and molecular diffusion within the source. The parameters of a mass 
transfer model often have well-defined physical meanings such as vapor pressure, molecular weight, 
mole fraction, adsorption energy, diffusivity, and boundary layer thickness. Most parameters are 
obtained either directly from the literature or from well-established models. Therefore, parameter 
estimation for mass transfer models does not rely heavily on curve-fitting. In some cases, however, 
one or two of the parameters may have to be estimated empirically. It should be pointed out that, 
among existing source and sink models, many are neither pure statistical models nor pure mass 
transfer models. 

Like any other model, a source or sink model is at best a simplification and approximation of 
a real source or sink. Therefore, no one should expect the model to represent reality perfectly. 
There is a definite need, however, to know how good the agreement would be under certain 
conditions between the model and reality. In other words, we need some estimation of the model 's  
predictive en'or. 

A model may give satisfactory prediction in one case but fail in another. Then we must know 
the conditions under which the model gives acceptable prediction, and those under which the model 
fails. We also need to know the sensitivity of the model to its parameters. 

Source and sink models are seldom used alone. In most cases, they are part of  an IAQ model. 
Since both source and sink models serve the IAQ model, an2,' predictive errors they generate can 
be propagated during an IAQ simulation. We need to know how the inaccuracy of  a source or 
sink model could affect the IAQ simulation output. 

In summary, the purposes of validating source and sink models may include the following: 

�9 estimating the model 's  predictive error by comparing the predicted values to observed ones; 
�9 defining validity range and validity conditions, 
�9 defining conditions of  failure; 
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�9 defining the applicability of the model (good for a single product, type of product, or several 
types of products); 

�9 estimating the model 's  sensitivity to its parameters, and, if possible; 
�9 estimating the model 's  propagated error in IAQ simulation. 

For those who want to use source and sink models, proper validation will provide them with a 
clear view of the conditions for reliable model application and the uncertainty they may expect 
under certain conditions. Such information may prevent the user from misusing the models. For 
those who develop source and sink models, proper validation may enable them to learn how to 
improve their models and how to develop more advanced models. 

Major Problems with Current Validation Procedures 

Variable Model Parameters 

Most statistical models have at least one variable parameter, the parameter that is determined 
through statistical estimation and whose value changes as the environmental conditions change. 
Parameters R0 and k in Eq 3 are such variable parameters. Unlike physical parameters (such as 
boiling point, vapor pressure, diffusivity, and air velocity), these parameters are sensitive to any 
change of the environment. The modelers often find it difficult to choose proper values under 
certain given conditions. The following example illustrates how those parameters may vary with 

test conditions. 
A wood stain product was tested for its organic emissions in small environmental chambers [5]. 

The Concentration data were fit by the first-order source model. Test conditions and estimated 
emission factors are summarized in Table 1. As one can see, both Ro and k vary over a wide range. 
Unless correlations are found between these parameters and the environmental conditions (such as 
air exchange rate, loading factor, application rate, and degree of air turbulence), there is no way 
to tell what values to choose for R0 and k under certain given conditions. 

TABLE l--Total organic emissions from wood stain. 

Chamber type 166 L with a slow stirrer 
Air exchange rate range 0.35 to 4.6, h -~ 
Application rate range 23 to 26, g m -2 
Chamber loading range 0.1 to 1.3, m 

Range of estimated Ro 2.2 to 27, g m -z h -1 
RSD (mean) 7% 
RSD (range) 3 to 12% 

Range of Estimated k 0.24 to 2.41, h -1 
RSD (mean) 11% 
RSD (range) 4 to 16% 

(N/L)-~A Misleading Scaling Factor 

The ratio of air exchange rate (N) over chamber loading factor (L) has been one of the most 
commonly used scaling factors in chamber experimental design and model validation. The concept 
behind this factor is that, if we double the chamber loading and the air exchange rate simultane- 
ously, the two effects will be canceled out, and the resulting chamber concentration should be the 
same [6]. This assumption is correct if, and only if, we are dealing with a constant source at steady 
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FIG. 2--Improper use of (N/L)-constant source at nonsteady state. 

state. The problem is that it has been used far beyond the above limitations. It is theoretically 
incorrect to apply such a scaling factor to either nonsteady state situations or nonconstant sources, 
or both. To illustrate this problem, let us look at two theoretical concentration models. Equation 
4 is the expression for a constant source and Eq 5 for the first order decay source [5] 

L R e_N, ) C(t) = ~ (1 - (4) 

L Re (e_k, _ e_N, ) c ( o  = (5) 

where 

C(t) = the chamber concentration, 
R = emission rate for constant source, 
L = chamber loading, 
N = air exchange rate, and 
t = time. 

Figures 2 and 3 were plotted based on Eqs 4 and 5, respectively, assuming that chamber volume 
= 1 m 3 and R = / to  = 400 mg/m2/h. Figure 2 shows that, for the same constant source, the same 
N/L may not yield the same concentration curve if steady state is not approached, and Fig. 4 shows 
that, for a given finite source, very different concentration curves are obtained with the same N/L. 

Confusion in Parameter Estimation 

Estimating the parameters for a given model from a given set of  data can also be confusing 
because there are many ways to fit a model to data. For example, to fit the first order model to 
the indoor coating data described above, we have many ways of estimating R0 and k. For illustration 
purposes, four different regression methods are discussed here: (1)us ing nonlinear regression to 
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HG. 4--The effects of  parameter estimation methods on model performance-normal scale. 
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TABLE 2--Estimated emission factors with four regression methods, 

137 

Method 1 Method 2 Method 3 Method 4 

Model Eq 5 Eq 5 Eq 3 Eq 3 
Data type concentration concentration rate" rate" 

data data 
Data scale normal log normal log 
Regression nonlinear nonlinear nonlinear linear 
R0, g m -2 h -I 10.1 6.68 14,0 4.96 
Relative Standard 

Deviation (RSD) 4.2% 5.8070 4.3% 2.3% 
k, h-' 0.356 0.208 0.599 0.186 
RSD 5.1% 2.5% 6.1% 2.0% 

"Rate = emission rate data. 

fit Eq 5 to the concentration data without any data transformation, (2) using nonlinear regression 
to fit Eq 5 to the concentration data with logarithmic transformation, (3) using nonlinear regression 
to fit Eq 3 to directly calculated emission rate data (as shown in Fig. 1), and (4)using linear 
regession to fit Eq 3 to directly calculated emission rate with logarithmic transformation. The 
different results are given in Table 2. Paramete,~ obtained from Method 3 appeared to be the best 
in catching the peak (Fig. 4) and also the worst in tracing the tail as illustrated in the semi-tog 
plot (Fig. 5). Just the opposite, Curve D looked the worst in the high concentration region but 
gave the best prediction in the tail. The other two curves fell between the two extremes. The 
questions then become which estimation method should we choose, and which set of parameters 
should we report? 

The Effect of Data Range 

Many indoor sources last for a long period of time, and the effect of indoor sinks lasts even 
longer. Tracking such long term effects can be very costly and time-consuming. People usually 
have to develop and validate their models by using chamber data within a limited time period. It 
is clear that, unless the validity range is defined, the statement of "'validated" can be very 
confusing. 

The following is an example of this problem, -We tested the emission of ethylbenzene from a 
piece of 0.113 m 2 duct liner in a 53-L chamber (0.54 air change per hour, 23~ and 45% relative 
humidity). The sample was taken from the air handling system in a test house and was previously 
exposed to ethylbenzene polluted indoor air. Using the first 10 h of chamber data, we found that 
the simple first-order model (Eq 3) fit the data adequately (Fig. 6). The model prediction failed 
after 10 h and the double exponential model R(t) = Rt exp ( - k , 0  + R2 exp (-k2t) seemed more 
suitable to the wider data range (Fig. 7). After 120 h, however, it failed too. A second-order model, 
R(t) = Ro/(1 + ktRo), fit the data almost perfectly within 400 h (Fig. 8). It is difficult to tell if or 
when the second order model fails beyond 400 h. 

Obviously, selection of data range plays an important role in both model building and validation. 
Without specifying the validity range of a model, the whole validation becomes meaningless. 
Information on conditions of model failure is especially important to IAQ modelers, for IAQ 
simulation progrmns do not turn off a source or a sink automatically. 

The Effect of  Air Velocity and Turbulence 

The degree of air turbulence above the source or sink surface can alter the rate of mass transfer 
in both directions. This means that a model validated in one chamber may not work at all in 
another if the air turbulence conditions are significantly different. 
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FIG. 5--The effects of parameter estimation methods on model performance-log scale. 

500- 

400  

E 300. 

' t  o 200 

0 

~ i 100 

0 
0 

E3 

_ First-Order Model 

Elapsed Time, h 

FIG. 6--Modeling the reemission of ethylbenzene from polluted duct liner--lO h data. 
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FIG. 7--Modeling the reemission of ethylbenzene from polluted duct liner--120 h data. 

To show how the degree of air turbulence affects the model parameters, we did a set of prelim- 
inary sink tests in a two-chamber experimental system [71. A piece of wallboard was placed in 
the test chamber and insulted by a first-order decay ethylbenzene source. To alter the air circulation 
conditions, a small biscuit fan was placed inside the test chamber (fan speed could be adjusted by 
varying the voltage). Tests were conducted with the fan at 50, 70, and 110 V, respectively, and 
all other conditions were kept the same. Figure 9 shows one of the test results and the fitting of  
the dynamic Langmuir sink model [7,8] to the data. The estimated model parameters, adsorption 
rate constant k~ and desorption rate constant k~, are given in Table 3. It seems that both adsorption 
and desorption were accelerated by the increased air circulation. During these tests, we did not 
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FIG. 8--Modeling the reemission of ethylbenzene from polluted duct liner--400 h data. 
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FIG. 9--Dynamic sink test and model prediction. 

measure the fan speed and air velocity in the chamber; therefore, the results presented below should 
be considered as a qualitative illustration. Since air movement  and turbulence conditions in a 
building can be significantly different from that in a chamber, the applicability of chamber results 
to real buildings has been challenged. This so-called "sca le-up"  problem has been the most trou- 
blesome in validating source and sink models. 

TABLE 3--The estimated adsorption rate constant (k,) and desorption rate constant (1%) at 
three fan speeds/ 

Fan Voltage (V) 50 70 110 

ka +- RSD, m h -1 0.64 • 5.9% 0.91 _+ 6.0% 1.23 _+ 12% 
k~ +_ RSD, h -~ 1.48 _+ 6.4% 1.44 _+ 7.0% 2.54 + 6.7% 

"Sink material, 0.14 m 2 wallboard; pollutant, ethylbenzene; air exchange rate = 1.2 h ~; temperature = 23~ 
and relative humidity = 45%. 

Oversimplified Illustration of  the Goodness of  Fit 

Checking the agreement between model prediction and observation can also be misleading. So 
far, most modelers, including the author [9], have tried to show the validity of their models by 
presenting the model prediction and observation together in a diagram. The authors would then 
claim that the presented model had been "val ida ted"  (or sometimes more cautiously, "prelimi- 
narily validated").  While there is nothing wrong with graphical comparison, something is missing 
here. What  does "val idated"  or "preliminarily validated" mean? There have to be some criteria 
so that the model developer and, more importantly, the user can make an objective and quantitative 
judgment. Statistical methods for verification comparisons are available; unfortunately, many of us 
often neglect those useful tools. 
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Special Problems with Fundamentally-Based Models 

Mass transfer models are preferred to statistical models because the former emphasize the phys- 
ical understanding of the real mechanisms and because their parameters are usually well defined. 
But these types of models have their own problems. 

To model very complex reality with relatively simple models, the modelers have to exclude 
whatever they consider "unnecessary" details and focus on one or two mechanisms. Due to the 
omission of the remaining mechanisms, the resulting models are often unusable unless some fuzz- 
ing factors are introduced. These variables often make the mass transfer models less attractive 
because they have made the mass transfer models undistinguishable from empirical models. 

Mass transfer models are often much more complicated than their corresponding statistical mod- 
els. It is commonly true that a mass transfer model has better "val idi ty"  than a statistical model, 
but is more difficult to use than the latter due to its complexity. 

Recommendations 

Three Levels of  Validation 

As just discussed, the primary purpose of validating source or sink models is to make sure they 
represent reality close enough under certain conditions so that they can be used in IAQ simulation 
without bringing in excessive propagation errors. Keeping this in mind, we can divide the validation 
process into three steps: (1) checking the agreement between the model and a single set of obser- 
vations, (2) checking the agreement between the model and multiple sets of observations, and (3) 
verification of scale-up. 

After a model is formulated, it is usually compared to a single set of observations to determine 
if the model represents the real pattern in that particular case reasonably well. If  there are variable 
parameters in the model, they can be estimated by this step. If the model concept is poor, the 
model may not "survive"  this step at all. 

Since many, if  not all, source and sink models contain variable parameters, one set of parameters 
that give satisfactory prediction in one event may not work in others. By comparing the model 
with a few sets of data, one can either fine-tune the parameters or find correlations between the 
values of parameters and test conditions. The author believes that not all existing source and sink 
models can survive this validation step. 

The last step, scale-up verification, requires data from either real buildings or large test chambers. 
Without this step, the usefulness of a model cannot be justified. 

Some Aspects in Validation Procedures 

When comparing a model with observation, the modeler should clearly specify the conditions 
under which the observation was obtained. This will allow the modeler and the potential users to 
distinguish the conceptual errors of the model from those of the data. The list of conditions should 
include, but not be limited to, the following information: 

�9 chamber specification (type, material, volume, shape, temperature, humidity, pressure, and so 
fourth); 

�9 sample specification (material, size, sample preparation, and position in the chamber); 
�9 air exchange rate; 
�9 description of air movement in the chamber (qualitative description such as inlet/outlet pipe- 

line design, with or without forced mixing and quantitative description such as surface ve- 
locity, Reynold's number, or other fluid dynamic parameters); 

�9 sampling and analytical methods; 
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�9 data quality, and 
�9 data range. 

If some or all the model parameters are estimated using statistical means, a detailed description 
of the approach used should be given as follows: 

�9 the equation used in the regression (it may or may not be the source or sink model itself); 
�9 independent and dependent variables; 
�9 statistical method (linear regression, nonlinear regression, or other methods); and 
�9 data transformation (no transformation, logarithmic transformation or, in more general terms, 

Box-Cox power transformation). 

When comparing a model to multiple sets of observations, the chamber data should include: 

�9 observations under at least two air exchange rates and 
�9 observations under at least two loading factors. 

If a model is statistically based, the sensitivity of a model to its parameters, and the dependence 
of model parameters on environmental conditions (such as air exchange rate, loading factor, and 
degree of air turbulence) should be described. 

When performing scale-up verification, data from large test chambers are preferred to those from 
buildings because the conditions in a building are difficult to control. The most important uncon- 
trolled factors include varying air exchange rate, multiple air zones, and strong adsorption on many 
different surface materials. If the model parameters established from previous validation steps need 
further adjustment in scale-up, such adjustment should be justified. 

Finally, validity range and validity conditions should be specified. 

Making Comparisons More Objectively 

Graphic comparison of model performance is absolutely necessary, but using it alone is not 
enough. Statistical tools should be used to complement graphical comparison. 

Quite a few statistical methods are available in making comparisons [10,11]. At least one sta- 
tistical verification method should be used along with graphical comparisons. The modeler should 
make careful selection among those methods because different validation purposes require different 
statistical techniques. The danger of using any goodness-of-fit index in model verification is illus- 
trated by Benarie [4]. Besides, some methods may not be suitable to our particular situation. We 
should emphasize the importance of physically understanding the model during validation. Some 
statistical comparison techniques do not help very much in this aspect. 

Dealing with Scale-Up Problems 

Source and sink models based on basic mass transfer theories have received ever-increasing 
attention by the indoor air community in recent years [12-14]. Many of us, who have been frus- 
trated by elusive statistical models, believe that fundamentally based models are the final solution 
to our problems, especially to the scale-up problem. Mass transfer models for emission and ad- 
sorption are not new, they can be found in many mass transfer monographs. The problem is that 
people can rarely find a proper model from the existing engineering literature that can be used by 
IAQ modelers on an "as is" basis because the processes being modeled are too complicated for 
those models. 
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To develop relatively simple mass transfer models, we need to select proper expressions for 
mass transfer coefficients (or mass transfer resistance). Criteria for selecting good expressions may 
include: 

�9 they should separate the properties of the environment from those of the source or sink, 
�9 they should be simple enough to be used in source or sink models, 
�9 they can be measured independent of source and sink models, and 
�9 they can be correlated to more complicated boundary layer models. 

Making a Cooperative Effort by Building a Source and Sink Database 

Generating quality data to validate a model can be very costly and time-consun~ngo A modeler 
may" have the talent to develop scientifically sound models but may not have the ability or resources 
to generate good quality data. This has left little choice to the modelers: they often have to accept 
whatever data they can get, regardless of the suitability of the data to serve their validation 
purposes. 

All modelers would benefit if some organization (a professional society or university, for ex- 
ample) would assume the responsibility for collecting source and sink data from volunteer research 
organizations and build an indoor source and sink database. Such a cooperative effort could make 
a great difference in easing the shortage of quality data. 

Conclusions 

As stated earlier, the major purpose of this paper has been to raise issues regarding the validation 
of source and sink models. We have identified a number of potential problem areas in IAQ mod- 
eling. Due to the great difficulty in validating indoor source and skin models, we cannot expect 
all the problems to be solved overnight. Improvement can only be made gradually. Besides, as 
long as a new model is built on a sound scientific basis, the model can be published without 
complete validation. The model developer should be allowed to leave part of the validation work 
to other researchers. Validating a model is as important as creating one, and can be an original 
contribution to science. 
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ABSTRACT: Much of the mass-balance modeling of concentrations produced by indoor sources 
has been based upon emission rates obtained from small chamber testing. The suitability of emission 
rates used as inputs to such models is important and can depend upon the operating conditions of 
small test chambers. However, these operating conditions to date have largely been established on 
the basis of intuitive choices, that is, what appears reasonable in simulating actual full-scale indoor 
environments, rather than a critical examination of factors that can affect emissions. In this paper, 
the consequences of these choices are examined, and this examination suggests that air in chambers, 
as currendy operated, may be stagnant. This indicates the need to measure air velocities under current 
operating conditions. Suggestions for improving chamber operating conditions are presented that may 
produce more accurate emission rates. 

KEY WORDS: model inputs, air velocity, loading factor, emission rate, small test chamber, emission 
testing, ventilation rate 

Many activities rely upon accurate mass-balance modeling, for example, exposure assessment 
from particular indoor sources and product emission comparisons. Much of the mass-balance mod- 
eling of concentrations produced by indoor sources has been based upon emission rates obtained 
from small chamber testing. The suitability of the emission rates used as model inputs is important 
and can depend upon the operating conditions of the test chamber. However, operating conditions 
for small chamber emission testing to date have largely been established on the basis of intuitive 
choices, that is, what appears reasonable in simulating actual full-scale indoor environments. 

To this end, it is thought that concentrations produced in the chamber by a material sample 
should be similar to those concentrations found in full-scale indoor environments where the ma- 
terial is used. This is important because of analytic considerations and because of concerns for the 
effect of equilibrium on emission rates. Ventilation rates employed are generally similar to those 
found in indoor environments, in part, because of the desire to produce appropriate concentrations 
and perhaps, in part, because of the notion that this will produce air velocities in the chamber 
similar to those found in full-scale indoor environments. If  chamber concentrations and ventilation 
rates are to be similar to those in full-scale indoor environments, then it follows that the chamber 
loading factor (the amount of the sample, expressed in surface area exposed or mass of sample, 
or both, per unit volume of the chamber) must approximate that of full-scale indoor environments. 

~Analysis branch chief, Indoor Air Division, U.S. Environmental Protection Agency (USEPA), Washington, 
DC 20460. 

*This paper represents the views of the author and not necessarily the views of the U.S. Environmental 
Protection Agency. 
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However, when the volume of a space is reduced (as occurs when going from a full-sized room 
to a small test chamber) and the loading factor and the ventilation rate are held constant, some 
other parameter must change. As this paper will attempt to demonstrate, in the absence of  some 
other means of controlling the air flow (such as using fans within the chamber), the parameter that 
changes from that of  full-scale indoor environments is the air velocity. 

Current Practice in Small Test Chamber Operation 

Using emission testing for floor coverings as an example, typical operating conditions and pa- 
rameters can be examined. These are as follows: chamber volume, 0.050 m3; temperature, 23~ 
relative humidity, 50%; loading factor for a floor covering, 0.41 m:/m3; and ventilation rate, 1 h -1 
(one air change per h). The air velocity is unspecified. 

If  we assume that the chamber is a cube, each side of the chamber is 36.8 cm. If  the carpet 
sample is square, each side of the carpet is 14.3 cm. One air change per hour in the chamber 
corresponds to an air flow into the chamber of 0.50 m3/h or 13.9 cm3/s. (the temperature and 
relative humidity are parameters that can be readily controlled in the test chamber over a range of 
conditions and do not interact with the other parameters in the manner addressed in this paper.) 

The air velocity in the chamber can be estimated as follows. Assume all the air flows uniformly 
through a vertical plane perpendicular to the surface of the carpet, that is, maximum flow across 
the surface of the carpet. Then the velocity through this plane of 1354 cm 2 (36.8 • 36.8 cm) is 
0.0103 cm/s (13.9 cm3/s divided by 1354 cm:). Of course it is improbable that the air in a chamber 
flows across the chamber with complete uniformity in this manner. However, it is not unlikely 
that its velocity in the chamber averages to about this order of magnitude, 0.01 crrds. This is a 
very low velocity relative to air velocities that have been measured in indoor environments and to 
which materials in indoor environments are exposed. 

Measured Air Velocities in Indoor Environments 

Mathews et al. determined a median air velocity of 5.3 cm/s in six occupied houses [1]. Gam- 
mage and Hawthorne reported air drift velocities ranging from 1 to 20 cm/s inside residences [2]. 
In office settings similar velocities have been reported: 2 to 20 cm/s with an average of  10 cm/s 
by Lorch and Straub [3]; 2 to 25 cm/s with typical values between 10 to 15 cm/s by Hart and Int- 
Hout [4]; and a mean air velocity of 8 cm/s by Schiller and Arens [5]. Christianson et al. have 
recommended 10 cm/s for use as a "standard room condition" when comparing products used in 
residences [6]. The air velocities measured in indoor environments support this choice. 

The example above suggests that air in small test chambers as they are currently operated is 
essentially stagnant and that air velocities are two or possibly even three orders of magnitude lower 
than they should be for realistic testing. The isothermal conditions under which chamber testing 
occurs serves to exacerbate stagnant conditions, since even convective flow is low. These low 
velocities have possible consequences for the emission rates measured in small chambers. 

Emission rates for a particular chemical are affected by the concentration of that chemical in 
the boundary layer above the material. This is especially true for materials with high emission 
rates (for example, " w e t "  materials), that have the potential to produce concentrations in the 
boundary layer approaching the equilibrium concentrations for particular chemicals. Thus, concen- 
trations in the boundary layer must also be realistic in order to measure realistic emission rates. 
However, the boundary layer is determined, in part, by the air velocity across the material surface 
and air velocities two orders of magnitude too low would be expected to produce emission rates 
lower than would be found in actual indoor environments. 
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A Possible Chamber Redesign and Its Effect 

Small test chambers could be redesigned with a different shape to increase air velocities in them 
to 10 cm/s. While retaining a 0.050 m 3 chamber size, the chamber width could be reduced to 14.3 
cm, consistent with a square sample and a loading factor of 0.41 m2/m 3. If, again, all the air passes 
through a plane perpendicular to the carpet sample and the ventilation rate is 1 h -1, corresponding 
to a volumetric flow into the chamber of 0.50 m3/h or 13.9 cm3/s, then 13.9 cm3/s divided by the 
desired air velocity, 10 cm/s, yields the area of the plane, 1.39 cm 2. Since the width of the chamber 
is 14.3 cm, the chamber height would be only 0.097 cm, which is clearly impractical. Moreover, 
to maintain a volume of 0.050 m 3 would require a chamber length of 360 m. 

Still, the above exercise suggests how chambers should be designed and operated. Such a "re- 
designed" chamber may provide more accurate emissions than those of current practice. The 
"redesigned" chamber allows for appropriate concentrations and air velocities, but its low height 
and extreme length are completely impractical. Moreover, less than 0.1% of the chamber volume 
is used, the part with the sample. The rest of the volume serves only to provide space so that the 
loading factor and chamber ventilation rate approximate those of actual indoor environments. How- 
ever, these are not the critical operating parameters. Instead, the chamber concentration and the air 
velocity are the important operating parameters. It appears that small test chambers should be 
operated with sufficiently high ventilation rates to obtain chamber air velocities near 10 cm/s and 
with sufficiently high loading factors so that the chamber concentrations will be near those mea- 
sured in typical indoor environments. Alternatively, chambers could be operated with recirculated 
air or with small, internal mixing fans (provided they were shown not to unduly perturb the 
temperature, or introduce or remove contaminants). Air velocities in the chambers near the surface 
of the sample being tested should be confirmed by measurement for a given chamber configuration 
and operating conditions. 

Conclusion 

Because of the importance of obtaining accurate input (that is, emission rates) for mass-balance 
modeling, chamber operating conditions must be carefully considered and selected. In the first 
phase of learning to use small test chambers to determine emission rates, chamber operating con- 
ditions have been selected largely by intuition in an attempt to mimic the conditions found in 
indoor environments. However, we have now gained sufficient experience in using such chambers 
that we should begin to examine critically the operating parameters selected for these chambers. 

These operating parameters need not exactly mimic all "real world" conditions. Indeed, because 
of the smaller volume of test chambers, they can not. Instead, the important parameters (chamber 
concentration and air velocity) must be correctly selected for accurate representation so that results 
transfer accurately to full-scale indoor environments. 

Modeling boundary layer effects on emissions for a range of representative materials (in partic- 
ular, wet sources) is needed to determine the extent to which air velocities must be controlled 
when measuring emission rates. Chamber air velocities in chambers currently in use should be 
measured to determine whether they are appropriate. If they are not, the following considerations 
may provide guidance in selecting operating conditions for small emission test chambers: 

(1) The chamber concentration is an important factor because of equilibrium and analytical 
considerations, especially for high emitting materials. 

(2) The air velocity over the surface of the materials is also important because of equilibrium 
considerations. 

(3) The ventilation rate of the chamber is not important except to the extent it affects the 
chamber concentration and air velocity. 
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(4) The chamber volume is not important except to the extent that (a) it affects the chamber 
concentration and air velocity, (b) wall effects become important, or (c) the chamber size 
becomes too large or too small for practical use. 
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ABSTRACT: A menu-driven ventilation model for a personal computer was developed that is ca- 
pable of determining the distributions of time-averaged, two-dimensional, steady-state flow fields and 
particulate or gaseous contaminants under isothermal conditions for a given particulate/gaseous dif- 
fusion coefficient. The model was written for a personal computer so that engineers can use it as a 
tool to evaluate a potential ventilation performance in indoor space yet to be designed. 

The model's computational speed is extremely fast (a few minutes) with reasonable accuracy. This 
paper discusses the computational algorithm and user interactiveness for the use of this model. Case 
studies were performed for a simple indoor environment. Ventilation effectiveness in relation to the 
locations of the supply air duct and the contaminant source was investigated. 

KEY WORDS: air flow, model, numerical simulation, indoor air, turbulence, ventilation, contami- 
nation, concentration 

Most of the software developed to compute airflow distribution and concentration profiles within 
rooms require either a mainframe or super computer [1-5]. Some of these software models have 
been developed to predict airflow in cleanrooms constructed for the electronics industry [6-9]. 
However, these models have limited use because most engineers lack access to mainframe com- 
puters. Even the most complex model contains assumptions affecting the accuracy of the prediction 
and may not adequately account for the details of room configuration, supply/return air duct lo- 
cation, source location, and inflow velocity. 

The aim of this project was to provide software tools for estimation of airflow distribution and 
particulate or gaseous contaminant transport that can be used by engineers responsible for indoor 
air quality. The software was developed for personal computers that are now available to almost 
everyone. By making some compromises with respect to the detail of the computations, it was 
possible to provide computational times compatible with the capabilities of personal computers. 

During the course of software development, fast-direct solution schemes requiring no iteration 
have been incorporated into the model. Also, the algorithm developed caused no computational 
errors associated with the selection of grid size [7]. For a wide range of practical situations, a 
personal computer provides adequate capability to predict the general behavior of contaminant 
dispersion in a room and to design a ventilation system. The software is also designed to take 
advantage of the personal computer 's  interactive ability. These advantages included reduction of 
errors by inputting data through the use of menus and reduction of misinterpretation of the results 
through graphical displays of output. 

1Research mechanical engineer and center director, respectively, Research Triangle Institute, PO Box 12194, 
Research Triangle Park, NC 27709. 

2Senior chemical engineer, U.S. Environmental Protection Agency, Air and Energy Engineering Research 
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a ~Uo g 

f 

H 

~ G x - - ~ T  Source (G) e L ~  

i l lll 
d 

FIG. 1--Room outline and variables. 

Figure 1 shows the configuration of a room and the variables for which the supply (B) and 
exhaust (7) dimensions and inlet locations (A), room width (140, room height (H), inflow velocity 
(Uo), source strength (G), and source location (G~, Gy) can be specified. The model can predict the 
distribution of steady-state flow field and the effective turbulent diffusion coefficient. These pre- 
dictions are then incorporated into the particle diffusion model to solve the particle or gaseous 
contaminant distributions within a significantly shorter computational time (a few minutes). 

Because the room is assumed to be in an isothermal condition, the model does not take into 
account buoyancy forces. However, the qualitative effects of the placement of the supply air duct, 
the location of the source on the contaminant distribution, and basic design data for ventilation 
effectiveness can be determined. 

User-Friendly Software 

This model is highly interactive, permitting the user to control the flow of the program. Menus 
display the choices of the room configurations and operating parameters along with several lines 
of text on the screen and a flashing cursor. The user chooses a desired action by positioning the 
cursor and pressing <Enter>. Examples of operating menus are shown in Figs. 2 and 3. When the 
computation is completed, all necessary data files axe created for contour plotting of streamlines, 

Indoor Airflow and Air Quality Model 

Options: -~- Room description 
Save/load input data 
Print input data 
Run model 
Set output devices 
Exit to DOS 

Commands: <Enter> = Perform function 
<Up, Dn arrow> = Move pointer up, down 

lillil 

FIG. 2--Example of  an operating menu for imtoor airflow and air quality model. 
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Room Parameters  

Current New 
Value Value 

Output File Title (units: m, m/s) 
Room height, H (m) 3.20 
Room width, W (m) 3.20 
Exhaust height, T (m) .80 
Inlet width, B (m) .60 
Inlet location, A (m) 1.30 
Inlet flow velocity, U ~ (m/s) ~ .50 
Source strength, G (rag or #/s/re') .10 
Source location from the left, G x (m) 1.00 
Source location from the floor, Gy (m) 1.20 

Enter new values <F2> 
Main Menu .r 

<Up>, <On>, <Enter> are active. 

FIG. 3--Example of  data entry menu. 

turbulent kinetic energy distribution, kinetic energy dissipation rate, contaminant concentration 
profile, and velocity diagrams. Figure 3 shows the default values of the room parameters. 

Computational  Scheme 

The model incorporates a new computational scheme to solve a standard two-dimensional k-r 
turbulence model. The Navier Stokes equations and Reynolds stress equations can be expressed 
in the form of a vorticity-stream function. Instead of the five normally used, the governing equa- 
tions are reduced to four: stream function equation, vorticity equation, turbulent kinetic energy 
equation, and energy dissipation rate equation. These four equations are expressed in finite differ- 
ence form and solved simultaneously with appropriate boundary conditions. When the room con- 

o7 

I 

FIG. 4(a)--Airflow streamlines in the room (inflow velocity of  0.5 re~s). 
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,! ! 

FIG. 4(b)--Time-averaged velocity distributions in the room (inflow velocity of 0.5 re~s). 

figuration and the flow field are determined, the particle diffusion equation can be solved. A particle 
diameter of 1 i~m was assumed for this simulation. 

When solving the stream function equation (Poisson type equation), the model uses a new 
solution method called the fast-direct-solution (FDS) method [10] instead of a conventional iter- 
ation method such as the successive-over-relaxation method. Because this FDS method requires 
no iterations, no computational propagation errors associated with the selection of the grid size 
occur. By employing the vorticity-stream function and the FDS method, we are able to reduce 
considerably the computational time. This permits a personal computer to be used at the starting 
level of computation. In this model, a grid point mesh of 17 • 17 was used which produces a 
computational result almost identical to that of a grid point mesh of 25 • 25. The detailed for- 
mulation, computational procedures, and the discussions relating to the grid point mesh have been 
described previously [7]. 

FIG. 5--Distribution of the effective turbulent diffusion coefficient. 
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FIG. 6--Steady-state contaminant concentration distribution when the source is placed at the left-hand side. 

The boundary conditions used for this simulation were: nonslip conditions along a - b - c - d  and 
e - f - g  (Fig. 1), uniform flow velocity along the supply duct (a-g) ,  and parallel flow along the 
exhaust duct (d-e) .  All the detailed boundary conditions used for this simulation were discussed 
in Ref 7 although the room configuration was not the same. 

Numerical Results and Discussion 

Figure 4(a) shows the airflow streamlines in a room where a supply duct is placed at the center 
of the ceiling and an exhaust duct is located at the bottom of the side wail. The diagram shows 
two large recirculation (or eddy) zones, one on each side of the main airflow path. The strength 
of flow recirculation was slightly greater for the right-hand side. The strength of recirculation is 

FIG. 7--Steady-state contaminant concentration distribution when the source is placed at the 
right-hand side. 
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FIG. 8(a)--Airflow streamlines when the supply air duct is at the left side. 

an index of how strongly contaminants can be entrained and trapped in the recirculation zone. 
Once trapped in such a recirculating zone, contaminants rarely escape unless a strong external 
force, such as electrostatic force, is present. Flow recirculation is clearly not a favorable condition. 
In Fig. 4(b), which shows the time-averaged velocity distributions, note that the fluid velocity is 
nondimensionalized by the inflow velocity of 0.5 m/s. 

Because it is used as the measure of airflow mixing, the distribution of the effective contaminant 
diffusion coefficients is important. The contaminant diffusion coefficient consists of the diffusion 
due to Brownian motion for particles, or molecular diffusion for gaseous contaminants, and dif- 
fusion due to the turbulent kinetic energy. The diffusion due to Brownian motion depends on 
particle size. The value of  2.76 X 10 -11 m2/s, which corresponds to a 1-1xm particle size, was used. 
On the other hand, the diffusion due to turbulence was determined by solving the kinetic energy 
and the dissipation rate equations. The summation of these two diffusion coefficients is shown as 
the normalized effective turbulent diffusion coefficient distribution (Fig. 5). Because the turbulent 

Supply 
_1 air duct I 

. . . . . . . . . . . . . . . .  Exhaust 

. . . . . . . . . . . . . . . .  duct 

FIG. 8(b)--Velocity vectors when the supply air duct is on the left-hand side. 
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FIG. 9--Distribution of  the effective turbulent diffusion coefficient when the supply air duct is at the 
left-hand side. 

diffusion coefficients were nondimensionalized by BUo (see Fig. I), the actual turbulent diffusion 
coefficients (m2/s) are 0.2 times the values shown in Fig. 5. As shown, the highest rate of diffusion 
occurs at near the bottom of the main flow path. Because the effective turbulent diffusion coefficient 
reflects the degree of air mixing, a greater degree of contaminant mixing takes place in the region 
of higher diffusion rate. The next highest rate of diffusion appears in the vicinities of inflow and 
outflow and the main flow stream region. In general, as distance from the main airflow path 
increases, the rate of contaminant diffusion decreases. 

Figure 6 shows the steady-state contaminant concentration distribution that occurs when the 
source is placed at the left side of the main airflow stream. Note that the contaminant level shown 
in Fig. 6 is a relative value. On the left-hand side of the main airflow stream, the contaminant 
concentration is significantly higher than on the right-hand side; very few contaminants are present 

FIG. lO--Contaminant concentration profile when the source is at the left-hand side. 
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FIG. 1 l iContaminant concentration distribution when the source is at the right-hand side. 

on the right-hand side of  the main airflow stream. This suggests that, in spite of  contarrfinant 
diffusion, the main airflow stream behaves like an air curtain separating the two sides of the room. 

Placing the source at the right-hand side of the room creates the contaminant concentration 
distribution shown in Fig. 7. Because the source is located in the main airflow stream, the average 
concentration is significantly lower (less than one-third) than shown in Fig. 6. Although most of 
the contaminants are swept away by the main airflow, some are diffused to the upper-right section 
of the room. 

In Figs. 8(a) and 8(b), the airflow distribution is completely modified, and only one large re- 
circulation (or eddy) zone is observed at the upper-right comer of  the room. These effects are 
caused by shifting the supply air duct to the left. 

Figure 9 shows the distribution of the effective turbulent diffusion coefficient for the case rep- 
resented in Figs. 8(a) and 8(b). The relative value remains about the same (see Fig. 5) although 
its distribution is significantly changed. In other words, the effective turbulent diffusion coefficient 
is higher along the main airflow path and becomes lower in the stagnation region. 

Figure 10 shows the contaminant concentration profile for a source at the left-hand side. Because 
the source is located in the main flow streamline, the average concentration is significantly smaller 
than with the supply duct located at the center (Fig. 6). 

Figure 11 shows the contaminant concentration distribution when the source is moved to the 
right-hand side. In this instance, most of the contaminants remain in the upper-right-hand comer, 
indicating poor ventilation. The average concentration is more than three times higher than shown 
in Fig. 10. All these examples demonstrate that the ventilation effectiveness is greatly affected by 
the source location and the airflow distribution in a room. The model is able to provide quantitative 
information on the ventilation performance and thus can be used as a design tool for indoor air 
quality (IAQ) engineers. 

The computational times for this model using various personal computers were compared with 
the time required to run the commercially available FLUENT code on a main frame computer. 
The computational time for this model using a grid of 17 X 17 was 5 min with a 286 machine at 
8 MHz, 1.0 min with a 386 at 33 MHz, and 0.5 rain on a 486 at 33 MHz. When the grid mesh 
was increased to 25 • 25, the computational time was increased to 15 min with a 286 at 8 MHz 
and 2.5 min with 386 at 33 MHz. When the FLUENT code (QUICK scheme) was used with the 
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same conversion criteria, the computational time was 16 min for a 17 • 17 grid and 39 min with 
a 25 • 25 grid. The shorter computational time for this model is attributed to fewer governing 
equations and the new computational scheme. The computational results for both cases appear to 
agree reasonably well even with a grid point mesh of  17 • 17. However, the investigation should 
be extended to cover a greater variety of cases. Also, experimental investigations should be per- 
formed for the model verification. 

Conclusions 

A user-friendly, two-dimensional ventilation model was developed to provide an analytical tool 
for engineers who need to solve indoor air quality engineering problems. The model operates on 
a personal computer with appropriate accuracy and resolution, and provides rapid analysis of  
airflow and particulate or gaseous contantinant concentration distribution so that indoor air quality 
problems and ventilation systems can be evaluated. 
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ABSTRACT: The computer programs published so far enabled the computation of airflows assuming 
constant temperatures or the calculation of air temperatures assuming constant airflows. Recently, a 
new microcomputer program was developed in which thermal conditions were considered when 
predicting the spread of contaminants in buildings. The program enabled simultaneous dynamic sim- 
ulations of contaminant distribution, airflows, and temperatures in a multizone building. Using the 
new program, the dynamic distributions of contaminant concentration and air quality in an example 
building were determined with and without the recirculation of ventilation air, with different thermal 
loads and with several door positions. For comparison, some simulations were repeated in isothermal 
conditions. The results showed that a high thermal load increased the spread of contaminant. Recir- 
culation of the ventilation air had a deteriorative impact on the air quality in the simulated building. 
There was a clear difference in the air qualities predicted by the respective simulations carried out 
with and without thermal analysis. It is believed that the inclusion of thermal analysis considerably 
improved the calculation method for the evalution of contaminant distribution in a building. 

KEY WORDS: multizone model, calculation techniques, modeling, air recirculation, thermal load, 
airflow, temperature, contaminant, air quality 

Nomenclature  

Aij Section area o f  flow path f rom node i to node j ,  m 2 
Aiw Surface area of  wall at node i, m 2 
Aw~ Surface area of  window,  m E 

a D u m m y  variable in model  o f  large operning, m/s 2 
Cd Coefficient o f  discharge 

C~ Concentrat ion of  contaminant  at node i, pol (or volume ppm or kg/m 3 or g/kg dry air) 
C7 Thermal capacity of  air at node i, J /K 
CWw Thermal capacity o f  wall at node i, J /K 

Cp Specific thermal capacity of  air, J/(kg K) 
G~ Strength of  contaminant  source at node i, olf  (or L/h or kg/s) 
g Accelerat ion due to gravity, m/s  1 
H Height  o f  large opening,  m 
K~.j General  coefficient o f  pressure loss 

1Scientist, Helsinki University of Technology, Laboratory of Heating, Ventilating, and Air Conditioning, 
Otakaari 4, SF-02150 Espoo, Finland. 
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L~, i Length of flow path from node i to node j, m 
ml,j Mass flow of air from node i to node j,  kg/s, 
N Number of nodes in building network 
PPD Predicted percentage dissatisfied, % 
p~ Absolute pressure at node i, Pa 
Ap Pressure difference, Pa 
Ap~ Pressure difference producing net flow of air through large opening, Pa 
Ap. difference simulating effect of turbulence in model of large opening, Ap. = 0.003 Pressure 

Pa 
Thermal 
Thermal 

Qc load by convection, W 
Qr load by radiation, W 
qij Volume flow of air from node i to node j,  m3/s 
ql Inflow of air to room through large opening, m3/s 
q2 Outflow of air from room through large opening, m3/s 
q,e, Net flow of air through large opening, m3/s 
Si.j  Stack effect in flow path from node i to node j,  Pa; head generated by fan, Pa 
to Outdoor air temperature, ~ 
t~ Temperature of air at node i, ~ 
t~w Surface temperature of wall at node i, ~ 
t~w, Temperature of surface of hemisphere, ~ 
t,wx Temperature of air on opposite side of wall at node i (for example, outdoor air temperature 

for external wall), ~ 
At Temperature difference, K 
U~w Overall heat transfer coefficient of wall at node i, W/(m 2 K) 
U ~  Overall heat transfer coefficient of window, W/(m 2 K) 
V~ Volume of zone associated with node i, m 3 
v~ Mean velocity of air in large opening, rn/s 
W Width of large opening, m 
ac Convection heat transfer coefficient, W/(m 2 K) 
CXr Radiation heat transfer coefficient, W/(m 2 K) 
-q Filter effect, - ,  0.0 ~ -q ~< 1.0 
pi Density of air at node i, kg/m 3 
Pm Mean density of air in large opening, kg/m 3 

Time, s 

In the past few years a considerable amount of scientific effort has gone into the development 
and improvement of models for predicting indoor airflows and contaminant concentrations in build- 
ings. A number of new computer programs have been developed. For example, MULTIC, CON- 
TAM, and COMIS [1-3] are designed for the simulation of contaminant concentrations; AIRNET 
[4] performs the calculation of airflows by infiltration, between indoor zones and in ventilation 
ducting. Work is in progress on DTFAM [5], for coupled airflow and thermal analysis, but the 
program has not yet been published. 

Contaminants are not simulated in DTFAM. In the other programs, the temperatures are assumed 
to be constant. However, the changes in the outdoor and indoor air temperatures do occur in reality, 
and, combined with the thermal behavior of the building structure, they have an impact on the 
interzonal airflows distributing airborne pollutants in the system. 

Therefore, a new program, TFCD [6-8], for microcomputers, was recently developed in which 
thermal conditions were considered. TFCD enables the simultaneous dynamic simulation of tem- 
peratures, air flows, contaminant concentrations, and air quality in terms of predicted percentage 
of dissatisfication due to contaminant concentration. 
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Prior to this publication the program was further improved by including the filter effect and 
calculation of the concentration dose. The following is a brief report of the fundamentals of the 
models used in TFCD. This is followed by the simulation results obtained with TFCD. 

Fundamentals of TFCD 

The program is intended for a microcomputer to enable simulations covering a short period of 
time, for example, one day. The source code of the program is written in Fortran 77. 

The building is simulated using a network model. The nodes of the network are placed outdoors 
at the envelope of the building, in the ventilation ducting and in indoor zones. The branches of 
the network represent airflow paths. The program is capable of simulating a system consisting of 
at most 40 nodes. 

Model Equations 

Calculation of  Temperatures--The thermal model of the room presented in Ref 9, was adapted 
to calculate the temperatures at the indoor nodes of the building network. Each zone of the building 
was represented by one node by assuming that the air inside the zone was instantly and perfectly 
mixed. A set of differential equations was written for each indoor zone 

N 10 

a 2 d'r C~ = mj,~cp(tj - t,) + eLcA~w(ti~ -- t~) + Q~ + U ~ A ~ ( t o  - t~) (1) 
j~i iw=l 

,It. Aiw(tlwx tiw) 
--,.___~w C;W _ + etcA~w(t, - tiw) + otrAi~(tiwr - -  t,w) + Qr (2) 
dx 1 1 

Uiw oL c -~- Otr 

The set for a node has one equation for air temperature (Eq 1) and as many equations for wall 
temperature (Eq 2) as there are walls in the space (maximum ten) associated with the node. This 
set of equations is solved at each time step for all of the indoor nodes of the network. 

Calculation o f  Air f lows--The  airflows and pressures in the building network are calculated from 
the set of differential equations written for each network node [10] 

N 

dpl 
Vi ~ + ~ m,,j = 0 (3) 

Li.j dm~.j K~,jlm~.jIm~.j 
Ai j  dr Pi + Pj + 2 = Si.: (4) 

Equations 3 and 4 must both be fulfilled for all the nodes simultaneously. The general coefficient 
of pressure loss, Kij in the model Eq 4, is calculated from the formula 

Kijm~j (5) 
Ap,j - :2 

Depending on the pressure-flow characteristics of the flow path, Eq 5 has a different form. At 
present, the program is able to handle nine types of flow paths [6-8]. They are: duct, damper, fan, 
crack leakage as power law, crack leakage as quadratic equation, logarithmic element, polynomial 
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approximation, large opening between vertically adjacent spaces (simplified to one-way flow ap- 
proximated by orifice equation), and large opening between horizontally adjacent spaces. 

Equations 3 and 4 are used to predict the airflows as one-way flows. In large openings two-way 
flows occur. These are calculated using an additional model. It consists of a large number of 
equations which have different forms, depending on the temperature difference and the position of 
the neutral levels. The complete set of model equations and associated theory may be found from 
Ref 1. Some of these equations are [1] 

Isothermal case and Ap. < Ap. 

1 2(Ap Ap.) 
q, = ~ CdWH (6) 

]0.5 
1 2(Ap + Ap~) 

qz = ~ CaWH " 
P,,, 

(7) 

Isothermal case and Apx - Ap, 

ql = 0 (8) 

q2=�89 + AP")]~ + [2(AP;~ AP,)] ~ (9) 

Nonisothermal case and neutral levels intersect the opening 

{[  4(Apx+-AP")]Is [ 4(Ap'-Ap")]I' '~ 
l CdWH(-~-H)~ 1 + 1 

q' = 6 O,,~n ] P ~ / 4  J J 
(10) 

q2 = -~ CdWH 1 + p,,,aH J + 1 + pm--ffIl J J (11) 

The dummy variable, a, in Eqs 10 and 11 is defined as 

2gAp 
a - (12) 

p,, 

where Ap is the difference of air densities. Pressure difference Ap~ is the driving force for the net 
flow rate, q.~, that, in turn, is a difference between the outflow, q2, and the inflow, ql. The pressure 
difference Ap, is assumed to be a constant 0.003 Pa describing the effect of turbulence and op- 
erating in opposite directions over both half areas of the opening. The discharge coefficient, C~, 
was derived from tracer gas experiments and is calculated from the formula [1] 

Cd = 3.7Vx + 6.4v~e -at -- 0.90e at + 0.96 (13) 

where At is the difference between the air temperatures on both sides of large opening, and v~ is 
the mean velocity corresponding to the net flow rate through the opening 
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q.et q2 - ql (14)  
vx - H W -  HW 

The model equations for large opening are valid for [1] 

0 -<  vx--<0.05m/s and 0--< At < 3.0 

Calculation of Contaminant Concentrations--It was assumed that the contaminant is instantly 
and perfectly mixed with the air in the zone and is passive. The mass balance equation for the 
contaminant is written for each node of the network. 

N N 
dC~ 

V,= G~ + ~ qj, iCj(1- Xl) - ~ q i, jCi  (15) 

Once the airflows have been determined, the contaminant concentrations in the system are solved 
from Eq 15. 

Evaluation of Air Quality--The perceived air quality may be quantified in terms of predicted 
percentage dissatisfied (PPD) [11] as 

~395 exp ( -3 .25  C~ ~ for Ci -< 31.3 decipol 
PPD~ = [100% for Ci > 31.3 decipol (16) 

where Ci is the perceived air pollution [11], that is, the concentration, expressed in decipols. The 
air quality at each node of the network is evaluated in the program by means of Eq 16. 

Concentration Dose--Based on contaminant concentration, the integrated dose is calculated in 
the program at each network node according to Harber's Law [12] from the formula. 

~0 exp~ 
Dosei = time Ci(T)d,r (17) 

Solution Methodology and Strategy 

Model Eqs 1 and 2 for air and wall temperatures are explicitly discretized and solved according 
to the Euler method. This solution method requires minimal computational effort but the time step 
must be short enough to avoid stability problems. The program has a subroutine for analyzing the 
stability and calculating the upper limit for the time step [6,7]. 

Fully implicit discretization is applied to model Eqs 3 and 4 for airflows and pressures. Thus, 
potential stability problems are avoided. The discretization and linearization are done according to 
Ref. 10. The linear matrix equation is created and solved by means of standard LU-decomposition 
and the back substitution method [13]. The iterative solution is considered to be found when the 
residuals of the discretized equations are less than 0.0001 kg/s (Eq 3) and 0.001 Pa (Eq 4). 

The contaminant mass balance Eq 6 is implicitly discretized and rearranged to obtain a linear 
matrix equation that is solved for the vector of concentration by means of the same solver as was 
previously used to determine the airflows. 

The important benefit of using the explicit Euler method to calculate the temperatures is that 
the iterations between the temperatures and airflows can be avoided. Thus, the sequence of com- 
putations is clear (Fig. 1) and the computation time is shortened. 
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FIG. 1--Simplified block diagram of the TFCD program. 

Reliability and Application Constraints 

The performance of the numerical models and solution methods used in the program was tested 
in a number of validation cases [6,7]. 

In the isothermal cases, the simulations performed with TFCD were compared with more so- 
phisticated programs using the constant temperature approach. An example of such a comparison 
is calculation of contaminant concentrations in building shown on top in Fig. 2. The mass flow 
rates given in Fig. 2 correspond to 0.5, 1.0, and 2.0 air changes per hour in the configuration [3]. 
The assumed outdoor concentration is a constant 100 �9 10-6g/kg dry air, and the initial concentra- 
tions in both rooms are 1000 �9 10 -6 g/kg dry air. The plot at the bottom in Fig. 2 shows the 
evolutions of concentrations in the system as predicted by the program COMIS [3] and TFCD. 
Both rooms follow the same evolution and practically no difference is observed between the 
predictions of both programs, (Fig. 2). The nonisothermal simulations with TFCD in other appli- 
cations were compared to measurements. Very good agreement of the results was obtained in all 
the cases [6,7]. 

In TFCD, the outdoor air temperature is assumed to be equal at all outdoor nodes. The thermal 
model does not explicitly solve the heat conduction problem in the wall (Eq 2). Instead, the lumped- 
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FIG. 2--Compared evolution of contaminant concentrations computed with COMIS [3] and TFCD [6, 7]. 

analysis [14] is used to account for the thermal capacity of the wall. This simplification is allowed 
for the wall construction that is not particularly massive. It may also be applied when the pene- 
tration depth of the heat wave into the wall is small [9,14], that is often the case of simulation 
covering a relatively short period of time. The Biot number, less than 0.1, is the validity criteria 
of the lumped-approach [14]. 

The large-opening model showed strong sensitivity to the temperature difference and the size 
of the opening, but not to the magnitude of the net flow in theoretical calculations using four 
openings with widely changing temperature differences (0.0 through 2.0 K) and net flows (0.5 
through 100 L/s), [6,7]. Incorporated in MULTIC [1], the model was used in the comparison of 
the simulation results to data measured in the field and it worked satisfactorily [15]. The parameters 
for the large-opening model were derived from the measurements made under conditions usually 
existing in dwellings [1]. Therefore, the TFCD is expected to be the most reliable in similar 
applications�9 

The basic simplification used in TFCD is the assumption of perfect mixing of air and contam- 
inant within the zone. Therefore, the choice of zones has a decisive effect on the calculated results. 
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FIG. 3--Plan of the example building used in the simulations. 

@ 

Reliability of the solution strategy used in TFCD was checked for the application presented in 
the following chapter of the paper. The solutions were computed for three diminishing time steps: 
(a) automatically calculated by the program (it varied from 30 to 120 s during the simulation), (b) 
30 s, and (c) 10 s. All the obtained results were identical, which means that a convergent solution 
has been found. The time required to perform the simulations was (a) 5 min, (b) 7 rain, and (c) 
22 min, respectively. 

The present version of TFCD works well and may readily be used for research purposes. How- 
ever, a comprehensive verification by means of measurements must still be carried out in order to 
gain general confidence in the program as a whole. 

Example Application 

Part of a fictive office building (Fig. 3) was used in a number of simulations. Rooms 13 through 
16 all had equal dimensions and were mechanically ventilated at an equal air exchange rate of 
approximately 1.85 (mS/h)/m 3. The pressure in corridor Zones 17 and 18 was approximately 0.5 
Pa lower than in the rooms. The doors of the rooms were assumed to be of poor tightness in order 
to avoid remarkable changes in the balance of airflows in the system in case of opening the door. 
Further details of the system are given in Refs 6 through 8. 

A contaminant source of 25 olf was placed at Node 13. The outdoor temperature was a constant 
20~ and the wind velocity was 0 m/s in all of the cases. The air supply temperature was 20~ in 
the isothermal simulations and 17~ in the nonisothermal simulations. All of the airflows given in 
Fig. 3 are the results of computation at time = zero. All of the simulations covered a period of 8 h. 

The point of interest was the effect of the thermal load and recirculation of the ventilation air 
on the spread of contaminant from the point of generation to the rest of the system with different 
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FIG. 4--Final air quality in the simulated building in the isothermal case. 

door positions. The thermal loads by convection imposed on the rooms varied from 0 to 40 
W/m E. The flow of contaminant with recirculated air was controlled by means of a filter placed 
before the supply fan in Flow Path 3 to 4 (see Fig. 3). The filter effect varied from 0 to 1. These 
limit values would correspond to variation in the amount of recirculated return air in the supply 
air from approximately 57.2% (damper 12 to 3 fully open) to 0% (damper 12 to 3 closed), 
respectively, if  the filter was not used. 

The results of the simulations are presented in Figs. 4 through 11. In Figs. 4 through 10, the 
concentrations are expressed in terms of PPD (Eq 16) in order to evaluate the air quality. Figures 
4 through 8 and Fig. 11 show the situations at the end of the simulation, that is, at time = 8 h. 

Discussion o f  Simulation Results 

In the first simulation (Fig. 4), the isothermal case was considered. All the doors were open and 
the filter effect varied from 0 to 1. The recirculation of the air had little effect on the air quality 
at node 13. In the rest of the system the poorer the filter performance was, the more the air quality 
deteriorated (Fig. 4). 

The same simulation was repeated in a nonisothermal situation with equal thermal loads (Fig. 
5) and with different thermal loads (Fig. 6). At Node 13, the air quality is better than in the 
isothermal case, but it is worse in the rest of the system. The application of different thermal loads 
results in the more efficient spreading of contaminant to nodes 15 and 16, that are far from the 
source, c f  Figs. 5 and 6. This may be explained by the temperature difference between the zones 
17 and 18 (see final temperatures given in upper-right comer of Figs. 5 and 6), because the two- 
way airflows in large openings are very sensitive to temperature difference. 

When the doors of Rooms 14 through 16 were closed (Fig. 7) the air moved through the cracks 
as one-way flows towards the corridor. Closing the doors protected these rooms from contaminant 
penetration only with perfect filter performance (filter effect equal to one). In all other cases, 
penetration occurred and the air qualities were equal (Fig. 7), due to equal ventilation rates. 
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FIG. 5--Final air quality in the simulated building in the nonisothermal case with equal thermal loads. 

FIG. 6--Final air quality in the simulated building in the nonisothermal case with different thermal loads. 
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FIG. 7--Final air quality in the simulated building in the nonisothermal case with different thermal loads 
when 3 doors are closed. 

FIG. 8--Compared final air quality in the simulated building in the isothermal and nonisothermal cases. 
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FIG, 9--Compared hisIories o f  air quality in the simulated building in the isothermal and nonisothermat 
cases (filter effect = 1) when the door positions are changed during simulation~ 

In Fig. 8 the comparison is made between the isothermal and nonisothermal simulations in the 
case with all the doors open. The isothermal simulation predicts poorer air quality (higher PPD 
value) in Room 13 containing contaminant source and better air quality (lower PPD value) in all 
other spaces of the system than the nonisothermal simulation. Poor filter performance (or corre- 
spondingly the recirculation of air without filtration) leads to deterioration of the air quality as 
predicted by both the isothermal and the nonisothermal simulations. In the isothermal simulation 
this effect is less pronounced in Room 13 and more pronounced in the rest of the system than it 
is in the nonisothermal simulation (Fig. 8). 

In the last case studied (Figs. 9 through 1 l) the door of Room 13 stayed open and the positions 
of the other doors were changed during the simulation. The simulation was performed in an iso- 
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FIG. lO--Compared histories of air quality in the simulated building in the isothermal and nonisothermal 
cases (filter effect = O) when the door posit ions are changed during simulation. 

thermal and in a nonisothermal situation where the loads in rooms varied from 10 to 40 W/m 2. 
The histories of the air quality in the system in both situations are given in Figs. 9 and 10 (the 
schedule for the positions of the doors is shown at the bottom of the figures). The isothermal 
curves give the impression that the position of the doors does not have much impact on the air 
quality in rooms while the nonisothermal curves display a very strong effect (Figs. 9 and 10). 
Clear difference between the isothermal and nonisothermal predictions is obtained again when they 
are compared in terms of the concentration doses (Fig. 11). These differences prove the importance 
of thermal analysis in the proper prediction of temperature-sensitive airflows in large openings, 
which play an important role in distributing contaminant in the system. 
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FIG. ll--Compared concentration doses in the simulated building in the isothermnI and nonisothermal 
cases when the door positions are changed during simulation. 

Conclusions 

By means of numerical simulations, it has been shown that a high and unevenly distributed 
thermal load has an increasing effect on the spread of contaminant in the building, if the interior 
air temperatures are not controlled. The two-way airflows in large openings have a major influence 
on the contaminant transport within the building. The recirculation of return air without filtration 
or with imperfect filter performance leads to deterioration of the indoor air quality. 

The isothermal simulations ignore the time variation of the temperature-dependent airflows in 
large openings, that results in underestimation of the spread of contaminant in the building. The 
nonisothermal approach is an appropriate means to account for the dynamic changes (for example, 
position of the doors, the magnitude of the thermal load, and so forth) that have an effect on the 
air temperatures and, consequently, on the airflows. It is therefore believed that the inclusion of 
thermal analysis considerably improved the method for evaluating the contanfinant spread in the 
building. 
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ABSTRACT: This paper discusses the application of three-dimensional computational airflow and 
smoke modeling to building environmental design. It is particularly concerned with the integration 
of modeling into the design process. The principles of airflow and smoke modeling techniques are 
discussed in terms of: 

�9 definition of building geometry and boundary conditions, 
�9 skills and resources required to carry out modeling, and 
�9 visualization of results. 

The integration of modeling into the design process can be applied at two levels: 

�9 to assist in the development of design solutions at the early concept design stage and 
�9 to assess the design at detailed design stage. 

During both stages, close liaison with the design team is essential. It is also necessary to be able 
to carry out the modeling work in "design time." Results should be of a good visual quality in order 
to be easily understood by the design team and the client. This paper relates to a range of design 
projects. In each project, the use of modeling has had a significant impact on the design solution. 
This paper concludes that computational airflow modeling, if carried out by skilled personnel, can 
reduce the risk of building failure due to unsatisfactory environmental performance. 

KEY WORDS: building simulation, environmental design, airflow, smoke management, computa- 
tional fluid dynamics (CFD), indoor air 

The provision of comfortable, healthy, and safe environments is fundamental to the success of 
a building. These requirements are becoming of greater importance as concern increases over the 
indoor environment and as buildings become spatially more complex. 

Traditional design techniques do not adequately consider the spatial variation of the environ- 
mental parameters, either in naturally ventilated or air-conditioned spaces. In many cases over- 
engineering, with its capital and running-cost penalties, has been adopted in an attempt to reduce 
the risk of failure. 

In recent years, advanced computational numerical techniques have been used in building design 
to improve environmental design prediction. No single technique can accomplish all the require- 
ments of design that includes daylighting and acoustics, in addition to the thermal criteria consid- 
ered in this paper). However, techniques based on Computational Fluid Dynamics (CFD) proce- 
dures are increasingly being used to tackle airflow and thermal design problems. 
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There are three main areas where CFD modeling can assist the environmental designer: 

�9 C o m f o r t - - T o  predict the variation in thermal comfort due to air temperature and air speed. 
In addition, by simulating the heat distribution, space heating (or cooling) efficiencies can be 
optimized. 

�9 Hea l th - -To  predict the ventilation effectiveness in relation to the spatial distribution of fresh 
air. Inadequate air distribution is often associated with "sick building syndrome" (SBS) 
complaints [1]. 

�9 Safe ty - -To  predict the movement of smoke during the development of a fire, for a given 
smoke-management strategy, and to relate the smoke movement to evacuation routes and 
times. Also, to predict the spread of contaminants within a space, for example, from chemical 
process (this area is not discussed in this paper, but the techniques used are similar). 

This paper discusses two major applications of three-dimensional computational modeling, 
namely, airflow and smoke movement prediction to building environmental design. It is particularly 
concerned with the integration of modeling into the design process. 

The paper first summarizes the principles of CFD modeling, then discusses its application to 
building design, and follows on to describe some of the main design application areas. 

Principles of CFD Modeling 

Numerical airflow modeling is based on solving a set of partial differential equations that de- 
scribe the variation of velocity, temperature, pressure and turbulence parameters, and sometimes 
contaminant concentration, within a prescribed space. These parameters are calculated at discrete 
points throughout the space. Most models are generally based on the same computational proce- 
dures [2,3]. 

The model used in this paper was a three-dimensional cartesian model based on the finite volume 
approach. It used a fixed viscosity turbulence model that assumes a constant viscosity throughout 
the space. This approach has been used by a number of workers in the building simulation field 
for predominantly naturally ventilated spaces [3]. 

The success in the application of airflow models is largely dependent on the suitability of the 
model and the skills of the operator in dealing with the following building-related aspects: 

(1) Geometry- -This  involves the definition in sufficient detail of the geometry of the space 
and its contents, and prescribing a sufficient number of calculation points for describing the 
pattern of airflow. There are practical limits on detail because the more calculation points 
that are used, the greater will be the computer storage required and the longer the time to 
achieve a solution. 

(2) Boundary condit ions--This  involves the definition of sources of heat and mass transfer 
within the solution domain, including heat transfer at surfaces, air inlet and outlet at vents 
or windows, and the heat and air delivered and distributed from mechanical systems. In 
order to describe these boundary conditions, a set of submodels must be included in the 
airflow model that may be relatively simple or complex, depending on what is appropriate 
to the application. These include: 

�9 radiation models to account for surface-to-surface heat transfer or for solar gains, 
�9 surface heat transfer models to account for heat loss from, or gain to, the fabric due to 

external conditions and thermal capacity effects; 
�9 ventilation models to predict airflow through windows and vents, that will require pressure/ 

volume flow-rate relationships depending on the size and nature of the opening; and 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



JONES AND WATERS ON INDOOR AIRFLOW MODELING 175 

�9 models for describing the dynamic performance of mechanical systems for heating/cooling 
ventilation and smoke control. 

Once a solution has been obtained, it is essential to have suitable post-processing graphics in 
order to provide visualization of the results in a form suitable for communicating to other members 
of the design team. 

Design Application 

The aim of CFD modeling is to predict the movement of air and smoke and the distribution of 
heat in building spaces. This must be carried out by suitable skilled personnel, in "design time" 
(that is, to provide results within the time-scale required by a design-team) and within reasonable 
cost limits. 

When considering the application of CFD modeling as part of a design, the following organi- 
zational issues must be considered: 

(1) Personnel skil ls--In defining both the geometry and boundary conditions for a specific 
simulation and interpreting the results, a considerable amount of knowledge, experience, and 
judgement is required, relating to both building design and the operation of the numerical 
airflow models (and an understanding of the assumptions and approximations that they use). 
Most principal users of CFD computer models within the building design profession are 
currently at Ph.D. level. 

(2) Design time " tu rn -a round" - -For  modeling to be of use as a design tool, it must be able 
to be carried out in design time. In many cases, this may be the main limitation on the level 
of detail applied to a particular project. The environmental designer should assess the ap- 
propriate level of detail for a project in order to be able to operate within design time 
requirements. 

There are two stages in the design process where the application of modeling is required, namely: 

(1) Concept design--To explore the implications of design options--this is carried out during 
the early stages of a design and in close collaboration with the design team. The architect 
should liaise with the environmental designer at concept design stage in order to explore 
basic strategies. Figures 1, 2, and 3, that are discussed in the following sections, are examples 
of the type of simulations that might be quickly carried out during the early part of a design; 
in the example series of simulations presented in Figures 1, 2, and 3, design options for 
naturally ventilated spaces are considered. 

(2) Detailed design--To test a proposed design--this would usually be carried out during the 
detailed design stage and ideally following from the concept design. The purpose of this 
simulation would be to consider the building in greater detail in order to fine-tune the design. 
It could also apply to investigating an existing building that may exhibit environmental 
problems. Figures 4 and 5, that are discussed in the following sections, are examples of 
detailed design simulations for air and smoke movement in atria. 

A cost analysis of the use of CFD modeling as part of the design process is outside the scope 
of this paper. However, costs should be relatively small in comparison with physical scale mod- 
eling. In many cases, the costs can be recovered by the more accurate prediction of engineering 
requirements, for example, reducing equipment sizing and identifying problems at an early stage 
in the design, that could be costly to correct at a later date. 
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FIG. 1--Vertical section through two offices, the left is 4.5 m deep and the right is 11.5 m deep. The 
conditions are for a warm summer day, external air temperature of 21~ with windows open on external 
walls. Fig. l(a) shows the pattern of air movement. Fig. l(b) shows the air temperature contours. Office depths 
deeper than about 6 m are difficult to cool by natural ventilation. 

Application Areas 

The range of application areas for CFD applied to the thermal and air movement aspects of 
environmental design is extensive. Some of the current mainstream design application areas are 
discussed as follows. 

Natural Ventilation 

Many modern buildings employ a natural ventilation strategy in order to promote energy effi- 
ciency, health, and to reduce capital costs. This is an ideal application area for CFD as the internal 
environmental conditions are very much related to the spatial arrangement and its interaction with 
external conditions. CFD airflow modeling can explicitly simulate this type of situation. 

Vector Scale 1- 0.5 m/s /~''./~f~'%k 
Outline Scale, [ 2.3m ~~ifi~ ~ 
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FIG. 2--Vertical section through an open-plan area, with work zones on either side of a central atrium, 
showing patterns of air movement. The space is naturally ventilated with openings in the two external side 
walls and in the atrium roof. The stack effect developed in tile atrium is used to ventilate the relatively deep 
plan space to the left and the narrower plan space to the right. 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



JONES AND WATERS ON INDOOR AIRFLOW MODELING 177 

FIG. 3--Vertical half-section through a two-story office with a central atrium, with symmetry assumed about 
the center of  the atrium. The building is naturally ventilated, and the air-flow pattern shows air being drawn 
in from outside through vents to the floor voids, thus reducing noise break-in from outside. The stack effect in 
the atrium draws air from the offices, and exhausts it at high level in the atrium. The under floor delivery 
allows the partitioning of  the space. 

Natural ventilation is traditionally associated with narrow-plan offices, where no worker is further 
than about 6 m from a window. As the plan gets deeper, the internal space becomes difficult to 
ventilate and it can suffer from a buildup of internal heat gains. Figure 1 presents a vertical section 
of adjacent 4.5 and 11.5 m width offices for summer conditions. The wider plan office suffers 
from high temperatures in the inner zone. 

If the work spaces can open onto a central atrium, then the stack effect developed in the atrium 
can be used to draw air through the deeper plan spaces, thus allowing natural ventilation of deeper 
plan buildings. Figure 2 presents an example of a naturally-ventilated building with work spaces 
on either side of an atrium. Conditions are for summertime ventilation. It is important to size the 
windows and to provide variable opening control to allow for both winter and summer ventilation 
requirements. 

FIG. 4--Vertical section through a five-floor office building with a large central atrium. The airflow pattern 
is shown for a winters day, with an external air temperature of  5~ There is some infiltration through gaps 
around windows in the external walls and around vents in the atrium roof, There are openable louver windows 
between the offices and the atrium. Airflows from outside into the offices through to the atrium and out through 
the atrium roof, The overall ventilation rate was predicted to be 0.15 ac/h for the whole building with 0.5 
ac/h in the offices. 
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FIG. 5--Vertical section through the center of  a three-story office block with a medium-sized central atrium. 
A fire has developed over a period of  4 rain in the office on the ground floor. Smoke rises up through the 
atrium where it is mechanically exhausted through a duct around the edge of  the atrium roof Smoke entrains 
into the upper balconies and travels under the lower balcony to the opposite side of  the atrium (there are no 
smoke channels or curtains under the balconies). 

Two problems associated with the design of natural ventilation, as in the previous example, are 
external noise break-in through open windows and the need for open plan spaces to allow airflow 
through the building. Solutions to these problems can be explored with CFD modeling. Figure 3 
presents a section through a two-level atrium office (with a symmetry axis about the center of 
atrium) for summer conditions. Air is drawn in through the floor void by the natural stack effect 
generated in the atrium. This method of air delivery can reduce the effects of external noise and 
allow for some degree of internal partitioning. 

Figure 4 presents a detailed design study of an office building with a large central atrium [4]. 
Again, the stack effect in the atrium is used to draw air through the 14-m deep offices. Occasions 
of overheating occur at offices on higher levels where the stack effect, and consequently the 
ventilation rate, is reduced. 

Air  Conditioning 

CFD modeling can be readily applied to the prediction of air movement, heat distribution, and 
ventilation effectiveness in air-conditioned offices [5], auditoriums, airport terminals, industrial 
buildings, and so on. Room air distribution is rarely considered in detail in the design process, 
especially in relation to room furnishing, room scenery, and complex spatial geometries. Airflow 
modeling can be used to design for adequate amounts of fresh air to reach the occupied region of 
a space without causing discomfort from drafts of too high or too low an air temperature. 

CFD can also be used to consider hybrid situations, that employ a mix of air-conditioning and 
natural ventilation. For example, a deep plan office might use window opening at the perimeter 
and mechanical ventilation in the inner zone. 
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Smoke Movement 

In complex buildings, for example, buildings with atriums, the smoke ventilation strategy in the 
event of a fire can have a major influence over the building design. Smoke movement can be 
simulated in fire situations, for natural or mechanical smoke-extract systems. The fire can be 
developed with time, smoke ventilators opened or mechanical smoke-extract fans switched on at 
the appropriate time, and smoke curtains or shutters activated. The simulation can examine the 
smoke situation at any time during the fire development and the results can be related to evacuation 
strategies. Figure 5 presents a section through a three-dimensional time dependent simulation of 
smoke movement in an office building with a central atrium. The smoke contours relate to a time 
4 rain after the start of the fire. The smoke spreads from the office into the atrium office building 
with an atrium. Smoke-extract fans extract smoke from the atrium roof. The smoke can be seen 
to entrain into the upper balcony areas and also "wrap" around the ground floor level of the atrium 
under the first floor balcony. This illustrates the importance of being able to explicitly model the 
geometry of the space for this type of modeling. 

External Wind 

So far, the discussion has been concerned with the application of CFD to internal air and smoke 
movement. CFD can also be used to predict the effect of wind around buildings. There are two 
areas where the simulation of wind effects around buildings are of importance. The first is the 
simulation of wind in relation to external comfort in the vicinity of pedestrian routes, external 
spaces around buildings, and external parts of the building such as balconies and roof gardens. 
The second application area is in the prediction of wind induced pressures around the envelope of 
the building, especially related to ventilation openings and smoke vents. Wind effects can coun- 
teract design strategies based on "natural" buoyancy-induced air or smoke extract systems and 
can cause cross-contamination from flues, cooling towers or exhaust louvers to ventilation openings 
or fresh air supply louvers. 

Validation 

In order to promote the use of CFD modeling as part of the design process, the modeling 
techniques must be continually validated. There are three levels of validation that have been applied 
to the modeling work discussed in this report. 

(1) Design validation--This involves the validation of models when used in a design, against 
simple design tools and empirical relationships; for example, equations for predicting mean 
room air velocity in a room [2]. This should be carded out on every project and is the main 
reason why models should be used by experienced building environmental designers. This 
procedure also acts as a check to ensure that the model has been correctly set up. CFD 
procedures should agree with design tools. Their main role is to provide additional and more 
detailed information rather than a different kind of information. 

(2) Qualitative validation--Comparisons have been carried out with smoke movement tests 
on full-scale buildings and scale models. For example, the simulation in Fig. 5 has been 
favorably compared to measurements of air movement in the atrium space as measured 
using neutral-buoyancy balloons [4]. The simulation in Fig. 5 has been compared favorably 
to physical scale modeling of smoke movement (unpublished design work). 

(3) Quantitative validation--The results from CFD simulations have been compared to meas- 
ured values of air speed and air temperatures in real buildings. Again, the atrium of Fig. 5 
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has been the subject of measurement and modeling comparisons with regards to air tem- 
peratures, air speeds, and ventilation rates [4]. Other validation work has been carried out 
on industrial buildings, using pressurization measurements to establish air leakage charac- 
teristics of the building that can then be used to predict ventilation rates and internal con- 
ditions, and to compare with simpler zonal airflow models [6]. 

Conclusions 

Numerical airflow/smoke models can be used to develop and test design solutions at acceptable 
costs and within "design time," provided that the work is carried out by personnel experienced 
in the use of CFD techniques and environmental design. 

Airflow and smoke movement models have the advantage that: 

�9 they can take account of the specific geometry of the space and its contents, that can have a 
major influence on air or smoke movement; 

�9 allow designers to visualize complex situations and indicate problem areas so that problems 
can be corrected at an early stage in the design and at minimum cost. They can improve 
design, allow for innovation, reduce over-engineering, and reduce costs in general. They can 
be used to help explain to regulatory authorities the implications of certain design innovations; 

�9 simulations can be carried out in design time, providing quick feedback of a range of options 
to the design team; and 

�9 costs are relatively low. 

However, CFD simulations of buildings need to be carried out by specialists if the results are 
to be of any use. These specialists need to understand: 

�9 the design process, timescales, and areas of responsibility; 
�9 building physics, fabric, services, and environmental criteria; and 
�9 CFD techniques--It is also essential to have source code to work with as most complex 

buildings require a unique set of boundary conditions, that general-purpose CFD codes can 
not always satisfy. 

The accuracy of the results is largely determined by the skills of the environmental designer in 
setting up the problem, the capabilities of the particular code, and the approximations and as- 
sumptions made with regards to the boundary conditions and the spatial definition. The simulations 
presented in this paper have shown that where comparisons with measurements have been made, 
the results have been favorable. 
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ABSTRACT: Natural ventilation comprises various systems such as infiltration and exfiltration (for 
example, through cracks, leakages), window ventilation, as well as shaft ventilation. A considerable 
number of buildings rely exclusively on natural means for ventilation. This underscores the impor- 
tance of natural ventilation systems for indoor air quality, Nevertheless, few generally accepted design 
rules and codes are available to assist the designer in tile task of dimensioning and control of natural 
ventilation systems. The successful performance of most natural ventilation systems rely on occu- 
pants' behavior. However, the computer-aided simulation of the performance of these systems could 
support the designer in creating the necessary framework for appropriate behavioral patterus. This 
could be achieved through properly dimensioned, constructed, and located window and shaft systems 
while responding to specific geometrical configurations and climatic situation of the building as well 
as to the health- and comfort-related occupancy requirements. Based on mathematical modeling and 
long-term empirical studies of residential buildings in Austria, a simulation model was developed to 
predict the air flow rates and, thus, the air exchange rates between indoor rooms and exterior envi- 
ronment. The comparison of the field measurements with the corresponding simulation results showed 
an encouraging correlation. 

I ~ Y  WORDS: natural ventilation systems, infiltration, window and shaft ventilation, air change, 
modeling ventilation 

A considerable number of buildings (especially residential buildings) rely exclusively on natural 
means (infiltration and exfiltration as well as window and shaft ventilation) for ventilation and air 
exchange. Nevertheless, few generally accepted design tools and related codes are available to 
support the design of  natural ventilation systems. The successful performance of  most natural 
ventilation systems rely on occupants' behavior. However, the computer-aided simulation of file 
performance of these systems could support the designer effectively to create the necessary frame- 
work for appropriate behavioral patterns. This could be achieved through properly dimensioned, 
constructed, and located window and shaft systems, while responding to specific geometrical con- 
figurations and climatic situation of  the building, as welt as to the health and comfort related 
occupancy requirements. This paper presents the empirical and theoretical background of a design 
supporting simulation model (LUFT) for predicting the air flow rates in naturally ventilated 
buildings. 
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LEAKAGE AREAS IN THE UNITS STUDIED 

FIG. 1--Statistical distribution of  the empirically determined leakage areas ("A4") in about 100 residential 
units in Austria. 

Empirical Background 

To gain an original understanding of the indoor air quality of naturally ventilated residential 
buildings in Austria, extensive empirical studies were conducted [1-4]. The main motivation behind 
these studies was the problem of design methods for providing an adequate fresh air rate to indoor 
rooms, for pollutant dilution, and humidity control. 

For the majority of the long-term measurements, the "constant gas emission method" was 
applied. Short-term measurements were carried on based on the "decreasing gas concentration 
method." In a large number of cases, the "pressure method" was used as well [5]. As an example 
of the results of these extended field measurements, Fig. 1 shows the statistical distribution of the 
empirically determined leakage areas in residential units. The air leakage areas "A4"  (the effective 
leakage area derived for a indoor/outdoor pressure differential of 4 Pa, [6]) were found to vary 
considerably between 50 cm 2 and 900 cm 2 in residential units (average area = 85 m 2 with a standard 
deviation of ---25 m2). 

A strong correlation was found between measured leakage areas and air exchange rates (Fig. 2). 
However, in specific cases, significant deviations from this correlation can be observed. These 
deviations are mainly a consequence of special building geometries (for example, layouts with or 
without potential for cross ventilation) and topographic conditions, or both (for example, shielding 
effects of buildings). 

From the measurements of the air exchange rates (due to air infiltration) in habitable rooms (Fig. 
3) the following conclusions can be derived: 

(1) In general statistical terms, air infiltration is not a function of the age of the building, but 
depends on building construction type, maintenance of the windows, and the effectiveness 
of shaft ventilation. 

(2) Air infiltration, in massive constructions (with well-maintained wood windows) in winter 
(At = 20 ----- 2 K), allows air exchange rates of about 0.31 _+ 0.07 h-  i. Given a complementary 
window ventilation (in accordance with typical occupant's window ventilation patterns ob- 
served in Austria) and a moderate moisture production, this value would provide sufficient 
humidity control [1]. 

(3) Air infiltration, in massive constructions with effective shaft ventilation, as well as in wood 
constructions in winter, allows air exchange rates of about 0.62 --- 0.07 h -~. In buldings 
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FIG. 2--Correlat ion between measured leakage areas and measured air exchange rates (measurements 

under winter conditions; temperature difference = 20 K, wind velocity = 2 m �9 s ~). 

with this level of air exchange, moisture is rarely a problem. However, in case of buildings 
in exposed locations and strong winds, both draft and room temperature drops may occur. 

(4) Air infiltration, in massive constructions with very tight windows in winter, allows air 
exchange rates of only about 0.15 _ 0.07 h ~. In these buildings, insufficient humidity 
control and insufficient dilution of air pollutants must be expected, even in the units with a 
window ventilation frequency typical for most occupants. 

Empirical investigations of the effectiveness of the shaft ventilation systems (with no dedicated 
air intake ducts), and their contribution to the total air exchange, showed that, in units with shafts 
(for example, in centrally located bathrooms), the fresh air rates do not reach the expected 
calculation-based values (Fig. 4). Apparently, the traditional approach of dimensioning of shafts, 
based on building codes or classical technical literature (for example Ref 7), does not necessarily 
guarantee the expected ventilation rates. Although a number of parameters can cause poor shaft 
performance, in-depth analysis of the measurement results [1] showed that the air flow resistance 
through the building enclosure has the most important effect on the effectiveness of shaft 
ventilation. 

Empirical studies of the window ventilation showed the importance of window ventilation reg- 
ulating devices (for example, fixing devices for operable window sash). As an interesting example, 
Fig. 5 shows the measured air volume flow through a window (length = 1.1 m, height = 1.45 m) 
equipped with a fixing device that allows for 12 different opening positions. Position 0 means 
window is closed. Position 12 corresponds to a maximum slot width of 14 cm. Opening Positions 
1 to 12 correspond to geometric leakage area from 0.03 m 2 to 0.36 m 2. Measurements were carried 
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FIG. 4--Comparison between the measured and calculated volume flows for rooms with shaft ventilation 
(since the heating system was shut down during the measurements, the mentioned exhaust gas shafts functioned 
similar to the ordinary air shafts). 

out in a room with one window under winter conditions with no wind influence. This figure 
demonstrates that the fresh air flow into the room can be controlled more effectively by changing 
a tilt and turn window into an adaptable window, using a simple fixing device. 

The above-mentioned empirical studies of infiltration, as well as window and shaft ventilation, 
show the complex pattern and some interdependencies of the involved parameters of the natural 
ventilation systems. This offers a suitable basis for the critical study of some classical calculation 
procedures, as well as the further development and validation of more advanced algorithms. 

Model Description 

Based on technical literature [6,8-10], mathematical modeling, and empirical studies, a simu- 
lation model was developed to predict the air flow rates and, thus, the air exchange rates between 
indoor rooms and exterior environment. It was designed to assist the designer in the task of 
dimensioning and control of natural ventilation systems. 

Mathematical  Formulation 

The calculation of air exchange due to infiltration is based on an approach formulated in [6] 

V, = A43-1(ghATIT)~ + R/2){1 - X 2 / ( 2  - R)2} -]5 (1) 
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FIG. 5--Measured air volume flow through a window (length = 1.1 m, height = 1.45 m) depending on the 
position of a fixing device. This device has 12 opening positions, Position 0 means window is closed, Position 
12 corresponds to a maximum slot width of 14 cm (measurements in a room with one window under winter 
conditions with no wind infuence). 

where  

V~ = volume flow due to the stack effect,  m 3 �9 s - t ,  
A4 = effective leakage area, m z, 

g = acceleration of  gravity, m �9 s -2, 
h = effective height,  m, 

AT = inside-outside temperature difference,  K, and 
T = inside temperature,  K. 

R (the fraction o f  leakage in the floor and ceiling) is given by 

R = (Ac + As)/A4 

where  

Ac, A I = effective leakage areas of  ceiling and floor, m 2. 

(2) 
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FIG. 6--Comparison of calculated infiltration-based air change values and statistical distribution of about 
600 measured air change values in a residential building (under winter conditions). 

The effect ive leakage distr ibut ion parameter  X is g iven  by  

X = (Ac - A f ) / A  4 

The vo lume flow Vw (in m 3 �9 s -1) due to the wind  effect is g iven by  

V w  = A 4 v f a ( 1  - g ) ] / 3 [ c~  �9 (ncllO)Vam(n=/lOy m] 

(3) 

(4) 

where  

Ca = general ized shielding coefficient,  
or, v = terrain class constants  for the bui ldings  site, 

am, v,. = terrain class constants  for the measurement  site, 
He = height  of  the ceil ing above  terrain, m, and 
H,. = height  of  wind  measurement  point  above  terrain, m. 
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FIG. 7 - - M e a s u r e d  versus calculated values f o r  air volume f low in the shaft o f  a residential unit (0,  w indow/  
door is open; C, window/door is closed). 

The calculation of  the volume flow V, (in m 3 �9 s -1) due to the shaft ventilation is principally 

based on Ref  8. However ,  modificat ions to this basic model  were necessary to account  for the 
pressure loss effects due to the infiltration through the window and door slots 

V, = a,[(p~ �9 2 �9 g �9 H ,  A T I T  + p,(vccp,2 - v~Cpa)]lp,(X~j + h �9 l ldn) ~ (5) 

where 

A, = shaft cross section, m 2, 

p. = density of  outside air, kg �9 m 3; 
Pl = densi ty o f  inside air, kg �9 m 3; 

H, = effective height o f  the shaft, m, 

vc = wind velocity at the ceiling level, m �9 s 1 
v. = wind velocity at the head of  the shaft, m �9 s 1; 

cp~ = pressure coefficient  for interior space, 
Cpa = pressure coefficient at the head o f  the shaft, 

= pressure loss factor (defined in fluid dynamics  as the dimensionless  quotient o f  pressure 
loss or pressure difference Ap due to a resistance and the "und i s tu rbed"  fluid pressure q), 

h = friction factor (derived f rom mean shaft roughness,  kin, mean air velocity, and hydraulic 
diameter  dH); 

l = flow distance in shaft, m; and 
dn  = hydraulic diameter,  m. 
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FIG. 8 - -The  relation between temperature difference and shaft related fresh air volume. Measurements 
versus calculations, effective shaft height = 10 m, shaft cross section = 0.2 • 0.2 m. 

The calculation of  the voume flow Va., (in m 3 - s - l )  due to the temperature driven window 
ventilation is based on an analytical expression in Ref  11 

V~., = A~O. 14 2 (2g H +A T /T )  ~ (6) 

where  

Ag = area of  the window opening(s),  m z, and 
Hw = height o f  the window, m. 

The calculation o f  the volume flow V~,w due to the wind driven window ventilation, is based on 
the BERNOULLI  equation applied for building related air flow processes [9,12,13].  It can be 
derived from the assumption o f  the balance of  the air flows into (V~,w.e in m 3 �9 S 1) and out o f  
(V.,.,,o in m 3 �9 s - l )  the room 

V.+,  ( c p . + -  05 , .  = cvi) vaAs+~ (7) 

Va+o (Cp+ -- 05 , ,  = Cvao) vaAgo~ (8) 

where 

cp~e, Cp.o = pressure coefficient for the facade with incoming/outgoing air flow, 
v. = wind velocity at the mid-height  level o f  the window,  m �9 s- l ;  

Age = area of  the window opening in the facade with incoming air flow, m2; 
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Ago = area of the window opening in the facade with outgoing air flow, m2; and 
�9 = contraction coefficient. 

Assuming a root-mean-square additive role, for infiltration and shaft ventilation, the total fresh 
air volume flow Vat (in m 3 �9 s -l) can be calculated according to the following formula 

V,o, = (V 2, + V2w + V~,) ~ (9) 

Similarly, for window ventilation the total fresh air volume flow V,o, (in m 3 �9 s -~) can be calculated 
according to the following formula 

Vo.,o, = ( V L  + VL.) ~ (10) 

Program Description 

The simulation program LUVr is structured in terms of two main sections: Program section 
FUGE calculates the total fresh air volume flow (using the infiltration/exfiltration method) for 
configurations with or without shafts. Stack effect, wind effect, and shaft effect are considered 
separately. Program section FENSTER calculates the total fresh air volume flow due to window 
ventilation (large outlets/inlets). Input data consists surrounding parameters (Ca, et, v, et,,, v,,, H,., 
AT, T), building parameters (A,, Hw, Hs, Aa, T, Ao AI, k,,) and fluid dynamics parameters (cpa, cme, 
Cpao, ~). Output data include V,, V,,, 1/,, I/,o,, A C  (for infiltration/exfiltration, shaft ventilation) and 
Va,, Va,w, Va ..... and cpl (for window ventilation). 

Comparison of Measurement and Calculation Results 

As a general overivew, Fig. 6 shows the comparison of the calculated infiltration-based air 
change values (for variations of the parameters wind velocity, temperature difference, leakage area, 
and effective height) and the statistical distribution of about 600 measured values. These mea- 
surements were carded out during a two-year period (under winter conditions) in a 85 m 2 residential 
unit. Given a set of default values (temperature difference = 20 K, wind velocity = 2.5 m �9 s -l, 
leakage area = 0.04 m 2, and effective height = 1.5 m), calculations were performed for parametric 
variations of temperature difference (8 to 30 K), wind velocity (0 to 8 m �9 s t), leakage area (0.025 
to 0.065 m 2) and effective height (0.75 to 2.7 m). Figure 6 demonstrates, in general statistical 
terms, the level of agreement between the calculation results (air change rates) and the statistical 
distribution of the measurements. 

Figure 7 shows both measured and calculated values for air volume flow in the shaft of a 
residential unit (with wooden frame windows without special sealing) for different configurations 
of window and door openings. This figure shows a positive correlation between measurements and 
calculations (the pressure loss factors were determined based on studies in Refs 2, 14, and 15). 

Figure 8 shows the relation between temperature difference and shaft related fresh volume. It 
includes results of both simplified calculations based on program LUFT (with equal indoor and 
outdoor air densities) and calculations after [7] (applied without air intake flow resistance and air 
suction effect) as well as a few measured values. As can be seen from this figure, the resistances 
against the incoming air flow must be taken into consideration for more realistic results. 

Figure 9 shows the total fresh air volume flow for a residential unit (90 m 2, wooden frame 
windows) as a function of various configurations of the openings of one window (effective leakage 
area for closed window -- 0.028 m 2, for tilted window -- 0.064 m 2) and two shafts (effective height 
= 13 m, cross section = 0.12 • 0.12 m). It includes both measured and calculated values. The 
mean deviation of the measurements from the calculations was 5.6 +- 3.2%. 
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FIG. 9--Measured and calculated values for total fresh air volume flow for a residential unit as a function 
of various configurations of the openings of one window and two shafts (wind velocity < 0.2 m �9 s-l). 
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Figure 10 shows the air flow rates in a residential unit due to the cross ventilation as a function 
of  wind velocity. It includes both calculation results and measured values. The southwest facade 
had an outlet of 0.075 m 2 and the northeast facade had an inlet of  0.022 m 2. The correlation was 
found to be satisfactory (mean deviation of measurements from the calculations <10%) although 
default values for pressure coefficients were used. 

Parametric Studies 

To demonstrate the practical applicability of the simulation program for design purposes, a 
number of  parametric studies were performed. The impact of some of the major parameters of 
shaft and window ventilation on the effectiveness of the natural ventilation systems was studied. 

Figure 11 shows the fresh air volume flow as a function of total pressure loss factor and the 
effective shaft height (parameters: shaft cross section = 0.12 • 0.12 m, temperature difference = 
20 K, wind velocity = 3 m .  s -x, terrain class =III ,  wind pressure factor = -0 .5 ,  average roughness 
of shaft internal surfaces = 0.003 m). It demonstrates clearly that in low-rise buildings with very 
tight envelopes, minimum necessary volume flow rates can not be achieved through natural shaft 
ventilation. However, Fig. 11 is based on calculation for a 0.12 • 0.12 m shaft cross section. 
Significantly larger cross sections would allow for higher volume flow rates. Figure 12 demon- 
strates the importance of larger shaft cross sections and low total pressure loss factors for the 
effectiveness of natural shaft ventilation. 

As an example of  parametric studies of window ventilation, Fig. 13 shows the volume air flow 
in a room caused by (diagonal) cross ventilation as a function of wind direction and velocity. It 
demonstrates the very large dynamic range of wind-triggered window ventilation and the impor- 
tance of wind direction for the effectiveness of the system. 

The following example (Fig. 14) deals with the effect of different inlet and outlet areas on the 
air volume flows. It can be seen from this example that by increasing the outlet/inlet opening ratio 
beyond a certain level, the corresponding volume flows do not increase significantly. 

Conclusion 

Based on long-term empirical studies on residential buildings in Austria, as well as on mathe- 
matical modeling, a simulation program (single-cell model) was developed to support the design 
and evaluation of natural ventilation systems. The comparison of simulation results and field mea- 
surements showed an encouraging correlation. It is intended that the model will be enhanced, both 
in terms of its general applicability (for example, high-rise buildings and multicell configurations) 
and its user interface. 
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A Computational Model for the Prediction 
and Evaluation of Formaldehyde 
Concentration in Residential Buildings 
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and Evaluation of Formaldehyde Concentration in Residential Buildings," Modeling of Indoor 
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Materials, Philadelphia, 1993, pp, 197-210. 

ABSTRACT: Over the last few years, increasing attention has been paid to the problem of indoor 
air pollution and especially critical indoor formaldehyde concentrations. Some recent developments 
in the building's interior systems and components (new materials, new furniture elements, and so 
forth) combined with some features of modem construction technology (for example, air-tight win- 
dows and envelopes), has aggravated the risk of potentially hazardous pollutant concentrations. As 
a practical contribution to the solution of the problem of formaldehyde concentration in Austrian 
residential buildings, a computer-aided model was developed to simulate the processes of formal- 
dehyde emission and concentration in indoor air. Using this interactive model, the effective concen- 
trations of formaldehyde can be simulated and represented for a variety of input data (emission 
sources, temperature, relative humidity, air exchange rates, and so forth). This model can be used by 
building owners, managers, designers, and occupants. To gather the necessary empirical data, a 
diagnostic unit was constructed to test a number of commonly applied products in the Austrian 
building market (mainly furniture elements and particle boards). 

KEY WORDS: formaldehyde concentration, residential buildings, particle boards, HCHO-emission 
and absorption test-box, fixed sources and emitters, formaldehyde mass balance 

Certain levels of formaldehyde (HCHO) have probably always existed in indoor rooms in res- 
idential buildings. However, until 30 to 40 years ago, the main sources of  formaldehyde have been 
combustion processes and the use of detergents and disinfectants, or both. These rather "tempo- 
rary" formaldehyde emissions occurred in rooms that were normally well-ventilated. As a result, 
for a relatively long time, no major concern was expressed with regard to possible negative effects 
of high HCHO concentrations in indoor rooms. 

As a consequence of the recent development of new materials and their application in buildings 
(interior finishes, furniture systems, and so forth), introduction of  "continuous" formaldehyde 
emission sources into the interior spaces has increased. This development, coupled with trends 
towards more air-tight building enclosures and uncoordinated saving efforts (through the reduction 
of ventilation heat losses) has aggravated the problem of critical HCHO-concentrations in indoor 
air. 

To address this problem within the context of  residential buildings in Austria, studies were 
conducted with regard to existing HCHO-concentration levels in residential buildings as well as 
the theoretical foundations for simulation of  formaldehyde emission and concentration in indoor 

1Professor, Institut ftir Hochbau, Technische Universi~t Wien, Karlsplatz 13, A-1040 Vienna, Austria. 
2Associate professor, Carnegie Mellon University, Center for Building Performance and Diagnostics, De- 

partment of Architecture, Pittsburgh, PA 15213-3890. 

Copyright* 1993 by ASTM International 

197 

www.astm.org 

Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



198 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

% 

2O 
ul 

i 

0.12 

-1 

0 , 2 4  0.36 0.48 0.60 0.72 mg=rn "3 

- -  L - -  

o t i 
0.0 0. I 0.2 0.3 0,4 0.5 0.7 

HCHO CONCENTRATION IN INDOOR AIR 

p p m  

FIG. 1--Distribution of the measured HCHO-concentration levels in 100 Austrian residential units. 

air. As a result of these studies, a computer-based model was developed. Using this interactive 
model, the effective concentrations of formaldehyde can be simulated and represented (numerically 
and graphically, or both) for a variety of input data (emission sources, temperature, relative hu- 
midity, air exchange rates, and so forth). 

Experimental Studies 

To obtain reliable information concerning the existing HCHO-concentrations in residential build- 
ings, measurements were carried out in about 100 residential units [1,2]. According to this inves- 
tigation, higher levels of HCHO-concentration occur mainly in households with smokers, in house- 
holds with natural gas stoves, in insufficiently ventilated rooms, and in rooms that have been 
totally or partially refurnished in the five-year period prior to the measurements. 

Figure 1 shows the distribution of the measured HCHO-concentration levels. The concentrations 
in the units that have been the subject of HCHO-related complaints were more than 0.06 mg �9 m -3 
in 97% of the cases, and more than 0.12 mg �9 m 3 in 79% of the cases. 

A statistical analysis was carried out to investigate possible correlations between the measured 
HCHO-concentration levels and factors such as outdoor and indoor air conditions (air temperature, 
relative humidity), natural gas as energy source for cooking purposes, area and volume of for- 
maldehyde emission sources (carpet, furniture components, and so forth), smoking or nonsmoking 
households, and number of  occupants. 

In all these cases either no correlation was found or the correlation was of very low significance. 
The correlation between the measured HCHO-concentrations in the indoor air and the formaldehyde 
sources, as well as window material (wood, plastic, metal), was found to be of low significance. 
Through more advanced modeling of HCHO emissions from various sources, it was possible to 
further investigate the complex relationships between HCHO emission and the environmental fac- 
tors (temperature of air, building elements and emission sources, and relative humidity) as well as 
occupant's behavior (window ventilation frequency, occupancy duration, and so forth). Based on 
the results of this investigation, requirements were formulated with regard to data assessment 
(products specification, relevant building related configurations, occupant's behavior, and so forth), 
and simulation procedures were developed for providing the necessary information to occupants, 
building developers, facility managers, and designers. 

Formaldehyde Prediction Model 

Through field diagnostics, the existing HCHO-concentration levels can be determined. However, 
this information is insufficient for the evaluation of pollution levels in indoor rooms under different 
conditions. For example, from field diagnostics no sufficient basis can be derived for the clarifi- 
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FIG. 2--Test-box for the determination of the HCHO-emission. 

cation of important questions with regard to the source intensities and for the estimation of the 
impact of factors such as emission source areas, air exchange rates, and temperature and humidity 
changes. 

To support the professional building related consulting activities concerning the formaldehyde 
concentration in Austrian residential buildings, a computer model was developed. This model can 
be used to advise occupants and building developers as well as designers. 

Product's Specification 

To collect the necessary empirical data for the model (mainly emission characteristics of interior 
elements and systems), a diagnostic unit was constructed to test a number of commonly applied 
products in the Austrian building market (mainly furniture elements and particle boards). This unit 
consists of two measurement boxes with ventilation and heating units, a measurement unit (for the 
assessment of climatic data and concentration values), and a data processing unit. Figure 2 shows 
the schematic plan of the HCHO-emission test-box. Figure 3(a) shows the arrangement for the 
measurement of source emission. Figure 3(b) shows a two-box arrangement for the measurement 
of both emission and absorption. Further details of the testing procedure are described in Ref 1. 
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FIG. 3--Measurement configurations for HCHO-emission and -absorption processes; (a) arrangement for 
emission measurement and (b) arrangement for emission ar absorption measurement. 

Theoretical Foundation 

The theoretical basis for the mathematical models used in the model (formaldehyde emission of 
sources, relevant data for the case of temperature and water content imbalance, and formaldehyde 
mass balance) utilizes a number of methods and approaches [1,3-5]. 

A distinction is made between "fixed sources" and "emitters." The HCHO emission from the 
fixed sources is not a function of the indoor air conditions, but depends only on time. The HCHO 
emission of the emitters is, however, assumed to be influenced by the indoor room conditions, 
particularly by its HCHO concentration. 

The HCHO mass flow from an emitter into the surrounding room air is a function of indoor air 
conditions (relative humidity qb, temperature T), emitter (moisture content pw, temperature Tr), and 
its surface (area F, properties specified by • and the characteristic velocity K). The description 
of HCHO mass flow from an emitter is based on the following assumptions. (1) The driving force 
for q is the difference between the HCHO partial pressure p in room air and a "virtual" HCHO 
equilibrium partial pressure p '  in room air under the condition of temperature and moisture equi- 
hbrium between emitter and room air. (2) Emitter is considered to be an infinite HCHO source, 
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thus p is only a function of Pw and TK. (3) q is proportional to F. (4) HCHO is treated as an ideal 
gas. Thus, p is simply defined as a function of HCHO partial density in the room air p, the gas 
constant for HCHO (Re) and the room air temperature T 

p = p Re T (1) 

Based on these assumptions, the HCHO mass flow due to an emitter can be derived according 
to the following equation 

q = F X*(Ow, T~c)[p'(pw, Tx) - p] (2) 

o r  

q = X* " RvF(p ' IRr  - p T)  (3) 

• is a factor given by "HCHO-conductance value" • divided by the gas constant for HCHO 
(RF). Thus, given "conductance value" 

X = X*(Pw, Tx)Rr, (4) 

and "equilibrium value" 

R' = P'(Pw, Tx)/RF, (5) 

the following mass flow equation can be derived 

q = x F ( R  ' - pT) (6) 

Data  f o r  the Case  o f  Temperature  and  Mois ture  Imbalance  

In the case of temperature and moisture imbalance, experimental data suitable for use in Eq 6 
are difficult to obtain. In order to apply the data gained under the conditions of temperature and 
moisture equilibrium to more general cases, the following approach was selected. First, the concept 
formulated in Eqs 2 and 6 was compared to an approach for the description of the HCHO mass 
flow [3,4] that is based on the following assumptions. (1) Emitter and room air are in temperature 
and moisture equilibrium. (2) The driving force for q is the difference between the HCHO partial 
density p in room air and an "asymptotic HCHO partial density" p' in room air under the condition 
of temperature and moisture equilibrium between emitter and room air. (3) q is proportional to 
surface area, F. (4) The impact of the surface properties of the emitters on q can be described 
through the factor "characteristic velocity" K. 

Based on these assumptions, the HCHO mass flow due to an emitter can be derived [5,6] 

q = K(qb, Tx)F[p'(qb, Ix)  - P] (7) 

According to Ref 5, the dependency of the asymptotic partial density p' on the relative humidity 
~b and the emitter temperature TK (= T according to Assumption 1) is given by 

p' = p" �9 [1 + D ( ~  - r -~Eur-'/r~ (8) 
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where p" is the asymptotic HCHO partial density in the room air for the emitter's temperature 
(T~:)o and the relative humidity 6~ C ("temperature parameter") and D ("humidity parameter") 
must be determined experimentally for different emitters. The mass flow formulation in Eq 7 is 
based on Assumption 1 and assumes that the emitter and the room air are not only in temperature 
equilibrium but also in moisture equilibrium. Thus, in this equation the term water content pw is 
not considered. The connection to the more general case of temperature and moisture imbalance 
is carried out through the sorption term 

+' = ~b'(p,~, Tx) (9) 

The sorption term describes the relationship between Pw and qb' for a given TK. Thus, using Eq 
9, it is possible to determine for a certain pw and a certain emitter temperature TK the relative 
humidity of the room air that is in temperature and moisture equilibrium with the emitter. 

For the case of temperature equilibrium between emitter and room air, a limited version of Eq 
6 can be formulated as follows 

q = X(Pw, TK)F[R'(p~,TK) - pTK] (1o) 

Comparing this limited version of the HCHO mass flow formation of Eq 6 with Eq 7, the 
following relationships can be derived 

x(ow, T~) = K(+', T,3/T,~ (ll) 

R'(O.,. T,3 = o'(+' ,  T~)T,: (12) 

Based on these relations, it is possible to derive the necessary data for the case of moisture and 
temperature imbalance from measurements carded out under temperature and moisture equilibrium 
between the emitter and the room air for the asymptotic partial density p' and the characteristic 
velocity K. 

It is important to emphasize that in the right-hand side of Eqs 11 and 12, ~b' is the relative 
humidity given by sorption isotherm of the emitter for the emitter's temperature TK and the emitter's 
moisture content. Pw. Therefore, it does not refer to the actual relative humidity, but to a "virtual 
relative humidity" of that air, that would be in temperature and moisture equilibrium with the 
emitter. Taking this into consideration, the following relation can be derived for the equilibrium 
value based on Eqs 8 and 12 

R'(pw, TK) = p'[1 + D(qb' - ~bo)ITK " e -a1/rK-~'~ (13) 

Formaldehyde Mass Balance 

The HCHO partial density in the air is determined through the fixed sources, emitters and the 
air change. The time-dependent change of the HCHO mass in the room air (VF " dp/dt) can be 
calculated based on the contributions of the fixed sources (with source intensity Qj), emitters 
(HCHO mass flow qi) and the HCHO exhaust due to air change (product of air flow rate, mL and 
HCHO partial density in the room air, p) 

r n  n 

Vr~tt= j~.= Q i + ~ q i - r n L 9  (14) 
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The combination of Eqs 6 and 14 gives 

m n 

VF ~ -  ~ Qi + .~ x,F~[R" -- pT] - mLP (15) 

Equation 15 can be interpreted as a first order linear differential equation for the partial HCHO 

density p in room air 

(16) 

Assuming the time constant 

V F  
,r = ~ (17) 

mL + T E xiF~ 
i=l 

and the asymptotic partial density p= 

n m 

E :,R: + E 
i=I j = l  

p ~  = ~ - -  ( 1 8 t  

mL + T E xiF~ 
i= 1 

Equation 16 can be modified in the following manner 

dp 
~tt = p = p= (19) 

and for constant coefficients 

P = (Po - p=)e .... + p= (20) 

Parametric Studies 

Impact of Air Change and "Room Load" 

In Austria the particle board class " E l "  is considered to be appropriate for the application in 
furniture and interior finishes. A particle board of this class was examined with the measurement 
box test. C~q (asymptotic concentration for an air change AC = 0) and K (characteristic velocity) 
were found to be 0.32 mg �9 m -3 and 0.378 m �9 h -I, respectively. The equilibrium concentration 
Cs was found to be 0.0756 mg �9 m -3 (that is, <0.12 mg �9 m-3). The question is whether the 
application of particle boards of this class would ensure that actual HCHO concentrations in rooms 
will not exceed certain critical limits (for example, 0.12 mg �9 m-3). 

In order to answer this question, the simulation program was used to predict the C, values for 
the following conditions that are typical of many residential units (Table 1). 

The simulation results are shown in Fig. 4. Based on these results, the following conclusions 
can be made. In the case of low fresh air rates (Vr = 12.5 to 25 m 3 �9 h -~) that occur in rooms with 
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TABLE 1--Boundary conditions for the parametric study illustrated 
in Fig. 4. 

Free Air Volume of the Living Room, 
VF 50 m 3 

Room temperature, a~R 
Relative air humidity, if,. 
Fresh air volume flow, V~ 
Air change, nL (= VLIVF) 
Total emitter area, F 
Room load, BR (= FIVe) 

22.5~ 
45% 

12.5-100 m s �9 h - '  
0.25-2 h -1 

12.5-100 m 2 
0.25-2.0 m -I 

very tight windows, even smaller emitter areas (F  < 50 m 2, BR < I m -1) result in HCHO concen- 
trations considerably higher than the C s ~  = 0.12 mg �9 m -3. In the case of  higher fresh air rates 
(VF = 25 tO 50 m 3 �9 h -~) that occur in rooms with windows of " n o r m a l "  tightness, only larger 
emitter areas (F  > 50 m 2, BR = 1 m- : )  result in HCHO concentrations higher than the C, .... = 0.12 
nag �9 m -3. However the resulting concentrations regularly exceed 0.06 mg �9 m -3. 

Based on these observations it can be concluded that the HCHO emitting building components 
should carry appropriate specifications (Ceq, K) necessary for predictive calculations of  HCHO 
concentrations in realistic settings. 

Impact of  the Moisture Content of  the Emitter 

As elements of furniture systems or as building components, particle boards are usually in 
moisture equilibrium with the indoor room air. If this is not the case (for example, due to local 
water vapor condensation), the simulation program can consider the higher HCHO emission rates 
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FIG. 4--Simulated HCHO concentrations in a living room with particle board-based furniture. 
Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



PANZHAUSER AND MAHDAVI ON A COMPUTATIONAL MODEL 205 

fflg. m "3 

020 - 
t -  

.2 

O o  0 
-~ ~" O.10L 
c-j= 
~_._c 

0 
U.  

0 .00 - -  

f # ~  Y ,,, 

b 
50 l oo  15o 

Water Content of the E 1 - particle board kg. m "3 

FIG. 5 - -HCHO concentration in the room air as a function o f  the moisture content o f  an "'El "' particle 
board. 

due to the effect of hydrolyzation. As an example, Fig. 5 demonstrates the HCHO concentration 
in the room air as the function of  the moisture content of an " E l "  particle board. This particle 
board causes, under "standardized" conditions, an HCHO concentration Cs of 0.0877 mg �9 m -3. 
This corresponds per definition to the emitter-room temperature and moisture equilibrium for a 
relative humidity of  45%. In the case of  deviation from this humidity value, significant changes 
occur in the HCHO concentration in room air. For dry particle beards the concentration decreases 
considerably. Hydrolized boards emit considerably more formaldehyde. If the moisture content of 
the board exceeds 60 kg �9 m -3, the HCHO concentration will exceed the C , , ~  threshold value of  
0.12 mg �9 m -3. 

Case Studies 

The model can be effectively applied to evaluate the risk of  high HCHO concentrations in indoor 
room air as the result of the interaction of HCHO emitters/sources and given spatial configurations/ 
boundary conditions. In the following, some examples of the application of the simulation model 
for the calculation of H C H 0  concentrations in rooms of residential units are presented. The sim- 
ulation results and the possibilities of coxicentration reduction (avoidance of  strong HCHO emitters, 
local exhaust at HCHO source, reduction of  the emitter areas, increasing the fresh air rates, and 
�9 artificial thermal aging of the emitter) are discussed. 

Living Room with B o o k  Case  

The HCHO concentration was simulated for a living room (floor area = 23.58 m z and free 
volume = 48.0 m 3) with a strong HCHO emitting particle board base book case (area = 20 m2). 
The results of simulation show the HCHO concentrations as a function of room air temperature 
(Fig. 6), relative humidity (Fig. 7), and fresh air rate (Fig. 8). 

For an air change rate of 1 h -~, a HCHO concentration C, of 0.46 mg �9 m -3 must be expected. 
In the case of very tight windows without additional ventilation (AC < 0.3 h -t) the resulting 
concentration would be C, > 1.1 nag �9 m -3. In order to avoid HCHO concentrations higher than 
0.12 mg �9 m 3, a continuous fresh air rate of 225 m 3 �9 h -~ would be necessary'. This means that 
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the problem of intensive HCHO emission due to the book case can not be solved appropriately 
through increased ventilation rates; the necessary high air change rates would cause draft effects 
in winter as well as low room temperatures and increased heating costs. Under summer conditions 
higher indoor room temperatures would cause even higher HCHO emission rates, so that without 
supporting mechanical ventilation, acceptable concentration levels could not be maintained. Thus, 
an adequate solution in this case would be either the removal of the book case or its treatment 
with a diffusion hampering coating that would reduce the HCHO emission down to a sufficiently 
low level  

Kitchen 

The HCHO concentration was simulated for a kitchen (floor area = 6.30 m 2 and free volume = 
13.9 m 3) with two alternative particle board types ( " E 2 "  and " E l " )  for kitchen fumiture and two 
alternative stoves (gas and electric). Table 2 shows the results of simulation for the four resulting 
configurations under the assumption of similar boundary conditions (air temperature = 22.5 ~ 
relative humidity = 55%, and fresh air rate = 13.90 m 3 - h-l). 

From this table it can clearly be seen that the dominant contributor to HCHO concentration in 
this case is the "E2"-part icle board used in the kitchen furniture. Thus, changing from gas to 
electric stove while keeping this particle board leads only to an insignificant reduction in HCHO 

TABLE 2 HCHO concentration in a kitchen for four 
configurations of fixed emission sources and emitters. 

Emission Class of C, (HCHO Asymptotic 
Stove the Particle Board Concentration in the Room Air) 

Gas E2 0.75 rag �9 m -3 
Gas E1 0.13 mg- m -3 
Electric E2 0.663 mg - m -3 
Electric E1 0.032 mg �9 m -3 
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concentration. Using kitchen furniture with particle boards of lower emission intensity combined 
with a slight increase of ventilation rates would allow for acceptable concentration values. 

Trans ient  S imula t ion  of  H C H O  Concentrat ions  

The previously described model has been extended to account for dynamic changes in boundary 
conditions (for example, fresh air rates). Although the integration of this module in the model, 
particularly in terms of an extended graphical output, is yet to be completed, simulations for time 
dependent boundary conditions can already be carded out and numerical results can be obtained. 
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The following example demonstrates this capability through the simulation of the time-dependent 
HCHO concentration in a residential unit (room volume = 200 m 3) with a strong HCHO emitter 
(a book case made of 10 m 2 " E 2 "  particle board). The simulation results are illustrated in Figs. 
9 to 12. 

Figure 9 shows that in the case of low continuous ventilation (that is, tight windows), temporary 
ventilation has only a short-term effect in terms of the reduction of HCHO concentration. The 
peaks of HCHO concentration are higher than 0.15 mg �9 m 3. A slight increase in continuous 
ventilation allows the concentrations to sink down to 0.12 mg �9 m -3 (Fig. 10). The effect of short- 
term ventilation is again limited. Figure 11 demonstrates the effectiveness of higher continuous 
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ventilation rates. In order to achieve comparable effects with temporary ventilation, it would have 
to be repeated every 10 min (Fig. 12). 

Conclusion 

Adequate product specification procedures (that is, the declaration of the asymptotic HCHO 
concentration and the characteristic velocity) and the application of appropriate simulation pro- 
grams allow the understanding and prediction of the interaction between HCHO sources/emitters 
and different spatial configurations. A computer-based model is presented for the steady-state and 
transient calculation of the concentrations of formaldehyde for different sources, spaces, and bound- 
ary conditions. Future development includes the extension of the materials database, incorporation 
of more advanced rule-based interactive evaluation tools, and the enhancement of the graphical 
interface for the transient simulation mode. 
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ABSTRACT: Several mitigation techniques such as subslab depressurization and subslab pressuri- 
zation have been used recently to reduce indoor radon concentrations to acceptable levels. Unfortu- 
nately, there is a lack of understanding of the mechanisms that influence the effectiveness of these 
systems and of their impact on the building and surrounding soil. As a result, no systematic approach 
has been established to determine which remedial procedure to implement in a given situation. 

The objective of the work described here was to use a microcomputer program to make a com- 
parative assessment of the effectiveness of subslab radon mitigation systems in an unoccupied house 
and to identify potential problems associated with their operation. For each of the mitigation systems, 
the following steady-state parameters were predicted: airflows into and out of the house (above-grade 
and below-grade), pressures in the house, soil airflow and pressure fields, interzone airflows, differ- 
ential pressures, and radon levels throughout the soil and in the house. Comparisons of the program 
predictions with results obtained using hand-calculations, with predictions of other programs, and 
with experimental data were used to validate the program. 

Program predictions for the unoccupied house showed that the lowest indoor radon levels occurred 
when the subslab depressurization system was used. Most of the air removed by this system came 
from inside the basement. Simulation results also indicated that the house was adequately ventilated 
when the subslab depressurization system operated. However, they showed the subslab pressurization 
system did not adequately ventilate the house, because most of the air exhausted from the house and 
supplied to the soil by this system returned to the house through the basement. These predictions 
were confirmed by field monitoring of the house and of ten other houses with subslab depressurization 
systems. 

The results obtained indicate it is unlikely that cold air drawn through the soil by subslab depres- 
surization systems could cause the soil to freeze near the footings. However, the flow of air from 
the basement could depressurize the basement enough to create two problems: (t) excessive inflow 
of cold outside air, which would waste heating energy and (2) furnace backdrafting. 

KEY WORDS: modeling, simulation, computer program, indoor air quality, buildings, multizone, 
ventilation, pollutant, radon, mitigation 

In the past, methods have been applied independently to analyze airflows and radon transport 
in mechanical ventilation systems, to predict soil gas flow and radon concentration fields, and to 
estimate infiltration, natural ventilation, interzone airflows, and radon levels for buildings [1-15]. 
Crude superposidon models [16-19] intended to account for nonlinear interactions were then used 
to combine the predictions of these separate models. This approach cannot be used to simulate 
subslab ventilation systems, because these systems couple the building and the soil surrounding 
it. 
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212 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

A new approach that integrates airflow and contaminant dispersal analysis models was developed 
that allows buildings, soil, and their ventilation systems to be simulated simultaneously. The mi- 
crocomputer program that implements this hybrid approach is a practical research tool that can be 
used to gain a better understanding of radon transport, which will lead to the improvement of 
existing mitigation techniques and the formulation of mitigation strategies. This paper describes 
that program, the input data required to use it, its validation, and its application in a comparative 
assessment of the performance of subslab ventilation systems. 

Simulation Program Description 

A microcomputer program called CONAIR [16,17,20,21] was used in this project. The program 
was developed for multizone airflow and contaminant dispersal analyses. It is capable of solving 
for soil pressure and flow fields, room pressures, interzone airflows, HVAC system airflows, and 
flows across a building envelope, taking into account the effects of buoyancy, wind, building 
features, and soil characteristics. CONAIR includes a wind flow model that can estimate the dis- 
tribution of wind pressure coefficients on all four sides of a building, and that can account for the 
effects of terrain on the wind velocity profile. It also contains a model that accounts for two-way 
buoyancy-driven airflows in large openings such as doorways. The program calculates steady-state 
airflow rates on an hour-by-hour basis using hourly weather data such as wind velocity, wind 
direction, and outdoor temperature. 

CONAIR can predict time-varying or steady-state radon concentrations under the influence of 
these airflow rates. It determines the concentrations at discrete points within the building and in 
the soil surrounding it. The program can model: steady-state and time-varying radon mass transport, 
or both, due to air movement (infiltration, exfiltration, interzone airflows, and HVAC system air- 
flows), removal of radon from the air by radio-chenfical processes, and steady-state or time-varying 
generation of radon in the soil. Provisions for simulating one-dimensional convection-diffusion 
processes in the soil are included in the program. 

Program Input Data 

For each radon mitigation technique, a single-network finite-element steady-state representation 
of a house, the heterogeneous soil surrounding its foundation, and the mitigation system was 
developed. Indoor nodes were connected to each other and to the outdoor node with convective 
flow elements, while the soil nodes were connected to each other by convective-diffusive flow 
elements. Nodes just below the soil surface were connected to the outdoor node at the soil surface 
by convective-diffusive flow elements. The house was coupled to the soil using convective- 
diffusive flow elements to represent a crack at the basement floor-wall perimeter. Constant-flow 
convective elements were used to represent the subslab mitigation systems, which supplies air to 
or exhaust air from a node in the subslab region immediately beneath the center of the floor slab. 
The total network size was 606 nodes and 1642 elements. 

House Description 

An unoccupied house located in a suburban area of Winnipeg, Manitoba was used as the basis 
for the simulations. Figure 1 shows a plan view of the main floor of the house. This house is a 
one-story bungalow having a floor area of approximately 100 m z (not including the basement), an 
Equivalent Leakage Area (ELA) of 15.4 • 1 0  -3  m 2 with all intentional openings sealed, and a 
total volume of 446.48 m 3. The wails of the house are of typical wood-frame construction, using 
38-mm wide and 140-ram deep studs. The basement in this house is unfinished. The top of its 
poured concrete floor slab is 1.26 m below grade level. The slab is 75-mm thick and has dimensions 

Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



WRAY AND YUILL ON RADON MITIGATION SYSTEMS 213 

Living Room 

7,S~Sm 

T ,~%: 

Dining Room 

/ 

/ 
Window I AI~ Inlet 

Bedroom #3 
J 

Master 
Bedroom 

Bedroom #2 

FIG. 1--Plan view of main floor of house. 

of 7.5 by 11.8 m. It has a lapped and caulked polyethylene moisture barrier underneath it. A layer 
of small-diameter gravel with a total thickness of 125 mm is located immediately beneath the 
moisture barrier. Subslab perforated piping connects the sump pit and drain tile system. The base- 
ment walls are poured concrete with a thickness of 200 mm. Heating for the house is provided by 
electric baseboard heaters, which maintains the temperature of each room of the house at a constant 
20~ 

For the simulations, the house was divided into the following seven zones: (1) basement, (2) 
kitchen/dining room/living room, (3) hallway joining living room, bathroom, and bedrooms; (4) 
bathroom, (5) master bedroom, (6) bedroom 2, and (7) bedroom 3. The kitchen, living room, and 
dining room of the simulated house were lumped together as one zone, because there are no 
significant flow resistances between these regions. The only leaks considered between indoor zones 
were interior doorways, which were simulated as if the doors were wide open. 

The house is ventilated by a multiport central exhaust fan that runs continuously. The fan is 
located in the basement. Except for the bathroom and hallway, there is a damper-controlled out- 
door-air inlet in each room to provide replacement outdoor air for the air that is exhausted. The 
fan is capable of exhausting air from as many as six locations with a total design flow rate of 
62 • 10 -3 m 3 s -~. In the house, air is continually exhausted at a design flow rate of 17.5 • 10 3 
I n  3 S -1  directly from the kitchen and the same amount from the bathroom. To emulate a basement 
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suction system, a duct from the exhaust fan was placed to exhaust air directly from the basement 
at a continuous design flow rate of 27 • 10 -3 m 3 s -l.  This system was implemented only to 
provide a controllable baseline for comparing the performance of the subslab mitigation systems. 
The use of this system is not recommended, because it will tend to depressurize the basement and 
increase radon entry rates. To emulate a subslab depressurization system, a duct was run from a 
floor slab penetration to connect the above-mentioned piping and drain tile system to the exhaust 
fan. The design flow rate in that duct was 27 x 10 -3 m 3 s -l. No air was exhausted directly from 
the basement in this case. Subslab pressurization was achieved by directing all of the exhaust air 
from the exhaust fan to the subslab region through a duct connected to the floor slab penetration. 
The design flow rate in that duct was 62 • 1 0  -3  m 3 S -1. In this case, additional air was exhausted 
directly from the kitchen at a design flow rate of 27 • 10 3 m ~ s-t. 

All exterior windows and doors were simulated in their closed position, so the only source of 
natural ventilation in the house was infiltration and exfiltration driven by wind and stack effects 
through unintentional leaks in the house envelope and through the damper-controlled outdoor-air 
inlets. Using the total ELA of the house, which was obtained from blower door tests that used an 
approach adapted to the project objectives [22], using assumptions of leakage area distributions based 
on surface area, and using the American Society of Heating, Refrigerating, and Air-Conditioning 
Engineers (ASHRAE) [23] estimates of door and window component leakages, inputs were de- 
veloped for the airflow analysis section of CONAIR to characterize the magnitude and location of 
the unintentional leaks in the building envelope. 

The damper-controlled outdoor-air inlets were modeled using empirical airflow data [22]. The 
ELA of each air inlet in the fully-open position was 2.4 • 1 0  -3  m 2 and the flow exponent was 
0.57. In the so-called "ful ly-closed" position, these tests indicated the ELA of the air inlet was 
reduced to 68% of that in the fully-open position. The air inlets were positioned so those in the 
living room were fully open, while those in the bedrooms were fully closed. These positions are 
typical of those that would be used during normal daytime occupancy. 

Foundation and Soil Characteristics 

Figure 2 shows the geometrical configuration of the basement and surrounding heterogeneous 
soil for the house. The configuration is based on that used by Loureiro [8,9]. Only one quarter of 
the soil block is modeled, because symmetry around the basement is assumed. Except for the 
surface of the soil at grade and the surface immediately below the basement perimeter crack, it 
was assumed there is no flow across the outer boundaries of the quarter soil block. 

The dimensions used to model the basement and the soil surrounding it were: L, = 14.450 m, 
Ly = 16.600 m, Lz = 11.460 m, lx ,ggr = 0.500 m, !, ,gg~ = 0.500 m ,  lz-agg r = 0.125 m, lx = 3.745 m, 
ly = 5.895 m, lz = 1.260 m, t, = 0.200 m, t,. = 0.200 m, t~ = 0.075 m, C~ = 0.005 m, and Cv = 
0.005 m. The width of the gap between the backfill and foundation walls was assumed to be zero. 

The soil block was defined with silt in the primary, soil region and with small-diameter gravel 
beneath the floor slab. A looser-packed silt was specified in the backfill region, because the house 
is still relatively new. Over time, it is expected that the packing of the soil in this region will 
become similar to that in the primary region. These soil types are based only on observations at 
the building site, because field investigations to determine the soil types or their physical properties 
were beyond the scope of the project. The soil in each region was assumed to be a porous medium 
with no open channels or fractures. It was also assumed that: soil properties are constant and 
isotropic within each distinct region of the soil surrounding the basement, the soil gas in the pore 
spaces can be treated as a single-phase gaseous mixture of air and radon, and that soil gas density 
was constant, so the soil gas could be considered incompressible. 

To use CONAIR to represent the soil, several parameters had to be specified for each node and 
flow element, or both, in each of the different soil regions. These included: (1) the depth of each 
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FIG. 2--Basement and soil block geometrical configuration. 

node below grade, (2) the mass of air in the control volume surrounding each node, (3) the radon 
generation rate for each node, which depends on the radium-226 (226Ra) concentration; (4) the soil 
particle density, the porosity, and the radon emanation fraction at that node, (5) the gas flow 
resistance in each element, which depends on the permeability, length, and cross-sectional area of 
that element; (6) the bulk radon diffusion coefficient in each element, and (7) the mass of air per 
unit length in each element. The manual calculation and specification of these parameters are prone 
to error and were too time consuming to carry out within the scope of the project. Thus, a computer 
program [24] was developed and used to subdivide the soil into hundreds of nodes using a non- 
uniform three-dimensional grid [8,9]. The soil was subdivided into eight layers in the x-direction, 
eight layers in the y-direction, and ten layers in the z-direction. The program then determined the 
parameters described above and generated CONAIR input files. 

The 226Ra concentrations were assumed to be 11 Bq kg -x for the gravel and 110 Bq kg -1 for 
the silts. These concentrations tend to increase with decreasing grain size [25]. Since the gravel 
has large grain sizes, a value near the minimum found in the literature was used for the gravel 
[26-28]. A higher concentration was used for the silts for two reasons. First, the silts have much 
smaller grain sizes than the gravel. Second, calibrated-modeling exercises for the basement suction 
case indicated that high 226Ra concentrations in the backfill and primary soil regions were necessary 
to explain the high soil radon concentrations measured in the soil surrounding the house [29]. 

The soil particle density of all the soils was assumed to be 2650 kg m -3. Nazaroff and Nero 
[28] state that this soil particle density is typical of most soils and that only rarely is the density 
outside the range from 2600 to 2800 kg m -3. 

The porosities of the soils were assumed to be 0.4 for the gravel and 0.5 for the silts. These 
values are based on values found in the literature [5,25,28]. 

The radon emanation fractions were assumed to be 0.20 for the gravel and 0.35 for the silts. 
These fractions are based on the range of values listed in the literature [27,28,30]. The emanation 
fraction for the silts is typical of most moist soils [5]. A lower fraction was used for the gravel, 
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because it has a larger grain size. Emanation fractions tend to decrease with increasing grain size 
[25]. 

The permeabilities of the soils were assumed to be: 5.0 • 10 8 for the gravel, 2.5 • 10 -12 m 2 
for the silt in the primary region, and 2.5 • 10 -11 m 2 for the silt in the backfill region. These 
values are based on values found in the literature [5,27,28]. A higher permeability was used for 
the silt in the backfill to account for the looser packing in that region. 

The bulk radon diffusion coefficients for the soils were assumed to be 3.65 • 10 7 m 2 s-1 for 
the gravel and 3.50 • 10 -8 m 2 s -1 for the silts. These values are based on those found in the 
literature [28,31]. A lower coefficient was used for the silts than for the gravel, because the silts 
are assumed to be moister than the gravel. As the moisture content of a soil increases, the diffusion 
coefficient decreases as a function of the fourth power of the moisture content [28]. Diffusion of 
radon through the concrete foundation was assumed to be negligible. 

Basement wall footings were not modeled, because it was assumed the subslab region and bottom 
of the backfill region are coupled and have flow resistances several orders of magnitude lower 
than the rest of the soil. Ignoring these footings is not expected to significantly affect the program 
predictions in the cases considered here. However, further research should be carried out to quantify 
the effect footings have on program predictions. 

Meteorological Data and Outdoor Concentrations 

All of the simulations were carried out using an outdoor dry-bulb temperature of -23.5~ based 
on monitored data [29]. However, wind speed and direction data were not monitored. Thus, a wind 
speed of 3.2 m s -1 and a wind direction from the north was used, based on data collected at the 
local airport during the monitoring period. A constant outdoor air pressure of 101.325 kPa was 
used for all of the simulations. 

Data describing the variation of soil temperatures in the soil block were not available. Further- 
more, measuring or simulating this temperature field was beyond the scope of the project. Thus, 
the soil was assumed to be isothermal. Its temperature was 7~ which is based on the average 
soil temperature measured just outside the basement walls at footing level [29]. Further research 
should be carried out to quantify the interdependency of soil temperatures and soil gas flows. 

Radon concentrations in outdoor air are usually in the range of 3.7 Bq m -3 to 14.8 Bq m 3 
[28,32]. Thus, a typical value of 7.4 Bq m -3 was assumed for the cases simulated in this project. 

Program Validation 

CONAIR has been validated by comparing its predictions with those of other available programs 
or solution techniques to determine whether the predictions of CONAIR are reliable. 

AIRNET is one of the programs on which CONAIR is based. Walton [33] has compared the 
predictions of AIRNET with those of ESPAIR [34], which is a separate airflow analysis program 
included in the ESP building thermal analysis program. AIRNET and ESPAIR were used to solve 
a large airflow network that represents a four-story building with six rooms, a hallway, an elevator 
shaft, and a stairwell on each floor. Both programs solved the same airflow and pressure fields, 
but AIRNET was significantly faster than ESPAIR (a factor of approximately 1000). Walton also 
described 14 analytical validation tests he carried out to demonstrate the performance of AIRNET. 
In all cases, AIRNET predictions matched the analytical results. These cases were also analyzed 
using CONAIR. Its predictions were exactly the same as those of AIRNET. 

CONAIR has also been validated through comparisons with four other airflow analysis programs 
that use different solution techniques. Three of these programs (SCAFA, LINEAR, and SIMLOOP) 
have been developed by Yuill and Associates [35]. The fourth program was ASCOS [36]. In the 
comparisons of the predictions of these five programs, the same case was run in each program. 
The case involved a five-story building with an atrium, a zoned smoke control system, stairwell Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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pressurization, and atrium exhaust. This building had 66 zones and 170 airflow paths. All programs 
predicted the same zone pressures, element pressure drops, and flows. 

CONTAM 87, another program on which CONAIR is based, has been validated internally by 
the National Institute of Standards and Technology (NIST) [37], through one interprogram com- 
parison and two comparisons of program predictions with measured data. In addition, the program 
has been externally validated by another interprogram comparison [38]. For the cases for which 
input data were available, CONAIR predictions were identical to those of CONTAM 87. Another 
external interprogram comparison was used to validate SMOKESIM [35], which is a smoke trans- 
port simulation program based on CONAIR. This latter comparison involved measured data [39]. 

CONTAM 88 [19] is similar to CONAIR in that it combines AIRMOV [40] and CONTAM 87 
into a single program. AIRMOV was a precursor of AIRNET. CONTAM 88 has also been applied 
to the simulation of radon and radon daughter movement within a 12-story apartment building 
[19]. However, that work did not simultaneously model airflows, pressures, radon generation, and 
radon transport in the soil and in the building. 

The input file generator program used for CONAIR is based on algorithms used in the computer 
programs PRESSU and MASTRA [8,9]. MASTRA uses the same air-phase radon transport equa- 
tion as used by Rogers and Nielson in RAECOM [14,15] and by the Lawrence Berkeley Laboratory 
team in STAR [12,13,41]. Like these other programs, MASTRA does not account for the normally 
negligible effects of liquid-phase radon transport and surface diffusion of radon. 

An important difference between the present work and the subsoil radon transport models de- 
scribed above is that they deal only with subsoil flow, using an assumed basement pressure. 
CONAIR uses a simultaneous solution of the air and radon transport through the soil and through 
the house. It considers the house as a multizone space and includes the effects of buoyancy, wind, 
ventilation fans, and leakage areas across internal partitions and the building envelope. 

Loureiro [8,9] carried out tests to determine whether the predictions of his programs behaved 
as expected. Several of these tests involved comparisons of program predictions for simple test 
cases with hand-calculated results obtained using fundamental principle models. He also carried 
out sensitivity studies to determine the effects of house size, disturbance pressure, crack width, 
soil permeability, soil porosity, and bulk diffusivity of radon in soil on the predictions of PRESSU 
and MASTRA. These sensitivity analyses indicated that the variations in program predictions 
exhibited the expected behavior. However, these results do not verify the accuracy of the programs. 

Loureiro also employed analytical techniques to test the subroutine used by PRESSU and MAS- 
TRA that implements the widely accepted Thomas algorithm [42] for solving transport equations. 
In these tests, this subroutine was used to solve for heat flow in a one-dimensional bar and in a 
two-dimensional surface. The heat flow predictions generated using this subroutine agreed well 
with the results obtained analytically. 

Validations of PRESSU and MASTRA have also been carried out by Fisk et al. [41] and by 
Revzan et al. [12], using both analytical and experimental comparisons. Good agreement was 
obtained. A later report by Gadgil et al. [13] describes the development of a non-Darcy transport 
model, "non-Darcy STAR," to better simulate the high flow velocities that can occur in subslab 
aggregate. A non-Darcy model was not considered in the present case because the maximum 
velocities simulated were less than 5% of that described in the latter reference (1.1 m/s). The only 
exceptions occurred within 4 mm of the basement perimeter crack and of the penetration through 
the slab for the subslab ventilation system, where soil gas velocities were predicted to be as high 
as 2.1 m/s. Exact analytical models [10] have been used to check the predictions of Loureiro's 
programs for homogeneous soils, in the absence of diffusion. Excellent agreement was reported. 
Diffusion was neglected in that comparison because analytical models that include this phenom- 
enon are not presently available. 

CONAIR and its input file generator program were also validated through a program-program 
comparison with PRESSU and MASTRA. A 600-node representation of a basement and hetero- 
geneous soil block without any mechanical ventilation systems was specified in PRESSU. On the Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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TABLE 1--Summary of predicted airflows across house and soil control surfaces. 

Flow Balance On 
Flow 

From To (• 10 -3 m 3 s -~) Comment 

House 

BASEMENT SUCTION 

Outdoors house 61.6 infiltration 
Soil house 0.4 infiltration 
House outdoors 62.0 exhaust 

Soil 

House 

Outdoors soil 0.4 infiltration 
Soil house 0.4 exfiltration 

SUBSLAB DEPRESSURIZATION 

Outdoors house 61.6 infiltration 
House soil 26.6 exfiltration 
House outdoors 35.0 exhaust 

Soil 

House 

Outdoors soil 0.4 infiltration 
House soil 26.6 infiltration 
Soil outdoors 27.0 exhaust 

SUBSLAB PRESSURIZATION 

Outdoors house 9.0 infiltration 
Soil house 62.1 infiltration 
House outdoors 9.1 exfiltration 
House soil 62.0 exhaust 

Soil 
Outdoors soil 0.1 infiltration 
House soil 62.0 supply 
Soil house 62.1 exfiltration 

basis of the three-dimensional finite-difference grid generated by PRESSU, a CONAIR airflow 
network representation of the same soil block and basement was also developed using the input 
file generator program. The pressure and airflow rate predictions of CONAIR and PRESSU were 
identical. The radon concentration predictions of CONAIR and MASTRA were identical. 

Simulation Results 

To summarize the predicted airflow data, consider the entire house as a control volume, the soil 
block as a control volume, and each room indoors as a control volume. Each control volume is 
enclosed by a control surface. Table 1 summarizes the predicted infiltration, supply, exfiltration, 
and exhaust airflows across the house and soil control surfaces for each of the three different 
systems: basement suction, subslab depressurization, and subslab pressurization. Tables 2 through 
4 summarize the predicted infiltration, supply, interzone, exfiltration, and exhaust airflows across 
the control surfaces for each zone for these cases. These latter three tables also list the predicted 
radon concentrations for each zonal control volume. The predicted disturbance pressure fields and 
radon concentration fields in the soil surrounding the basement are not presented in this paper 
because of their size. 

Basement Suction 

For the basement suction case, Table 2 shows the predicted radon concentration in the basement 
was 259 Bq m -3. In the living room, the concentration was 115 Bq m -3. These levels are similar 
to those measured in the house: 300 and 111 Bq m -3, respectively [29]. Therefore, the model of 
the house and of its surrounding soil appears to be a reasonable approximation. 
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TABLE 2--Summary of predicted zonal airflows-basement suction. 

219 

Flow 
Flow Balance On From To (• 10 -3 m 3 s -~) Comment a 

Soil Outdoors soil 0.4 infiltration (7.4 Bq m -3) 
Soil basement 0.4 exfiltration (21 x 103 Bq m -3 average) 

Outdoors basement 8.9 infiltration (7.4 Bq m -3) 
Soil basement 0.4 infiltration (21 • 10 3 Bq  m -3 average) 

Basement Living room basement 43.7 interzone (115 Bq m -3) 
Basement living room 26.0 interzone (259 Bq m 3) 
Basement outdoors 27.0 exhaust (259 Bq m -3) 

Outdoors living room 31.9 infiltration (7.4 Bq m 3) 
Basement living room 26.0 interzone (259 Bq m -3) 
Hallway living room 3.3 interzone (7.4 Bq m -3) 

Living room Living room basement 43.7 interzone (115 Bq m 3) 
Living room outdoors 17.5 exhaust (115 Bq m -3) 

Bedroom 3 Outdoors bedroom 3 5.4 infiltration (7.4 Bq m -3) 
Bedroom 3 hallway 5.4 interzone (7.4 Bq m -3) 

Master bedroom Outdoors master bedroom 10.0 infiltration (7.4 Bq m 3) 
Master bedroom hallway 10.0 interzone (7.4 Bq m -3) 

Bedroom 2 Outdoors bedroom 2 5.5 infiltration (7.4 Bq m 3) 
Bedroom 2 hallway 5.5 interzone (7.4 Bq m -3) 

Bathroom Hallway bathroom 17.5 interzone (7.4 Bq m -3) 
Bathroom outdoors 17.5 exhaust (7.4 Bq m 3) 

aFor each flow, the radon concentration listed is the average level predicted for the control volume from 
which the flow originated. 

Subslab Depressurization 

The subslab depressurization system significantly reduced basement and main floor radon levels, 
in comparison to the basement suction system, as shown in Tables 2 and 3. Throughout the house, 
the predicted levels were all slightly less than that outdoors (7.4 Bq m -3) when the subslab de- 
pressurization system operated. These low indoor levels occurred because no radon entered the 
basement from the soil, and because the radon in the outdoor air decayed as it entered the house. 
Monitored data confirmed this behavior [29]. 

Tables 2 and 3 show that for most rooms in the house, the predicted airflows in this case were 
similar to those for the basement suction case. This was expected, because the house operated 
under similar depressurizations in both cases. However, the predicted flows between the basement 
and soil were significantly different. Instead of air flowing from the soil into the basement as 
predicted in the basement suction case, Table 1 shows that air flowed from the basement into the 
soil in this case (26.6 • 10 3 m 3 s - i ) .  T h u s ,  almost all (98%) of the air exhausted from the soil 
was from the basement. The rest of the air exhausted from the soil (0.4 • 10 -3 m 3 S -l)  was due 
to leakage through the soil from outdoors. Most of the air leaking through the soil passed through 
the backfill region into the subslab region. This behavior is expected, because the backfill was 
significantly more permeable (factor of ten) than the primary soil region. 

The predicted radon concentrations in the subslab region when the subslab depressurization 
system was operating were significantly lower than those when the basement suction system was 
operating. For the basement suction case, the predicted radon concentrations at the basement floor 
perimeter crack ranged from 17 • 103 Bq m -3 to 24 • 10  3 Bq m 3. For the subslab depressurization 

case, these concentrations were similar to those indoors (7.4 Bq m 3). At the point at which soil 
gas was exhausted from the subslab region, the predicted radon concentrations increased to 433 
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TABLE 3--Summary of predicted zonal airflows-subslab depressurization. 

Flow 
Flow Balance On From To (• 10 -am 3 s -l) Comment ~ 

Outdoors soil 0.4 infiltration (7.4 Bq m -3) 
Soil Basement soil 26.6 infiltration (7.4 Bq m -3) 

Soil outdoors 27.0 exhaust (433 Bq m -a) 

Outdoors basement 8.9 infiltration (7.4 Bq m -3) 
Basement Living room basement 43.7 interzone (7.4 Bq m -3) 

Basement living room 26.0 interzone (7.4 Bq m -3) 
Basement soil 26.6 exfiltration (7.4 Bq m -3) 

Outdoors living room 31.9 infiltration (7.4 Bq m -a) 
Basement living room 26.0 interzone (7.4 Bq m -a) 

Living room Hallway living room 3.3 interzone (7.4 Bq m -a) 
Living room basement 43.7 interzone (7.4 Bq m -a) 
Living room outdoors 17.5 exhaust (7.4 Bq m -3) 

Bedroom 3 Outdoors bedroom 3 5.4 infiltration (7.4 Bq m -3) 
Bedroom 3 hallway 5.4 interzone (7.4 Bq m -a) 

Master bedroom Outdoors master bedroom 10.0 infiltration (7.4 Bq m -3) 
Master bedroom hallway 10.0 interzone (7.4 Bq m -3) 

Bedroom 2 Outdoors bedroom 2 5.5 infiltration (7.4 Bq m -3) 
Bedroom 2 hallway 5.5 interzone (7.4 Bq m -~) 

Bathroom Hallway bathroom 17.5 interzone (7.4 Bq m -a) 
Bathroom outdoors 17.5 exhaust (7.4 Bq m -3) 

~ each flow, the radon concentration listed is the average level predicted for the control volume from 
which the flow originated. 

Bq m 3 with the subslab depressurization system, and to 79 X 1 0  3 B q  m -3  with the basement 
suction system. The reductions in subslab radon concentrations with the subslab depressurization 
system were due to the dilution airflows from the basement into the soil and due to the slight 
increase in dilution flow through the soil from outdoors. 

Subslab Pressurization 

A comparison of Tables 3 and 4 shows the indoor radon levels increased when the subslab 
pressurization system operated compared to those when the subslab depressurization system op- 
erated. This trend was also found in monitored data [29]. Predicted radon levels were similar 
almost everywhere in the house when it operated with subslab pressurization. This behavior can 
be explained by the predicted airflow patterns in the soil and in the house. 

The subslab pressurization system supplied air at a rate of 62 • 10 -3 m 3 S - 1  from inside the 
house (livingroom and bathroom) to the soil. As Table 1 shows, almost all of this air then passed 
through the subslab region and back into the basement through the crack at the floor perimeter. It 
is not clear if  all of the air supplied to the soil from the house reentered through this crack, because 
a very small amount of soil gas (5 • 1 0  -6  m 3 S -1) was predicted to flow from the soil to outdoors. 
There was no exfiltration or exhaust from the basement, so all of the soil gas entering the basement 
flowed from the basement through the doorway to the living room. 

In the living room in this case, there was some exfiltration due to wind and stack effects, unlike 
in the other two cases. However, the exfiltration was predicted to be only 5% of the total airflow 
leaving the living room. A large fraction (57%) of the air leaving the living room was supplied 
directly to the soil. Another large fraction (28%) flowed into the hallway, from which most (79%) 
of the air was drawn into the bathroom and supplied directly to the soil. This meant that the 
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TABLE 4--Summary of predicted zonal airflows-subslab pressurization. 
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Flow 
Flow Balance On From To (• 10 -3 m ~ s -1) Comment = 

Outdoors soil 0.1 infiltration (7.4 Bq m -3) 
Soil Living room soil 44.5 supply (525 Bq m -3) 

Bathroom soil 17.5 supply (492 Bq m -3) 
Soil basement 62.1 exfiltration (2.5 • 103 Bq m -3 average) 

Outdoors basement 3.8 infiltration (7.4 Bq m -3) 
Basement Soil basement 62.1 infiltration (2.5 • l0 g Bq m 3 average) 

Living room basement 7.1 interzone (525 Bq m -3) 
Basement living room 73.0 interzone (537 Bq m- 3) 

Outdoors living room 4.7 infiltration (7.4 Bq m -3) 
Basement living room 73.0 interzone (537 Bq m -j) 

Living room Living room basement 7.1 interzone (525 Bq m -~) 
Living room hallway 22.2 interzone (525 Bq m 3) 
Living room outdoors 3.9 exfiltration (525 Bq m -3) 
Living room soil 44.5 exhaust (525 Bq m -3) 

Outdoors bedroom 3 0.5 infiltration (7.4 Bq m 3) 
Bedroom 3 Bedroom 3 hallway 0.4 interzone (7.4 Bq m -3) 

Bedroom 3 outdoors 0.1 exfiltration (7.4 Bq m 3) 

Master bedroom Hallway master bedroom 3.2 interzone (496 Bq m -3) 
Master bedroom outdoors 3.2 exfiltration (481 Bq m -3) 

Bedroom 2 Hallway bedroom 2 1.7 interzone (496 Bq m -3) 
Bedroom 2 outdoors 1.7 exfittration (481 Bq m -3) 

Bathroom Hallway bathroom 17.5 interzone (496 Bq m 3) 
Bathroom soil 17.5 exhaust (492 Bq m -~) 

For each flow, the radon concentration listed is the average level predicted for the control volume from 
which the flow originated. 

subslab region, basement, living room, hallway, and bathroom acted like a duct system for soil 
gas flow. Some dilution of the soil gas occurred in the basement and in these rooms through 
infiltration of outside air. However, Table 1 shows that only 13% of the airflows entering the house 
were from above grade. It is important to note that Canadian Standards Association (CSA) Standard 
F326.1-M1989 [43] does not permit ventilation systems to recirculate air that is exhausted from 
the bathroom and kitchen. 

Table 4 shows that the indoor radon levels predicted for the subslab pressurization case were 
significantly higher than those measured: 144 Bq m -3 in the basement and 81 Bq m -3 in the living 
room [29]. The reason for these higher levels appears to be primarily due to the use of a different 
location for pressurization (further from the floor crack). This meant that pressurization airflows 
could not reach all of the subslab region near the crack to dilute radon levels, particularly at the 
comer of the basement. The predicted radon levels at the crack ranged from 533 Bq m -3 at the 
centerline of the slab to 9.8 • 103 Bq m -3 at the comer. These levels are significantly higher than 
those predicted for the subslab depressurization case. Further research should be carried out to 
examine the sensitivity of these systems to different soils and to a wider range of configurations. 

To reduce the indoor radon levels when the subslab pressurization system operates, the balance 
of subslab pressurization flows from the subslab vent into the crack must be altered so that more 
pressurization air flows to the outdoors than into the basement. One method of changing the balance 
of airflows in the subslab region is to seal the basement floor perimeter crack. However, if the 
sealants degrade over time, the soil gas flows through the crack will increase, which will result in 
increased indoor radon levels. An additional step should be to reduce the resistance to soil gas 
flow outside the b a ~ m e n t  between the subslab region and outdoors. 
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An alternative method for reducing indoor radon levels is to reduce subslab radon levels by 
increasing subslab pressurization airflows through the region. Increased subslab pressurization air- 
flows would increase ventilative energy losses to the soil, but these would be partially offset 
through reduced conduction heat losses through the basement floor slab and, to a limited extent, 
through the basement walls. Another significant drawback to increase these flows is that a larger, 
more expensive fan would be required. This could cause unacceptable noise levels and could lead 
to excessive air velocities caused by increased airflows from the basement to the main floor. 

Finally, Table 4 shows that the predicted outdoor airflows into the house did not meet the 
requirements of CSA Standard F326.1-M1989 [43] in the case of subslab pressurization. The 
basement received only 38% of the required airflow (10 • 10 -3 m 3 s-l), while the kitchen/living 
room/dining room combination received only 31% of the required airflow (15 • 10 -~ m 3 s-~). The 
bedrooms were virtually unventilated relative to the standard's requirements (5 • 10 -3 m 3 s -~) per 
room. Of the three bedrooms, only Bedroom 3 received ventilation, and that was only 9% of that 
required. The addition of another ventilation system incorporating a heat recovery device is nec- 
essary if this system is to meet the airflow requirements of CSA Standard F326.1-M1989 [43] and 
is to avoid significant increases in ventilation energy losses. For comparison, it should be noted 
that in general, the airflow requirements of that standard were met when either the basement suction 
system or the subslab depressurization system was operated. 

It must be noted that if the central exhaust fan used in the subslab venting systems failed or 
was turned off, these systems could cause higher indoor radon levels than would otherwise occur 
if the systems were not present. The duct leading from the subslab region was connected to the 
indoor space through the fan. With no forced flow into or out of the subslab region through this 
duct, the duct would act to increase the area of leaks in the basement floor slab. Flow of radon- 
laden soil gas through the duct into the fan plenum could occur. This gas could then be delivered 
to the main floor without any dilution from outdoor air infiltrating into the basement. Although a 
back&aft damper in the duct could in theory obviate such a condition, it might be difficult in 
practice to design a low cost, low pressure drop damper that would be airtight when closed. Without 
a back&aft damper, this failure scenario would always occur in the absence of fan-driven flow in 
a subslab pressurization system, unless outdoor air was used to pressurize the subslab region. 
However, the considerable potential for soil freezing and foundation damage in that mode precludes 
that approach. For subslab depressurization systems using ducts leading directly outdoors through 
a fan, and not connected to the indoor space, the lack of fan-driven flow would not be as significant 
a concern. In that case, the duct from the subslab vent could act as a passive stack, although the 
buoyancy-driven flows through this duct would be significantly lower than the flows driven by the 
fan. 

Conclusions 

The subslab depressurization system was more successful than the subslab pressurization system 
at reducing indoor radon concentrations, as predicted by the computer simulations, and as con- 
firmed by monitored data. 

Most of the air removed from the house by the subslab depressurization system was drawn 
through the basement floor, not through the soil. This means that there is little danger of subslab 
depressurization systems causing soil to freeze under the footings of this house, but the basement 
may be depressurized (leading to furnace backdrafting) and may be over-ventilated (leading to 
unnecessary heat loss). 

Recommendations 

Further computer simulations and tests should be carried out using different soils and for a wider 
range of configurations to confirm the conclusion that freezing of the soil under footings is not 
likely to be a problem. The project would also determine the interdependency of soil temperatures Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
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and soil gas flows around foundations and would quantify the effect footings have on program 
predictions. In particular, this work should be based on a real house surrounded by soil that is 
highly permeable to air, to create a worst case condition. The house should have thermocouples 
buried under the footings and around the house. It should have a permanently installed subslab 
depressurization system. An identical house without subslab depressurization should be tested and 
simulated for comparison. 
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ABSTRACT: Radon concentrations have been studied extensively in single-family residential build- 
ings, but relatively little work has been done in large buildings, including multistory residential 
buildings. Tile phenomena of radon tr, msport in multistory residential buildings is made more com- 
plicated by the multizone nature of the airflow system and the numerous interzone airflow paths that 
must be characterized in such a system. This paper presents the results of a computer simulation of 
airflow and radon transport in a twelve-story residential building. Interzone airflow rates and radon 
concentrations were predicted using the multizone airflow and contaminant dispersal program CON- 
TAM88. Limited simulations were conducted to study the influence of two different radon source 
terms, indoor-outdoor temperature difference and exterior wall leakage values on radon transport and 
radon concentration distributions. 

KEY WORDS: airflow, contaminant dispersal, indoor air quality, multizone, radon, residential 
buildings 

There has been a great deal of  research and other activity in the area of radon buildings in recent 
years. This research has focused primarily on problem identification, lnitigation, and source mod- 
eling in single-family residential buildings. Recently, attention has turned towards large buildings 
such as schools, commercial buildings, and multifamily residential buildings. While the funda- 
mental issues regarding the relationship between radon, ventilation, and building features in small 
buildings is by no means resolved, radon in large buildings is a more complex problem due to the 
multizone nature of airflow and contaminant dispersal in large buildings. Multizone airflow systems 
have been studied by the infiltration and ventilation research community for many years, and many 
significant technical issues remain to be resolved. 

In this paper the issue of radon transport in a multifamily residential building is studied with 
the multizone airflow and contaminant dispersal model CONTAM88 [1]. Such a modeling exercise 
is necessarily constrained by current limitations in existing knowledge regarding both multizone 
airflow prediction and characterization of radon source strengths. While a sound physical under- 
standing exists regarding multizone airflow systems, the ability to predict the actual airflow rates 
is limited by the difficulty in representing a building as a multizone airflow system and a lack of 
data for the many inputs required to calculate the airflow rates in such a system. 

In order to predict interzone airflow rates, one must identify an appropriate representation of the 
building in question as a collection of zones that exchange air with each other and with the 
outdoors. Identifying an appropriate mulfizone representation of a building that captures the im- 
portant airflows, without including an unnecessarily large number of zones, is quite challenging 
and requires insight and experience with buildings and airflow in buildings. Once the zones of the 

~Group leader, National Institute of Standards and Technology (NIST), Building and Fire Research Labo- 
ratory, Building 226, Room A313, Gaithersburg, MD 20899. 
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building have been selected, one must determine the leakage characteristics of the airflow paths 
between these zones. These leakage characteristics can be described as leakage areas at a particular 
reference pressure or as empirical leakage coefficients based on a power law relation between the 
airflow rate and the pressure difference between the two zones. Air leakage through openings and 
the means for characterizing this leakage are described in Chapter 23 of the ASHRAE Handbook 
of Fundamentals [2]. Only limited measurements exist of the leakage characteristics of the various 
airflow paths in buildings, and the measured values for any particular component, such as doors 
or windows, cover a wide range of leakage levels. Some leakage data are available in the ASHRAE 
Handbook [2] and other references [3], but when modeling a given building, the appropriate values 
for the numerous leakage paths in the building are not known unless they have been measured by 
component pressurization testing. In general, there are far too many leakage paths in a building, 
even a small building, to determine all of the leakage characteristics. It is not entirely clear whether 
one needs to know all of this detailed information to understand airflow and contaminant dispersal 
in a building, but in order to predict airflow in a multizone building, values for the leakage 
coefficients of the interzone airflow paths must be selected. 

Characterization of the radon source strength and its dependence on other variables is another 
area where the limitations of current knowledge restrict the ability to model radon in multizone 
airflow systems. The rate at which radon enters a building depends on the rate of production of 
radon in the ground beneath the building, the permeability of the soil and other materials beneath 
the building, the nature and extent of openings in the building-ground boundary, and the pressure 
difference across this boundary [4]. Only limited work has been done on how best to describe the 
dependence of the rate at which radon enters a building on these factors. In the modeling effort 
described in this paper, the functional form of the radon source term is very simple and the 
numerical coefficients for inclusion in the source term are only approximations. Recent work on 
radon entry models has included finite difference modeling of air and radon transport through the 
soil beneath the house [5,6] and experimental investigations of the dependence of the radon entry 
rate on pressure [7,8] and radon source potential of soil [9]. A great deal of additional work is 
needed to understand radon entry and the most appropriate manner in which to model the radon 
entry rate in a given building. 

CONTAM88 

The analysis in this paper was conducted using CONTAM88, a multizone airflow and contam- 
inant dispersal model developed at the National Institute for Standards and Technology (NIST) 
[1]. This model predicts air movement and contaminant concentrations in a multizone building 
system given a description of that system as a number of well-mixed zones, along with information 
on the leakage characteristics of the paths connecting those zones, any mechanical ventilation 
occurring in the building, contaminant sources and sinks, wind pressure coefficients for the building 
exterior surfaces, and interior and exterior environmental conditions. Based on this information, 
CONTAM88 calculates the airflow rates between all of the zones, with one of the zones being the 
outdoors, and the contaminant concentrations in the zones. A companion program NBSAVIS, also 
developed at NIST, is employed to develop the building description files used by CONTAM88. 
NBSAVIS is a menu-driven program used to create files describing the zones of the building, the 
leakage paths between these zones, any mechanical ventilation within the building, and the con- 
taminant sources. 

Detailed discussions of both NBSAVIS and CONTAM88 are contained in Ref 1. CONTAM88 
itself is essentially a combination of two programs developed previously at NIST: AIRNET [10], 
which calculates interzone airflows, and CONTAM87 [11], which predicts contaminant dispersal 
in multizone systems. 
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FIG. 1--Typical floor plan. 

The Building Model 

The analyses in this paper were carried out on a twelve-story" apartment building with four 
apartments on each floor and a basement. Several different configurations of the building were 
modeled in order to study the impact of particular building features on air and radon transport 
within the building. Most of the modeling runs were conducted on a very simplified building 
representation, referred to as the base case. A typical floor plan of the base case building is shown 
in Fig. 1, and an elevation is shown in Fig. 2. The horizontal dimensions of  the building are 30 
by 22.5 m. The ceiling height of each floor is 2.5 m, and the basement is 2 m below grade, and 
therefore the roof is 30.5 m above grade. As seen in the figures, the building contains two vertical 

FIG. 2--Building elevation. 
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TABLE 1--Values assumed for the leakage areas. 

Exterior Walls 3.0 cmZ/m 2 
Exterior Doors 

elevator 29 cm z 
stair 29 cm 2 

Windows 
basement 1.35 cm 2 
upper floors 7.5 cm 2 

Interior Walls 
apartment 2 cm2/m 2 
elevator shaft 5 cmE/m 2 
stair shaft 5 cm2/m 2 

Interior Doors 
apartment 75 cm: 
elevator 150 cm 2 
stair 150 cm ~ 

Interior Floors 0.5 cm2/m 2 

229 

shafts at either end of a central hall, an elevator shaft and a stairway. These shafts have horizontal 
dimensions of 2.5 by 2 m, and the hall is 26 by 2.5 m. These shafts extend from the basement, 
which is not subdivided into rooms, all the way up to the roof of the building. These shafts are 
open from the basement to the roof, but in the building model they are divided horizontally at 
each floor level in order to allow the calculation of vertical gradients in radon concentration within 
the shafts. All zones, including the shaft zones, are assumed to be perfectly mixed. Doors connect 
the hallway to each apartment, the hallway to the elevator and stair shafts, and these shafts to the 
basement. In addition, there are doors to the outside located at the roof level of the two shafts. 
There are four windows on the long wall of each apartment and three on the short wall. 

Using NBSAVIS, this multizone system is described in terms of the zones, their volumes, and 
the leakage paths between the zones. The leakage of the interior and exterior walls, the windows, 
and the interior and exterior doors are based on information contained in Chapter 23 of the ASHRAE 
Handbook of Fundamentals [2] and the Design of Smoke Management Systems [3]. The ASHRAE 
Handbook contains a range of leakage values for these various elements and a value in the middle 
range of each element was selected for the base case. The values assumed for the leakage areas 
of interest are listed in Table 1. 

In addition, a leakage area of 2.5 cm2/m was assumed to exist at the wall-floor joints and wall- 
ceiling joints in each apartment. The leakage areas between the vertical sections of the elevator 
and stair shafts are assumed to be equal to the cross-sectional area of the shafts. All leakage areas 
are based on a reference pressure of 4 Pa and a discharge coefficient of 1.0. All leakage paths are 
characterized by a flow exponent of 0.6. As can be seen above, no distinction was made between 
the leakage characteristics of the elevator and stair shafts in the base case, although field meas- 
urements have shown differences to exist [12]. As described in the following section on the radon 
source model, the leakage area of the basement floor was assumed to be 0.0085 cm//m 2, with a 
flow exponent of 1.0. 

Radon Source Model  

Two models of radon entry rate were used in these simulations, one with the radon entry rate 
dependent on pressure and the other assuming a pressure independent radon source. These very 
simple models were based on consideration of the research that has been done on radon entry 
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230 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

measurement and modeling [4-9]. 2 The first model assumes that the radon entry rate depends on 
the pressure difference between the basement floor and outside, specifically that the radon entry 
rate is equal to a radon entry coefficient times the pressure difference raised to the power x. In 
order to employ this model, one needs values for the radon entry coefficient in units of Bq/s-m 2- 
Pa x and the power x that describes the dependence of radon entry on pressure difference. In order 
to determine the radon concentration of the air entering the basement from the ground, and to 
complete the inputs for calculating the interzone airflow rates, one needs values for the air leakage 
coefficient for the basement floor in units of m3/s-m2-pa" (or in units of leakage area) and the 
pressure exponent n. For both radon entry and air leakage through the basement floor, the pressure 
exponents x and n were assumed to equal 1.0. Little data exists for this basement floor leakage 
coefficient, and a value for the leakage area of 0.0085 cm 2 per m 2 of basement floor area was used 
in this model. Similarly, there have been few determinations of the radon entry coefficient. 

In order to obtain a reasonable value for the radon entry coefficient, CONTAM88 was used to 
simulate infiltration and radon entry in a two-story house with an exterior envelope leakage area 
of 940 cm 2. Given an indoor-outdoor air temperature difference of 20 K, the radon entry coefficient 
was varied until a radon concentration of about 100 Bq/m 3 was obtained in the house. Under these 
conditions, the radon entry coefficient was equal to 0.02 Bq/s-m2-pa, and this value was used in 
the simulations of the twelve-story residential building. 

The second radon entry model was based on the assumption that the radon entry rate is inde- 
pendent of the pressure difference between the basement and the outdoors. This model is based 
on the concept that there is a limited amount of radon generated under the building in question 
and that all of this radon is available to enter the building. Therefore, if the pressure in the basement 
is below that in the soil, then all of the radon enters the basement. 2 If the pressure in the basement 
is positive relative to the ground, then no radon enters the basement. This first order model has 
been suggested by some field measurements in which the radon entry increased with pressure 
difference up to a point and then remained constant as the pressure difference increased further 
[7,8]. In this second model of radon entry, the air leakage coefficient of the basement floor was 
the same as in the pressure dependent model. The radon entry coefficient was again determined 
from a CONTAM88 simulation of a two-story house. In order to obtain about 100 Bq/m 3 in the 
house, the pressure independent source term was equal to 0.05 Bq/s-m 2. 

These models of radon entry are obviously oversimplified representations of a very complex 
phenomena. They ignore the important issues of soil properties such as radium content and per- 
meability, as well as spatial variations in these properties. Temporal variations, such as those 
induced by moisture effects, are also ignored. 

Simulations Run 

In order to gain some insight into radon transport in multifamily, high-rise residential buildings, 
several cases were run in this modeling study. These cases are listed in Table 2. The base case 
described above was run at a series of indoor-outdoor air temperature differences ranging from 1 
to 40 K for the two different radon source models presented earlier. Although CONTAM88 is 
capable of modeling wind effects, all cases were run at zero wind speed in this study. The base 
case employing the pressure-dependent radon source term is referred to as F'F04, while the base 
case with the pressure independent source is referred to as FT05. Several modifications were made 
to the base case, and these were all run at an indoor-outdoor temperature difference of 20 K using 
both radon source models. In all of the runs, the ambient radon concentration was assumed to 
equal 10 Bq/m 3. 

2personal  communication with Terry Brennan, president, Camroden Associates, Oriskany, NY. 
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TABLE 2--Summary of  simulation results. 

231 

FT04 
FT05 
FT06 
FT07 
FT08 
FT09 
FT10 
FTll 
FT12 
FT13 

Base case, pressure dependent radon source 
Base case, pressure independent radon source 
Asymmetric elevator and stair leakage, pressure dependent radon source 
Asymmetric elevator and stair leakage, pressure independent radon source 
Exterior wall leakage 50% of base case, pressure dependent radon source 
Exterior wall leakage 50% of base case, pressure independent radon source 
Exterior wall leakage 200% of base case, pressure dependent radon source 
Exterior wall leakage 200% of base case, pressure independent radon source 
50 L/s exhaust fan in every apartment, pressure dependent radon source 
50 L/s exhaust fan in every apartment, pressure independent radon source 

In the first alternate case, the symmetry between the elevator and stair shaft leakage was re- 
moved. More reasonable values for the leakage of the shaft walls and the interior doors to these 
shafts were used in these simulations [12]. The modifications to the base are shown in Table 3. 
These "asymmetric" cases are designed as FT06 and FT07 for the pressure-dependent and the 
pressure-independent radon source terms, respectively. 

Alternate cases were also run in which the leakage of the exterior walls was reduced to one- 
half the value in the base case. These are referred to as FT08 and FT09 for the pressure-dependent 
and pressure-independent radon sources. The leakage of the exterior walls, as compared to the base 
case, was doubled in cases FT10 and FTl l .  In cases FT12 and FT13, a 50 L/s exhaust fan was 
added to each apartment. Cases FT08 through FT13 are all based on the symmetric values of the 
elevator and stair shaft leakage. 

The simulations of the twelve-story building run on CONTAM88 involved 92 building zones 
and about 1250 openings. Solution of the steady-state airflow equations required about 40 s on a 
386 personal computer with a math coprocessor and a 20-mHz clock speed. The cases with the 
exhaust fans in the apartment increased the solution time by about 10 s. CONTAM88 obtained 
the airflow rate solution after about nine iterations in all cases. The solution of the steady-state 
radon concentrations required an additional 5 s. 

Results 

Each simulation determined the airflow rate through and the pressure difference across each of 

the 1254 openings in the building model and the radon concentration in each of the 92 zones. A 
schematic summary of the results for the base case with the pressure dependent radon source 
(FT04) is shown in Fig. 3. The figure shows the calculated airflow rate in kilograms per second 
between each type of zone (shaft, hall, and apartment), and between each zone type and the 
outdoors. Any apparent deviations from a perfect mass balance of an individual zone are due to 
rounding off of the results for inclusion in the figure. The calculated radon concentration in bec- 
querels per cubic meter is also shown in each zone. As can be seen in the figure, vertical flow up 
the elevator and stair shafts is a major mechanism for air and radon transport within the building. 

TABLE 3--Modifications to the base case. 

Interior Walls 
elevator shaft 
stair shaft 

Interior Doors 
elevator 
stair 

8 cm2/rn 2 
2 cm2/m 2 

250 cm 2 
1130 cm 2 
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Elevator and Stair Shaft 

Roof 

12 

11 

10 

9 

8 

7 

Baseme~  

All flows are  in kg/s. 
Arrows without numbers indicate flows le~ than 0.00t kg/s, 
All flows to and from the shaft occur for both the elevator and stair shafts. 
All flows to and from the almrtments occur for alll four of the apartments. 
Radon concentrations in Bq/m 3 are printed in italics in each zone. 
Exterior radon concentration equals 10 Bq/m 3. 

FIG. 3--Schematic representation of  the base case FT04. 

Air flows into the shafts from the outdoors, the basement, and the hallways and apartments on 
floors one through six. On floors seven and higher, air flows out of the shafts and into the apart- 
ments, hallways, and outdoors. Therefore, the radon concentrations in the halls and apartments on 
floors one through six are close to the outdoor concentration. The difference between the outdoor 
concentration of 10 Bqtm 3 and the indoor concentration on these lower floors 9 Bq/m 3 is due to 
density differences between the indoor and outdoor air. The radon concentrations in the hall and 
apartments increase from floors seven and higher as the airflow rate from the shafts to these zones 
increase. The stack effect in these shafts is so strong that air from the first floor hall and apartments 
is actually pulled down into the basement of the building. Regarding the ventilation of the apart- 
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ments themselves, outdoor air infiltrates into these apartments on floors one through ten and ex- 
filtrates on floors three through twelve. Air infiltrates into and exfiltrates out of the same apartment 
because of the pressure relationship based on the relative values of the exterior wall leakage and 
the resistance to vertical airflow within the building. The phenomena of the stack effect in tall, 
multizone buildings is addressed by Tamura and Wilson [13]. The airflow rate results obtained for 
the base case with the pressure independent radon source, F'I'05, are identical. The radon concen- 
trations are lower by a factor of four in all zones due to the magnitude of the source terms used 
in the two models. The relative radon concentrations throughout the buildings are identical in the 
pressure independent case. The predicted radon levels in these buildings scale linearly with the 
radon entry coefficients discussed earlier for both radon source models. These coefficients are 
generally quite building specific, and therefore the radon concentrations predicted in these simu- 
lations should be considered in relation to each other and should not be considered as relevant to 
actual concentrations in a particular building or group of buildings. 

The base case model was run for several different indoor-outdoor air temperature differences. 
These results are summarized in Tables 4 and 5 for cases FF04 (pressure dependent source) and 
FF05 (pressure independent source). The first four columns of each table contain the indoor-outdoor 
temperature difference, the whole building air change rate in air changes per hour, the pressure 
difference between the basement floor and the outdoors, and the rate at which radon enters the 
basement. The last four columns contain the radon concentration that enters the basement from 
the ground and the concentration in the basement, the twelfth story apartments and the average of 
all the apartments, all in units of becquerels per cubic meter. Note that the predicted radon con- 
centrations for FT05 are much lower than those for FT04. This is simply a reflection of the value 
of the radon entry coefficient for the two models. Of more interest is the dependence of these 
concentrations on temperature difference and building configuration. 

The whole building air change rates for cases b"r04 and Fr05 are identical and the calculated 
air change rates are plotted against temperature difference in Fig. 4. As discussed in the ASHRAE 
Handbook of Fundamentals [2], the pressure difference due to temperature difference is linear with 
temperature difference. In these simulations, the airflow rate through the openings is a function of 
the pressure difference raised to the power 0.6. A simplistic consideration of the relationship 
between pressure difference and airflow rate would lead to the expectation that the whole building 
air change rate would depend on the temperature difference raised to the power 0.6. In fact, due 
to the nonlinear nature of the problem, the calculated air change rates for the building depend on 
the temperature difference raised to power 0.74. 

The pressure difference across the basement floor, which induces airflow into the basement from 
the ground, depends linearly on the indoor-outdoor air temperature difference. Since the airflow 
rate into the basement from the ground is assumed to be linear with pressure difference, this airflow 
rate also varies linearly with temperature difference. Therefore, in case Fl'04, the rate of radon 
entry into the basement varies linearly with temperature difference. Of course, the rate of radon 
entry into the basement in case FT05 is independent of temperature difference. The radon concen- 
tration in the basement depends on both the radon entry rate and the air change rate of the basement, 
the latter quantity being a complex and nonlinear function of temperature and pressure. 

Figure 5 is a plot of the basement radon concentration versus temperature difference for cases 
FI'04 and FT05. In the case of the pressure dependent radon source, FT04, the basement radon 
concentration depends on the temperature difference to the power 0.32. The first order model 
discussed by Cavallo [7,8], would predict a power of 0.4. In case Fro5,  the radon entry rate is 
constant, and therefore as the temperature difference and the basement air change rate increase, 
the basement concentration decreases. The basement radon concentration in case Fr05 depends on 
the temperature difference raised to the power -0.68.  The simple first order model suggested by 
Cavallo [7,8] would predict a power of -0 .6 .  
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FIG. 4- -Whole  building air change rate for  the base case FT04. 

The radon concentrations in the twelfth-floor apartments and the average concentration for all 
of the apartments have essentially the same dependence on temperature difference as the basement 
concentration, that is, an exponent of about 0.3 in case FT04 and an exponent of - 0 . 7  in case 
FT05. 

The remaining simulations, described in Table 2, were all run at an indoor-outdoor temperature 
difference of 20 K. The results of these simulations are presented in Table 6. The first three columns 
of the table contain the case designation, the whole building air change rate in air changes per 
hour, the pressure difference across the basement floor, and the radon entry rate. The last four 
columns contain the radon concentration entering through the basement floor, in the basement and 
in the twelfth-floor apartments, and the average concentration in all of the apartments. 

In cases FT06 and FT07, the symmetry between the elevator and stair shafts was eliminated by 
changing the leakage areas of the interior shaft walls and the interior doors leading from these 
shafts. These modifications in turn eliminate the symmetry of the calculated airflow rates and radon 
concentrations, making a graphical presentation of the results similar to that shown in Fig. 3 
impossible. The overall results, that is, the whole building air change rate, the radon entry rate, 
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the basement radon concentration, and the average radon concentration in the apartments, are very 
close to the base cases FT04 and FF05, as seen in Table 6. However, the changes in the shafts 
wall and interior door leakage areas change the airflow patterns within the building and the resultant 
radon concentration distribution. The airflow rates up the elevator shaft and between the elevator 
shaft and the apartments and hall, are much larger than in the base case. Correspondingly, the 
airflow rates up the stair shaft are lower and between the stair shaft and the floors are also lower. 
There is a larger flow rate of high radon concentration basement air into the elevator shaft than 
into the stair shaft, and therefore there are higher radon concentrations in the elevator shaft than 
in the stair shaft. Apartments A and B, which are closest to the elevator shaft, have higher radon 
concentrations than Apartments C and D. This difference is more pronounced on floors seven 
through ten than on the top two floors of the building. Also, air flows from Apartments C and D 
to Apartments A and B on the lower six floors of the building, and in the opposite direction on 
the upper six floors. This case shows the significant changes in internal airflow patterns and radon 
transport that can result from a limited modification in the leakage characteristics of interior 
partitions. 

In cases FT08 and FTI0, the exterior wall leakage was one-half and twice that of the base case 
respectively. Figure 6 is a schematic representative of the results of FT08, identical in format to 
Fig. 3. The tighter exterior walls result in a larger radon entry rate into the basement and less 
dilution of the radon that does enter by outdoor air change. The radon concentrations in the building 
are therefore significantly larger than in case FT04. Figure 7 shows the results for case PT10 with 
the leakier exterior walls. In this case, the radon entry rate is lower than in the base case and there 
is more dilution of the radon that does enter the building. These factors result in significantly lower 
radon concentrations in case FF10 than in the base case. The ratio of the average radon concen- 
tration in the apartments for the tight-wall case (FT08) to the loose-wall case (FT10) with the 
pressure dependent source is 2.55. The ratio of the base case average (PT04) to the loose-wall case 
(FT10) is 1.79. These ratios for the pressure independent source cases are 2.00 (P~09/FF1 I) and 
t.55 (FF05/FT11), respectively. The radon concentrations in the pressure independent cases are 
less influenced by wall tightness because the source does not change, and the radon concentration 
is only affected by the difference in the dilution and air change rate. 

In case FT12, a 50 L/s exhaust fan was included in every apartment. The results for this case 
are shown in Fig. 8. The operation of the exhaust fans increases the pressure difference across the 
basement floor, and therefore increases the radon entry rate into the building. However, the exhaust 
fans also increase the infitration into the apartments. The increased dilution of the radon in the 
building more than compensates for the increased radon entry, and the radon levels are lower than 
in the base case. 

Summary and Discussion 

This paper presents the results of a limited number of computer simulations of multizone airflow 
and radon transport for a simplified representation of a multifamily, high-rise building. A limited 
number of the building features in this representation were modified to study the impact of the 
leakage of exterior walls, the airtightness of interior partitions, and the operation of ventilation 
systems on the calculated airflow patterns and on the radon distribution within the building. Based 
on these simulations, limited as they were, some insights were gained into radon transport in this 
building type. 

First, vertical shafts are critical pathways for air and radon transport in these tall buildings. 
Significant quantities of air flows through these shafts, transporting radon and perhaps other con- 
taminants between the floors of the building. Under heating conditions, these shafts pull air from 
the lower floors, including the basement, and deposit this air and its contents on the upper floors. 
The number of floors that feed into the shafts and the number that are fed by the shafts depend 

Copyright by ASTM Int'l (all rights reserved); Mon Nov  8 10:05:39 EST 2010
Downloaded/printed by
University of Michigan pursuant to License Agreement. No further reproductions authorized.



PERSILY ON RADON TRANSPORT IN MULTISTORY RESIDENTIAL BUILDINGS 239 

Roof 

12 

11 

10 

9 

8 

7 

6 

5 

4 

3 

2 

1 

Basement 

Elevator and Stair Shaft 

L 

2431t .___20631 

hSl .011 
~ 5  243 

In7 .0Ze 
"* ~o4 243 

tA . o ~ "  
1.291 .008 

.~ 003 243 

A .O41 
tSSt . ~  

~ 2  243 

~ J  243 
A .015 
[416 <I 

�9 ~,L ~ 243 ~ 
A 012 
[.398 < 

.002 ~ 253 ~ _ _  

It 028 
13SS .r 

~" 281 
It ~ O4--O 
DO0 : 

334 ~ __ 
~ .  049 

436 
It "~ ,~6 
p4~ 

676 

1580 

All flows are in kg/s. 

Hall 

243 
/k t~3 
[003 

243 

Ioos 
243 
.... It n-~ 

[005 
243 

It 0"~ 
[005 

241 
It _oT~ 
[00s 

215 

ioo4 

9 ., 
It 
[005 

[005 ~07 

~.005 009 

A 025 
[oo4 on 

9 
,t ~ rt2"~ 
I001 LOll 

9 

u 

Apartments 
-7 -7-~ .................... 

" I 
243 . ~  

~.013 =7:77 

242 . ~  
t 
10iS 

237 .6"~ ~" 
t 
~o15 

222 .o-~ ~ 

Lols .02a. ,, 
180 

[014 .fiLl ~. 
91 

.002 13 ,004 ~. 
9 

~005 14 ' , ~. 
9 .,~__ 
It 019 
|0iS 

9 "~ 
A 
~015 

9 

10t4 
9 -4 
A 
1009 

9 -I 
[t~24 

1550 

Arrows without numbers indicate flows less than 0.001 kg/s. 
All flows to and from the shaft occur for both the elevator and stair shafts. 
All flows to and from the apartments occur for alll four of the apartments. 
Radon concentrations in Bq/n~ are printed in Ral/cs in each zone. 
Exterior radon concentration equals 10 Bq/n~, 

FIG.  6 - - S c h e m a t i c  representa t ion  o f  ease  FIDS-- - t igh t  ex ter ior  w a l l  

on the leakage character is t ics  o f  the  interior  parti t ions.  In  these  s imula t ions ,  the  e levator  and  stair  

shafts  served as these  critical vertical pa thways .  In real bui ld ings ,  o ther  less  obv ious  shaf ts  m a y  

exist ,  inc luding  p lumb ing  and  other  service  chases ,  and  interior  and  exterior  wall  cavit ies.  

These  s imula t ions  a lso demons t ra te  that  airflow within  mul t izone  bu i ld ings  and  the  resul tant  

radon concentra t ions  are complex  and  nonl inear  func t ions  o f  n u m e r o u s  factors:  (1) the  layout  o f  

the  bu i ld ing  especial ly  the  ex is tence  o f  vertical  shafts ,  (2) the  leakage character is t ics  o f  the  exter ior  

wal ls  and  the  interior part i t ions,  (3) the  na ture  o f  the  radon source,  and  (4) the  ex is tence  and  nature  

o f  mechan i ca l  venti lat ion in the  building.  The  m a n n e r  in wh ich  these  factors  interact to de termine  

internal  airf low pat terns  and  radon dis t r ibut ion wi thin  large,  mut t i zone  bui ld ings  is qui te  comp lex  
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and generally does not lend itself to an intuitive approach. For example, operating exhaust fans in 
a building with a pressure dependent radon source might be expected to increase radon concen- 
trations. However, in the simulations presented in this paper, the nature of the interzone and exterior 
wall leakage characteristics led to decreased radon concentrations in the apartments. Under other 
circumstances of building layout and leakage and radon source characteristics, exhaust fan oper- 
ation could instead increase radon concentrations. 

These simulations employed both a pressure dependent and a pressure independent radon source 
term. While research activities are being conducted to understand the complex problem of radon 
entry into buildings, these simple models have proven useful in these simulations. The pressure 
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FIG. 8--Schematic representation of case FT12--exhaust fans. 

dependent radon source yields a radon entry rate that is affected by the indoor-outdoor temperature 
difference, exhaust fan operation, and the tightness of the exterior walls and interior partitions. 
However, the resultant radon levels in the occupied space may not necessarily increase with an 
increasing radon entry rate, as the radon distribution within the building is also affected by the 
airflow pattern in the building. The pressure independent radon source yields a situation in which 
the overall radon levels within the building decrease under any circumstance that increases the 
building air change rate. The change in radon levels within the occupied spaces of the building 
however, is a more complex function of interior airflow patterns. The appropriateness of these 
models for real buildings will be determined by ongoing research into radon entry into buildings. 
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Further study of radon transport and other multizone airflow and contaminant dispersal problems 
lends itself to the analysis performed in this paper using the program CONTAM88. Performing 
such simulations is relatively straightforward, although data requirements exist for the leakage 
characteristics of the numerous interzone airflow paths. Additional computer modeling of  the nu- 
merous factors affecting radon transport in multifamily, high-rise buildings are needed to develop 
a deeper understanding of  this complex problem. These computer simulations need to be supple- 
mented with field investigations to obtain the input data needed for the models and to verify the 
predictions. 
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Modeling Individual Exposure from Indoor 
Sources 

REFERENCE: Sparks, L. E., Tichenor, B. A., and White, J. B., "Modeling Individual Exposure 
from Indoor Sources," Modeling of Indoor Air Quality and Exposure, ASTM STP 1205, Niren L. 
Nagda, Ed., American Society for Testing and Materials, Philadelphia, 1993, pp. 245-256. 

ABSTRACT: Individual exposure to air pollutants is determined by the behavior of indoor sources 
and sinks and activity patterns. This paper discusses a model that allows analysis of individual 
exposure for a wide range of sources and sinks. Emphasis of the discussion is on exposures to volatile 
organic compounds (VOCs) from commonly used sources. The effects of source and sink behavior 
on exposure are complex. Important factors include source strength, source decay rate, rates to the 
sink, re-emissions from the sink, and building operation parameters such as ventilation rate. Sources 
provide the primary exposure and dominate exposure while the source strength is strong. Sinks 
modify exposure by reducing peak concentrations and, because of re-emissions from sinks, by in- 
creasing the time of relatively high concentrations. Exposures from several different sources are 
analyzed both with and without sinks and under a range of different building operation scenarios. 
The need for standard scenarios in evaluating the effects of sources on individual exposure is dis- 
cussed. Model concentration predictions are compared with data from an indoor air quality (IAQ) 
test house. 

KEY WORDS: indoor air quality (IAQ) model, exposure, sources, sinks, activity patterns 

Indoor air quality (IAQ) is determined by the interactions of sources, sinks, and air movement 
between rooms and between the building and the outdoors. Sources may be located in rooms, in 
the heating, ventilation, and air-conditioning (HVAC) system, or outdoors. There may be sinks 
(i.e., materials that adsorb indoor pollutants) in the same locations. Sinks may also act as sources 
by re-emitting the polhltants collected in them. Individual exposure to pollutants from indoor 
sources is determined by the combination of  indoor pollutant concentrations and individual activity 
patterns. 

A personal computer model, EXPOSURE, to predict in-room pollutant concentrations and in- 
dividual exposure to the pollutants is being developed as part of the EPA's  IAQ program. The 
model is intended as a tool to allow analysis of IAQ situations. The analyses provided by the 
model can assist in providing guidance in finding ways to reduce exposure to indoor air pollutants. 

General Mathematical Framework of the Model 

EXPOSURE is a multi-room model based on an earlier model called INDOOR [1]. EXPOSURE 
allows calculation of pollutant concentrations based on source emission rates, room-to-room air 
movement, air exchange with the outdoors, and indoor sink behavior. 

1Air and Energy Engineering Research Laboratory, U.S. Environmental Protection Agency, Research Tri- 
angle Park, NC 27711. 
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246 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

Each room is considered to be well mixed. The validity of the welt-mixed assumption was 
verified in several experiments in the EPA IAQ test house [1] and by data reported by Maldonado 
[2]. 

A mass balance for room i of N rooms gives 

dCi 
V~ - -~  = C,~Q,~ - CfotrrQ,vtrr + S~ - Ri (1) 

where V~ is the volume of the room, C, is the pollutant concentration in the room, C,~ is the 
concentration entering the room, Q ~  is the air flow into the room, C~o~ is the concentration leaving 
the room, Q~o~r is the air flow leaving the room, S~ is the source term, R, is the removal term, and 
the subscript i refers to room i for a room in a set of multiple rooms, i = 1, 2 . . . . .  N, where N is 
the number of rooms. The removal term, R, includes pollutant removal by air cleaners and sinks. 
Typical units for the terms in Eq 1 are: V, m~; C, mg/m3; t, h; Q, m3/h; S, mg/h; and R, mg/h. 

The well-mixed assumption requires that C,o~r equals C~. Equation 1 can be rewritten as 

V dC~_ CaNQ,~ -- C~Qiotrr + SiRi 
dt  - 

(2) 

Equation 2 is one of a set of similar equations that must be solved simultaneously in a multiple 
room model. 

EXPOSURE uses a fast discrete time step algorithm developed by Yamamato et al. [3] to solve 
the series of equations. The algorithm is based on the assumption that for sufficiently small time 
steps, dr, the source and sink terms and all neighboring concentrations are constant. Under this 
assumption, there is an exact solution to the set of equations. The algorithm uses this exact solution 
to calculate the concentration under varying conditions at the end of each time step. The method 
is stable for all time steps and is accurate for sufficiently small time steps. (The size of the time 
step depends on how rapidly concentrations are changing. In general a time step of one minute is 
small enough for situations when concentrations are changing rapidly, and time steps of several 
minutes are adequate when concentrations are near steady-state. The time step must be sufficiently 
small to capture the changes in source behavior.) 

Source Terms 

The ability of any model to predict indoor air pollutant concentrations depends on the accuracy 
of the source models incorporated into the model. EXPOSURE uses source models developed as 
a part of the EPA's source characterization research program and source models provided in the 
literature. The model incorporates a wide range of emission characteristics to allow simulation of 
the range of sources encountered in indoor spaces. Several sources are allowed in each room. 

The model includes a database of source emission rates for these various sources based on 
research conducted by the Indoor Air Branch, Air and Energy Engineering Research Laboratory, 
of the EPA. The user can add to the database and can override the database emission rates. 

Generally sources can be divided into three categories: 

(1) Long-term steady-state sources such as moth cakes, 
(2) On/off sources such as heaters, and 
(3) Decaying sources such as painted surfaces. 
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TABLE 1--Emission rates for  selected indoor pollutant sources. 

SA, rag/ 
Source So, mg/m2-h k, 1/h m~-h 

Wood stain 17 000 0.4 1000 
Polyurethane 20 000 0.25 1000 
Wood floor wax 20 000 6.0 10 000 
Moth crystals 12 000 0 0 
Dry-cleaned clothing 1.6 0.03 0 
Liquid nails 10 000 1 0 

Some sources also have short-term emissions associated with using the source. For example, a 
painted surface has a long-term decaying emission and a short-term emission associated with the 
act of painting. The short-term emission is defined as the application emission. 

The most common source model used in EXPOSURE is given by 

S = Soe -~ + SA for t --< tA 

and 

S = Soe -~  for t > tA (3) 

where S is the emission rate (mass/unit source/time), So is the initial emission rate, k is a decay 
constant (1/time), t is the elapsed time, SA is the application emission rate (mass per unit source 
size), and tA is the application time. This type of source term allows simulation of a wide range 
of source types. For a steady-state source, k is zero. For sources without an application phase, SA 

and tA are zero. 
So and k can be determined from chamber studies (see ASTM D 5116, Guide for Small-Scale 

Environmental Chamber Determinations of Organic Emissions from Indoor Materials/Products; see 
also Ref 4). In many cases all of the emissions are accounted for by So and k as determined by 
chamber studies. However, there are sources, such as wood stain, paint, and floor wax, where 
significant emissions may not be accounted for by the chamber studies. These emissions occur 
while the source is being used (for example, while a floor is being waxed) and during the time it 
takes to place the source in the chamber. The emissions during the time the source is being used 
are termed application emissions. The values of SA can be estimated or at least bounded from large 
chamber studies, test house studies, mass balance analysis of small chamber studies, or other 
experiments. 

A series of experiments to estimate the emissions during application has been completed. The 
data for these experiments have not been fully analyzed. Preliminary data analysis indicates that 
the application emissions for wood stain and varnish are less than 5% of the total emissions. 

Estimates of source terms for several sources are given in Table 1. These data are based on 
experiments conducted in the EPA's small chambers and in the EPA's  IAQ test house. 

Sink Terms 

Research in the EPA test house [1,5,6] and in the small chamber laboratory [6] has shown that 
sinks (i.e., surfaces that remove pollutants from indoor air) play a major role in determining indoor 
pollutant concentrations. These sinks may be reversible or irreversible. A reversible sink re-emits 
the material collected in it, and an irreversible sink does not. Sink behavior depends on the pol- 
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lutant, on the nature of the sink, and on environmental factors such as temperature, air velocity, 
and humidity. A sink may appear to be irreversible when the pollutant concentration is high and 
then become reversible when the pollutant concentration is low. Considerable research is neces- 
sary to define the behavior of sinks. Sink models have been published by Tichenor et al. [6] and 
Axley [7]. 

The sink model used in EXPOSURE is based on research of Tichenor et al+ [6] 

Rs = k~CAsi~ - kaM~sA+i~ (4) 

where R, is the rate to the sink (mass per unit time), ko is the sink rate constant (length per time), 
C is the in-room pollutant concentration (mass per length cubed), A+~ is the area of the sink 
(length squared), ka is the re-emission or desorption rate constant (1/time if n = 1), M+ is the mass 
collected in the sink per unit area (mass per length squared), and n is some exponent (generally 
n =  1). 

Experimental data in the EPA test house and small chambers show that, for typical gaseous 
organic pollutants of interest in indoor air, k= ranges from about 0.1 to 0.5 m/h, the sink re-emission 
rate, kd, is about 0.008/h, and n is 1. Experiments are underway to provide better estimates of k, 
and kd for a wide range of pollutants and sink materials. 

The impact of sinks on individual exposure depends on the activity patterns. Sinks slightly 
reduce the peak exposure of individuals spending 24 h/day in a building and have no impact on 
their cumulative exposure. Sinks, because they change the emission/time characteristics of pollutant 
concentrations, can have major impacts on the exposure of individuals with other activity patterns. 
These impacts are discussed in detail in the example calculations later in the paper. 

Exposure 

Exposure is concerned with the concentration a person is in contact with and the length of time 
the contact lasts. There are two types of exposure of interest: the instantaneous exposure and the 
cumulative exposure. The instantaneous exposure is the exposure at any time, t, and lasts for a 
short time, dr. The cumulative exposure is the total or integrated exposure over the time of interest. 
The nature of the pollutant and the effects of the pollutant determine which type of exposure is 
more important. 

Because the most common route for exposure to indoor air pollutants is via inhalation, it is 
convenient to define inhalation exposure, Ei, as 

Ei=C(Obvdt (5) 

where C(O is the pollutant concentration at time t, b is the breathing rate, and v is the volume per 
breath. The exposure defined by Eq 5 is instantaneous; i.e., the exposure at any instant in time, t. 
As a simplifying assumption the instantaneous inhalation exposure can be looked at as the amount 
of material inhaled in a single breath. The peak exposure is the maximum of the instantaneous 
exposure versus time curve. 

The cumulative inhalation exposure, E~, is given by 

E~ = C(Obvdt (6) 

The cumulative inhalation exposure is the total amount inhaled during the time interval t= to t2. 
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FIG. 1--Predicted versus measured concentrations for test house experiments. 

The advantage of defining inhalation exposure is that the exposures calculated by the computer 
can be used in inhalation risk analyses without requiring the user to manually calculate the amount 
breathed. Note that no assumptions are made about the amount of material actually retained by 
the lungs. 

For exposure by mechanisms other than inhalation, the instantaneous exposure, E, to a pollutant 
at time t is the concentration, C(t), the person is in contact with at time t 

E = C(t)dt (7) 

The cumulative exposure from tt to t2 is given by 

f 
2 

E~ = C(t)dt (8) 

Calculation of exposure requires the pollutant concentration, the time exposed to the concentra- 
tion, and (for inhalation exposure) the breathing rate and volume per breath. The time exposed to 
the concentration depends on the individual activity pattern. 

An activity pattern, in the context of the model, is defined by providing the time a person enters 
and leaves the various rooms of the building, or leaves the building for the outdoors. The model 
allows up to ten room changes per day. The model is based on a 24-h day. The activity patterns 
(and most source usage patterns) in the model repeat from day to day. 

The model provides instantaneous exposure time plots and cumulative exposure time plots for 
individual activity patterns. The instantaneous exposure allows identification of high exposure 
situations and of the peak exposure. 

While the model was designed to allow assessment of impact of indoor air pollution sources 
and sinks and IAQ control options on individual exposure from specific activities, it can also be 
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FIG. 2--Instantaneous inhalation exposure to VOC from use of  aerosol spray producL 

used to help estimate population exposures if data on population activity patterns are available. 
The model can be run for each activity pattern and then the results can be weighted according to 
the population statistics. 

Model Verification 

The model predictions of concentration versus time have been compared to experimental data 
from the EPA IAQ test house. In all cases the agreement between predictions and experiment has 
been good. Predicted versus measured concentrations for many of these experiments are plotted in 
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FIG. 3--Cumulative inhalation exposure to VOC from use of aerosol spray producL 
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FIG. 4--Cumulative exposure to VOC from wood stain. 

500 

Fig. 1. Details of the comparisons between model predictions and indoor pollutant concentration 
are given by Sparks et al. [8,9]. 

Exposure Predictions 

The examples in this section demonstrate some of the model 's  capabilities. The first example is 
calculation of the exposure to an aerosol spray product. The activity patterns are for a person who 
uses the product in a bathroom for ten minutes, moves to the living room and then leaves the 
building after one hour; and for a person who does not enter the bathroom where the source was 
used, but stays in the building for 24 hours. This example is based on an aerosol spray experiment 
conducted in the EPA IAQ test house. The test house is divided into seven zones. Values of sink 
terms are ka = 0.1 m/h, ks = 0.008/h for carpet and 0.1/h for all other surfaces. The instantaneous 
and cumulative inhalation exposures for the two individuals are given in Figs. 2 and 3, respectively. 
Note that, while the initial instantaneous exposure for the person using the product is much higher 
than for the other person, the cumulative exposure for the person using the product is less. How- 
ever, the exposure for the person using the product may be somewhat underestimated in this 
example. The local concentration near the person is somewhat higher for several minutes than the 
average room concentration. EXPOSURE can deal with this situation if a pseudo room with a 
volume of about 5 m 3 and an airflow rate between 30 m3/h with the rest of the room is defined. 
(This recommendation is based on preliminary experiments and detailed fluid flow modeling.) For 

TABLE 2--Emission rate factors for three sources. 

Total Emission, 
Source So, mg/mZ-h k, 1/h mg/mLh 

A 25 0.05 500 
B 100 0.l 1000 
C 8000 4.0 2000 
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FIG. 5--Emission rates for three products. 

the case shown in Fig. 2, the difference in exposures is not great because the volume of the 
bathroom is relatively small (20 m3). 

The second example shows the exposure due to wood stain, a "typical wet source." Because 
of adsorption and re-emission from sinks, the exposure lasts for a considerable time. The cumu- 
lative exposures for a person spending 24 h in the building and for a person spending 16 h in the 
building (starting 8 h after the stain is applied) are shown in Fig. 4 both with and without a sink. 
Note the major effect of the sink on the exposure of the person spending partial time in the building. 
The source term is given by Table 1. Sink terms are the same as those used in the aerosol spray 
example. 

The two examples model experiments conducted in the EPA test house. All model input is based 
on the conditions in the test house at the time of the experiments. The model predictions of 
concentration versus time for both cases are in excellent agreement with the test house data. 
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Importance of Scenario 

The importance of the scenario used to evaluate the impact of a given source on exposure can 
be demonstrated by looking at the impact of three sources on exposure. The source characteristics 
of the three sources are given in Table 2. The emission rate as a function of time for the three 
sources are shown in Fig. 5. Two activity patterns are analyzed: a person who spends 24 h/day in 
the building and a person who spends 9 h/day (from 8:00 am to 5:00 pm) in the building. Sink 
terms used in the model calculations are: ko = 0.1 m/h and sink ka = 0.008 m/h. 

The first scenario is for a ventilation rate of one air change per hour (ACH) and no sinks. The 
concentration time profiles for the three sources are given in Fig. 6, and the cumulative exposures 
as a function of time are given in Fig. 7. The calculations show that for this scenario, Source C 
has the greatest impact on peak concentration and thus on peak exposure and on cumulative 
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FIG. 9--Cumulative exposure to three products with sinks. 

exposure for a person spending 24 h/day in the building. On the other hand, for a person spending 
9 h/day in the building, Source C has the lowest impact. Also note that Source C has no impact 
on the building after about 48 h. Thus a person entering the building after 48 h would see no 
impact of Source C. 

The second scenario is for a ventilation rate of 1 ACH and typical sinks. The concentration time 
profiles for the three sources are given in Fig. 8, and the cumulative exposures as a function of 
time are given in Fig. 9. Note that the sinks have greatly extended the time that the sources impact 
on the IAQ in the building. This scenario has a major effect on the impact of Source C. The 
impact of Source C is extended from less than 48 h to over 200 h. Again, Source C is the most 
important source for a person spending 24 h in the building. Note that Source C also has significant 
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FIG. lO--ln-building concentrations of three products with 4 h of high ventilation followed by normal 
ventilation, with sinks. 
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FIG. 11--Cumulative exposure to three products with 4 h of high ventilation followed by normal ventilation, 
with sinks. 

impact on the person spending 9 h/day in the building. Contrast this with Scenario A where Source 
C had the lowest impact on the person spending 9 h/day in the building. 

A final scenario is for a 4-h period of ventilation at 6 ACH followed by ventilation at 1 ACH 
and typical sinks. This scenario represents using the sources in a well ventilated space. The results 
are shown in Figs. 10 and 11. Note that under this scenario Source C again has minimal impact 
on the exposure of the individual spending 9 h in the building. Also note that the impact of Source 
C on the person spending 24 h/day in the building has been significantly reduced. The impact of 
the other sources has been slightly reduced but no where near as much as the impact of Source 
C. This scenario demonstrates an important point "fas t  sources are easier to control than slow 
sources." (Fast sources are sources with k > 1.) 

C o n c l u s i o n s  

The model results shown in this paper show that the impact of indoor pollutant sources on 
pollutant concentrations and individual exposure is determined by the interactions of sources, sinks, 
building operation, and individual activity patterns. Failure to consider all of these factors can lead 
to wrong conclusions. The calculations for various scenarios show that the impact of a particular 
source on exposure depends on the scenario selected. It is possible to show the impacts of a 
particular source ranging from major to negligible simply by selecting the scenario used to evaluate 
the source. If sources are to be evaluated based on their impact on exposure, a set of standard and 
realistic scenarios should be developed to allow comparison of the sources under equal conditions. 
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ABSTRACT: This paper reports on a demonstration study of the use of dispersion and exposure 
modeling to estimate carcinogenic risk to residents of the South Coast Air Quality Management 
District from benzene emitted into the atmosphere from outdoor sources. Exposures in indoor and 
outdoor environments are estimated throughout the basin. The distribution of individual risks across 
the population and among various population subgroups is assessed. The resulting expected excess 
lifetime cancer incidence is also evaluated. The fractions of overall risk attributable to various emis- 
sion source types are compared. The results show that the contribution to overall carcinogenic risk 
from outdoor benzene emissions is split approximately equally between mobile sources (such as 
vehicles) and small, dispersed sources (for example, gasoline stations). The contribution of industrial 
sources (such as, large stationary sources) is negligible in comparison. 

KEY WORDS: exposure, indoor, outdoor, toxics, benzene, modeling, Los Angeles, cancer risk 

This paper reports on a demonstration study of the use of dispersion and exposure modeling to 
estimate carcinogenic risk to residents of the South Coast Air Quality Management District 
(SCAQMD, that is, Los Angeles) from benzene emitted into the atmosphere from outdoor sources. 
Concentrations resulting from outdoor emissions are estimated for indoor and outdoor micro- 
environments. Total risk (that is, from all outdoor sources, contributing to indoor and outdoor 
exposures) is estimated, along with the incremental risk produced by various categories of emission 
sources and the incremental risk to various segments of the population, and these incremental risks 
are compared. Patterns of modeled ambient benzene concentration in the SCAQMD are also com- 
pared with measured concentrations as reported by the EPA's  TEAM study [1]. 

This study uses a computer model, the South Coast Risk and Exposure Assessment M o d e l - -  
version II (SCREAM-II) [2], developed by Systems Applications International under contract to 
the Planning Department of the SCAQMD. SCREAM-II model development was planned to ad- 
dress the entire District-wide problem of toxics planning anticipated under California's "Toxic 
Hot Spots"  program, authorized under California Assembly Bill 2588. In this program, estimates 
of incremental risk impact from individual toxic species emitted from individual industrial sources 
are aggregated along with estimates for other species and sources. "Hot  Spots," and the associated 
need for remedial action are identified from the net risk patterns. SCREAM-II can be used to 

ISenior scientists, Systems Applications International, 101 Lucas Valley Rd., San Rafael, CA 94903, 
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address risk ~ associated with multi-media exposure 3 from each of an inventory of sources or from 
source groups in aggregate; it can address area-wide community sources such as motor vehicles, 
etc.; it can be used to address risk to each of 12 age-occupation groups and/or to each geographic 
subregion or to populations or regions in aggregate. The model structure provides for aggregating 
the exposure of each population group at the concentrations of each of the indoor or outdoor micro- 
environments they find themselves in during the course of their characteristic daily activity; risk 
computations address respiration rates specific to each cohort in each activity in their daily pattern. 
The climatologic distribution of dispersion conditions (characterized by wind speed, direction, and 
intensity of turbulence) is defined and used for each hour-of-the-day to match the resolution of 
population activity. 

Emission estimates were taken from the district's inventory of toxic emissions; source categories 
in that inventory include industrial sources, motor vehicle sources, and commercial or residence- 
related sources. 

Approach 

Use of the SCREAM-II model for district-wide benzene emission control planning can provide 
the planner with data quantifying various aspects of exposure to and risk from airborne toxics. 
These aspects include the following: 

�9 The spatial distribution of ambient benzene concentrations and of carcinogenic hazard from 
benzene on a climatologic basis. This information helps the planner in setting priorities for 
risk education. It may also indicate where intergovemmental cooperation is necessary, if the 
ambient concentration at a given location is the result of emissions from a different political 
jurisdiction. 

�9 The fraction of community or individual benzene risk attributable to individual sources or to 
source types (for example, vehicles or industry). This measure is an indicator of the potential 
of available emission control measures to mitigate current risk levels. 

�9 The distribution of exposure and risk among people of different ages or occupations. This 
information may show the impact of different activity patterns on exposure (for example, 
extended time outdoors) or may highlight the exposure of groups that might be more sensitive 
to a given level of exposure (for example, children or retired people). 

�9 The frequency distribution of risk. This information addresses the issue of whether a few 
people assume most of the risk or whether many people share a lesser risk. 

Although the algorithms of the SCREAM-II model are general and much of the data needed to 
apply it to any region of the U.S. are publicly available from the U.S. Census Bureau, other needed 
data have been collected specifically for the SCAQMD. Thus, this demonstration application was 
carried out for the Los Angeles metropolitan region. The region's area and population (-12.5 MM, 
or about 5% of the national population) are large enough to represent a microcosm of the nation. 
Some aspects of the climate, housing, and habits of the area are certainly not typical of all other 
urban areas. They do, however, represent fairy well the major, urban, warm climate, high growth 
areas of the country. 

~'he model can also be used to address multi-media exposures, but exposures by other than inhalation were 
judged not to be important for benzene-related risk. 

3Exposures by other than inhalation depend on aerosol or gas deposition onto water or soil surfaces. No 
such deposition was estimated for benzene. 
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Benzene was chosen as the toxicant to study because of its significance to urban community 
risk. Benzene is used in large quantities and has a significant risk factor (carcinogenic potency). 
Further, the emissions inventory could be expected to be better for this species because it is handled 
in bulk, is a fraction of commonly used organic mixtures at known fractional concentrations and 
has been subject to considerable attention, along with other VOCs because of the significance of 
VOCs for the formation of ozone (especially in the chosen study area). 

With these perspectives in mind, the required data were assembled, and the SCREAM-II model 
was exercised. Summary results of the model runs were evaluated, and compared with exposure 
concentrations measured and reported on in the EPA's TEAM study in Los Angeles. 

Model Description 

The model used in this study, SCREAM-II, consists of an air dispersion and deposition module 
(adapted from SCREAM-I, developed earlier for the SCAQMD), an inhalation exposure and risk 
module that also includes an indoor air model, the Indoor Air Quality Model (IAQM) [3,4] and a 
multipathway exposure and risk module. The model includes a deposition algorithm for solid or 
liquid aerosols or reactive gases. This capability allows analysis of exposure through ingestion of 
contaminated soil, water, crops, livestock, or breast milk. The multipathway exposure and risk 
module was not used in this application. Benzene is gaseous and gas-phase deposition to biotic, 
soil or water surfaces was judged to be not important; consequently, these portions of the model 
were not exercised. Component modules that were used are described as follows. 

Air Dispersion Modeling 

The SCREAM-II model incorporates modules to address exposure problems from outdoor emis- 
sion sources, through transport and dispersion (including multi-media, when appropriate), and on 
to exposure and risk calculation. Through its modular structure, SCREAM-II can be exercised for 
this entire process, or it may be exercised for exposure calculations only, with concentration pattern 
inputs generated by any other dispersion model. 

Point Sources--Two modes of air dispersion modeling are included in SCREAM-II. In the first 
mode SCREAM-II includes a standard gaussian dispersion plume model for point sources. Building 
wake effects and fugitive or other area sources are treated with the same gaussian plume algorithm 
with "virtual source" adjustment of the source locations. The virtual source approach is similar 
to, but less detailed than, the approach in the EPA's Industrial Source Complex--Long Term 
(ISCLT) model [5]. 

For each of the point sources included in the simulation, SCREAM-II produces an estimated air 
concentration at the centroid of each U.S. Census Tract (CT) 4 in the modeling region. Diurnal 
variations in dispersion are addressed because correlations between the atmosphere's dispersive 
effectiveness and the exposure of people through their daily activity are expected. For example, 
people are more likely to be indoors and inactive (asleep) at night, when the atmosphere in the 
Los Angeles basin is the most stable (low turbulence) and most often exhibits easterly winds. In 
the daytime, when people are more likely to be outdoors, active, and away from their homes, winds 
and turbulence tend to be stronger, and winds tend to be from a westerly direction. 

~SCREAM-1I can operate on various levels of spatial resolution including individual city block, U.S. Census 
Block Group, U.S. Census Tract, place (that is, town), or county. It was operated at the Census Tract level 
for this study to demonstrate spatial resolution without undue computational effort. 
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To compute diurnally varying exposures, the inhalation exposure module requires that hourly 
spatial concentration patterns be supplied as input. Computation of exposures for all 8760 h in 
just one simulation year, for many chemicals, and for many different sources would be very 
computer intensive. Moreover, for long-term chronic effects (for example, cancer) the goal is to 
represent the average diurnal patterns of dispersion during a period much longer than a year in 
order to estimate long-term average exposure concentrations. 

To reduce computing requirements of calculating diurnally varying exposures, a climatologic 
modeling approach is used. As with other climatologic models (for example, the EPA's ISCLT) 
the dispersion module is supplied with a STability ARray (STAR) joint probability matrix. A 
STAR matrix describes the joint frequency distribution of hourly meteorological measurements 
sorted into classes, or "bins," by wind speed, wind direction, and atmospheric stability. The long- 
term concentration is calculated by simulating the average concentration for each meteorological 
bin and surmrfing the averages across bins, weighting each by its frequency of occurrence. 

By normal convention, a single STAR matrix is prepared for the entire simulation period, usually 
one or more years. In SCREAM-II a separate STAR matrix is used for each of the 24 hours in 
the day. For example, there is a STAR matrix for the time period from 8 a.m. to 9 a.m., reflecting 
the relative long-term frequency of each meteorological condition for that time of day. This was 
done by processing meteorological data, separated by hour of the day, for each of 30 SCAQMD 
stations with the same EPA processor used to create STAR matrices for ISCLT and other clima- 
tological dispersion models. The hourly STAR files are incorporated in SCREAM-H; data from 
the nearest site are accessed for the processing of each source. 

Using the hourly STAR matrices, the SCREAM-II dispersion module is run for each hour 
separately, estimating long-term average air toxic concentrations. ~ These concentrations may be 
thought of as expected long-term averages for each hour of the day. For this study, 24 hourly 
expected concentrations were calculated at the centroid of each CT in the SCAQMD. 

Community (Area) Sources--The second mode of dispersion modeling is used for addressing 
community-wide area sources. These would include motor vehicle traffic emissions or other 
activities that lead to a large number of small, widely distributed sources that cannot, practically, 
be individually defined. Examples include the home use of organic solvents, cleaners, or coat- 
ings; pesticide applications, and commercial operations such as dry cleaning plants or gasoline 
stations. 

Dispersion from community sources involves modeling the source distribution and modeling the 
dispersive dilution itself. These processes are carried out on a user-specific modeling grid. Several 
options are available for modeling the source distribution so as to cover the most important types 
of community sources. (}ridded motor vehicle emissions are available in many districts for use in 
modeling pollutants subject to national ambient air quality standards, such as ozone. These may 
be entered directly rather than modeled. In the SCAQMD toxics inventory, benzene emissions 
from community home and commercial operations are entered in the form of population-based 
emission factors (number/person/year). These benzene factors were applied to gridded populations 
to produce gridded emissions for SCREAM-II. Other source types are treated differently. 

For widely distributed community sources, emission density gradients are assumed to be small; 
thus, dispersion is assumed to be dominated by vertical processes and by the mean transport wind 
past the ground level source areas. Concentrations at any point are thus proportional to the local 
grid emission density (g/m2ts) and inversely proportional to the subregional wind speed and mixing 
depth. This treatment is, effectively, "box model" dispersion adjusted for the local emission den- 

sSCREAM-II, like other gaussian climatological models such as EPA's ISCLT, computes ambient 1-h av- 
erage concentrations independently for each climatological condition. Thus, these models implicitly assume 
that the average concentration for the current hour at any receptor is a function only of current conditions, 
emissions, and source characteristics. 
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sity. The vertical dispersion constant used was based on that in the Gifford-Hanna urban regional 
box model [6]. Subregional wind data were from the 30 station data set supplied by SCAQMD 
and incorporated in a resident SCREAM-II file. 

Inhalation Exposure and Risk Modeling 

The 24 hourly concentrations for each CT centroid are supplied as input to the inhalation ex- 
posure module. This module, based on algorithms from a version of the EPA's NAAQS Exposure 
Model (NEM) coded by Systems Applications (NEM/SAI) [7], is used to calculate basinwide and 
subregional population inhalation exposures. In order to address exposures that occur indoors, 
where most people spend more than 80% of their time and where levels of outdoor-generated air 
pollution may be less than outdoors, SCREAM-II estimates indoor air concentrations resulting 
from outdoor sources with the Indoor Air Quality Model (IAQM). 

The overall approach to exposure assessment involves assigning members of population sub- 
groups to a geographic location (that is, residential or work exposure district) and microenviron- 
ment (for example, indoors in a weatherized office, outdoors near a roadway) for each hour/day/ 
season combination on the basis of a prototypical activity pattern. The benzene concentration in 
that location/microenvironment combination becomes the exposure concen~ation for that hour/day/ 
season combination. All such exposures are aggregated for each population subgroup to estimate 
a long-term average exposure concentration. The following section presents the details of the 
approach. 

Inhalation Exposure Module--Air toxics inhalation exposure is calculated by a module adapted 
from NEM/SAI urban-scale population exposure model. NEM/SAI takes into account mobility 
patterns, indoor-outdoor differences, and physical exercise levels. The inhalation exposure/risk 
module calculates exposures in each CT, aggregating reported exposure throughout the basin for 
36 subregions, or exposure districts. Exposures are estimated for up to 56 different population 
subgroups. The following basic age-occupation groups are considered. (The 56 subgroups are 
defined by dividing these groups according to variations of prototypical commute and indoor- 
outdoor work patterns.) 

Students 18 and over 
Managers and professionals 
Sales workers 
Clerical and kindred workers 
Craftsmen and kindred workers 
Farmers 
Operatives and laborers 
Service, military, and private household workers 
Housepersons 
Unemployed and retired persons 
Children under 5 
Children 5 to t7. 

At each hour, a prototypical activity pattern assigns a population subgroup to a geographical 
location (residential or work exposure district) and to one of six basic indoor or outdoor micro- 
environments (see Table 1) at one of three physical exercise levels: low, moderate, or heavy. 
Different population activity patterns are defined for weekdays, Saturdays, and Sundays. The pop- 
ulation activity database [8] is the same as that used by the EPA in previous ambient standards 
exposure analyses. 
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262 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

TABLE l--Correspondence between basic microenvironments and site- and time-specific 
microenvironments used in the SCREAM-H inhalation exposure module. 

Basic Microenvironment Corresponding Site- and Time-Specific Microenvironments 

Indoors at work Office with typical heating, ventilation, and air conditioning 
(HVAC) system (built before 1976, that is, not weatherized) 

Office with typical energy-efficient HVAC system (built after 
1976, i.e., weatherized) 

School (not weatherized) 
School (weatherized) 
Home (not weatherized), with closed windows 
Home (weatherized), with closed windows 
Home with windows open 
Home with central air conditioning operating 
Same (not subdivided) 
Same (not subdivided) 
Same (not subdivided) 

Indoors at school 

Other indoors 

Inside a transportation vehicle 
Outdoors, near a roadway 
Outdoors, other 

In order to address the variations in geographic location, the 56 subgroups are further divided 
into cohorts. A cohort is an age-occupation subgroup that has the same combination of work and 
residential exposure districts. For example, outdoor construction workers who lived in exposure 
District 4 and worked in exposure District 9 would form one cohort, while outdoor construction 
workers who lived in District 9 and worked in District 4 would constitute another cohort. Popu- 
lation subgroup and transportation data projections were obtained from the South Coast Association 
of Governments (SCAG) [9]. 

The six basic microenvironments map into eleven site- and time-specific categories as shown in 
Table 1. 

Weatherization is an important determinant of the rate at which outdoor air leaks into the indoor 
environment, and therefore, the resulting indoor concentration of outdoor-generated pollutants. 
Recent changes in building codes have increased the degree of weatherization in newer buildings. 
In addition, utility-sponsored retrofit programs have led to higher levels of weatherization in some 
older buildings. The number of homes, offices, and schools of each type is estimated for each 
exposure district based on statistics and year-specific projections from the California Energy Com- 
mission. In addition, the configuration of the home microenvironments (for example, central air 
conditioner operating or windows open) is varied, as appropriate, according to time of day and 
season of the year. 

The indoor microenvironments represent building configurations that are present in different 
fractions in the building stock in different study areas (for example, there are regional differences 
in the percentage of buildings that are air conditioned), season (for example, windows closed in 
the winter, air conditioners operating in the summer, etc.), and time of day (for example, windows 

TABLE 2--Estimates of benzene emissions in the South Coast Air 
Quality Management District. Source: Planning Department, 

SCAQMD [10], 

Total Emissions 
Source Type Proportionality Factor (metric tons/year) 

Point - -  109 
Area 0.611 kg/persordyear 7182 
Mobile 0.034 kg/kg ROG 6273 
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264 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

FIG. 1--Mean exposure concentrations from benzene emissions in the SCAQMD. 

open during the day, windows closed at night, etc.). Such differences are accounted for in the 
inhalation exposure module by simulating air quality levels in each microenvironment and com- 
bining them with appropriate weighting factors to reflect daily and seasonal changes in building 
configuration. 

Indoor Air Quality Submodule--indoor pollutant concentrations are calculated in the inhalation 
exposure module by the IAQM submodule, an explicit indoor air quality model. IAQM simulates 
indoor air quality by means of a dynamic mass balance equation, with a building represented as 
a single compartment, a standard and satisfactory assumption for most applications, including 
SCREAM-II. Outdoor air is permitted to leak into and out of the building, with indoor recirculation 
and makeup air supplied as appropriate through a heating, ventilation, and air conditioning (HVAC) 
system, if present, whose design parameters are chosen as representative of the desired building 
stock. Filtration systems are permitted on both the makeup and recirculation portions of the HVAC 
system. Indoor sources are not addressed in this application. 

Pollutant loss indoors is simulated in terms of adsorption onto surfaces or deposition due to 
settling, with reactivity or deposition rates dependent on the pollutant. Such reactivities or depo- 
sition rates are taken from published experimental data. Because benzene has a relatively low 
surface reactivity it was considered inert for this application. 

Carcinogenic Risk Estimates--In addition to exposure concentrations, SCREAM-II estimates the 
individual excess 6 cancer risks resulting from exposure on the basis of unit risk factors (URF). A 
URF is defined as the probability of an individual developing cancer as a result of continuous 

6The term "excess" is used to denote the risk, or probability, of an individual contracting cancer, over and 
above background cancer risk. 
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FIG. 2--Expected cancer incidence in the SCAQMD from benzene emissions, by source type and age- 
occupation group. 

exposure to an airborne pollutant at a concentration of 1 ixg/m s over a 70-year lifetime. The risk 
from exposure at any other concentration level is assumed to be proportional to that concentration. 
Thus, the individual risk, or probability, of developing cancer as a result of pollutant exposure 
over a 70-year period is calculated as the product of the average exposure concentration (izg/m 3) 
and the unit risk factor for the pollutant of interest ([~g/m 3] l). The unit risk factors assumed for 
benzene in this study is 5.3 • 10 -5 per ixg/m 3 per 70-year life. 

SCREAM-II also reports the number of people exposed to individual risks exceeding a series 
of threshold levels along with the associated excess cancer incidence (cases), assuming a 70-year 
exposure. The excess cancer incidence is the number of excess cancer cases expected to occur as 
a result of 70 years of exposure, with emission rates, population levels, and population distribution 
held at current values. The excess cancer incidence is a function of both the individual excess 
risks and the size of the exposed population. Thus an area with a low average individual excess 
risk and a large population may have the same predicted number of excess cancer cases as an area 
with a higher average individual excess risk but a smaller population. 

The excess lifetime cancer incidence is the expected number of cancer cases resulting from the 
exposure conditions delineated. The expected value of a random variable, a well known concept 
from probability theory, is the average value anticipated over a large number  of realizations of the 
variable. It is calculated as the weighted sum of all possible values of the variable where a weight 
is the probability of a specific value being realized. 

In this case, for each individual the possible values for cancer cases are assumed to be 0 and 1 
(that is multiple cases in the same individual from exposure to a single pollutant are not consid- 
ered). The probability of a cancer case is estimated as the individual risk (IR), discussed above. 
Therefore, the expected number of cancer cases for an individual from exposure to a particular 
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266 MODELING OF INDOOR AIR QUALITY AND EXPOSURE 

FIG. 3--Expected cancer incidence in the SCAQMD from benzene emissions, by age-occupation group and 
source type. 

pollutant is calculated as: 

E = (0 cancer cases * [1. - IR]) + (1 cancer case * IR) 

or E = IR. 

Assuming that the probabilities of contracting cancer due to exposure to pollutants are independent 
among individuals, the total expected number of cancer cases for all individuals may be calculated 
as: 

T = Z Ei~v 
individuals 

or T = Z 1Rindiv. 
individuals 

Model Input Data 

Benzene emissions data were supplied by the South Coast Air Quality Management District. All 
estimates are based on pre-1978 data [10]. Three types of sources were included: 

�9 relatively large stationary or "po in t "  sources, 
�9 relatively small, widely dispersed stationary or " a r e a "  sources, such as gasoline service sta- 

tions; and 
�9 mobile sources. 
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FIG. 4--Maximum lifetime risk to individual in the SCAQMD from benzene emissions. 

Emissions from stationary sources were self-reported estimates. Benzene emissions from area 
sources were assumed to be proportional to population density with an identical geographic dis- 
tribution. Mobile source emissions of benzene were assumed to be proportional to total reactive 
organic gas (ROG) emissions from mobil sources. Table 2 shows the proportionality factors and 
total benzene emissions from each source type. 

Data on population composition by age-occupation group and their geographical distribution 
were obtained from the South Coast Association of Governments. They are projections for 1990 
made prior to that year. 

Other data inputs to the inhalation exposure model, such as the prototypical population activity 
patterns, population mobility data, and building stock (for example, fraction with enhanced weath- 
erization) are discussed above. 

Results 

Table 3 and Figs. 2 to 5 summarize the modeling results. The lower right-hand section of Table 
3 shows that the overall Mean Exposure Concentration for all population groups from all three 
types of outdoor sources is approximately 12 ixg/m a, with a range of approximately 20%, from 11 
to 13 ixg/m 3 among population groups. The differences among population groups reflect differences 
in the make-up of the population at different geographic sites and differences in the prototypical 
activity patterns between groups, particularly with respect to time spent indoors. The contribution 
from each source type is shown also in Fig. 1. This shows that the contribution from industrial 
sources is essentially negligible, while the contributions from vehicles and community sources (for 
example, gasoline stations) are roughly equal. All concentrations are approximately proportional 
to the overall emissions (Table 2) from each source type. 
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FIG. 5--Cumulative frequency distribution of modeling results compared with measurements. 

Table 3 (upper right) and Fig. 2 summarize the Maximum Individual Lifetime Risk. They show 
a range from approximately 1750 to 1900 per million for the various population groups. The values 
of Maximum Individual Lifetime Risk for the various source types indicate that mobile sources 
generate the highest maximum risks, even though the overall emissions (Table 2) and Mean Ex- 
posure Concentrations from these sources are smaller than from area sources. This suggests that 
the geographical distribution of these emissions are less uniform than for area sources. 

The lower left-hand section of Table 3 shows the number of people subject to exposure 
concentrations exceeding 0.1 • l0 -6 ~g/m 3 of benzene from the three source types. The total, 
12 400 000, includes the entire population of the SoCAB. Nearly all these people are exposed 
above that threshold from either vehicles or community sources alone. However, only 4 500 000, 
or less than 40% of the population is subject to that risk level as a result of point source emissions 
alone. 

Table 3 (upper left-hand section) shows the estimate of Excess 70 Year Cancer Incidence that 
would result from benzene emissions at the rates estimated by SCAQMD for each source type. 
These results are also presented in Figs. 3 and 4 (same results, but the variables are interchanged). 
The overall expected Excess 70 Year Cancer Incidence is approximately 7800 cases or about 110 
cases per year of emissions. As in the case of the Mean Exposure Concentration, the contributions 
from the community and mobile sources appear to be approximately proportional to their overall 
emissions. The variation of incidence among population groups reflects both differences in the 
Mean Exposure Concentrations for the groups, shown in Table 3, and the different sizes of the 
population groups. 
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Comparison with TEAM Measurements--The EPA's TEAM study involved monitoring 19 or- 
ganic compounds, including benzene, during two test periods in 1984 in several Los Angeles area 
neighborhoods. Measurements were taken with devices strapped to many dozen participating sub- 
jects (117 in February of which 52 repeated in May). Readings were taken to quantify 12 h, night 
and day, integrated exposures of each subject through their daily activity. Measurements were also 
taken at fixed outdoor sites outside the subject's residences. Subjects were chosen in the South 
Bay area of the Los Angeles metropolitan region, inland of Santa Monica Bay, roughly from El 
Segundo to Redondo Beach and inland to Carson and portions of the City of Los Angeles. They 
were judged to represent the expected exposures to Census Tracts with about one-third of a million 
residents in the studied neighborhoods (360 000 in February 1984 and 330 000 in May 1984). 

Because of the climatologic setting of Los/~mgeles, no set of neighborhoods is fully represen- 
tative of the entire region; nevertheless, the sampled population and region are impressively large. 
Also, any limited period of record cannot fully define a long-term (lifetime) risk, and the TEA.aM 
report suggests that dispersion conditions were not typical through the study periods. In fact, it is 
suggested that the dispersion conditions may bound the range of expectations. In particular, the 
February study period was thought to have been characterized by particularly strong night time 
inversions, producing uncharacteristically high concentrations. 

Although this study addresses exposures in indoor and outdoor microenvironments, only outside 
sources are in the SCAQMD inventory. Therefore, the best comparison of present study with 
TEAM study results is for outdoor TEAM measurements. A comparison is made in Fig. 5 in terms 
of cumulative frequency distributions from the present study and from the TEAM study. The 
distribution from the present study consists of the concentrations computed for each of the CT's 
in the SCAQMD. The distribution from the TEAM study consists of all of the outdoor (fixed site) 
measurements in the more limited South Bay study area. Figure 5 shows that model results fall 
between the TEAM results for the two study periods. SCREAM-II results average about 50% 
lower than the maximum (winter) TEAM observations, thus giving some confidence that 
SCREAM-II dispersion algorithms and the SCAQMD benzene inventory are within reasonable 
bounds. 

Future Directions 

In order to estimate the relative contribution of indoor sources to benzene exposure and risk in 
the South Coast Air Basin with SCREAM-II, the contribution to indoor concentrations from indoor 
sources may be included in the input to the IAQM submodule of the inhalation exposure module. 
Indoor source concentration contributions may be varied by indoor microenvironment type in the 
model (for example, home with air conditioner running, home with windows open). Current studies 
at EPA mad other laboratories are developing emission estimates for many indoor materials and 
operations. These data will provide needed input for future modeled estimates of exposures and 
risk. 

In this study we have demonstrated a tool for estimating and comparing benzene population 
exposure and carcinogenic risk from various types of outdoor sources and among various popu- 
lation groups, including exposures that occur in the indoor environment. Additional information 
on exposure and risk from indoor sources would be valuable in the air quality planning process 
in setting priorities for emission control measures. 
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ABSTRACT: A user-friendly computer model is being developed to estimate the distribution of 
Californians' indoor exposures to various pollutants. The model will be capable of operating at three 
levels. Level 1 will sum estimated inhalation exposures across multiple indoor locations to ultimately 
yield a population distribution of "total indoor air" exposures, that is, the portion of total (24-h) 
exposure associated with time spent indoors. Level 2 will link randomly selected location/activity 
profiles, collected in several California surveys, with measured or modeled concentration distribu- 
tions, resulting in estimated exposure distributions for specific indoor locations such as residential 
environments. For each sampled location/activity profile, both time-integrated inhalation exposure 
and potential inhaled dose will be estimated. Level 3 will estimate concentration distributions for 
pollutants in locations for which measured concentrations are not available, based on the principle 
of conservation of mass. All information required for a model run will be supplied through a user 
interface. Options will be provided to save files relating to choices and inputs for a given run, so 
that all or selected parts of a run can be replicated. Providing this capability within Level 3 of the 
model will allow the user to make a series of related runs aimed at assessing the impact of one or 
more potential mitigation strategies. 

KEY WORDS: indoor air quality, inhalation exposure, population activity patterns, mass balance, 
Monte Carlo simulation, computer modeling 

Assessment of human exposure to toxic air pollutants in indoor environments is of interest to a 
number of regulator agencies, particularly because: (1) many individuals spend a significant ma- 
jority of their time indoors, and (2) indoor concentrations are generally higher than those outdoors 
for many pollutants. To fully consider indoor exposures in assessing associated health risks, esti- 
mates are needed of both average and high-range indoor exposures for the entire population who 
may be exposed, as well as subgroups of that population such as sensitive individuals. 

Assessment of indoor exposures can be complicated because of the considerable variety in: 
(1) building types and construction characteristics, (2) indoor emission sources such as interior 
construction materials, furnishings, appliances, and consumer products, and (3) occupant activities 
including: movement  patterns, uses of various types of sources, operation of space-conditioning 
equipment, and opening or closing of doors and windows. The most direct means of quantifying 
population exposures to indoor air pollutants is through field monitoring surveys, but this method 
of generating an exposure distribution is expensive given the lengthy list of pollutants to be as- 
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sessed. An alternative to collecting large amounts of new field monitoring data is to use the limited 
indoor concentration data, together with information such as location/activity profiles, indoor- 
source emissions, and housing characteristics as a basis for modeling the population's exposure 
distribution. 

A number of models have been developed to estimate indoor concentrations or exposure distri- 
butions for specific pollutants or under a limited set of conditions. Certain "physical-stochastic" 
models can generate population exposure distributions by utilizing Monte Carlo techniques to 
simulate human behavior and time-varying pollutant concentrations in specific types of locations 
(for example, residence, workplace, in transit, and outdoors). For example, the NAAQS Exposure 
Model (NEM) [1] was developed to estimate and analyze population exposures under current or 
proposed ambient air quality standards. Consequently, this model is driven primarily by ambient 
concentration data and relies on relatively simple empirical adjustment factors to treat indoor and 
in-transit environments. Models that have been developed to explicitly treat indoor environments 
(for example, CONTAM [2], INDOOR [3], IAQPC [4], and MCCEM [5]) generally rely on the 
principle of conservation of mass [6] to address factors such as indoor emissions, indoor volumes, 
airflows between indoors and outdoors and among different zones within a building, and chemical/ 
physical decay or other removal processes. Because these models were intended to predict time- 
varying indoor concentrations for specific situations, using them to develop indoor concentration 
or exposure distributions for a variety of situations for the general population would be quite 
tedious. A macromodel [7] has been developed to estimate indoor concentration distributions across 
a variety of residences, but this model is currently restricted to combustion pollutants and steady- 
state assumptions in predicting average indoor concentrations over a one-week time interval. 

None of the existing models are able to estimate indoor exposure distributions for a variety of 
pollutants for California residents. Consequently, a new model is being developed that can be 
flexible in utilizing various types of inputs (for example, location/activity patterns, indoor concen- 
trations, and source emissions) to construct indoor exposure distributions from the best available 
data for each contaminant to be assessed. The model is currently in the developmental stage. This 
paper provides an overview of the model structure and describes its key components and features. 

Model Overview 

For a given model run, the user will be able to apply the model at one of three levels: 

�9 Level 1--Aggregating indoor exposure distributions across environments, or 
�9 Level 2--Combining indoor-air concentration distributions with location/activity profiles to 

produce exposure distributions for different types of indoor environments, or 
�9 Level 3--Estimating indoor-air concentration distributions for different environments based 

on the principle of conservation of mass. 

The relationships among these three levels are shown in Fig. 1. Level 1 of the model uses 
environment-specific exposure estimates from Level 2 as the primary inputs. Level 2 uses measured 
indoor concentration distributions or modeled distributions output from Level 3, together with 
location/activity patterns, to calculate exposure distributions for various types of environments or 
locations. Level 3 uses available data on indoor source emissions, air exchange rates, outdoor 
concentrations, removal factors, and so forth to estimate indoor concentrations when measured 
concentration data are not available. 

The model is structured to provide estimates across major indoor environments including: homes, 
offices, schools, enclosed transit, public-access buildings, and restaurants or lounges. Initial em- 
phasis in model development is being placed on the residential environment, due to greater avail- 
ability of supporting data on measured concentrations and mass-balance parameters and the fact 
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FIG. 1--Overview of  model levels and their relationships. 

TABLE 1--Candidate contaminants for  model development and associated indoor sources. 

Category/Contaminants Examples of Indoor Sources 

Volatile Organic Compounds 
Formaidehyde 

Benzene 

Chlorinated hydrocarbons 
(trichloroethylene, 
perchloroethylene, 
chloroform) 

Polynuclear Aromatic Compounds 
Benzo[a]pyrene 

Inorganic Gases 
Carbon monoxide 
Nitrogen dioxide 

Particulate Matter 
PMlo 

pressed-wood products containing ureaformaldehyde (UF) 
resins, upholstered furniture/draperies with UF resin 
permanent-press finishes, new apparel, UF foam 
insulation, smoke from tobacco products, unvented 
combustion appliances 

unvented gas appliances, fireplaces or wood stoves, 
gasoline fumes, cleaning solvents, paints, smoke from 
tobacco products, kerosene heaters 

dry-cleaned clothing, chlorinated water supply, various 
types of consumer products (for example, water 
repellents, fabric finishes, spot removers, liquid/aerosol 
cleaners) 

fireplaces or wood stoves, smoke from tobacco products, 
cooking 

unvented gas appliances, leakage from vented 
combustion appliances, smoke from tobacco products, 
vehicle emissions from attached/underground garages, 
kerosene heaters 

smoke from tobacco products, fireplaces, or wood stoves, 
hobbies/crafts, animals, resuspension due to 
vacuuming, dusting, or sweeping 
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that this is the single indoor environment where most people spend the greatest fraction of their 
time. Future efforts most likely will address office environments, enclosed in-transit environments, 
and public-access buildings as data become available for those environments. 

The initial set of contaminants to be considered in developing the model is listed in Table 1, 
together with examples of major indoor sources for each. Although limited in number, these con- 
taminants cover the major classes of indoor pollutants, including volatile organic compounds 
(forntaldehyde, benzene, and chlorinated hydrocarbons), polynuclear aromatic compounds 
(benzo[a]pyrene), inorganic gases (carbon monoxide and nitrogen dioxide), and particulate matter 
(inhalable particles, or PM10). 

Level 1: Aggregation Across Locations 

The role of Level 1 of the model is relatively straightforward: to sum exposures across locations 
to ultimately yield a population distribution of "total indoor air" exposures, that is, the portion 
of total (24-h) exposure associated with time spent indoors. The outputs from this level of the 
model will have increasing completeness and validity as sufficient data become available for dif- 
ferent types of environments. The model will allow users to save and repeatedly access the same 
random-number seed when selecting activity profiles to be combined with environment-specific 
concentration data within Level 2 of the model. In this way, environment-specific exposures can 
be aggregated within Level t across a common set of activity profiles. 

Outputs from Level 1 of the model will include graphs of the histogram and cumulative fre- 
quency distribution for total indoor-air exposure as well as summary statistics such as arithmetic 
mean, standard deviation and percentiles for the cumulative frequency distribution. At the user's 
option, the exposure calculations associated with each location/activity profile can be saved in a 
data file for analysis in greater detail outside the model. Random-number seeds also will be shown 
in the outputs so that the user has the ability to replicate a given model run if desired. By running 
Level 1 repeatedly with different random-number seeds, the user also will be able to empirically 
examine the statistical stability of estimates such as the 95th percentile of the exposure distribution. 

Level 2: Combining Concentration Distributions and Location/Activity Profiles 

The role of Level 2 of the model is to combine randomly selected location/activity profiles with 
measured or modeled concentration distributions, resulting in estimated population exposure dis- 
tributions for specific types of indoor locations such as residential environments. For each sampled 
location/activity profile, the model will estimate both inhalation exposure (that is, the time-inte- 
grated concentration encountered while in an environment) and potential inhaled dose (that is, the 
product of average concentration, time spent in the environment, and amount of air inhaled per 
unit time while in the environment). The average breathing rate while in the environment will be 
assigned based on activity codes in each location/activity profile; the assignment will be conditional 
on the individual's age and sex (adult males, adult females, and children). 

Through a Monte Carlo simulation whereby a number of location/activity profiles are sampled 
and combined with location-specific concentration data and activity-specific breathing rates, the 
model will estimate a distribution of population exposures and potential inhaled doses. Location- 
specific concentration data, derived from prior monitoring surveys or estimated through Level 3 
of the model, may be available for averaging times such as 1, 8, 12, or 24 h; the location/activity 
profiles available through the model will be summarized for compatibility with these averaging 
times. The user will be allowed to model a number of environments simultaneously at this level 
of model operation. 

Location/activity profiles to be combined with concentration distributions will be derived from 
California surveys of (1) adults and adolescents and (2) children under the age of 12 years. A total 
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of 1762 profiles are available from the adult/adolescent survey and 1200 profiles are available from 
the survey of children. The survey methods, that involved three geographic strata (the southern 
coastal area, the San Francisco Bay area, and the remainder of the state) and a 24-h recall diary 
administered to randomly selected households and household members, have been described in 
greater detail elsewhere [8,9]. It will be possible to add additional profiles for sensitive subgroups 
of the population such as asthmatics, provided that the data are summarized in a format compatible 
with those from the previous California surveys. 

For the currently available location/activity profiles, the user will have the ability to select 
population subgroups based on criteria such as geographic region, urban/suburban/rural residence, 
county of residence, season or weekday/weekend when the profile was recorded, and age, gender, 
income level, education status, or employment status of the respondent. At this point in the user 
interface, the model will determine the number of available location/activity profiles, display this 
number, and issue a warning message if the requested number of simulation trials exceeds the 
number of available profiles. 

For the California location/activity surveys, weighting factors have been developed to compen- 
sate for uneven sampling of days of the week, seasons of the year, and regions of the state in 
addition to adjustments related to the number of telephones and eligible respondents in the house- 
hold. It is currently envisioned that the location/activity profiles will be sampled with equal selec- 
tion probabilities and that the weights will be reflected in the graphical and statistical outputs. The 
detailed output files containing indoor-exposure or inhaled-dose information for each sampled 
profile will also contain the weights for use in any further analysis outside the model. Users will 
have the ability to control the random-number seed for sampling from location/activity profiles 
and concentration distributions, so that the simulation can be repeated with identical or revised 
inputs. 

Level 3: Estimation of Concentrations from Mass-Balance Equations 

The role of Level 3 of the model is to estimate concentration distributions for pollutants in 
environments for which measured concentrations are not available. Based on the principle of con- 
servation of mass within an indoor environment, the indoor concentration is increased by emissions 
from indoor sources and by infiltration of outdoor air, and is decreased by exfiltration of indoor 
air or by processes such as decay, deposition, chemical transformation, or filtration. The basic 
equation, or series of compound-specific equations, from which Level 3 of the model will operate 
can be generally expressed as follows [6,7] 

dCi S 
- ( P ' a "  Co) + - . -  (a" C~)-  (k" C~) (1) 

dt V 

where 

P = penetration factor, or fraction of the outdoor contaminant concentration that moves through 
the building shell to the indoors without interception; 

a = indoor-outdoor air exchange rate (l/h, or air changes per h); 
C = outdoor concentration (txg/m3), 
S = indoor-source emission rate (p~g/h), that may result from more than one indoor source; 
V = indoor volume (m3), 

Ci = indoor concentration (p~g/m3), and 
k = rate (I/h) associated with removal processes other than air exchange. 
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FIG. 2 Emissions flowchart for frequent source with constant emission rate (for example, gas range, 
cigarette). 

It is desirable that the model provide reasonably accurate results without being overly complex, 
so that sufficient input data can be located to implement the model. Consequently, a single-chamber 
dynamic model is initially planned, even though such a model will have some limitations, such as 
inability to reproduce spatial concentration gradients that may exist within a building. General 
approaches for dealing with various terms of Level 3 of the model are discussed below. 

Most of the data on air exchange rates that could be used for the model are averages over a 
period of several days or longer for residential environments. The air-exchange measurements were 
performed with perfluorocarbon tracers [10] as part of the design for field monitoring studies in 
California intended to characterize pollutant concentrations or exposure distributions [11,12] or 
residential energy consumption [13,14]. The majority of these data are for the southern-coastal 
area of the state, but several ongoing studies sponsored by the California Air Resources Board 
(ARB) will provide information for other areas in the near future. Information related to residential 
volumes has been collected by agencies such as the U.S. Department of Energy and the California 
Energy Commission, in addition to field studies with air-exchange measurements. Outdoor con- 
centration data are available through networks of ambient monitoring sites established by the ARB 
for criteria pollutants or air toxics. 

The source term in the above equation is more properly expressed as a summation of various 
types of sources. For combustion pollutants, for example, the sources would include gas range/ 
oven pilot lights, use of a gas range for cooking or misuse for heating, unvented space heaters, 
and smoking of tobacco products. For most air toxics, the emissions result from indoor materials 
or fumishings, occupant use of consumer products, and public water supplies. These types of 
sources emit pollutants either continuously or intermittently, and associated emission rates can be 
nearly constant over time or can decline exponentially when the source is active. 

Depending on the specific type of source, parameters such as frequency, duration, time of use, 
age and load factor of the source, and initial emission rate and time-related decline in the emission 
rate may enter into the source-related calculations. Illustrative flowcharts for sampling these par- 
ameters to determine emission rates and durations are given in Figs. 2 through 4 for sources defined 
according to (1) frequency of use and (2) constant versus declining rate of emitting pollutants. For 
example, for a frequent source such as a gas range that has a (nearly) constant emission rate when 
in use, the model will sample whether or not the source is present and, if  so, the emission rate, 
the number of usage episodes on a given day, and the start time and duration for each episode 
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N (rate - O) 

FIG. 3--Emissions flowchart for  episodic source with declining emission rate (for example, latex paint, dry- 
cleaned clothes). 

(Fig. 2). The inputs for these factors will be in the form of parameters describing a probability 
density function (PDF), such as mean and standard deviation for a normal distribution, or an 
empirical cumulative distribution function (ECDF), in the form of values associated with selected 
percentiles of the cumulative frequency distribution. 

Some of the candidate compounds for the model are inert, whereas others, such as nitrogen 
dioxide and many of the VOCs, can be chemically reactive. For reactive species, a commonly used 
modeling approach is to specify a first order rate constant that represents the product of deposition 
velocity times surface area of contact. Reactivity rates for some compounds have been summarized 
by Nazaroff and Cass [15]. General terms for particle losses due to deposition can be specified in 
a similar manner [151. Additional terms (that is, airflow rates and removal efficiencies) can be 
added for particles to account for removal through air-cleaning devices or through filters in heating, 
ventilating, and air-conditioning (HVAC) systems. Considerations for future enhancements to the 
model include (1) resuspension of deposited particles due to cleaning activities or movement of 

N (rete - 0) 

Longer than X days 
(rate - 0) 

Hourly Emission 
Rates 

Shorter than X days 

FIG. 4--Emissions flowchart for  constant source with declining emission rate (for example, construction 
material). 
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people and (2) re-emission of reactive gases from material sinks. Models for reversible sinks have 
been postulated [17], but the information needed to support such models is currently lacking in 
most instances. 

Current Status and Future Plans 

An overall conceptual framework for the model has been developed, together with some of the 
supporting computer code (Microsoft QuickBASIC). Specifications for model outputs are being 
finalized and several methodological issues remain to be resolved. All information (for example, 
choice of compound, environment(s) and population subgroup, data files, and parameters describing 
distributions of input parameters) required for a model run will be supplied through a user interface. 
Options will be provided to save files related to substantive subsets of information (for example, 
population subgroup selections, breathing rates, concentration distributions, or mass-balance par- 
ameters). Through these files, it will be possible to call upon prior choices or previously developed 
information as defaults for subsequent model runs, so that all or selected parts of a run can be 
repeated. Providing this capability within Level 3 of the model will allow the user to make a series 
of related runs aimed at assessing the impact of one or more potential mitigation strategies. 

An initial prototype of the model (Levels 1 and 2) was delivered in late 1992. The completed 
model, that will include the module for Level 3, is expected in spring 1993. Model verification/ 
validation steps will include: independent checks on model calculations and on proper retention 
and use of information from user inputs, as well as some comparisons of model predictions from 
Level 1 or Level 3, or both, with measured data sets (for example, time-weighted-average personal 
exposures for Level 1, environment-specific concentrations for Level 3). 
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ABSTRACT: This paper presents the latest developments in the modeling of population exposures 
to airborne pollutants in indoor environments. Population exposure estimates are composed of t/nee 
basic components: (1) human activity patterns, (2)microenvironmental (primarily indoor) concentra- 
tion distributions, and (3)ambient (primarily background or outdoor) concentration distributions, 
Human activity pattern data and concentration distribution data may be. derived from experiments or 
by simulation. This paper reports the progress made in combining the above three components of 
exposure in a simulation model. Exposure estimation is a precursor to dose determination. The latest 
results in our attempts to incorporate pharmacokinetic modules into human exposure models are 
presented. 

KEY WORDS: exposure, simulation, pharmacokinetics, microenvironment 

Benzene has been listed by the U.S. Environmental Protection Agency (EPA) under Section 112 
of the Clean Air Act as a hazardous air pollutant. As a result of its high volatility, the most likely 
exposure to benzene will be via inhalation. Chronic exposure to benzene may result in severe 
anemia. Benzene is a known leukemogen and is regarded as a human carcinogen. There are two 
primary exposure scenarios for benzene exposure: (1) occupational exposure and (2) general ex- 
posure. For general exposure, two conditions must be considered, transient and long term (or steady 
state). Occupational exposures, potentially high level exposures, usually involve only a small frac- 
tion of the total population. Transient exposures, while probably lower-level than occupational, are 
expected to occur for a much larger population from the use of benzene-containing consumer 
products, including gasoline. Steady-state exposures, expected to be chronic, low-level exposures 
(for example, ambient), involve the entire population. 

Background 

The Total Exposure Assessment Methodology (TEAM) studies executed between 1979 and 1988 
by the U.S. EPA [1-6] have provided data that corroborates the hypothesis that exposure to certain 
classes of volatile organic compounds (VOCs), including benzene, occurs primarily within the 
confines of highly restricted environments. Such enviro~maents are located primarily indoors, al- 
though some outdoor environments exist in which human receptors are situated close to sources and 
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the dispersion of pollutants is relatively restricted (over short distances and time scales). Such loca- 
tions, when appropriately combined with human activities, are referred to as "microenvironments." 

Human exposure to any pollutant can be estimated by matching the times spent by subjects in 
the microenvironments through which they pass with the concentrations of the pollutant in those 
microenvironments. Subject movements are obtained from human time-activity patterns. The latter, 
in the context of exposure assessment, are quantifiable descriptions of the dm~tion and frequency 
with which individuals of a population occupy particular locations (microenvironments) in space 
and time. They are, ostensibly, a record of the things people do, where they do them, for how 
long and when, during the conduct of their daily lives. Information obtained from human exposure 
studies (TE,~r conducted by the EPA indicate that indoor microenvironments constitute a sig- 
nificant fraction of the locations critical to correct estimation of human exposure. 

Estimation of the dose to target tissues is the next step in the risk assessment process. As in the 
exposure assessment process, this may be accomplished either by measurements (for example, of 
parent compounds, biomarkers, or metabolites taken from sampled tissues, body fluids, or various 
excreta), or by estimation using pharmacokinetic models. Pharmacokinetics is the study of the 
disposition of foreign substances and their metabolites within the body. Pharmacokinetic models 
are mathematical descriptions of these pharmacokinetics. They were first used to predict the dose 
and dosage regimen necessary for optimum therapeutic drug concentrations. In recent years, their 
utility in risk and exposure assessment has become more apparent [7-11]. Most of the models 
used to describe and predict internal body doses of toxins are physiologically-based pharmacoki- 
netic (PBPK) models. When properly formulated and validated, these models give the risk assessor 
an estimate of dose to internal tissues, organs, or cells. With these models and some knowledge 
about mechanism of action, the dose portion of dose-response functions is based on a more rational 
estimate of the effective dose. Previous assessments have been based on some concentration or 
measure of exposure outside the body boundaries. This has led to considerable uncertainties in the 
extrapolation process between species and even between different exposure scenarios. For example, 
two identical time exposure products (for example, ppm-h) may result in considerably different 
metabolite concentrations because of inherent pharmacokinetic nonlinearities. PBPK models can 
be formulated to quantitatively account for many of the nonlinear biochemical and physiologic 
processes occurring in the living organism. 

One very helpful use of such models is to examine and better describe the impact that different 
exposure profiles can have on internal or effective dose. The identification of the importance of 
different exposure scenarios can be easily accomplished with the use of these models. With such 
identification, better exposure and risk assessments can be performed. Equally important is the 
advantage that these models offer the assessor who needs to plan monitoring studies. By prede- 
termining required resolution that will be needed in the dose-response assessment, monitoring 
studies can be carefully planned. As a result, costly but unnecessary data gathering is avoided 
while crucial and important data are appropriately collected and not overlooked as they might 
otherwise be. 

In this paper, one such PBPK model is used to illustrate how models can be used to shed light 
on the impact of definitive changes in exposure concentrations that often occur in the course of 
daily living. Here the Benzene Exposure Assessment Model (BEAM) [12-14] was used to give 
high resolution exposure concentration profiles over time. Those profiles were then used as the 
input into the PBPK model. The resulting tissue concentrations were then examined. 

Approach 

BEAM simulates exposures of a sample of residents in an urban area during the conduct of 
their daily lives. To do this, the model needs three inputs: (1) activity patterns, (2) outdoor benzene 
concentration distributions of the urban area for the time of the year for the ambient component 
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of exposure, and (3) microenvironmental concentration distributions due to sources, the majority 
of which are indoor sources for the transient source component. 

BEAM uses 16 standardized microenvironments (activity/locations) that are listed below [15]. 
1. Autoplaces 
2. Restaurant or Bar 
3. In-Vehicle, Internal Combustion 
4. In-Vehicle, Other 
5. Physical Activity, Outdoor 
6. Physical Activity, Indoor 
7. Work or Study at Residence 
8. Work or Study, Not in Residence 
9. Cooking 

10. Other Activity in Kitchen 
11. Chores or Child Care 
12. Shop or Errands 
13. Other Outdoor Activity 
14. Social or Cultural Activity 
15. Leisure, Indoor 
16. Sleep, Indoor 

In the second validation study of BEAM for the Los Angeles participants of the California 
TEAM studies of 1984 and 1987 [13], the above mentioned inputs were provided by: (1) the adult 
activity pattern study of the California Air Resources Board, (2) the TEAM outdoor benzene con- 
centration distributions taken during two seasons in 1984 and two seasons in 1987 when the four 
VOC exposure studies were conducted in Los Angeles, and (3) indoor concentration distributions 
measured during the TEAM 1987 California study' and the studies conducted by California's South 
Coast Air Quality Management District [16]. BEAM, using the actual activity pattern profile of 
selected individuals, simulates exposure using the Monte Carlo technique of sampling from dis- 
tributions. For each microenvironment, the participant passes through, the ambient and the appro- 
priate microenvironmental distributions are sampled and the concentrations added to provide the 
total exposure the individual experiences for the duration in minutes he or she spends in the 
microenvironment. Thus, BEAM provides exposure profiles over 24 h for the individuals. 

For this study, four residents of the Los Angeles July 1987 TEAM study (two smokers and two 
nonsmokers) were chosen. Using BEAM with the three sets of inputs mentioned above, their 
exposure profiles were simulated. BEAM uses a smoking algorithm to superimpose the passive 
benzene concentrations due to smoking. It should be noted that the smoking algorithm does not 
currently provide benzene exposure due to the active smoke drawn in by the smoker. Hence, the 
present analysis underestimates the exposure profile of active smokers by the amount of direct 
smoke inhaled. Correction of this shortcoming is currently underway. Each person's exposure 
profile was simulated twice, once using both the ambient component and the microenvironmental 
source component (mainly indoor), and the second time using only the ambient component. The 
difference in concentrations between the two simulated exposure profiles in each microenvironment 
is mainly the indoor component of exposure. The results of the simulation of exposures to benzene 
for the four selected cases are given (Table 1). 

The physiologically based pharmacokinetic model for benzene [1] was used as a basis for this 
illustrative work. While the exact mathematical description of the model can be found elsewhere 
[17], this particular model tracks the concentration of benzene in several of the body's tissues and 
in exhaled air. Included in the organs being described are the liver, fat, blood, and bone. The liver 
is typically included because of its metabolic capacity. Metabolism is a major elimination pathway 
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TABLE 1--BEAM simulation of  benzene exposures over 1440 min. 
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Duration, 
min 

Benzene Exposure Concentrations 

Microenvironment Indoor Outdoor Both 

CASE 1--MALE, AGE 30, NONSMOKER 

420 16 2.2 0.5 2,7 
20 t 1 0.8 5.0 5.8 
10 15 0.7 9.2 9.9 
30 3 23.8 0.3 24.1 

120 8 0.9 1.7 2.6 
20 14 0.8 2.4 3.2 

160 8 0.1 0.1 0.2 
60 2 1.8 4.1 5.9 

210 8 0.1 2.6 2.7 
30 3 34.8 5.0 39.8 

180 14 10.3 3.5 13,8 
15 3 12.5 2.1 14.6 

135 15 0.0 3.5 3.5 
30 16 0.4 2.3 2.7 

1440 

CASE 2--PEMALE, AGE 35, NONSMOKER 

90 16 4.3 0.4 4.7 
300 15 17.1 5.7 22.8 
t80 16 0.t 3.2 3.3 
75 15 0.1 1.9 2.0 
35 11 8.8 3.4 12.2 
25 11 0.4 0.2 0.6 
15 1 96.2 0.6 96,8 
30 13 0.0 3.3 3.3 
45 9 0A 2,0 2.1 
30 15 8.9 4.6 13.5 
20 3 21.5 2.3 23.8 

205 12 0.6 0.6 1.2 
20 3 15,0 2.3 17.3 
70 15 1.5 7.4 8,9 
90 11 0.8 8.5 9.3 

120 13 0.0 1.7 1.7 
20 3 15.2 5.2 20.4 
15 16 0.9 4.8 5.7 

CASE 3--MALE, AGE 62, SMOKER 

360 16 0.4 
80 11 9.7 
25 11 10.0 
15 3 14.0 

180 8 13.5 
15 12 1.6 

435 8 0.1 
15 3 139.4 
30 15 18,4 

225 15 20.4 
15 11 24.3 
45 16 2.3 

1.5 
5.5 
1.6 
1,7 
2.4 
2.5 
8.0 
5.2 
2.4 

11.5 
0.5 
2.8 

1.9 
15.2 
11.6 
15.7 
15.9 
4.1 
8.1 

144.6 
20.8 
31.9 
24.8 

5.1 
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TABLE 1--Continued 

Benzene Exposure Concentrations 
Duration, 

min Microenvironment Indoor Outdoor Both 

CASE 4---MALE, AGE 28, SMOKER 

420 16 0.6 2.0 2.6 
30 9 7.6 4.4 12.0 
15 15 6.8 5.6 12.4 

195 14 13.8 3.9 17.7 
75 9 6,7 4.1 10.8 
15 15 10.8 0.6 11.4 
15 10 9.6 5.5 15.1 

225 16 0.5 5.6 6.1 
120 9 7.8 1.8 9.6 
60 15 9.1 6.8 15.9 

150 15 32.2 5.9 38.1 
20 l 1 6.9 3.3 10.2 

100 16 1.7 2.2 3.9 

for benzene itself. In addition, some of the metabolites formed are believed to be responsible for 
some of the observed toxicity. Bone is included because it is in this tissue that many of the well 
known toxic effects of this compound, including bone marrow suppression and leukemia, have 
been observed to occur. 

The model used here was altered in some of its parameter values. In the published model [17], 
blood and respiratory flows were set somewhat high to accommodate vigorous activity and smoking 
behavior. In this study, the values were adjusted more in accordance with resting conditions. The 
values chosen were based on those used by Corely, et al. [10], and on physiologic values reported 
in medical physiology- textbooks [18]. The parameter values used in this study and those reported 
in Travis, et al. [17] are given (Table 2). In addition, while in Travis's paper there is mention of 
extrahepatic metabolism, no metabolism terms are exphcitly introduced into any of the extrahepatic 
equations. Instead, the authors implied that the liver metabolism equation accounts for all metab- 
olism. However, in Table A1 of Travis's paper, values are listed for metabolic rate constants for 
conversion of benzene in the bone marrow. It was decided that for this study the rate constant 
(Vm~) for the bone should be added to that listed for the liver, The value for the bone rate constant 
is very small compared to that for liver. As a result, it 's impact on total metabolism, and hence, 
on actual benzene concentrations, the interest of this exercise, is expected to be minimal. However, 
it could be very important in quantifying the amount of  possible toxic metabolite reaching the 
bone marrow. Thus, for quantifying actual hazard at the site of toxicity, the model would be 
expanded to include bone marrow metabolism and for tracking concentrations of metabolite in this 
very important and vital tissue. 

For each case, an exposure profile was simulated by the BEAM model. That profile was then 
used as the input for the phannacokinetic model to calculate internal tissue concentrations. Prior 
to that, the actual monitored concentration in exhaled breath of each individual (vide supra) was 
used to establish the initial conditions for organ concentrations in the pharmacokinetic model. 
Thus, aspects of the actual exposure occurring prior to the start of the BEAM simulated input were 
taken into account. This was done as follows. The monitored exhaled breath concentration was 
used as the target for the pharmacokinetic model. Various inhalation concentrations were tried until 
a match between model output and monitored exhaled air was reached. The tissue concentrations 
that resulted with this matched pharmacokinetic model run were taken as the initial conditions for 
the subsequent pharmacokinetic model runs using the BEAM simulated exposure profiles. The 
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TABLE 2--Pharmacokinetic parameter values. 
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Parameter a Travis et al. [17] b This Study 

Alveolar ventilation 15.0 5.8 
Cardiac output 12.4 5.8 
Liver blood flow 3.10 1.57 
Fat blood flow 0.62 0.49 
Bone marrow blood flow 1.10 0.35 
Internal organ blood flow 5.45 2.70 
Muscle blood flow 2.72 0.87 
Liver volume 1.86 1.86 
Fat volume 13.3 13.3 
Bone marrow volume 2.8 2.8 
Internal organ volume 3.5 3.5 
Muscle volume 40.6 40.6 
Blood/air partition 7.4 7.4 
Liver/blood partition 1.49 1.49 
Fat/blood partition 54.86 54.86 
Bone marrow/blood partition 13.78 13.78 
Internal organ/blood partition 1.49 1.49 
Muscle/blood partition 2.03 2.03 
V,~mx for metabolism, liver 0.484 0.503 
V~x for metabolism, bone 0.0008 rdd 
KM for metabolism, liver 0.35 0.35 
KM for metabolism, bone 0.35 n/d 

~Units--Flow, L/min; Volume, L; V~x, mg/min; KM, mglL. 
bParameters from Travis were converted as follows: Blood flows from Q'I ~ fractional flow to organ; vol- 

umes-total  volume = fractional volume of organ. 
qn the Travis et al. (1991) paper [17], there was no discussion of the metabolism in the bone marrow 

compartment, although these values were listed in the Tables. Here, f completeness, the values of the two 
reported VMAX were added together. 

conditions for initializing the pharmacokinetic model runs were an assumed continuous exposure 
for two h, using the parameters listed (Table 2). Obviously, modifying the assumptions for this 
"p re run"  simulation results in different initial conditions. For future application, greater under- 
standing of actual exposure conditions would reduce the uncertainties associated with this process. 
Pharmacokinetic model runs were then done for the BEAM simulated cases outlined above and 
the resulting tissue concentrations were plotted. 

Results and Discussion 

Figures 1 through 4 show the outputs from the BEAM, that are also the inputs to the PBPK 
model and the outputs from the PBPK model. The upper left panel of each figure shows the 
concentration in the inhaled air as simulated by the BEAM. The pharmacokinetic model simulates 
the entire lung as one homogeneous compartment without consideration for the flows and effects 
of the upper airways. In the alveolar spaces the inhaled air mixes with air in the lung. Consequently, 
the concentration in the inhaled breath is not the same as the concentration in the alveolar space. 

The actual concentrations of benzene in the internal tissues may vary from what is visualized 
in Figs. 1 through 4, depending upon the exact assumptions with respect to the initializing pre- 
BEAM exposure run. However, of interest here are the concentration versus time profiles. Several 
things can be noted. First, the exhaled breath and arterial blood concentrations mirror one another 
and the inhaled breath concentration very closely. The times for peaks are almost identical in each. 
This is not surprising given that the inhaled air accounts, according to this and other models, for 
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FIG. 1--Case J-nonsmoker, benzene exposure~dose patterns, indoor~outdoor contributions. 

30% of the alveolar air and that the blood to air partitioning for benzene favors the blood by 7.4 
times. With this partition value and the low concentrations simulated here, it would be expected 
that benzene rapidly passes into the blood across the pulmonary membrane. The bone marrow 
profiles lag behind the blood and air profiles slightly. This delay is due to the several physiological 
and thermodynamic properties of the organ, including the lag caused by the circulation time. The 
initial benzene concentrations in bone marrow were set to zero. 

This high correspondence between inhaled air concentrations with both exhaled air and blood 
concentration has implications for biomonitoring considerations. From the results of this pharma- 
cokinetic model, it appears that concentrations of benzene in both the exhaled breath and blood 
are reflective of only the most recent inhalation concentration. Thus, a breath measurement taken 
after a 12 or 24 h study does not reveal very much information regarding the exposure concentra- 
tions before the most recent exposure. For example, observing Case l, if exhaled breath were 
measured at 1000 min, one would not be able to discern anything about the peak that had occurred 
in the inhalation concentration at 500 min. Thus individual breath samples taken over wide time 
ranges are not expected to be reflective of cumulative exposure. However, if  cumulative monitoring 
could be accomplished, then cumulative exposure could be estimated. There are practical limita- 
tions to this. However, if  urinary metabolites were found to have some correspondence, and because 
of their relative ease of collection, they might lend themselves for estimating total exposures. It 
might also be useful and very powerful to biomonitor more than one matrix. For example, breath 
measurements could be taken periodically to reflect changes in the profile, while urine measure- 
ments could be used to reflect cumulative exposure. 

The contribution of indoor air to internal concentrations can also be determined from these plots. 
In each plot the upper line represents concentrations when the BEAM simulation included both 
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FIG. 2--Case 2-nonsmoker, benzene exposure/dose patterns, indoor~outdoor contributions. 

ambient and indoor air components of benzene concentrations. The lower line represents concen- 
trations when the BEAM simulation included only the ambient contribution. Thus, the difference 
between the two lines represents the contribution of indoor air. Hence, the large contribution from 
transient exposure (from indoor air) compared with the contribution from steady state exposure 
(from outdoor air), to exhaled air and arterial blood concentrations can be observed. 

Although not shown here, total metabolite was also calculated and the difference for Case 3 is 
approximately 1.2-fold less when the indoor air component is omitted. Under different exposure 
conditions, the impact upon metabolism might be greater. With the exposure conditions used here, 
the difference in metabolite formation increased with time. These findings are presented here to 
illustrate the usefulness of interfacing exposure models such as BEAM with pharmacokinetic mod- 
els. At this time no conclusions should be drawn from these observations. Further investigations 
will be necessary to better understand the impact of indoor concentrations on metabolite formation. 
This is especially important considering that metabolites are suspected to significantly contribute 
to the toxicity of benzene. 

Summary 

This paper is illustrative of the coupling of exposure models such as BEAM with physiologi- 
cally-based pharmacokinetic models. The importance and impact of exposure scenarios based on 
actual exposure conditions on target doses can be easily determined with this approach. With 
appropriate analysis and well planned, limited monitoring studies, a great deal of insight can be 
gained. In this case, with this particular pharmacokinetic model, the following can be said. 
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FIG. 3--Case 3-smoker, benzene exposure~dose patterns, indoor~outdoor contributions. 

(1) It appears that slight alterations in exposure concentrations can be expected to immediately 
result in similar changes in blood and exhaled breath concentrations. 

(2) As a result of number 1 above, it appears that exhaled breath concentrations are reflective 
of immediate exposure conditions rather than conditions before the last change in the 
microenviromental exposure concentration. 

(3) Some biomarker other than exhaled air (or alternately cumulative exhaled air) will be 
necessary to estimate cumulative exposure. 

(4) An appropriately validated pharrnacokinetic model, when used with proper sampling pro- 
tocols and methods, may be useful for estimating concentrations in bone marrow and 
amount metabolized. 

Future work calls for expanding this effort to reduce the considerable uncertainties that still 
remain. Presently, this laboratory is engaging with others in efforts to monitor exposed individuals 
over time. Monitoring is expected to include exposure concentration, exhaled air, blood, and urine. 
The blood and urine will be analyzed for benzene metabolites. The pharmacokinetic model will 
be expanded to include urinary metabolite excretion. It is also likely that other pharmacokinetic 
models for benzene such as that published by Medinsky et al. [19] for rodents will be examined 
to see how they can be modified and adapted for our purposes. Some of these other models also 
include bone marrow metabolism and the transport of metabolite formed in the liver to the bone 
marrow. The present work does not clearly elucidate the importance of quickly changing exposure 
profiles upon such microscopic levels within the body. Including these components into the phar- 
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FIG. 4--Case 4-smoker, benzene exposu~,'e/dose patterns, indoor~outdoor contributions. 

macokinetic model is extremely important as the toxic role of both bone marrow produced and 
liver produced metabolites is becoming clearer. 
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