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Introduction

Takatoshi Ito and Anne O. Krueger

Over the past few years, the word “globalization” has increasingly been
used to characterize the “new international economy.” The term seems to
imply a quantum leap from an earlier state of relative isolation of countries
to a current situation in which all economic activities are very sensitive to
events in distant corners of the world. In some regards, that implication is
misleading: Increasing interdependence has been an ongoing phenomenon
over many centuries as transport costs have fallen, communications links
have improved, and times necessary to cover distances have diminished.
In one fundamental regard, however, things have altered dramatically in
the very recent past.

That regard is the flows of private capital between nations. After the
collapse of the international economy in the 1930s, the architects of the
Bretton Woods system presumed that private international capital flows
would never again be significant, and they built their postwar architec-
ture (of the International Monetary Fund and the World Bank) on that
premise.

That premise was largely valid during the 1950s and 1960s, and most
capital flows in that era were from official origins to governments in receiv-
ing countries. By the late 1960s, however, private capital flows (in addition
to short-term trade credits) had resumed in significant proportions be-
tween the United States and Western Europe. By the 1970s, private capital
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flows from industrial countries to a select group of newly industrializing
countries were beginning to increase. As late as the early 1980s, however,
it was widely assumed that official capital flows would continue to be the
main source of longer-term financing between industrial and developing
countries.

All that changed in the 1990s, however, as the flow of private capital
burgeoned. It is estimated that net private capital flows to emerging mar-
kets rose from US$47.7 billion in 1990 (equal to 0.8 percent of their GDP)
to a peak of $212 billion, or 3.0 percent of their GDP) only six years later
in 1996 (International Monetary Fund [IMF] 1999, table 3.1). In a real
sense, the magnitude of capital flows has increased so dramatically, there
is no question but that there has been a major change in the economic envi-
ronment.

The very magnitude of these flows raises important questions as to their
effects. Issues arise concerning the differential impact of different types
of private capital flows—bank lending, bonds, portfolio investment, and
foreign direct investment. Questions also have been put regarding the spill-
over effects, if any, from various types of capital inflow to the domestic
economy in terms of technology transfer, learning by doing, and compe-
tition.

The fact that large-scale flows are of such recent origin implies that we
know much less than we would like to regarding their effects. To contribute
to our increasing understanding of these flows, the National Bureau of
Economic Research–East Asia Seminar in Economics (NBER-EASE)
agenda has, for the past two years, been focused on aspects of capital
flows. At the ninth annual seminar, analysts assessed the microeconomic
impacts of some capital flows originating in, or destined for, the various
countries of East Asia. At the tenth annual seminar, focus was on the mac-
roeconomic aspects of these flows.

Understanding the determinants and consequences of private capital
flows is important for its own sake at any time. But in light of the financial
crises taking place in Asia and other countries over the past several years,
where the behavior of private capital flows was deemed by most to be an
important part of the story of crises, understanding the macroeconomic
impact of capital flows and their behavior has become a central concern
of policy makers everywhere.

Many questions arise. Private capital flows rose sharply prior to the cri-
sis in most crisis-affected countries. They then reversed abruptly, as inves-
tors sought to get their money out. These reversals in themselves consti-
tuted huge macroeconomic shocks: In the Asian crisis-affected countries,
net private capital inflows constituted 6.3 percent of GDP in 1995, and 5.8
percent of GDP in 1996. They then abruptly reversed (after being positive
in the first half of 1997) to a negative 2.0 percent of GDP in 1997 and 5.2
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percent of GDP in 1998—a swing of more than 10 percent of GDP in a
very short span of time.

Why did capital inflows rise and then fall so sharply? And why did the
crises happen in such rapid succession in 1997? What determined the tim-
ing of the first (Thai) crisis? Why did the crisis spread to neighboring coun-
tries? And why were some economies hard hit into crisis while others (such
as Taiwan) were able to weather their difficulties with much less strain and
no crisis? As economists have debated this question, two broad schools
of thought have emerged. On one hand, there are those who believe that
economic fundamentals (the exchange rate regime, the rate of domestic
credit expansion, or other key policy parameters) were at fault in the crisis-
affected countries. On the other hand, there are those who believe that
investors are, at least to a degree, irrational, subject to “herd behavior” or
otherwise changing behavior sharply in response to events little related to
underlying economic prospects.

A second set of questions arises as to the differences between the 1990s
crises and earlier, balance-of-payments crises, experienced by many devel-
oping countries. At a superficial level, the difference is obvious: In earlier
years, balance-of-payments crises took place in countries with little or no
capital mobility and largely inconvertible currencies. In the 1990s, by con-
trast, the fact that there was substantial capital mobility meant that capital
flows were a major part of the payments crisis. Yet in fact, a second—
perhaps even more important—difference resulted from capital mobil-
ity. That is, a change in the exchange rate (a universal part of the policy
response to crisis) not only affected importers and exporters and their
profitability contrasted with the producers of nontradable goods (such as
wholesale and retail trade, construction, and domestic transportation), it
also affected the balance sheets of the banks. Once banks (or major bor-
rowers from the foreign banks) had liabilities denominated in foreign ex-
change, a change in the exchange rate almost inevitably meant that banks’
liabilities rose more than their assets. Under these circumstances, when
banking and financial systems were already weak, as was the case in many
of the crisis-afflicted countries, the fact that there had to be a sizable
change in the nominal exchange rate implied that the financial sector of
the economy was greatly weakened.

The consequence was the “financial crises” of the 1990s. These crises
combined the old-fashioned balance-of-payments crisis with new difficul-
ties associated with a weakened financial system. Worse yet, recovery from
crisis could not really begin until the banking system and financial sector
were recapitalized, which in turn often required restructuring of the bal-
ance sheets of domestic producers. Any financial crisis—such as those in
the United States (S&L crisis) in the late 1980s, in Sweden in 1992, and in
Japan in 1997—creates major difficulties and challenges for policy makers;
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so, too, does a balance-of-payments crisis. The interaction between the
two, however, makes the crisis manyfold more difficult to resolve than were
each to be faced alone.

In addition to questions concerning the role played by key policy vari-
ables in crisis, and the “rationality” of capital flows, the timing of the
Asian crises raised another, related, question: that is, whether crises are
contagious. Contagion itself could be rational or irrational: It could be
rational if the onset of one crisis serves as a “signal” to market participants
who cannot otherwise coordinate that a successful attack on another cur-
rency (where fundamentals are weakening but where any one individual
getting out of the currency is likely to lose) is now possible; it would be
irrational if market participants choose to get out of other countries (with-
out regard to their fundamentals) once one country experiences a crisis.

One way or another, all of the papers in this volume address issues perti-
nent to understanding the macroeconomic dimensions of capital flows, the
origins of the 1990s-style crises, the linkages between the foreign exchange
variables and the financial variables, and the key questions associated with
efforts to solve the crises.

The first several papers cover macroeconomic aspects of capital flows
that are relevant for understanding the causes of crisis. The first paper,
by Corsetti, Pesenti, and Roubini (CPR), directly addresses the relative
importance of financial fragility and external imbalances in the Asian fi-
nancial crises. In their view, weak fundamentals explain why countries
went into a crisis. They contribute to rapidly growing literature on this
subject by using “cross-variables.” CPR thus find that large current-
account deficits significantly increase the probability of a crisis when a
country’s reserves are low (but do not do so when they are high). They
likewise find that real exchange rate appreciation, associated with large
current-account deficits, is a significant fundamental. Even more signifi-
cantly, their results suggest that neither current account deficits nor finan-
cial fragility alone seem to cause a financial crisis, but that the presence
of a large current-account deficit combined with financial fragility does.

Measures of financial fragility, including the extent of nonperforming
loans in the banking system prior to the crisis, and the estimated magni-
tude of the costs of restoring the banks to solvency are all statistically
significant. As Corsetti, Pesenti, and Roubini note, however, “Per se, these
results cannot discriminate across alternative explanations of currency cri-
ses based on self-fulfilling speculative attacks, as opposed to fundamental
factors. They do, however, identify a set of variables that appear to en-
hance the vulnerability of an economy to a crisis.”

In the second paper, Aaron Tornell also examines the linkages between
currency and financial crises, and then examines the similarities between
the Asian crises of 1997 to the “tequila” crisis in Mexico at the end of
1994. Tornell starts by noting that there are two issues: On one hand, there
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is a question as to which countries are hit by crises; on the other hand,
there is a question as to the timing of the crisis. He recognizes that fore-
casting the timing of any crisis is difficult, but seeks to ask whether, once
there is a crisis somewhere, fundamentals determine which countries are
affected.

He finds that countries with “sound fundamentals” (real exchange rates
that have not appreciated, the strength of the banking system, and the
liquidity of the central bank) are not likely to be vulnerable to crises even
when one occurs somewhere else in the world. However, countries whose
fundamentals are weaker are vulnerable to crisis, in the sense that if one
country is in crisis, the other countries will be attacked if investors turn
pessimistic (as they may after a crisis has occurred in one country). Tornell
notes that this conclusion implies that, once fundamentals are weak, the
risk of crisis is linked to investors’ expectations. To the extent that those
expectations shift abruptly, countries may experience crisis. Insofar as in-
vestors’ expectations cannot be explained, the timing of crises cannot be
explained.

Two papers examine the role of bank lending in contagion. In the first,
Kaminsky and Reinhart calculate the conditional and unconditional prob-
abilities of crisis based on the usual economic variables but including the
existence of crisis elsewhere. They conclude that contagion is more regional
than global; i.e., that if an Asian country experiences a crisis, other Asian
countries are more likely to be attacked than Latin American countries.
They also conclude that susceptibility to contagion increases rapidly as
more countries go into crisis: If only one country has a crisis, the likelihood
of contagion is reasonably small; if two countries are in crisis, however,
the odds of contagion increase dramatically. Kaminsky and Reinhart also
examined the extent to which trade ties and financial ties between a crisis
country and other countries affected the likelihood of crisis in the other
countries. They found that close financial ties are more likely to result in
contagion than close trade ties. This was the case with Argentina and Mex-
ico, where trade links are very small while financial links are significant,
and between Thailand and Indonesia, where the same pattern prevails.

In his paper, Shin-ichi Fukuda attempts to understand the behavior and
role of banks and bank lending in the crisis. He develops a model of asym-
metric information, in which borrowers know whether they are credit-
worthy but lenders cannot distinguish between them until there is some
difference in their behavior. Lenders can lend for either one or two periods,
and bank monitoring can reveal the creditworthy borrowers after one pe-
riod. In Fukuda’s model, creditworthy borrowers seek to reveal their own
type, while other borrowers attempt to conceal theirs. The result, in the
model, is that there is a trade-off: Efforts to borrow short-term on the part
of creditworthy borrowers, and monitoring of loans by banks, can increase
the efficiency of the financial system. However, there is also a risk of liquid-
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ity problems, and a higher proportion of debt with short maturity increases
the likelihood of significant costs associated with periods of illiquidity. As
Fukuda recognizes, his model provides one step in understanding bank
behavior and the possibility that there can be more than one equilibrium
position (and therefore that there can be a rapid shift between good and
bad states).

The next two papers examine various aspects of exchange rate behavior
as they related to the crises. It was already seen that both Corsetti, Pesenti,
and Roubini and Tornell found that vulnerability to crisis was increased
with an appreciating real exchange rate and a widening current account
deficit. This calls into question the role of the exchange rate regime in
making countries vulnerable to crisis. Certainly, the Asian and Tequila
crises came about after a substantial period during which the exchange
rate regime had had a de facto dollar peg, at least implicitly. On one hand,
the dollar peg made the currency more overvalued as the yen depreciated
relative to the dollar; on the other hand, for countries whose rate of infla-
tion was above that of the United States and Japan, there was real appreci-
ation on that account.

Moreover, the dollar peg system seemed to reduce currency risk for in-
vestors, and thus attracted large capital inflows. These inflows in turn re-
sulted in “overheating” of the Asian economies or a large accumulation of
short-term liabilities which made the countries vulnerable for a crash. A
central question is whether an alternative currency regime would have
made the Asian economies less vulnerable to crisis.1

The first of the papers that bear on this issue is by Ogawa and Sun. They
first used actual data to estimate regression equations with instrumental
variables such as the interest rate, the exchange rate, the rate of export
growth, and the rate of change in stock prices to estimate capital flows.
They then developed a simulation model to estimate what would have hap-
pened under alternative exchange rate regimes in which exchange rates
moved as a weighted average of the yen and dollar rates (i.e., had adopted
a currency basket peg). According to their model, capital inflows into
Thailand and Korea would have been significantly reduced in the period
from 1986 to 1997 under the currency basket, and those to Indonesia
would have declined somewhat. Interestingly, although both Japanese in-
vestors (in yen) and American investors (in dollars) are sensitive to ex-
change rate swings, American investors appear to respond more strongly,
so that in the period when the dollar was constant in nominal terms, for-
eign investment was attracted to a greater extent than it would have been
under a currency basket system. Ogawa and Sun conclude by noting that,
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although the exchange rate regime was a factor inducing large capital in-
flows, other factors (such as deregulation of capital flows) may also have
contributed, and that further research is called for to estimate the impor-
tance of these factors in surges of capital inflows.

The second paper is by Takagi and Esaka, who investigate how mone-
tary authorities responded to large and rapidly increasing capital inflows.
They note that foreign direct investment constituted about half of the East
Asian capital inflows in the 1980s, but that by the 1990s, short-term bor-
rowing by banks and corporations was the bulk of capital inflows in most
countries (Malaysia was an exception) and were, as already noted, very
large. While there are significant benefits to capital inflows, they can im-
pose costs because rapid monetary expansion, inflationary pressures, real
exchange rate appreciation, and widening current account deficits can re-
sult. And, of course, large outstanding indebtedness increases vulnerability
to capital outflows.

Takagi and Esaka question the extent to which monetary management
in the capital-receiving countries was appropriate. They note that official
foreign exchange reserves rose significantly during the period of capital
inflow, indicating that the current account deficits were smaller than the
capital inflows by about a third. This means that there was sterilization of
capital inflows, which in turn implies that monetary policy was tighter, and
interest rates higher, than they otherwise would have been. That, in turn,
was undoubtedly a factor in increasing the size of the inflows, contrasted
with what they would have been at lower interest rates. Takagi and Esaka
then estimate a quarterly model for determinants of monetary aggregates.
They conclude that capital inflows into the Asian countries were signifi-
cantly larger than they would have been in the absence of sterilization.

One economy that escaped the crisis was that of Hong Kong, although
the currency was attacked during the summer of 1998. Hong Kong has
had a currency board under which there is no independent monetary pol-
icy and the exchange rate is rigidly fixed. Since the Asian crisis, many
observers—noting the difficulties associated with the fixed nominal ex-
change rate, or dollar peg, system—have advocated currency boards. In
their paper, Kwan, Lui, and Cheng analyze how the currency board system
in Hong Kong functioned. They start by examining the policies used by
the Hong Kong Monetary Authority (HKMA), which started with a pe-
riod during which it operated according to set rules. It then switched to a
regime in which it used more discretion. Now, finally, it has switched back
to a rules-based regime.

In their paper, Kwan, Lui, and Cheng provide a valuable history of the
operations of the HKMA and, in addition, attempt to measure the credi-
bility of the system in each of the periods, using methods developed in the
target zone literature. They find that the HKMA was far more credible in
the period during which it followed rules than when there was more discre-
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tion in its operations, and conclude that the use of discretion at the time
of the Asian crisis contributed to the erosion of market confidence and
made a speculative attack on the currency more likely. While results for
Hong Kong would not necessarily hold for other countries if they were
to adopt currency boards, the paper provides valuable insights into the
functioning of the Hong Kong board.

One of the issues arising out of the financial crisis has been differences
in types of capital flows. As suggested by the Fukuda model (and in much
other work), many analysts have been suspicious of bank lending—es-
pecially short-term bank lending—as making countries much more vul-
nerable to crisis than they would be if capital inflows were more heavily
weighted toward foreign direct investment (FDI), long-term bonds, and
equity investments. Three papers at the conference addressed aspects of
these issues. Many policy makers and analysts have argued that FDI and
equity investments are much less susceptible to sudden departures in times
of crisis, and thus are much less volatile than short-term capital flows and
especially bank lending.

In his paper, Fukao analyzes the behavior of manufacturing subsidiaries
of Japanese companies located in Asia, in an attempt to ascertain how
these firms (which were presumably either established by the parent com-
pany through FDI or acquired through equity investment) behaved during
the crisis. He finds that, in the months following the Asian crisis, Japanese
subsidiaries did not reduce employment, although they did not undertake
any further new investments. The greater the profitability of the parent
company, the greater the likelihood that a subsidiary would maintain em-
ployment, suggesting that subsidiaries receive support from their overseas
owners during periods of crisis, which may offset part of the impact of the
crisis on the economy in which the subsidiary operates. Fukao also found
that subsidiaries with strong export positions were able to fare quite well
after crises, especially contrasted with subsidiaries whose sales were di-
rected largely toward domestic markets. These latter experienced much
more difficulty than their trade-oriented counterparts.

In their paper, Razin, Sadka, and Yuen (RSY) raise some questions
about the relative superiority of FDI. They note that FDI has two types
of effects. It is beneficial in that it can promote technology transfer, permit
the importation of new intermediate goods, and lead to more competition.
RSY also point to the stability of FDI in times of financial crisis, and note
that FDI may constitute the only remaining link between domestic and
international capital markets in times of crisis. However, if there are asym-
metric information issues resulting from FDI, those effects can—in their
model—result in underperformance of the domestic equity market and
thus offset part or all of the benefits of FDI.

In their model, this result comes about because FDI combines foreign
and domestic savings, and gives managerial control and inside information
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about firms’ prospects to foreigners (in the firms in which they have in-
vested). With their inside information, foreigners keep equity in firms with
good prospects but sell off equity in firms that are likely to be less profit-
able. Domestic residents do not have insider information, but because of
adverse selection their average returns on investment are smaller than they
would be if they could choose across the entire range of firms. RSY then
proceed to develop a simulation model to attempt to quantify the relative
magnitude of the beneficial and the distorting effects of FDI. They find
that, for plausible values of the parameters, it is possible that the adverse
selection problem may dominate.

In addition to the types of evidence brought to bear on capital flows in
the papers already discussed, issues arise with respect to individual coun-
tries. In many ways, South Korea’s crisis was the most surprising of them
all: The country had had an outstanding record of economic growth and
rising living standard continuously since 1960. Exports had grown from
miniscule levels to make South Korea one of the leading exporters in the
world; savings rates had risen; the government budget had been balanced;
and inflation had been tamed.

With that enviable track record, researchers have focused a great deal
of effort on analyzing the Korean experience. The final paper in the volume
examines capital inflows and their role in the crisis from the perspective
of the Korean economy. Dongchul Cho and Kiseok Hong try to assess
the relative importance of internal factors as contrasted with the external
environment (and especially the crisis that had already engulfed Indone-
sia, Malaysia, and Thailand) in triggering the crisis in South Korea. Cho
and Hong examine the various factors that are regarded as important in
the fundamentals and in contagion. They conclude that the crises in other
countries weakened the Korean economy, but that they alone could not
have caused the crisis. Instead, Cho and Hong believe, Korean economic
policies, especially in the financial sector, were weaker than was generally
perceived. Moreover, they assert that Korean investors believed that the
government would bail out the chaebol, and continued acting on that belief
until the crisis came. Foreigners, by contrast, were more skeptical that a
bailout was certain, and hence were the ones who tried to get out of won
and Korean investments first. When the first signs of imminent trouble
appeared, policy responses were inappropriate and made the onset of the
crisis. Cho and Hong thus see the Korean crisis as based on fundamentals,
but made worse by contagion effects and policy mistakes in initial efforts
to cope with it.

There is, of course, a great deal more to be learned about the interaction
between foreign exchange and financial markets in crises, about the timing
of crises, about the degree to which contagion can make even countries
with sound policies vulnerable, and about the most promising policy ap-
proaches to mitigating crises. Yet despite the differences in emphasis across
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these papers, the reader will recognize a strong consensus on a number of
things: the importance of fundamental economic policies, the role of fi-
nancial and exchange-regime weaknesses in contributing to crisis, and the
role of different types of capital flows in contributing to them. It is doubt-
ful whether analysis can yield sufficiently conclusive results that crises can
be a thing of the past. Lessons learned and research results such as these,
however, can make future crises less severe when they do happen, and can
make their onset less likely.
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�1
Fundamental Determinants
of the Asian Crisis
The Role of Financial Fragility
and External Imbalances

Giancarlo Corsetti, Paolo Pesenti, and Nouriel Roubini

1.1 Introduction

Episodes of speculative attacks on currencies in the 1990s (such as the
1992–93 crisis in the European Monetary System, the 1994 Mexican peso
collapse, and especially the Asian turmoil of 1997–98) have generated a
considerable—and finely balanced—debate on whether currency and fi-
nancial instability should be attributed to arbitrary shifts in market expec-
tations and confidence, rather than to weaknesses in the state of economic
fundamentals.1 Yet, advocates of both the “fundamentalist” and the “non-
fundamentalist” views agree in principle that a deteriorating macroeco-
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2. A partial list of analyses of the Asian crisis includes Dornbusch (1998), Feldstein (1998),
Goldstein (1998), IMF (1998), and Radelet and Sachs (1998). A large number of contri-
butions on the crisis are available online on Nouriel Roubini’s Asian Crisis homepage at
www.stern.nyu.edu/~nroubini/asia/AsiaHomepage.html.

3. Note that the crisis of the Philippines, a country with better fundamentals and a less
fragile financial system than other countries in the region, was also relatively contained. Even

nomic outlook increases the degree to which an economy is vulnerable to
a crisis.

The problematic economic and financial conditions in Southeast Asia
in the years preceding the crisis have been documented in a number of
recent studies (including our own contribution in Corsetti, Pesenti, and
Roubini 1999c).2 A widespread view holds that, regardless of whether the
plunges in asset prices after the eruption of the crisis were driven by self-
fulfilling expectations and panic, weak economic fundamentals were a cru-
cial element in the genesis of the crisis and in its spread across countries.
In support of this thesis, in this paper we present some preliminary formal
evidence on the links between indicators of currency instability in 1997
and a number of indicators of real and financial fragility at the onset of the
crisis. The proposed tests do not aim at discriminating among alternative
explanations—rather, the goal here is to provide a set of baseline results
to complement and integrate previous analyses pointing to the fragile state
of the Southeast Asian economies before the eruption of the crisis.

One of the interesting pieces of evidence that corroborates a fundamen-
tal interpretation of the crisis is that well-performing Asian countries were
spared its most pervasive consequences. Taiwan, Singapore, and Hong
Kong were, relatively speaking, less affected by the regional turmoil. The
Hong Kong currency parity was maintained despite strong speculative at-
tacks. Taiwan and Singapore decided to let their currency float rather than
lose reserves by attempting to stabilize the exchange rate; however, the
depreciation rates of their currencies were modest, and, most importantly,
these countries did not experience drastic reversals in market sentiment,
financial panic, and large-scale debt crises.

The three countries that were only mildly affected by the turmoil shared
a number of characteristics: First, their trade and current account bal-
ances were in surplus in the 1990s and their respective foreign debts were
low (Taiwan was a net foreign creditor toward Bank for International
Settlements [BIS] banks); second, they had a relatively large stock of for-
eign exchange reserves compared to the crisis countries; third, their finan-
cial and banking systems did not suffer from the same structural weak-
nesses and fragility observed in the crisis countries; and finally, they were
perhaps less exposed to forms of so-called “crony capitalism”—that is,
from the system of intermingled interests among financial institutions, po-
litical leaders, and the corporate elite characteristic of Korea, Indonesia,
Malaysia, and Thailand.3 China also falls in the category of countries that

12 Giancarlo Corsetti, Paolo Pesenti, and Nouriel Roubini



though the exchange rate plunged and the stock market dropped by over 30 percent in 1997,
this country did not experience the extent of the turmoil and financial panic that hit Korea,
Thailand, Indonesia, and Malaysia.

4. On the role of moral hazard in generating such an overborrowing syndrome, see McKin-
non and Pill (1996), Krugman (1998), and Corsetti, Pesenti, and Roubini (1999a).

were not subject to disruptive speculative pressure—the Chinese currency
did not depreciate in 1997; however, the presence of constraints on capital
mobility makes it difficult to compare the performance of this country with
the others.

Conversely, as a group, the countries that came under attack in 1997
had the largest current account deficits throughout the 1990s. While the
degree of real appreciation over the 1990s differed widely across Asian
countries, with the important exception of Korea all the currencies that
crashed in 1997 had experienced a real appreciation.

The literature has pointed out several factors that contributed to the
deterioration of fundamentals in East Asia. The region experienced sig-
nificant negative terms of trade shocks in 1996, with the fall in price of
semiconductors and other goods. For most countries hit by the crisis, the
long stagnation of the Japanese economy had led to a significant slowdown
of export growth. Close to the onset of the crisis, the abortive Japanese
recovery of 1996 was overshadowed by a decline in activity in 1997. Last
but not least, the increasing weight of China in total exports from the
region enhanced competitive pressures over the period.

On the financial side, a large body of evidence shows that the corporate,
banking, and financial systems of the crisis countries were very fragile:
poorly supervised, poorly regulated, and already in shaky conditions be-
fore the onset of the crisis (see, e.g., International Monetary Fund [IMF]
1998; Ito 1998; Organization for Economic Cooperation and Development
[OECD] 1998; Pomerleano 1998). The evidence suggests a sustained lend-
ing boom in the Philippines, Thailand, and Malaysia—strikingly, these
were also the first countries to be hit by currency speculation in 1997. It
also suggests a severe mismatch between foreign liabilities and foreign
assets of Asian banks and nonbank firms. Domestic banks borrowed heav-
ily from foreign banks but lent mostly to domestic investors.4

By the end of 1996, a share of short-term foreign liabilities above 50
percent was the norm in the region. At the same time, the ratio between
M2 and foreign reserves in most Asian countries was dangerously high: In
the event of a liquidity crisis—with BIS banks no longer willing to roll
over short-term loans—foreign reserves in Korea, Indonesia, and Thai-
land were insufficient to cover short-term liabilities, let alone to service
interest payments and to repay the principal on long-term debt coming to
maturity in the period. One could certainly hold the view that the credi-
tors’ panic in Korea and Indonesia resulted purely from a standard “col-
lective action” problem faced by a large number of creditors in their deci-

Fundamental Determinants of the Asian Crisis 13



5. The countries are Argentina, Brazil, Chile, China, Colombia, Czech Republic, Hong
Kong, Hungary, India, Indonesia, Jordan, Korea, Malaysia, Mexico, Pakistan, Peru, the
Philippines, Poland, Singapore, Sri Lanka, Taiwan, Thailand, Turkey, and Venezuela.

6. See Buiter, Corsetti, and Pesenti (1998a), Calvo (1998), Calvo and Vegh (1999), Cavallari
and Corsetti (1996), and Flood and Marion (1998) for recent surveys.

sions whether to roll over existing credits or call in their loans (see, e.g.,
Chang and Velasco 1998, 2000). It should also be recognized that market
reactions took place under conditions of extreme political uncertainty, low
credibility of the existing governments, and skepticism about the direction
of (and the commitment to) structural reforms.

Although Asian countries were characterized by very high savings rates
throughout the 1990s, the deficiencies of their financial sectors placed a
severe burden on the fiscal balances of the affected countries. Such costs
represented an implicit fiscal liability not reflected by data on public defi-
cits until the eruption of the crisis, but large enough to affect the sustain-
ability of the precrisis current account imbalances. The size of this liability
contributed to expectations of drastic, but uncertain, policy changes (a
fiscal reform required to finance the costs of financial bailouts) and cur-
rency devaluations (as a result of higher recourse to seigniorage revenues)
(see, e.g., Corsetti, Pesenti, and Roubini 1999b and Burnside, Eichenbaum,
and Rebelo 1998).

This paper reports and discusses a number of tests of the empirical rele-
vance of the set of macroeconomic factors recalled above. In our tests we
compare the performance of all the Asian countries subject to pressures
in 1997 with the performance of other emerging economies, for a total
sample of twenty-four countries whose selection has been determined by
data availability.5

The paper is organized as follows. In section 1.2, we present a summary
of the analytical model that is the basis of the empirical tests in the paper.
In section 1.3, we present the results of our empirical analysis. Next, in
section 1.4, we elaborate on the role played by the banking-sector weak-
nesses and the financial distress of over-leveraged firms in explaining the
financial crisis in Asia in the late 1990s. Section 1.5 concludes.

1.2 A Model of the Asian Crisis

After the outburst of the currency and financial crises in Southeast Asia
in the summer of 1997, many observers noted that the traditional concep-
tual and interpretive schemes6 did not appear, prima facie, to fit the data
well and fell short in a number of dimensions.

One reason is the role of fiscal imbalances. At the core of “first-
generation” (or “exogenous-policy”) models of speculative attacks (á la
Krugman 1979 and Flood and Garber 1984), the key factor explaining the
loss of reserves that led to a crisis is the acceleration in domestic credit
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7. See, among others, Obstfeld (1986, 1994), Cole and Kehoe (1996), and Sachs, Tornell,
and Velasco (1996). If investors conjecture that a country’s government will eventually de-
value its currency, their speculative behavior raises the opportunity cost of defending the
fixed parity (for instance, by forcing a rise in short-term interest rates), thus triggering a crisis
in a self-fulfilling way.

8. Among the contributions to the literature on the twin crises see, e.g., Velasco (1987),
Kaminsky and Reinhart (1999), Goldfajn and Valdes (1997), and Chang and Velasco (1998,
2000). The role of moral hazard in the onset of the Asian crisis has been discussed by a
number of authors; see, e.g., Krugman (1998), Greenspan (1998), and Fischer (1998).

expansion related to the monetization of fiscal deficits. In the case of
Southeast Asia, the precrisis budget balances of the countries suffering
from speculative attacks were either in surplus or limited deficit.

In “second generation” (or “endogenous-policy”) models of currency
crisis, governments rationally choose—on the basis of their assessment of
costs and benefits in terms of social welfare—whether to maintain a fixed
rate regime. A crisis can be driven by a worsening of domestic economic
fundamentals, or can be the result of self-validating shifts in expectations
in the presence of multiple equilibria,7 provided that the fundamentals are
weak enough to push the economy in the region of parameters where self-
validating shifts in market expectations can occur as rational events. The
indicators of weak macroeconomic performance typically considered in
the literature focus on output growth, employment, and inflation. In the
Asian economies prior to the 1997 crisis, however, GDP growth rates were
very high and unemployment and inflation rates quite low.

In Corsetti, Pesenti, and Roubini (1999b) we have suggested a formal
interpretive scheme that, while revisiting the classical models, brings for-
ward new elements of particular relevance for the analysis of the 1997–98
events. Specifically, we have analyzed financial and currency crises as in-
terrelated phenomena, focusing on moral hazard as the common factor
underlying the twin crises.8

At the core of our model is the consideration that, counting on future
bailout interventions, weakly regulated private institutions have a strong
incentive to engage in excessively risky investment. A bailout intervention
can take different forms, but ultimately has a fiscal nature and directly
affects the distribution of income and wealth between financial intermedi-
aries and taxpayers: An implicit system of financial insurance is equivalent
to a stock of contingent public liabilities that are not reflected by debt and
deficit figures until the crisis occurs.

These liabilities may be manageable in the presence of firm-specific or
even mild sector-specific shocks. They become a concern in the presence of
cumulative sizable macroeconomic shocks, which fully reveal the financial
fragility associated with excessive investment and risktaking. While fiscal
deficits before a crisis are low, the bailouts represent a serious burden on
the future fiscal balances. The currency side of a financial crisis can there-
fore be understood as a consequence of the anticipated fiscal costs of fi-
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nancial restructuring that generate expectations of a partial monetization
of future fiscal deficits.

It is important to stress that the financial side of the crisis likely results
in a severe fall in economic activity induced by the required structural
adjustment. This is because implicit guarantees on investment projects
lead the private sector to undertake projects that are not profitable. In the
tradables sector, the scale and type of technology adopted are not opti-
mal. In the nontraded sector, the profitability of investment suffers from
changes in the real exchange rate accompanying the devaluation—changes
that do not necessarily depend on the presence of nominal rigidities. Even
in the absence of a self-fulfilling panic at the root of the crisis, the adjust-
ment to the existing fundamental imbalance may take more than a correc-
tion in the level of the real exchange rate. The economy must pay the cu-
mulative bill from distorted investment decisions in the past.

In addition, political uncertainty about the distribution of the costs from
the crisis, and about their effect on the political stability of the leadership,
may dramatically increase the risk premium charged by international and
domestic investors—Indonesia being a striking example. A deterioration
of the financial conditions may therefore deepen and prolong the recession
accompanying the crisis. These considerations are important in assessing
the relative merits of fundamentalist and nonfundamentalists views of the
Southeast Asian events. The first view is not necessarily associated with a
quick recovery after a devaluation, since the correction of fundamental
imbalances due to moral hazard takes more than a relative price change.

In assessing the role of moral hazard in a financial crisis we should note
that investment-distorting expectations of a future bailout need not be
based on an explicit promise or policy by the government. Bailouts can be
rationally anticipated by both domestic and foreign agents even when no
public insurance scheme is in place and the government explicitly disavows
future interventions and guarantees in favor of the corporate and banking
sectors. In his celebrated analysis of currency and financial crises of the
early 1980s, Carlos Diaz-Alejandro (1985) stresses the time-consistency
problem inherent in moral hazard:

Whether or not deposits are explicitly insured, the public expects gov-
ernments to intervene to save most depositors from losses when finan-
cial intermediaries run into trouble. Warnings that intervention will not
be forthcoming appear to be simply not believable. (374)

This is because no ex ante announcement by policy makers can convince
the public that, ex post (that is, in the midst of a generalized financial tur-
moil), the government will cross its arms and let the financial system pro-
ceed toward its debacle. Agents will therefore expect a bailout regardless of
“laissez-faire commitments”—in the words of Diaz-Alejandro—“which a
misguided minister of finance or central bank president may occasionally
utter in a moment of dogmatic exaltation” (379).
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9. Recent empirical studies of the causes of the Asian crisis include Berg and Pattillo
(1999) and Alba et al. (1999).

10. This section is based on Corsetti, Pesenti, and Roubini (1999a). The weights assigned
to exchange rate and reserves changes in IND are, respectively, 0.75 and 0.25. For the pur-
pose of sensitivity analysis, we consider alternative crisis indexes with different weights and
find that the choice of the weight coefficients is not crucial to our results. Also, alternative
tests with different samples of shorter size provide similar results. All tests are available
upon request.

To summarize, in our model, private agents act under the presumption
that there exist public guarantees on corporate and financial investment,
so that the return on domestic assets is perceived as implicitly insured
against adverse circumstances. To the extent that foreign creditors are will-
ing to lend against future bailout revenue, unprofitable projects and cash
shortfalls are refinanced through external borrowing. Such a process trans-
lates into an unsustainable path of current account deficits.

While public deficits need not be high before a crisis, the eventual refusal
of foreign creditors to refinance the country’s cumulative losses forces the
government to step in and guarantee the outstanding stock of external
liabilities. To satisfy solvency, the government must then undertake appro-
priate domestic fiscal reforms, possibly involving recourse to seigniorage
revenues through money creation. Speculation in the foreign exchange
market, driven by expectations of inflationary financing, causes a collapse
of the currency and brings the event of a financial crisis forward in time.

Financial and currency crises thus become indissolubly interwoven in
an emerging economy characterized by weak cyclical performances, low
foreign exchange reserves, and financial deficiencies, eventually resulting
in high shares of nonperforming loans. Our empirical exercise below is
cast within this conceptual framework. Adopting the methodology sug-
gested in previous studies (e.g., Eichengreen, Rose, and Wyplosz 1996;
Sachs, Tornell, and Velasco 1996; Kaminsky, Lizondo, and Reinhart 1998),
in the next sections we first construct a crisis index as a measure of specu-
lative pressure on a country’s currency. Then, we compute a set of indexes
of financial fragility, external imbalances, official reserves adequacy, and
fundamental performance. Finally, we report the results of the regressions
of the crisis index on the above indexes.9

1.3 A Preliminary Empirical Assessment

1.3.1 The Crisis Index

Our crisis index (IND) is a weighted average of the percentage rate of
exchange rate depreciation relative to the U.S. dollar—if such depreciation
can be deemed as abnormal, as explained below—and the percentage rate
of change in foreign reserves between the end of December 1996 and the
end of December 1997.10 The logic underlying the index IND is quite
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11. While, of course, an increase in domestic interest rates may also signal a frustrated
speculative attack, our crisis index excludes changes in interest rates. This is because an
increase in interest rates in the presence of speculative pressures is highly correlated with
nonsterilized foreign exchange intervention, leading to a fall in reserves.

12. In principle, IMF official loans should be subtracted from official reserves in comput-
ing the index IND. However, our results would not significantly change if we accounted for
IMF disbursements in 1997.

13. Note that Turkey exhibited a satisfactory economic performance in 1997, with GDP
growing over 6 percent and its stock market being a leading performer among emerging coun-
tries.

14. Other authors use a different approach to the same problem. For example, Sachs,
Tornell, and Velasco (1996) control for the variance of the exchange rate and reserves in the
last ten years.

15. Latin American countries included in the sample were hit by crises in 1994–95. We
refer the reader to the paper by Tornell in this volume for an analysis of the 1994–95 episode
and a comparison with our results.

16. The Czech Republic shared many symptoms with the Asian crisis countries: a fixed
exchange rate regime maintained for too long, a severe real appreciation, a dramatic worsen-

simple. A speculative attack against a currency is signaled either by a
sharp depreciation of the exchange rate or by a contraction in foreign re-
serves which prevents a devaluation.11 We present the values for IND in
table 1.1: A large negative value for IND corresponds to a high devaluation
rate and/or a large fall in foreign reserves, i.e. a more severe currency
crisis.12

In evaluating the crisis index we need to control for the fact that, in
some countries, a high rate of depreciation in 1997 may reflect a past trend
rather than severe speculative pressures. For example, the fact that the
Turkish currency depreciated by over 50 percent in 1997 should not be
interpreted as a signal of crisis, as chronically high inflation rates in Turkey
over the 1990s have been associated with normally high depreciation
rates.13

There is no obvious way to purge the sample of the effects of trend
depreciations not associated with a crisis. In this study, we take the follow-
ing approach: If a currency in 1997 has fallen in value by less than its
average depreciation rate in the 1994–1996 period, we consider this as
being part of a trend depreciation and set the 1997 depreciation rate equal
to zero in constructing the index.14 In our sample, such a screening pro-
cedure leads to a significant resizing of the crisis index for two high-
depreciation countries: Turkey and Venezuela.

As table 1.1 shows, in 1997 the countries that appear to have been hit
by the most severe crises are, in order, Thailand, Malaysia, Korea, Indone-
sia, the Philippines, and the Czech Republic.15 Among Asian countries,
the currencies of Singapore and Taiwan were also moderately devalued in
1997, but these two countries were not subject to such extensive and
dramatic financial turmoil as that affecting other East Asian economies.
Conversely, outside the Asian region, the Czech Republic appears as a
crisis country16 because its currency, which had been pegged since 1992,
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ing of the current account, and a weak banking system with large shares of nonperforming
loans.

17. Note that we limit our sample to devaluations in 1997, in the attempt to test whether
the devaluations during that year can be explained by fundamentals. During 1998, a number
of the crisis countries in Asia (namely Korea, Thailand, and Indonesia) experienced in some
degree a currency appreciation. However, such appreciations were the result of macroeco-
nomic adjustment policies and the implementation of structural reforms. Also, while some
currencies appreciated relative to their bottom values in early 1998, through 1999 they re-
mained weak relative to their precrisis levels. Note also that some countries in the sample
experienced currency and financial crises in 1998 and 1999, outside our sample period. Spe-
cifically, Brazil was eventually forced to devalue its currency in January 1999 while Pakistan
experienced severe currency and banking distress in 1998. The case of Pakistan fits our model
of the crisis very well: Already in 1997 this country had a very fragile banking system with
a large stock of nonperforming loans and a large current account deficit. Brazil, instead, did
not experience a banking crisis but had an overvalued currency and a large current account
deficit, two factors that enter significantly in our empirical analysis. Also note that our
sample does not include two countries, Russia and Ecuador, that were hit by currency and
banking crises in 1998–99. Adding these two countries to an extended sample would have
strengthened the results of our empirical analysis.

18. In the appendix we describe in detail our methodology to estimate the series NPL. As
a caveat, NPL measures essentially banking sector nonperforming loans, and may therefore
fail to account appropriately for financial distress in countries where the heart of the prob-
lems in the initial stage of the crisis was nonperforming loans among nonbank intermediaries
(such as Thailand and Korea).

19. These authors argue that such a measure is a proxy for financial fragility as the quality
of bank loans is likely to deteriorate significantly—and a large fraction is likely to become
nonperforming—when bank lending grows at a rapid pace in a relatively short period of
time.

20. The logic of the NPLB variable is straightforward: Nonperforming loans represent a
source of severe tension only when observed in tandem with excessive bank lending that
enhances the vulnerability of the country to a crisis.

suffered a severe speculative attack in the spring of 1997, leading to a de-
valuation.17

1.3.2 Indexes of Financial Fragility

Measures of banking system weakness are provided by the stock of non-
performing loans as a share of total assets in 1996 (NPL)18 and an index
of “lending boom” (LB), defined as the growth of commercial bank loans
to the private sector (as percentage of GDP) in the period 1990–96. The
latter is an indirect measure of financial fragility suggested by Sachs, Tor-
nell, and Velasco (1996).19 Both variables (NPL and LB) are reported in
table 1.1.

We adopt two indicators of domestic financial fragility. The first one
encompasses the information in both NPL (nonperforming loans) and LB
(lending boom) and is defined as follows: If the sign of the lending boom
in the 1990s is positive, we assign to the new indicator NPLB the original
value of NPL; if the lending boom in the 1990s is negative, we set NPLB
equal to zero.20

NPLB NPL if LB
if LB

= >
≤

⎧
⎨
⎩

0
0 0

20 Giancarlo Corsetti, Paolo Pesenti, and Nouriel Roubini



21. In the tables, we present regression results for the 10 percent threshold, but similar
results are obtained for the zero threshold.

As regards the second indicator, note that according to the theoretical
model presented in Corsetti, Pesenti, and Roubini (1999b) the vulnerabil-
ity of a country to currency and financial crises increases with the implicit
fiscal costs of financial bailouts. Under the maintained hypothesis that the
time series of NPL provides information about the size of the overall bail-
out in the event of a crisis, we can obtain a statistical proxy for the associ-
ated fiscal costs by taking the ratio of nonperforming loans to GDP in
1996. This series is denoted NPLY and is defined as the product of NPL
and commercial bank loans to the private sector as a share of GDP in
1996. This variable allows us properly to assess the performance of those
countries with low ratios of bank loans to GDP but relatively large non-
performing loans as a share of banking assets (e.g. India and Pakistan).
In those countries, the contingent fiscal liabilities related to bailout costs
are smaller relative to countries with a similar NPL, but have a higher
ratio of bank lending to GDP.

1.3.3 Indexes of Current Account Imbalances

Table 1.1 reports the average current account balance as a share of GDP
in the 1994–1996 period (CA) and the real exchange rate appreciation in
the 1990s (RER). There is no simple way to assess when a current account
balance is sustainable (e.g., when it is driven by investment in sound proj-
ects) and when it is not (e.g., when it reflects a structural loss of competi-
tiveness), or to what extent a real appreciation is due to misalignment as
opposed to an appreciation of the fundamental equilibrium real exchange
rate. However, the consensus in the empirical literature on crisis episodes
is that the combination of a sizable current account deficit and a significant
real appreciation represents a worrisome signal of external imbalance.

Consistent with this view, we construct an index of current account im-
balance, CAI, defined as follows: If the rate of real exchange rate apprecia-
tion is above a given threshold T, CAI is equal to the current account
balance (as a share of GDP); if the real appreciation is below the threshold
(or there is a real depreciation), CAI is set equal to zero.21

CAI
CA if RER appreciates by more than 

otherwise
= =

⎧
⎨
⎪

⎩⎪

T
T( %)10

0

1.3.4 Indexes of Foreign Reserves Adequacy
and Fundamentals Performance

Other things being equal, the vulnerability of a country to a currency
crisis is higher when reserves are low relative to some measure of domestic
liquid assets or short-term foreign debt. To assess the role played by re-
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22. In this case, the dummy variable would be equal to zero for countries with our index
of current account imbalance (CAI) in the highest quartile of the sample, or with a rate of
nonperforming loans as a share of GDP, i.e., NPLY, in the lowest quartile of the sample; it
would be equal to 1 otherwise.

serves availability, we construct three different measures: the ratio of M1
to foreign exchange reserves (M1/reserves), the ratio of M2 to foreign re-
serves (M2/reserves), and the ratio of the foreign debt service burden (i.e.,
short-term foreign debt plus interest payments on foreign debt) to foreign
reserves (STD/reserves). The values of these variables are reported in
table 1.1.

To test for the joint role of fundamentals and foreign reserves in de-
termining a currency crisis, we classify the countries in our sample as being
strong or weak with regard to these two dimensions using dummy vari-
ables. Regarding foreign reserves, we use a broad classification according
to which a country is strong if the ratio of M2 to reserves is in the lowest
quartile of the sample. The resulting dummy variable for low reserves,
D2LR, is defined as

D if M2/reserves above lowest sample quartile
0 otherwise.

LR2 1= ⎧
⎨
⎩

Similar dummies are created by replacing M2/reserves with M1/reserves
and STD/reserves; such dummy variables are labelled D1LR and D3LR.

In regard to fundamentals, we focus on current account imbalances and
financial fragility. Countries are classified as being strong or weak ac-
cording to the scheme

D
if either CAI in highest sample quartile
or NPLB in lowest sample quartile
otherwise.

WF =
⎧
⎨
⎪

⎩⎪

1

0

A similar dummy can be obtained by replacing NPLB with NPLY.22

1.3.5 Testing for the Role of Fundamentals Imbalances in the Crisis

Financial Fragility and External Imbalances

The results of the regression of IND on CAI and NPLB are shown in
column 1 of table 1.2. The coefficients of the two regressors have the ex-
pected sign and are statistically significant at the 5 percent level: Both a
large current account deficit associated with a real appreciation and a
larger rate of nonperforming loans associated with a lending boom worsen
the crisis index. In columns 2–4 we interact the two regressors with the
dummies for low reserves. The coefficients �2 and �3 measure the effects
of CAI and NPLB on the crisis index in countries with high reserves
(DLR � 0); conversely, the sums of the coefficients �2 � �4 and �3 � �5

22 Giancarlo Corsetti, Paolo Pesenti, and Nouriel Roubini
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23. Their p-values are 0.005 and 0.09, respectively.
24. As a caveat, even when coefficients have the right signs and are statistically significant,

the relatively low R2 of the regressions seems to suggest that the residuals may be large for
specific countries; that is, a crisis was predicted but did not materialize, or was not predicted
but did occur, according to the sign of the residual.

25. Note also that the coefficient on NPLB (�3) is still significantly different from zero in
this regression.

measure the impact of fundamental imbalances on the crisis index in coun-
tries with low reserves (DLR � 1).

Looking at the regression results shown in columns 2–4, the coefficients
�2 and �3 are not significant on their own but only when reserves are low.
In fact, for the case in which we use the reserve dummy D2LR, based on
M2 data, the Wald tests indicate that the hypotheses �2 � �4 � 0 and �3

� �5 � 0 can be rejected at the 1 percent and 10 percent significance
levels.23 Similar or stronger results are obtained when we use the other two
low-reserves dummies, D1LR and D3LR. As a whole, these results suggest
that structural imbalances (current account deficits/currency appreciation
and nonperforming loans/lending boom) play a role in the onset of a crisis
to the extent that there is insufficient availability of foreign reserves—that
is, in light of both fundamental and nonfundamental models of currency
crises, low reserves enhance the vulnerability of the economy to specula-
tive attacks.24

In table 1.3 we test whether the effects of current account imbalances
CAI on the crisis index depend on weak fundamentals DWF and low re-
serves D2LR. Relative to column 2 of table 1.2, in column 1 of table 1.3 we
consider an additional regressor, namely an interaction term equal to CAI
times D2LR times DWF. In this case, the sum of the coefficients �2 � �4 �
�6 captures the effects of current account imbalances on the crisis index in
countries with low reserves and weak fundamentals. If �2 � �4 � �6 is
positive while �2 � �4 is not significantly different from zero, the crisis
index worsens when a high-deficit country with an appreciated currency
meets both weak-fundamentals and low-reserves criteria, but the crisis in-
dex does not respond to the reserves indicator if such a country is in the
strong-fundamentals region. The results of the Wald tests show that �2 �
�4 � �6 is indeed significantly positive at the 1 percent significance level,
while �2 � �4 is not significantly different from zero.25

Column 2 of table 1.3 includes a similar test for the role of nonper-
forming loans. Here we add an additional regressor to those of column 2
in table 1.2, which is an interaction term equal to NPLB times D2LR times
DWF. Thus, the sum of the coefficients �3 � �5 � �7 captures the effects of
nonperforming loans on the crisis index in countries that meet both low-
reserves and weak-fundamentals criteria. Our tests show that �3 � �5 �
�7 is negative at the 5 percent significance level while �3 � �5 is not sig-
nificantly different from zero. The crisis index depends on nonperforming
loans in countries with weak fundamentals and weak reserves, but not in

24 Giancarlo Corsetti, Paolo Pesenti, and Nouriel Roubini



26. In column 3 of table 1.3, we consider interactions of both CAI and NPLB with the
dummies for weak fundamentals and low reserves. The results for NPLB are similar to those
in column 2. For the current account, instead, we fail to reject the hypothesis that both �2 �
�4 � �6 and �2 � �4 are equal to zero. Formal tests such as the variance inflation test suggest
that this is due to multicollinearity between the two interaction terms: When they both ap-
pear in a regression, the effects of CAI are swamped by those of NPLB.

countries with strong fundamentals and weak reserves. The implication of
these results is that a crisis need not be related to current account imbal-
ances or bad loans per se: Such imbalances represent a source of severe
tension only when they are observed in parallel with both fundamental
and reserve weaknesses.26

Fiscal Implications of Financial Fragility

Next, in tables 1.4 and 1.5 we perform regressions similar to those in
tables 1.2 and 1.3, but now we move our focus away from financial fragility
and onto the role of the fiscal implications of financial fragility. We there-
fore substitute NPLB—the nonperforming loans ratio adjusted to account

Table 1.3 Explaining the Crisis Index: The Role of Fundamentals and Reserves

Estimated
Coefficient and Independent
Summary Statistic Variable (1) (2) (3)

�1 constant �2.861 5.535 5.602
(2.138) (3.887) (4.082)

�2 CAI 0.841 0.762 0.766
(2.946) (2.694) (2.771)

�3 NPLB �1.338 �2.569 �2.583
(0.605) (1.954) (2.017)

�4 CAI � D2LR 2.851 1.118 1.559
(6.650) (3.274) (6.293)

�5 NPLB � D2LR 1.769 2.448 2.446
(2.091) (1.945) (2.000)

�6 CAI � D2LR � DWF 0.834 �0.497
(6.337) (6.004)

�7 NPLB � D2LR � DWF �2.120 �2.131
(1.123) (1.164)

Summary statistic
R2 0.516 0.596 0.572
R2 0.621 0.684 0.683
Addendum: Wald tests
Null hypothesis p-values p-values p-values
�2 � �4 � 0 0.547 0.337 0.688
�2 � �4 � �6 � 0 0.009 0.388
�3 � �5 � 0 0.146 0.883 0.875
�3 � �5 � �7 � 0 0.017 0.026

Notes: The dependent variable is the crisis index, IND. See appendix for definitions of variables. Stan-
dard errors are shown in parentheses.
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for the lending boom—with NPLY—a more direct proxy for the implicit
fiscal costs of banking sector bailouts.

The results are very similar and, if anything, even stronger than those
obtained in tables 1.2 and 1.3. First, as table 1.4 column 1 shows, both
NPLY and CAI are statistically significant regressors of the crisis index
(at the 5 percent and 1 percent levels, respectively). Second, columns 2–4
of table 1.4 confirm that the effects of current account deficits are more
relevant when reserves are low.27 The results of columns 2–3 in table 1.4
are worth emphasizing. Note that the coefficient on NPLY, �3, maintains
the predicted sign and is statistically significant on its own at the 5 percent
level. This suggests that nonperforming loans as a share of GDP—that is,
as a measure of the intrinsic fiscal burden—affect the crisis index regard-
less of whether reserves are low or high.

In table 1.5 we present results of regressions equivalent to those in table
1.3, again using NPLY instead of NPLB. Once again, current account
deficits and nonperforming loans matter if both reserves and fundamen-
tals are weak.28 However, observe that the coefficient on NPLY tends to
maintain the expected sign and be statistically significant on its own, af-
fecting the crisis index regardless of whether reserves are low or high, as
well as regardless of whether fundamentals are weak.29

Real and Financial Weaknesses

Finally, we attempt to test whether direct measures of capital productiv-
ity have explanatory power as regressors of the crisis index. Conventional
wisdom holds that borrowing from abroad is less dangerous for external
sustainability if it finances new investment (leading to increased produc-
tive capacity and to higher future export receipts) rather than consump-
tion (which implies lower saving). For these reasons, a current account
deficit that is accompanied by a fall in savings rates is regarded as more
problematic than a deficit accompanied by rising investment rates.

Underlying such conventional conclusions, however, is the implicit as-

27. The p-values on the Wald tests for �2 � �4 � 0 are 0.001, 0.002, and 0.016 in columns
2, 3, and 4, respectively, under the three different measures of low reserves.

28. These are the implications of the Wald tests on �2 � �4 � �6 � 0 in column 1 and �3

� �5 � �7 � 0 in columns 2 and 3. The failure to reject �2 � �4 � �6 � 0 in column 3 is
again due to multicollinearity between CAI times D2LR times DWF, and NPLY times D2LR

times DWF.
29. To test for the robustness of our results we perform a number of other tests. First, we

use two other indicators of crisis that give more weight to reserve losses relative to exchange
rate depreciation; our qualitative results remain the same. As reported in tables 1.2–1.5, the
results are also robust to the use of three alternative definitions of low reserves. Next, we
test whether the significance of CAI is sensitive to the threshold for the real exchange rate
appreciation; instead of a 10 percent trigger, we use a 0 trigger and obtain the same qualita-
tive results. The significance of the two nonperforming loans measures, NPLB and NPLY, is
also invariant with respect to modification of the definitions of these variables. All these
results are available upon request.
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30. Also implicit is the assumption that high investment rates contribute to the enhance-
ment of productive capacity in the traded sector. If the investment boom is confined to the
nontraded sector (commercial and residential construction, as well as inward-oriented ser-
vices), in terms of sustainability analysis the contribution of such investment projects to
future trade surpluses—thus to the ability of the country to repay its external debt obliga-
tions—is limited to their indirect impact on the productivity of the traded sector. The two
“implicit” assumptions above need not hold in the Asian case.

sumption that the return on investment is at least as high as the cost of
the borrowed funds.30 As evidence on the profitability of the investment
projects, one can employ a standard measure of investment efficiency, the
ICOR (incremental capital output ratio), defined as the ratio between the
investment rate and the output growth rate. In Corsetti, Pesenti, and Rou-
bini (1999c), we document that, for all the Asian countries except Indone-
sia and the Philippines, the ICOR had increased sharply in the 1993–96
period relative to the previous three years 1987–1992. This evidence sug-
gests that the efficiency of investments in Southeast Asia was already fall-
ing in the four years prior to the 1997 crisis.

Table 1.5 Explaining the Crisis Index: Bailout Costs, Fundamentals, and Reserves

Estimated
Coefficient and Independent
Summary Statistic Variable (1) (2) (3)

�1 constant 9.060 3.754 3.677
(4.233) (2.731) (3.026)

�2 CAI 2.438 1.570 1.557
(2.439) (1.577) (1.633)

�3 NPLY �6.912 �4.985 �4.957
(3.347) (2.164) (2.263)

�4 CAI � D2LR �7.295 �2.753 �2.085
(14.900) (2.033) (9.972)

�5 NPLY � D2LR 5.425 5.287 5.267
(3.246) (2.081) (2.160)

�6 CAI � D2LR � DWF 9.905 �0.685
(14.676) (10.005)

�7 NPLY � D2LR � DWF �5.420 �5.436
(1.060) (1.117)

Summary statistic
R2 0.566 0.818 0.808
R2 0.660 0.858 0.858
Addendum: Wald tests
Null hypothesis p-values p-values p-values
�2 � �4 � 0 0.741 0.424 0.957
�2 � �4 � �6 � 0 0.001 0.633
�3 � �5 � 0 0.073 0.626 0.445
�3 � �5 � �7 � 0 0.000 0.000

Notes: The dependent variable is the crisis index, IND1. See appendix for definitions of variables. Stan-
dard errors are shown in parentheses.
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In Corsetti, Pesenti, and Roubini (1999a) we derive a measure of the
ICOR for all the countries in our sample in the period 1993–1996. We then
test for its significance in our basic regression model. We find that the
ICOR variable is generally not significant; however, a simple transforma-
tion of the ICOR is significant in some regressions. We then define a new
variable, which is equal to the original ICOR when the lending boom vari-
able is positive, and is equal to zero when the lending boom is negative.31

When we regress the crisis index on the modified ICOR variable and
NPLY we find that both variables have the expected sign and are statisti-
cally significant (see Corsetti, Pesenti, and Roubini 1999a).

1.4 Financial Weaknesses and Emerging Market Crises

1.4.1 Banking and Currency Crises in the 1990s

Our interpretation of the Asian crisis focuses on the role played by
weaknesses in the financial and banking system in triggering the currency
crisis in 1997–98. It is worth stressing that other episodes of currency crises
in the 1990s have been associated with banking crises. In the case of Mex-
ico, for instance, recent work shows that the financial system was fragile
well before the peso crisis of 1994 (see Krueger and Tornell 1999). Weak
regulation and supervision, as well as an inadequate deposit safety net,
were all elements leading to moral hazard in the banking system and to a
surge in nonperforming loans well before the end of 1994. The weakness
of the financial system was exacerbated by a poorly designed privatization
program in the early 1990s. This evidence casts doubts on the thesis that
the severe Mexican banking crisis emerging after the peso collapse was
simply the result of the double shock of devaluation and high real interest
rates in 1995 on the balance sheets of financial and corporate firms. The
1994 crisis was perhaps the last straw for an already weakened banking
system, leading to a meltdown that is estimated to cost about 14–20 per-
cent of GDP.

Currency depreciation was also associated with banking problems in
the case of Europe in 1992–93. This is clearly visible in Scandinavian coun-
tries such as Sweden and Finland, where a severe banking crisis was
emerging since the early 1990s. It is also apparent in Italy, where a fiscal
retrenchment and the discontinuation of regional public investment proj-
ects made the banking system in the south vulnerable to the consequences

31. The idea here is that low capital profitability is not problematic in itself if the corporate
and financial sectors are able to assess properly the characteristics of the investment projects,
but may significantly contribute to the buildup of tensions in the financial markets if there
is a lending boom and excessive credit growth—perhaps driven by moral hazard and implicit
guarantees on investment by the public sector.
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of changes in the relative price of nontraded goods due to the lira deprecia-
tion in 1992 and 1993 (the Italian traded-good sector being comparatively
smaller in the south relative to the north).

Some authors, such as Radelet and Sachs (1998) and Chang and Velasco
(1998, 2000), have interpreted recent emerging market-crisis episodes as
being caused by international runs—the international equivalent of Dia-
mond-Dybvig (1983) bank runs. Such runs are not caused by fundamen-
tals, but rather are triggered by self-fulfilling panics that turn liquidity
problems into solvency problems. In support of such interpretation, it is
commonly observed that the Asian countries did not suffer from the usual
symptoms of fundamental imbalances (high budget deficits, domestic
credit expansion, high unemployment, etc.) preceding the currency crises.

In Corsetti, Pesenti, and Roubini (1999a,b,c), we have argued that, along
with their many strong economic fundamentals, East Asian crisis countries
also featured severe structural distortions and institutional weaknesses.
The financial and banking systems in Korea, Thailand, Indonesia, and
Malaysia were already in distress before the devaluation in 1997–98. The
same can be said for the episodes of currency crises in Ecuador, Pakistan,
and Russia following the ones in Asia. While it is likely that these crises
were exacerbated by speculative capital flights, it is difficult to argue that
such flights hit otherwise healthy economies.

Prior to the crisis in Asia, speculative purchases of assets in fixed supply
fed a strong and sustained growth in asset prices. Many observers believe
that equity and real estate prices rose well beyond the levels warranted by
fundamentals, inflating the value of collateral of households and firms.
Moral hazard arose from implicit or explicit government bailout guaran-
tees of financial institutions. Banking regulation and supervision were no-
tably weak. In addition, poor corporate governance and what has now
come to be called crony capitalism—widespread corrupt credit practices,
as loans were often politically directed to favored firms and sectors—en-
hanced these distortions and contributed to a lending boom, leading to
overinvestment in projects and sectors that were excessively risky and/or
of low profitability, such as real estate and other nontraded sectors. In the
traded good sectors, these elements led to accumulation of excessive ca-
pacity.

Domestic and international capital liberalization may have aggravated
the existing distortions by allowing banks and firms to borrow larger funds
at lower rates in international capital markets. In Thailand, for instance,
liberalization of capital account regulations (e.g., the establishment of the
Bangkok International Banking Facility) provided an incentive for Thai
banks and firms to borrow heavily in international financial markets in
foreign currency and at very short maturities. Moreover, regulations lim-
iting entry into the banking system led to the growth of unregulated, non-
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bank finance companies, fueling a boom in the real estate sector. Fifty-six
of these finance companies were distressed well before the Thai baht crisis
and were eventually closed down after the onset of the crisis.

In Korea, excessive investment was concentrated among the chaebols,
the large conglomerates dominating the economy. Counting on their con-
trol of financial institutions, as well as on government policies of directed
lending to favored sectors, Korean chaebols undertook large investments in
low-profitability sectors such as automobiles, steel, shipbuilding, and semi-
conductors. By early 1997, seven out of the thirty largest chaebols were
effectively bankrupt and the Korean economy was mired in a deep reces-
sion. Corporate leverage was already high before the crisis. In 1996, the
average debt-to-equity ratio of the top thirty chaebols was over 300 per-
cent. It then increased dramatically with the devaluation, as this raised the
burden of foreign debt.

In Indonesia, a large share of bank credit consisted of directed credit,
channeled to politically favored firms and sectors. Although Indonesia had
already suffered a banking crisis in the early 1990s, these practices re-
mained prevalent. In this country, however, a significant fraction of foreign
banks’ lending was directed to the corporate sector, rather than being in-
termediated through the domestic banking system. Most of the loans were
denominated in foreign currency.

An interpretation of the Asian crisis in terms of a pure international
bank run must confront the evidence about the shaky financial conditions
in the crisis countries preceding the large outflows of capital of the second
half of 1997. A large body of literature (see Dziobek and Pazarbasioglu
1997; Honohan 1997; Goldstein and Turner 1996; Demirgüç-Kunt and
Detragiache 1997; Caprio 1998) supports the view that banking crises are
due not to random runs and panics by depositors, but to weaknesses
rooted in excessive lending, distorted incentives, connected and directed
lending, a weak macroeconomic environment, poorly designed deposit in-
surance, and poorly managed liberalization processes. Quite simply, think-
ing that systemic banking crises occur because of sudden and unjustified
depositors’ panic appears to be naı̈ve.

Moreover, interpretations of banking crises based on multiple equilibria
models are somewhat incomplete, as nothing in those models explains
what makes investors shift expectations from a good to a bad equilibrium.
Some models rely on exogenous “sunspots” to nail down the probability
of a run—this is only a gimmick, with little economic or empirical content.
Drawing on the evidence on bank runs, weak banks are what tend to be
attacked, not solid and healthy banks. It is therefore plausible that the
probability of ending up in the bad equilibrium depends on the state of
fundamentals; if fundamentals are weak, the probability that agents attack
is higher. If one takes this analogy to a country level, the message is clear.

Fundamental Determinants of the Asian Crisis 31



The countries that come under attack are countries that, in some dimen-
sion or the other, have weak fundamentals.32

1.4.2 The 1998 Recession in Asia: The Role of Financial Distress and
the Need for Systemic Corporate and Bank Restructuring

By the summer of 1998, the combination of sustained high interest rates
and illiquidity led to harsh economic contraction and a vast overhang of
bad debt throughout Asia. Many corporations were frozen in their produc-
tion decisions as they had little access to working capital and were severely
burdened by a massive stock of debt.

By early 1998, large parts of the banking systems in Korea, Thailand,
and Indonesia were effectively bankrupt as the result of high interest rates,
a large and increasing amount of nonperforming loans, and the attempts
to rapidly recapitalize. The net worth of a large part of the banking system
in these countries was negative. Apart from a few domestic banks some-
how spared by the crisis, the only viable banks were foreign banks op-
erating in the region. It is also worth mentioning that the actual amount
of foreign financing disbursed has been significantly less than the headline
amounts announced.

Being under extreme stress, banks essentially stopped making new
loans. Because of the combined effect of a liquidity squeeze and the risks
of corporate bankruptcies, banks went as far as denying loans for trade
credits and working capital. This was an important factor in causing many
corporations that would have been solvent under normal credit conditions
to go bankrupt. In support of this view, we stress the fact that, by mid-
1998, exports of the crisis countries had not significantly increased in spite
of massive real depreciation. Firms had so little access to working capital
and trade credit that they could not import the intermediate inputs re-
quired for producing export goods.

Because of the severe liquidity crunch, for many corporations, liquidity
problems were turning into solvency problems. While some firms might
have been bankrupt before the crisis, the net worth of many other firms
became negative per effect of the liquidity crunch; a combination of real
depreciation, high real interest rates, collapsing aggregate demand, and
liquidity squeeze was leading them to bankruptcy. For these reasons, the
net worth turned negative for a large part of the corporate sector. With
little alternative source of financing (other than banks), the credit crunch
afflicting the crisis economies was giving way to a vicious cycle: retrench-
ment in credit—further economic downturn—higher nonperforming
loans and credit risk—more retrenchment in credit. Contractions in trade

32. See, for instance, recent work by Morris and Shin (1998) and Corsetti, Dasgupta,
Morris, and Shin (2000).
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credit were particularly painful, directly affecting the ability of these econ-
omies to acquire foreign currency through exports.

The credit crunch for corporate firms was particularly devastating be-
cause, in East Asia, bank loans were the prevailing source of financing for
firms. With banks and other financial institutions in severe financial dis-
tress, both short-term lending (for working capital purposes) and long-
term lending by banks and nonbank financial institutions were drasti-
cally reduced.

While a banking crisis was also experienced in Mexico in 1995 following
the collapse of the peso, this crisis was different from the Asian crisis in
one important respect. Relative to the case of East Asia, corporate bank-
ruptcies in Mexico were much less important in triggering the financial
distress of the financial sector. In Mexico, the lending boom preceding
the crisis was concentrated in the household sector. Households borrowed
heavily from banks (often in foreign currency) to finance their consump-
tion of durable goods and household services. Thus, the peso fell and the
ensuing economic recession caused financial distress mainly among heav-
ily leveraged households. The inability of households to service their debt
was what led to the collapse of financial institutions.

Over the summer of 1998, interest rates in Asia had significantly fallen
relative to the peaks of the crisis, and in Korea they returned to precrisis
levels. In spite of this, a credit crunch was still severe in most countries:
While the price of credit had been falling, banks that were effectively bank-
rupt or experiencing financial distress were unwilling to lend to corpora-
tions suffering from debt overhang. As loans were still drastically rationed,
capital controls leading to lower interest rates would have done little to
ease the credit crunch. Moreover, it is far from clear whether they would
have helped to remove structural impediments to recovery.

While the need for a more decisive expansionary policy was widely rec-
ognized, several observers emphasized the need for an accelerated debt
restructuring process as the only effective way to help the Asian countries
begin producing and exporting again. Such process consists of the follow-
ing steps: recapitalize banks, reduce corporate debt overhang, and provide
firms with debt moratoria and new priority financing of working capital
and trade.

Suggestions for a comprehensive approach to bank and corporate re-
structuring, including a more active role of governments, were widely
debated. An accelerated restructuring of the banking system could be ac-
complished in a number of alternative ways. Banks that were undercapital-
ized but still solvent had to be recapitalized, either with capital injections
from domestic or foreign investors or through capital injections by the
government. In the case of institutions that were clearly insolvent or bor-
derline insolvent, the governments had to intervene directly, eventually de-

Fundamental Determinants of the Asian Crisis 33



ciding among possible alternative actions: Recapitalize them in order to
sell them to (domestic or international) private investors, merge them with
stronger institutions, or close them down and sell their assets.

Korea, Indonesia, Thailand, and Malaysia tried different approaches
to bank capitalization, each with a different mix of private and public
participation, including recapitalization (mostly via foreign injections of
new equity), closure, and mergers with other financial institutions. Accel-
erated disposal of bad loans, proper loan classification, and provisioning
for bad loans were all elements of an accelerated bank-restructuring
strategy.

In these countries the approach to bank and corporate restructuring
was modeled on a variant of the “London approach” used by the United
Kingdom to achieve out-of-court restructuring. This approach is mostly
voluntary, case by case, and market based. Some suggested that the sys-
temic nature of the corporate and bank financial distress in Southeast Asia
required a more aggressive approach with coercive elements and greater
government involvement. As a matter of fact, the restructuring process
has been relatively slow, especially in the corporate area. While the recapi-
talization of the banking system picked up speed in the second half of
1998, progress on corporate restructuring remained slow through 1999.

1.4.3 The Role of Foreign Ownership of Domestic Banks
in Preventing Emerging Market Crises

One key issue raised by recent crises in emerging markets is whether
significant ownership of the domestic financial system by foreign banks
could help prevent currency and financial crises, or could help reduce the
impact of a crisis on the economy. In the case of East Asia, BIS-country
banks provided most international lending to Asian local banks, which in
turn lent to domestic corporations. Also in the case of Indonesia, where
international banks tended to lend directly to corporations, international
lending was mostly offshore. It has been argued that direct ownership of
a fraction of the domestic financial system by foreign banks may have
positive stabilizing effects. The case of Argentina (together with some
other Latin American countries) is often mentioned in this respect.

In addition to enhancing competition and efficiency, and to bringing
new managerial skills and banking knowledge, international banks may
provide specific benefits in periods of crisis. First, if a foreign bank lends
only to an emerging market bank, it does not have any stake in the corpo-
rate projects financed by the local bank. In anticipation of a crisis it may
be rational for a foreign bank not to roll over its loans to the domestic
bank, even if, by forcing the domestic bank in turn to call in loans, such
decision causes financial distress at corporate level. If, instead, a foreign
bank operates locally, it would be more concerned with the health of do-
mestic corporations. It would be less likely to call in loans abruptly and to
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repatriate liabilities, adding to the risk of a crisis, since this would harm
the foreign bank directly.

Second, the presence of foreign banks could mitigate some of the prob-
lems that emerge with weak domestic supervision and regulation (an
emerging market regulator’s ability properly to supervise and regulate do-
mestic banks is often limited for a variety of reasons, and cannot be
trusted). International banks may be inclined to follow an arm’s-length
approach rather than relationship banking; and they may be less exposed
to political pressure to provide direct lending. Also, a strict regulation of
the foreign bank in its home country (say, the United States) may indirectly
affect the activities of the bank’s branches in the emerging market econo-
mies. Third, foreign ownership of banks operating domestically may re-
duce the need for central banks in emerging markets to provide a safety
net, by performing as lenders of last resort. This is because the foreign-
owned local banks can rely on the foreign owners to provide funds in the
presence of sudden and rapid deposit withdrawals observed during epi-
sodes of panic.

On the basis of these arguments, some have claimed that a fraction of
emerging markets’ banking systems should indeed be controlled by foreign
banks as a way to ensure competition, efficiency, and stability. In favor of
such a view, the examples of Hong Kong and Singapore (where a large
fraction of the banking system is foreign owned) are often mentioned.

What are the main objections to such a view? One is, of course, a ques-
tion of sovereignty; but why should countries care about who owns their
banks more than they care about who owns their factories? The reason is
that banks have traditionally been used for political purposes through di-
rect lending, and as a source of revenue via financial repression. This is
why governments are wary of letting go of domestic banks. Note that these
elements provide a positive explanation of why governments do not want
a foreign ownership of domestic banks; they do not provide, however, a
strong normative argument against foreign ownership.

A second objection casts doubts on the presumption that foreign-owned
banks would behave properly and avoid excessive risk taking. In the case
of Chile in the early 1980s, for instance, the Chilean subsidiaries of foreign
banks gambled on very risky projects and engaged in excessive credit cre-
ation. A third objection is against the presumption that a financial system
owned by a small number of foreign banks would reduce the need for the
domestic central bank to intervene in the banking system, acting as lender
of last resort. It is far from obvious that these banks would not count on
the local central bank as provider of funds, when economic shocks or poor
lending decisions lead to financial distress in the banking system. Large
foreign banks may have the power to impose ex post liquidity provision
and other forms of support, such as a government bailout of bad loans.

Overall, however, these objections do not appear to be strong enough
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to offset the arguments in favor of foreign ownership of domestic banks in
emerging markets—especially in light of the track records of the countries
where foreign banks own a large fraction of the domestic banking system.
Yet, there are a number of issues that require additional analysis. Do for-
eign-owned banks in emerging markets need a domestic safety net (lender
of last resort and deposit insurance)? Will they expect it, require it, and
get it ex post if they experience financial distress? Should the home country
rather than the host country provide regulation and lender-of-last-resort
support? These are complex questions with no easy answers.

1.5 Conclusions

The results of our empirical analysis provide evidence in support of the
thesis that crises are systematically related to the fundamental weaknesses
in the real and financial sectors of the economy. The recent turmoil in
Asia does not seem to represent an exception in this respect. External
imbalances, as measured by the current account deficits associated with
real exchange rate appreciation, are significantly correlated with the crisis
index. So are measures of financial fragility (nonperforming loans in the
presence of a lending boom) and measures of the fiscal costs associated
with financial bailouts (nonperforming loans as a share of GDP). The
effects of these variables on the crisis index are found to be stronger in
countries with low reserves.

The empirical analysis presented in this paper is preliminary, yet it com-
plements other analyses showing the extent of the deterioration of funda-
mentals in Asia in the years before the crisis. Per se, these results cannot
discriminate across alternative explanations of currency crises based on
self-fulfilling speculative attacks, as opposed to fundamental factors. They
do, however, identify a set of variables that appear to enhance the vulner-
ability of an economy to a crisis.

The indicator that seems to be most robust in our analysis is the indirect
measure of the implicit costs of bailouts in the presence of a financial
crisis, i.e., nonperforming loans before the crisis as a share of GDP. In
related work (Corsetti, Pesenti, and Roubini 1999b) we have provided a
consistent theory of the role that contingent public debt plays in generating
twin financial and currency crises. We interpret the empirical evidence
presented in this paper as an indication that this is the right direction to
pursue in a comprehensive research agenda on the Asian crisis.

The analysis in this paper highlights the role played by the financial
distress of banks, other financial institutions, and corporations in the Asian
crisis. The fiscal costs of cleaning up the balance sheets of banks is bound
to be very high, while the prospects for a rapid and sustained recovery of
economic growth in Asia depend on an accelerated process of bank and
corporate restructuring in the region. The recent recovery in economic
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activity in the region may experience a relapse unless bank and corporate
restructuring is pursued more aggressively in the near future.

Appendix

In this appendix we describe in detail the construction of the variables
used in the empirical analysis.

Crisis Index (IND)

The index is a weighted average of the percentage rate of exchange rate
depreciation relative to the U.S. dollar and the percentage rate of change
in foreign reserves between the end of December 1996 and the end of
December 1997. A large negative value for IND corresponds to a high
devaluation rate or a fall in foreign reserves (or both), i.e., a more severe
currency crisis. All data are from the International Financial Statistics of
the International Monetary Fund (IFS-IMF).

Real Exchange Rate Appreciation (RER)

This variable measures the percentage rate of change of the real ex-
change rate between the end of 1996 and an average over the 1988–1990
period. The real exchange rate measure is based on wholesale price in-
dexes, using trade weights of OECD countries (excluding Mexico and Ko-
rea). For the three transition economies—Czech Republic, Hungary, and
Poland—whose real exchange rates exhibit large fluctuations in the early
transition years, the appreciation is calculated between 1996 and 1992.
For Argentina, whose real exchange rate experienced large swings in the
hyperinflation period, the real exchange rate is computed between 1996
and the end of 1990.

Current Account Deficits (CA) and the CAI Index

The current account deficit as a share of GDP is an average over the
1994–96 period. Data are from IFS-IMF. The index of current account
imbalances CAI is computed as follows: For countries where the real ex-
change rate appreciated more than 10 percent over the period defined
above, CAI takes the value of the average 1994–96 current account bal-
ance (as a share of GDP); for all other countries, CAI is set equal to zero.

Lending Boom (LB)

This variable is the rate of growth between 1990 and 1996 of the ratio
between the claims on the private sector of the deposit money banks (line
22d in IFS-IMF) and nominal GDP. All data are from IFS-IMF. In the
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case of transition economies, where either data since 1990 are not available
or the ratio is very unstable in the early transition years, we take 1992
(rather than 1990) as the starting date.

Nonperforming Loans as a Share of Total Bank Assets (NPL)

As there are no homogeneous series for nonperforming loans, we need
to build our data set relying on several sources. For most of the Asian
countries in our sample (Korea, Indonesia, Hong Kong, Taiwan, Malaysia,
Thailand) there are two available estimates of NPL in 1996: one from the
1997 BIS Annual Report, the other from Jardine Fleming (http://www.
jfleming.com). Both estimates are biased; the former underestimates non-
performing loans before the onset of the crisis (for instance, the end-of-
1996 figure for Korea is 0.8 percent, whereas the latter is based on data
from the third quarter of 1997, when nonperforming loans are already
reflecting the consequences of the currency crises on the financial condi-
tions of banks and corporate firms (for instance, Korean nonperforming
loans are estimated to be 16 percent). We take the average of the two
figures as a reasonable estimate of the nonperforming loans before the
onset of the crisis, i.e., the end of 1996 through early 1997. For the re-
maining countries, we proceed as follows: For India, Argentina, Brazil,
Chile, Colombia, Mexico, Peru, and Venezuela, we use the estimates for
1996 in the BIS 1997 Annual Report. For China, Singapore, and the Phil-
ippines, we use estimates from Jardine Fleming. For the other countries in
the sample, we rely on information derived from IMF country reports. It
is worth emphasizing that our estimates do not appear to be systematically
biased towards the countries that suffered a crisis in 1997. Note, in fact,
that noncrisis countries such as Mexico, China, India, and Pakistan all
show a very large fraction of nonperforming loans (over 10 percent of
total loans).

Fiscal Cost of the Bailout of the Banking
System as a Share of GDP (NPLY)

This variable is computed as follows. We take the estimate of the non-
performing loans as a share of bank assets (NPL) derived above and mul-
tiply it by the ratio of claims on the private sector by deposit money banks
at the end of 1996 to GDP. The latter variable is computed from IFS-
IMF data.

The NPLB Index

In deriving NPLB, we interact the lending boom variable with the non-
performing loans variable. For countries where the sign of the lending
boom variable is positive, we set NPLB equal to NPL; for countries with
a negative lending boom, we set NPLB equal to zero.
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Reserve Adequacy Ratios

We compute three ratios for reserve adequacy at the end of 1996. The
first is the ratio of M1 to foreign exchange reserves (M1/reserves); the sec-
ond is the ratio of M2 to foreign reserves (M2/reserves); the third is the
ratio of the foreign debt service burden (i.e., short-term foreign debt plus
interest payments on foreign debt) to foreign reserves (STD/reserves). For-
eign exchange reserve data are from the IFS-IMF (line 11d). Data on
short-term debt and interest payments on foreign debt are from Data-
stream (http://www.datastream.com).

Taiwan

Taiwan is not included in the IMF database. Our data for Taiwan are
from Datastream and rely on Taiwan national data sources.
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Comment Carmen M. Reinhart

Motivated by the severe Asian crisis of 1997, this paper makes a fine con-
tribution to the growing literature that analyzes the symptoms of a coun-
try’s vulnerability to currency crises. While the sample of countries cov-
ered in the empirical analysis encompasses diverse regions, the discussion
in the paper focuses primarily on the Asian crisis. In particular, the au-
thors stress, as they have in their earlier papers, the key role played by
weak fundamentals in undermining several of the Asian currencies. Fi-
nancial sector fundamentals (as in Kaminsky and Reinhart 1999) play an
important role, but the authors also devote considerable attention to the
countries’ capacity to back their “implicit” contingent liabilities, partic-
ularly those of the local banking sector (as in Calvo and Mendoza 1996).
Furthermore, the analysis by Corsetti, Pesenti, and Roubini (CPR) ex-
amines the links between crisis vulnerability and the productivity of in-
vestment projects—an important issue, particularly in several of the
high-investment Asian countries—that have been largely ignored in this
literature.1

By focusing on these fundamentals as well as on external imbalances,
CPR dismiss a relatively popular explanation of the Asian crisis stressing
a liquidity crisis/financial panic story that arises out of self-fulfilling expec-
tations, runs on the banks, and the currency, and that downplays the role
of economic fundamentals. Since I happen to concur with most (although
not all) of the points made by the authors about the proximate causes
of the Asian crisis, I confine my remarks to two areas: First, I focus on
issues regarding ways of strengthening the empirical analysis developed
in this paper; second, I dwell on some of the features of the antecedents
of the Asian crisis that merit attention and are not addressed by the au-
thors.

In the spirit of Sachs, Tornell, and Velasco (1996), the empirical analysis
employs a cross-section of countries to examine which variables help ex-
plain the extent of depreciation and reserve losses (i.e., a severity index)
during the December 1996–97 period. The authors focus primarily on
three indicators: the interaction between credit growth and nonperforming
loans, to capture the fragility of the banking sector; the interaction be-
tween real exchange rate overvaluations and current account imbalances;
and the ratio of various monetary aggregates to central bank foreign ex-
change reserves, to assess the central bank’s capacity to back its contingent
liabilities. In addition, the authors include the incremental capital-to-
output ratio (ICOR) and its interaction with credit growth. The idea is that

Carmen M. Reinhart is professor at the School of Public Affairs and Department of Eco-
nomics at the University of Maryland, College Park, and a research associate of the National
Bureau of Economic Research.

1. CPR is not to be confused with the other CPR—Center for Policy Research.
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2. Twenty-four observations and seven coefficients to estimate (see table 1.3).
3. The discussion is limited to a couple of paragraphs.

during lending booms, funds are allocated to increasingly less-productive
projects. CPR also experiment with two types of dummy variables that al-
low for the interaction among the indicators described above. For instance,
the current account/real exchange rate variable is allowed to enter directly
as well as through an interaction dummy that takes on the value of 1 when
the money-to-reserves ratio is in the upper three quartiles.

Both the selection of the variables and the way they are allowed to in-
teract are intuitively appealing and well grounded in theory. I do have,
however, some practical reservations about the information content of non-
performing loans for two reasons. First, banks often engage in the “ever-
greening” of problem loans for extended periods—as a consequence, non-
performing loans often lag rather than lead the crisis, and the authors use
1996 data for nonperforming loans. Secondly, the criteria applied to clas-
sify a loan as nonperforming are highly heterogeneous across countries,
particularly in emerging markets. My hunch is that most of the informa-
tion content of this composite term is coming from the lending boom
rather than from nonperforming loans.

As to the estimation strategy, my main criticism has to do with the inter-
action terms introduced through the two dummy variables. While sympa-
thetic to the economic rationale for wanting to include these additional
terms in the regression, I find that they introduce serious collinearity prob-
lems. The presence of collinearity is evident in the large standard errors
reported for most coefficients in tables 1.2–1.5. Most of these terms are
not individually statistically significant; the failure to reject the null hy-
pothesis that the sum of several pairs of coefficients (the Wald tests re-
ported at the bottom of tables 1.2–1.5) comes from the actual variable
rather than from the secondary interaction term. The absence of the incre-
mental explanatory power of these interaction dummies is also evident in
the reported adjusted R2, which, in the majority of cases, does not increase
by much and in some cases actually declines. The introduction of these
additional terms also chews up precious degrees of freedom, which in some
of the regressions is as low as seventeen.2

Apart from the collinearity problem, the results accord well with the
priors. External imbalances increase the severity of the currency crisis as
does booming credit. The interaction terms, although not statistically sig-
nificant in almost all cases, also have the anticipated signs.

A second criticism of the paper, albeit one which is easy to remedy, is
that the authors downplay some very interesting results on the interaction
between the ICOR and lending booms and its role in explaining who is
vulnerable to this kind of crisis.3 As noted earlier, measures of the produc-
tivity of new investment projects have been largely overlooked in this liter-
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ature. This is a particularly important issue for understanding why the size
of the current account may matter—irrespective of whether it arises out
of a low saving rate or a high investment rate.4 In the aftermath of the
Mexican crisis, the “received wisdom” of the day was that Mexico’s large
current account deficit was a problem because it was largely owing to a
consumption boom. At the time, there was little concern that Thailand’s
and Malaysia’s large deficits would be problems since—the argument
went—the capital inflows were financing record levels of investment. After
Asia’s crisis it becomes evident that unproductive investments are indistin-
guishable from consumption, as far as vulnerability is concerned.

Turning to the interpretation of the events and developments leading up
to the Asian crisis offered in this paper, I agree with CPR that these crises
had their roots in a fragile financial sector and that this vulnerability was
manifest well before the crisis erupted.5 As in so many banking crises, the
problems first arose in the asset side of the bank balance sheet. Hence, in
the discussion that follows, I will focus mainly on filling some holes in this
paper’s telling of the proximate causes of the Asian crisis. CPR mention
that the liberalization of the capital account and the financial sector was
an important factor in explaining the surge in banks’ offshore borrowing
in the years before the crisis; I would like to mention two additional factors
that drove banks in these countries to become ever more dependent on
offshore borrowing.

First, while fiscal policy mistakes are usually easy to spot, mistakes in
monetary and exchange rate policies are more difficult to single out—
unless these produce high inflation. During the capital-inflow phase of the
cycle, the most common policy response in the region to the surge in capi-
tal inflows was sterilized intervention. Yet, as shown in Montiel and Rein-
hart (1999), sterilized intervention appears to be a powerful tool in influ-
encing both the volume and the composition of capital inflows, although
hardly in the way that policy makers had originally intended it to. By pro-
viding a combination of an implicit exchange rate guarantee and high
domestic interest rates on short-term assets vis-à-vis comparable interna-
tional interest rates, sterilization policies are a magnet in attracting short-
term flows. These policies are capable of increasing the volume of the flows
and skewing their composition away from FDI to short maturities compo-
nents.

Second, “push” factors were also important in explaining why banks
in the region became so dependent on short-term offshore borrowing. In
particular, the protracted economic slump in Japan had dried up domestic
loan demand and Japanese banks were all too eager to lend increasing
amounts to the rapidly growing, capital-importing emerging Asian econo-

4. For a different interpretation of why the current account matters in explaining the sever-
ity of crises, see Calvo and Reinhart (2000).

5. This pattern of interaction between banking and currency crises is not unique to the
Asian cases; see Kaminsky and Reinhart (1999).
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Aaron Tornell is professor of economics at the University of California, Los Angeles.

mies. Indeed, Japan and emerging Asia in the 1990s appear in many ways
to have replayed the roles of U.S. banks and Latin America in the late
1970s and early 1980s.

To sum up, this is an interesting paper which helps us understand the
traumatic events of 1997 and 1998 in several Asian economies. Further-
more, the analysis is sufficiently general to provide insights into the more
generalized features of financial vulnerability.
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Comment Aaron Tornell

This very interesting paper belongs to a class of recent papers which show
that currency crises do not spread randomly. Although it is not possible to
predict the timing of crises, it is possible to explain an important propor-
tion of the cross-country variation in the intensity of the crisis in the event
that a generalized crisis hits emerging markets.

This paper focuses on the Asian 1997 crisis and shows that the lending
boom and real exchange rate appreciation go a long way in explaining the
cross-country variation in the crisis index. These results confirm the find-
ings of earlier papers and provide reinforcing evidence that the behavior
of private banks has important macroeconomic effects.

A lending boom is an acceleration of credit from the banking system to
private and state-owned firms. During a lending boom, the fast growth of
credit might overwhelm both the monitoring capacity of banks and the
regulatory capacity of authorities. As a result, a greater share of loans may
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end up in low-return projects or excessively risky activities. Therefore, over
the span of a few years, the share of bad loans in the banks’ portfolios will
increase dramatically. When this occurs, the country becomes an attractive
target for a currency attack.

Similarly, a severe real exchange rate appreciation reflects macroeco-
nomic imbalances, and might lead to a greater nominal depreciation in
case of an attack. Interestingly, this effect is more pronounced in Latin
America than in Southeast Asia.

Unconditionally, a lending boom need not be a bad thing. It might re-
flect financial deepening, which is important for long-run economic
growth. However, as mentioned earlier, it might also reflect overinvestment
in low-return projects or excessively risky activities. It is thus important to
investigate whether a given lending boom reflects the former situation or
the latter. This paper takes a step in this direction by investigating the
effects of higher investment on productivity growth. I look forward to fur-
ther results along these lines in future work by the authors of this paper.
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�2
Lending Booms
and Currency Crises
Empirical Link

Aaron Tornell

2.1 Introduction

Imagine a money manager with a crystal ball that predicts the future.
This crystal ball tells the manager that a currency crisis will erupt in six
months and that it will spread across emerging markets. However, it does
not tell the manager anything else. Can he or she use this information to
help predict whether a specific country, say Mexico or Indonesia, will fare
badly? If this is possible, he or she can then make the right portfolio deci-
sion regarding that country.

The answer will depend on the manager’s view regarding the manner in
which currency crises spread across emerging markets. One view he or she
might hold is that that crises spread randomly. In this case the prediction
supplied by the crystal ball will help, but not a great deal. A second view
the manager might have is that there is a neighborhood effect. That is to
say, fads develop and crises spread mainly to countries in the same area.
After all, the 1994 Mexican crisis hit Latin American countries hardest,
while the 1997 Thai crisis hit mainly Southeast Asian currencies. In this
case the crystal ball would not be very valuable, unless the manager knows
which neighborhood will be the unlucky one. A third view is that the
spread of these crises is determined to a large degree by fundamentals. In
this case the manager will be able to exploit the crystal ball’s information
(a) if there is a set of fundamentals, and a filtering rule that might allow
him or her to predict which countries would be hardest hit by the crisis
and which would be spared; (b) if it is possible to observe these fundamen-
tals before the onset of the crisis; and (c) if these emerging markets have
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sufficiently free and developed financial markets that permit him to take
the right portfolio positions.

In this paper I argue that in light of the Tequila and Asian crises, the
third view (c) is the correct one. I find that these crises neither spread
across emerging markets randomly, nor were simply driven by fads. Rather,
I find that the cross-country variation in the severity of crisis can be largely
explained by three fundamentals: the strength of a country’s banking sys-
tem, its real exchange rate appreciation, and the liquidity of its central
bank.

I also find that the rule linking fundamentals to the crises’ severity is
the same in both the Tequila and Asian crises. Hence, if one had estimated
such a rule using data from the Tequila crisis, then one could have reason-
ably attempted to predict how the Asian crisis would spread using data
available in late 1996 or early 1997. Thus, the simple knowledge of an up-
coming currency crisis is far from useless, and the crystal ball’s prophecy
is a helpful one.

The idea underlying my analysis is that the eruption of a currency crisis
in an emerging market serves as a coordinating device that informs money
managers that others will attack certain currencies. The currencies that
are attacked are not selected randomly, however. Rather, money managers
concentrate their attacks on countries that are most likely to respond with
a high depreciation. This view is consistent with balance-of-payments cri-
ses models with multiple equilibria, like those of Cole and Kehoe (1996),
Obstfeld (1994), and Sachs, Tornell, and Velasco (1996a).

There is a growing empirical literature on the determinants of currency
crises. This paper is closely related with a previous paper I wrote with Jeff
Sachs and Andres Velasco, in which we tried to explain the spread of the
Tequila crisis. Other related papers are those of Frankel and Rose (1996),
Kaminsky, Lizondo, and Reinhart (1996), Corsetti, Pesenti, and Roubini
(1999), and Radelet and Sachs (1998), to mention just a few.

2.2 Conceptual Framework

In order to determine which countries are more likely to loose reserves
or to depreciate during a crisis, I will consider the thought processes of
risk-neutral money managers and government officials across emerging
markets. Since the short positions involved in a currency attack entail sig-
nificant interest rate costs, an individual money manager will attack a
country only if (a) the manager expects that other money managers will
also attack that country; and (b) he or she expects that the country in
question will respond with a sizable depreciation.

In order for the first condition to be satisfied it is necessary that money
managers coordinate with each other in selecting which currencies should
be attacked and the timing of the attack itself. In this respect, the eruption
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of a crisis in some emerging market acts as a coordinating device that
signals money managers that others might attack certain currencies in the
near future. Accordingly, the question then becomes, which currencies will
be attacked? Money managers will concentrate their attacks on currencies
that are expected to react with greater depreciation in response to capital
outflow.

The expected response of a country depends on the preferences of the
government and on the constraints it faces. A country might respond to
an attack by simply loosing reserves, by increasing its interest rate, or by
depreciating.

The first alternative may be the least politically costly. At the same time,
it is available only to governments with plenty of reserves to cover their
liquid liabilities; thus this option is not open to the majority of countries,
as their short-run liabilities far exceed their reserves. In these cases, gov-
ernments are faced with a difficult choice between two unpleasant alterna-
tives. Increasing the interest rate makes speculation against the currency
more expensive, and it can help close the external gap by reducing absorp-
tion; yet, the effects come at the cost of a recession. In emerging markets,
the health of the banking system is a very important determinant of the
effect that increasing interest rates have on the economy. When the bank-
ing system has a big share of bad loans, a given interest rate increase is
more likely to induce a greater recession or even a meltdown of the pay-
ments system. Thus, money managers know that the weaker the banking
system, the less likely the government to respond to an attack with an
interest rate hike.

If a government chooses the third alternative, depreciation, what is the
extent of the depreciation the government must engineer in order to close
a given external gap? The greater the real appreciation has been during
the previous few years, the more likely it is that firms in the tradable sector
have shifted to the nontradable sector, and the greater the nominal depre-
ciation necessary to close the external gap.

Summing up, when a currency crisis erupts in an emerging market,
money managers will expect others to attack those countries that are more
likely to respond to an attack with a big depreciation. Thus, the crisis is not
likely to spread to countries with high reserves. Among the low reserves
countries, the crisis is more likely to reach those where interest rate in-
creases are likely to generate big recessions (e.g., countries with weak bank-
ing systems), and will also affect countries that have experienced a high
real appreciation.

2.3 Empirics

There are several ways to measure the three fundamentals discussed in
the previous section and the severity of a crisis. In this paper, I have chosen
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1. This way of measuring crises is used in Frankel and Rose (1996), Kaminsky, Lizondo,
and Reinhart (1996), and Sachs, Tornell, and Velasco (1996b).

to proxy the three fundamentals with variables that are available in data
sources, such as the International Financial Statistics (IFS ), where one
might be confident that the same definitions have been applied to all coun-
tries. Note that the variables must be available on a timely basis if this
exercise is to have some connection with the decision rules used by money
managers. In the end, one would like the derived rule to apply to future
currency crises in emerging markets. Therefore, the formulas used to con-
struct the indexes will be as simple as possible. By interacting several vari-
ables in a nonlinear way, one could produce indexes that eliminate “nasty”
observations and insure a fairly good explanation of a specific crisis. The
drawback to this approach is that the rule so derived might not explain
other crises.

I measure the severity of the crisis in the standard way it is done in the
literature.1 Thus, my crisis index is a weighted average of the loss in re-
serves and the depreciation against the U.S. dollar. Each of the two compo-
nents is weighted by its precision over the sum of both precisions, calcu-
lated from a monthly series of ten years.

Ideally, one should measure the weakness of the banking system with
the “true” share of bad loans. Unfortunately, this information is available
neither on a timely basis nor in data sources that insure cross-country
comparability. For instance, suppose that country A has a smaller true
bad-to-total loans ratio than country B, but that A has adopted U.S. gener-
ally accepted accounting procedure (GAAP) rules, while country B has
not. In this case, it is very likely that B might report a smaller bad-loans
ratio because it classifies only the debt service that is delinquent as a bad
loan. In contrast, country A will consider the entire stock of the delinquent
debt as a bad loan. A second problem that arises is misreporting, or the
so-called “evergreen accounts problem.” Banks (and often regulators) have
many incentives to disguise the fact that there are nonperforming loans.
Hence, banks will simply continue to lend to the nonperforming accounts
an amount equivalent to the payments the accounts were supposed to
make. This cultivation of evergreen accounts can go on for a long period
of time without market participants’ noticing the problem. This brings us
to the third problem, namely that information on nonperforming loans is
not available on a timely basis. For instance, money managers looking at
the Mexican bad loans ratio in 1994 saw very decent numbers; the recog-
nition of a sizable share of bad loans did not come until after the crisis
had erupted.

For these reasons, I proxy the weakness of the banking system with a
lending boom index. This variable is available on a timely basis and is
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2. An alternative index is the J. P. Morgan real exchange rate index. I decided to construct
my own proxy, since I am unsure how that index is constructed.

comparable across countries. I measure the lending boom as the real per-
cent increase in loans provided by the banking system to the private sector
and state-owned enterprises over the previous four years. One should ex-
pect that the greater the increase of loans provided by the banking system
during a short span of time, the greater the share of bad loans in the
subsequent period. There are several reasons this is true. First, banks have
limited capacity to evaluate projects. Second, regulatory agencies have lim-
ited monitoring capacity and resources. Last, there exists only a limited
supply of “good” projects with high expected returns relative to their vari-
ance.

I then replace the real exchange rate with a weighted average of the bi-
lateral real exchange rates of a given country with respect to the U.S. dol-
lar, the Mark, and the yen. The weights add up to 1 and are proportional
to the shares of bilateral trade in the given country with the United States,
the European Union, and Japan, respectively. My real depreciation index
is the percentage change in this index over the four years prior to the onset
of the crisis, i.e., December 1994 relative to December 1990, and Decem-
ber 1996 relative to December 1992.2 The problems associated with mea-
suring real depreciation in this way are well understood, so I will not dis-
cuss them here.

I proxy the government’s liquidity by the ratio of M2 to reserves in the
month preceding the onset of the crisis (November 1994 or May 1997). If
the central bank is not willing to let the exchange rate depreciate, it must
be prepared to cover all the liabilities of the banking system with reserves.
Thus it is M2, and not simply the monetary base, that must be the relevant
proxy of the central bank’s contingent liabilities. During a crisis, banks are
likely to experience runs. If the central bank does not act as a lender of
last resort, generalized bankruptcies are likely to follow. Since, in most
circumstances, authorities will not find it optimal to allow the economy
to experience generalized bankruptcies, the central bank will have to be
prepared to exchange the amount withdrawn by depositors for foreign ex-
change.

My sample consists of all the developing countries (for which data are
available) that have had free convertibility, and financial markets in which
foreigners could freely invest during the 1990s. I consider all countries
considered as emerging markets by the International Finance Corporation,
with the exception of (a) Greece and Portugal, as they belong to the Euro-
pean Union and are not developing countries; (b) China, because there is
no free convertibility; and (c) Nigeria, because there is no data availability.
Thus, my sample consists of Hong Kong and twenty-two other countries:
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Argentina, Brazil, Chile, Colombia, Hungary, India, Indonesia, Korea,
Jordan, Malaysia, Mexico, Pakistan, Peru, the Philippines, Poland, South
Africa, Sri Lanka, Taiwan, Thailand, Turkey, Venezuela, and Zimbabwe.

I discuss the two generalized emerging-market currency crises that have
occurred in the 1990s. Previous crises, like the debt crisis of the early 1980s,
were of a different nature and are not considered. In those cases, financial
markets in emerging markets were not yet liberalized, and the majority of
capital inflows took the form of loans to governments by big foreign banks
or official agencies. The currency crises of the 1990s have happened under
different conditions, and thus one should expect different mechanisms at
work.

2.3.1 The Benchmark Regression

As mentioned earlier, I am not trying to determine the timing of a crisis,
but rather the manner in which a crisis will spread across emerging mar-
kets, given the eruption of a crisis somewhere. As discussed in the previous
section, the onset of a crisis in one country serves as a coordinating device
for investors. At this point, each money manager knows that others will
do the same and will reshuffle his or her portfolio accordingly. If a country
has strong fundamentals or high reserves, it is not likely to depreciate sig-
nificantly in response to an attack. Hence, investors will not find it profit-
able to attack such a country—they will have to incur the interest costs
associated with the attack while the expected capital gains are small. Be-
cause of this, one should not expect that variations in the explanatory vari-
ables should significantly affect the crisis indexes in this subset of coun-
tries. Thus, investors will concentrate their attacks on countries with weak
fundamentals and low reserves. Furthermore, within this subset of coun-
tries they will allocate more resources to attack countries that are more
likely to respond with greater depreciations. Such countries have had a
greater lending boom or a greater real appreciation, or both. Countries
from the first group have weaker banking systems that induce authorities
to resist raising interest rates because of the greater risk of a deep recession
or generalized bankruptcies. Countries belonging to the second group will
have to engineer a greater nominal depreciation in order to close a given
current account deficit.

I implement these ideas empirically by classifying observations into four
groups: high- and low-reserves cases, and strong and weak fundamentals
cases. In my benchmark regression, I classify most country-years as being
the ones with low reserves and weak fundamentals. Then, I consider more
and less stringent definitions of the vulnerable region, and see how re-
sults change.

In the benchmark case, a country-year has high reserves (Dhr � 1) if its
M2/reserves ratio is below 1.8. A country-year has strong fundamentals
(Dsf � 1) if its lending boom (LB) is below 0 percent and its real exchange

52 Aaron Tornell



3. Below I test whether there are fixed or random effects.

rate appreciation is lower than 5 percent. The group with high reserves
includes seven country-years while the group with strong fundamentals
includes five country-years.

In the benchmark I stack the observations for the 1994 and 1997 crises,
and estimate the following regression using ordinary least squares:3

(1) Crisis LB RER D LB

D RER D LB D RER

hr

hr sf sf

it i it it it

it it it it

= + ∗ + ∗ + ∗ ∗ +

∗ ∗ + ∗ ∗ + ∗ ∗ +

� � � � �

� �

0 2 3 4

5 6 ε ,

where i indexes the country and t indexes time. Lending boom is repre-
sented by LB, and real exchange rate depreciation by RER.

The effects of the lending boom and real depreciation in the case of
weak fundamentals and low reserves are captured by �1 and �2, respec-
tively. Theory predicts that when there is fragility, the crisis will be greater
if the lending boom is large (i.e., �1 	 0) and the real depreciation is low
(i.e., �2 
 0). The effects of the lending boom and real depreciation for the
case of high reserves are captured by �1 � �3 and �2 � �4, respectively.
Meanwhile, in the case of strong fundamentals, these effects are captured
by �1 � �5 and �2 � �6, respectively. According to the theory, if there is
no fragility (Dhr � 1 or Dsf � 1), neither a greater lending boom nor a
greater appreciation will affect the investors’ decision to attack. Thus one
expects to find that �1 � �3 � �2 � �4 � 0, and �1 � �5 � �2 � �6 � 0.

For the benchmark, I consider the crisis index that corresponds to the
five months after the onset of the crisis. In the Mexican crisis, I look at
November 1994–April 1995; for the Asian case, I consider May 1997–
October 1997. The estimated regression is shown in table 2.1, which shows
how the estimates change as the crisis index varies.

The estimates in table 2.1 accord with the theory espoused earlier. First,
for countries with weak fundamentals and low reserves, the coefficients
corresponding to the lending boom (�1) and the real depreciation (�2) are
significantly different from zero at the 5 percent level. The point estimates
indicate that (a) a unit increase in the LB index for a country with low
reserves and weak fundamentals leads to a 0.24 unit increase in the crisis
index of that country relative to the average of our emerging markets
sample; and (b) a unit increase in the real appreciation index leads to a
0.12 increase in the crisis index relative to the average. Second, as ex-
pected, neither the LB index nor the RER enter significantly in countries
with high reserves. In these cases, the corresponding point estimates are
�1 � �3 � �0.01 and �2 � �4 � 0.03. Furthermore, Wald tests indicate
that the hypotheses �1 � �3 � 0 and �2 � �4 � 0 cannot be rejected (the
associated p-values are 0.74 and 0.91, respectively). Similarly, in countries
with strong fundamentals, neither LB nor RER affect the severity of the
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crisis. The p-values associated with Wald tests of the hypotheses that �1 �
�5 � 0 and �2 � �6 � 0 are 0.51 and 0.74, respectively.

In summary, the regression results support the idea that currency crises
do not spread randomly. One can predict—with fair confidence—that a
crisis will spread to countries that are vulnerable. A country is vulnerable
to an attack if it has had an appreciated real exchange rate for the past
few years or if it has experienced a lending boom, increasing the likelihood
that its banking system is laden with bad loans. Both effects point in the
direction of a higher expected depreciation, unless the country in question
has sufficient international reserves relative to its short-term liabilities. In
this case, the best response of the government might be to defend the peg.

A few examples illustrate how the combination of these three fundamen-
tals can help one rationalize some puzzling cases. If one looks at Peru, for
instance, one sees that over the four years prior to the Tequila crisis Peru
had experienced a similar appreciation and a greater lending boom than
Mexico. However, Peru’s crisis index was only �2.7, while Mexico’s was
79.3. This can be explained by the fact that Mexico was illiquid (recall the
Tesobonos story), while Peru was not. In fact, in November 1994, the ratio
of M2 to reserves was 1.25 for Peru and 9.25 in Mexico.

The results presented here for the two crises are very similar to those
obtained by Sachs, Tornell, and Velasco (1996b; henceforth STV) for the
Tequila crisis. In order to compare results, one should take note of the

Table 2.1 Benchmark Regression

Estimated
Coefficient and Independent Simple
Summary Statistic Variable OLS

�1 LB 0.24
(0.09)

�2 RER �0.12
(0.05)

�3 LB*Dhr �0.25
(0.08)

�4 RER*Dhr 0.15
(0.27)

�5 LB*Dsf �0.04
(0.33)

�6 RER*Dsf 0.17
(0.16)

�7 constant �1.27
(3.63)

Summary statistics
R2 0.45
Adjusted R2 0.37

Note: The dependent variable is the Crisis Index; Newey-West heteroscedasticity–adjusted
standard errors in parentheses.
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following slight differences between the papers. The first difference is that
STV multiply the estimated coefficients by ten. Also, STV use a weak fun-
damentals dummy instead of the strong fundamentals dummy used here.
My coefficients �1 and �2 correspond to the STV coefficients �3 � �5 � �7

and �2 � �4 � �6, respectively. Last, due to data availability, the STV
sample contains fewer countries than the sample examined here.

2.3.2 Structural Change

At this point in the analysis, a natural question arises as to whether the
same model that explains the spread of the crisis in 1995 also explains the
cross-country variation in the 1997 crisis, or whether there was, in fact, a
structural change. The first column of table 2.2 shows the estimates of the
benchmark regression that includes the Tequila and Asian crisis. The sec-
ond and third columns show the estimates of regression equation (1) for
the 1994 and 1997 crises, respectively. The point estimates for the coeffi-
cient corresponding to the lending boom (�1) are very similar (0.24, 0.25,
and 0.22, respectively). Those corresponding to the real exchange rate de-
preciation (�2) are �0.12, �0.16, and �0.07, respectively.

To test the hypothesis that the coefficients in equation (1) are the same
in both periods, I perform a Chow test. The test statistic is

F [ , ]

[ ]

[ ]
. .7 32

6657 3461 2985
7

3461 2985
32

0 1496=

− −

+
=

Since the critical value at the 1 percent level is 3.3, one cannot reject the
hypothesis that the sets of coefficients are the same in the two periods.

Next, I check whether the two coefficients that interest me most (�1 and
�2) are the same in both periods. To do this, I first add the term �8 ∗ LB ∗
D97 to equation (1), where D97 takes the value of 1 for observations that
correspond to the 1997 crisis. It follows that in countries with weak funda-
mentals and low reserves, the effect of the lending boom on the crisis index
is �1 for the 1994 crisis and �1 � �8 for the 1997 crisis. Therefore, the null
hypothesis is �8 � 0. As can be seen in column 4 in table 2.2, the estimate
of �8 is not different from zero at the 10 percent significance level. Next, I
perform the same test for the real exchange rate depreciation. Column 5
in table 2.2 shows the estimation results for equation (1), adding the extra
term �9 ∗ RER ∗ D97. Again, the estimate for �9 is not significantly differ-
ent from zero at the 10 percent level.

2.3.3 Predicting the Asian Crisis

Suppose that the crystal ball predicted that a crisis would erupt in mid-
1997, and suppose the money manager had estimated the model of equa-
tion (1) using data from the 1994 crisis. How well will he or she predict
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the spread of the crisis across emerging markets? Note that the question is
not “When will the next crisis erupt?” Rather, the objective here is simply
to make an out-of-sample prediction conditional on the occurrence of a
crisis.

Toward this end, I will construct an out-of-sample predicted crisis index
by substituting in equation (1) the following: (a) the estimated coefficients
of a regression that uses only data from the 1994 crisis; and (b) the explan-
atory variables that correspond to the 1997 crisis, i.e., the lending boom
and the real depreciation over the period 1992–96 and the M2/reserves of
May 1997. The resulting predicted crisis indexes are depicted as the dashed
line in figure 2.1. The solid line represents the actual crisis indexes, while
the dotted lines represent the fitted values of the regression using only the
data from 1997. As can be seen in figure 2.1, the predicted crisis indexes
using 1994 data are quite similar to the fitted crisis indexes using 1997
data.

To measure how well the out-of-sample prediction fits the actual crisis
indexes of 1997, I regressed the actual crisis indexes of 1997 on the pre-
dicted crisis indexes

97Crisis out-of -sample predicted 97crisis]= × +

=

0 88

0 24

0 3

2

. [

. .

.
u

R

i

The correlation between the two series is 0.88, and it is significantly differ-
ent from zero at the 1 percent level. Thus one can see that, by using the
1994 model, a manager would not have fared badly in predicting which
countries would have been hard hit in 1997.

2.3.4 The Crisis Index

In order to analyze whether the results are robust to changes in the
period over which the crisis index is measured, I estimate the regression
equation using six crises indexes. For all indexes, the starting point is the
month preceding the onset of the crisis (i.e., November 1994 for the Te-
quila crisis and May 1997 for the Asian crisis). Then, we vary the terminal
month over a period of six months starting in January 1995 or July 1997.
As table 2.3 shows, in columns (4)–(6) the point estimates and significance
levels are similar to those of the benchmark regression (column [3]). More-
over, the estimate of �1 (which corresponds to the lending boom) is signifi-
cantly different from zero at the 5 percent level in all columns, and the
point estimates in columns (4)–(6) are very similar to the benchmark esti-
mate of 0.26.

2.3.5 Alternative Definitions of the Dummies

In the benchmark regression, a country year is classified as having high
reserves if, at the onset of the crisis, its ratio of M2 to reserves is lower
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than 1.8. According to this criterion, seven cases had high reserves. Under
the benchmark, a country has strong fundamentals if its lending boom
variable is negative and its real appreciation is less than 5 percent (this
yields four country years). The second and third columns of table 2.4 show
the estimates for different thresholds concerning the high reserves dummy,
while keeping the strong fundamentals dummy unchanged. In the second
column, the threshold is 1.5 three country years), and, in the third column,
2.0 (ten country years). Column (4) corresponds to the case in which fun-
damentals are strong if the lending boom is less than 20 percent and the
real appreciation is less than 5 percent (nine country years), while in col-
umn (5) these thresholds are both zero (two cases).

For countries with low reserves and weak fundamentals, the point esti-
mates corresponding to the lending boom (�1) and the real depreciation
(�2) are very similar to the benchmark estimates in all cases. Furthermore,
they are all significant at the 5 percent and 10 percent levels, respectively.
The estimates for the remaining parameters are stable. Lastly, the p-values
associated with the Wald tests are greater than 0.10, except in three cases.
Since the thresholds we have considered vary over wide ranges, we might
conclude that the benchmark results are robust to the way in which I define
strong fundamentals and high reserves.

2.3.6 Outliers

To see if the benchmark results are driven by a single outlier, I estimate
equation (1) by eliminating, one at the time, the country-years whose resid-
uals are greater than two standard deviations away from the mean. As can
be seen in table 2.5, in all cases, the point estimates of �1 are positive and
those of �2 are negative. Furthermore, both are significantly different from
zero at the 5 percent and 10 percent levels, respectively.

2.3.7 Additional Determinants of Currency Crises

High government consumption, excessive capital inflows, and unsus-
tainable current account deficits have been identified as important deter-
minants of currency crises in some well-known episodes. Here, I analyze
whether these variables help explain the cross-country variation in the cri-
sis indexes after controlling for the lending boom, the real appreciation,
and the reserves adequacy ratio. I measure each concept as the average
ratio to GDP over the four years prior to the onset of the crisis (either
1990–94 or 1992–96). In each case I interact the extra variable with the
high-reserves dummy and the strong-fundamentals dummy. The estimated
coefficients are presented in table 2.6.

My regression estimates indicate that in countries with low reserves and
weak fundamentals, government consumption has a positive effect on the
crisis index if the lending boom and real depreciation variables are
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excluded. As column 1 in table 2.6 shows, the estimated coefficient on gov-
ernment consumption is significantly different from zero at the 10 percent
level. However, if the lending boom and real depreciation variables are in-
cluded, government consumption ceases to be significant (column 2). One
can interpret this finding as saying that if excessive government consump-
tion leads to a greater crisis, it does so, not directly, but rather through
its effects on the lending boom and the real exchange rate. It is interest-
ing to note that the point estimates and significance levels of the remain-
ing parameters in column 2 are very similar to the ones in benchmark
equation (1).

Now I turn the discussion to capital inflows. A popular view is that
excessive capital inflows must lead eventually to a currency crisis. The
reason for that is because in a short span of time, excessive inflows cannot
be efficiently channeled to productive projects. Thus, they end up invested
in “white-elephant” or “crony” projects. As a result, the economy is not
able to generate, over the medium run, the necessary returns to repay in-
vestors. It is at this point that the economy becomes vulnerable to a crisis.
Column 3 of table 2.6 presents the estimates of a regression equation that
includes only the capital inflows variable. For countries with low reserves
and weak fundamentals, capital inflows enter positively and significantly
at the 10 percent level. However, if one includes the lending boom and the
real depreciation indexes, capital inflows have no effect on the severity of
the crisis (column 4). As before, this finding suggests that capital inflows
do not have an extra effect on the extent of a crisis beyond the effect they
exert on the lending boom and real appreciation.

Last, I consider the ratio of the average current account deficit to gross
domestic product (GDP). It is frequently argued that countries cannot run
large current account deficits for long periods of time; this view is related
to the Feldstein-Horioka finding. Here, I consider the average current ac-
count over the four years preceding each crisis. Since four years is hardly
the long run, one should not expect to see a positive relation between
the current account variable and the crises indexes. Surprisingly, the point
estimates of the current account variable are negative. As before, the esti-
mates are significant only when I exclude the lending boom and real depre-
ciation indexes from the regression (see columns 5 and 6).

2.4 Conclusions

These findings suggest that in the recent Tequila and Asian episodes,
currency crises did not spread in a purely random way. Rather, a set of
fundamentals helps explain the cross-country variation of the severity of
those crises. I find that crises did not spread to countries with strong fun-
damentals or high international reserves; furthermore, within the set of
vulnerable countries (those with weak fundamentals and low reserves), I
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find that the crisis index was increasing in the extent of the lending boom
and the severity of the real appreciation experienced by the country.

I also find it untrue that Latin American countries were hardest hit by
the crisis in 1995 simply because they were located in Latin America, and
that in 1997 Asian countries were the hardest hit simply because they were
located in Asia. I find that the same model that explains the spread of the
crisis in 1995 also explains the cross-country variation in the 1997 crisis.
This finding helps explain why in 1995 the hardest hit countries were Latin
American, while in 1997 the Southeast Asian countries were the hardest
hit. Prior to the Tequila crisis, Latin American countries, on average, had
experienced bigger lending booms and more severe real appreciations than
Southeast Asian countries; interestingly, the opposite is true for the period
preceding the Asian crisis.

There is an ongoing debate regarding the causes of currency crises.
Some researchers argue that crises are caused mainly by fundamentals,
while other researchers claim that crises are simply the result of speculative
behavior in a world with multiple equilibria. Our findings indicate that
both views are in some sense correct. The fundamentalist view is correct
in the sense that if fundamentals are strong, it is very unlikely that a coun-
try will be attacked. The sunspots view is correct in the sense that if funda-
mentals are weak, the country enters into a region of multiple equilibria
and becomes vulnerable to an attack. Note, however, that the fact that a
country is vulnerable does not imply that it must suffer a crisis in the near
future. It implies only that if investors’ expectations turn pessimistic, a
crisis will ensue because the government will be forced to close the external
gap through a large depreciation, justifying investors’ expectations. To the
extent that investors’ expectations are unpredictable, the crisis in a particu-
lar country is unpredictable.

Appendix

Real Exchange Rate Depreciation

I use the percentage change in the weighted average of the bilateral real
exchange rates (using consumer price indexes [CPIs]) with respect to the
yen, the U.S. dollar, and the Deutsche mark as a proxy for real exchange
depreciation. The weights sum to 1 and are proportional to the bilateral
trade shares with Japan, the United States, and the European Union. The
extent of depreciation is measured as the percentage increase in the real
exchange rate index from 1990 to 1994 for the earlier crisis period and
from 1992 to 1996 for the later crisis period. I compute trade shares from
the International Monetary Fund’s Direction of Trade Statistics Yearbook,
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1997, for the years 1992 and 1995, and use average nominal exchange rates
(line rf from the IFS CD-ROM) and CPIs (line 64). Using 1992 weights,
J. P. Morgan data are used for Hong Kong and Taiwan.

Lending Boom

I use the percentage change in total domestic credit (line 32 from the
IFS CD-ROM) minus government claims (line 32an) adjusted for inflation
using the December CPIs (line 64). The lending boom is the percentage
change from 1990 to 1994 for the earlier crisis and from 1992 to 1996 for
the later crisis.

Reserve Adequacy

I use the ratio of M2 to total reserves minus gold (line 1Ld) as a proxy
for reserve adequacy; the ratio is calculated as of November 1994 and for
June 1997. M2 is calculated using the sum of money (line 34) and quasi-
money (line 35). Reserves are converted to national currency using the
monthly exchange rate (line rf). Several countries did not have data up-
dated through June 1997, so the most recent measure was used. For Ma-
laysia, Poland, Taiwan, and Hungary the relevant measures are as of
November 1996, November 1996, December 1996, and March 1997, re-
spectively. The ratios for these countries are fairly stable over time.

Crisis Index

The crisis index is the depreciation of the exchange rate plus the negative
of the percentage change in reserves between November 1994 and a given
month in 1995 or May 1997 and various later months. Each of the two
components is weighted by its precision over the sum of precision calcu-
lated from a monthly series of ten years. For several countries, reserve
data were not available monthly for the entire ten-year period and were
calculated from the data available in the IFS. Precision for Hong Kong is
calculated from mixed frequency data (quarterly for several years and then
monthly). Precision for Hungary begins September 1989. Taiwan is mea-
sured from 1994 through 1997. For Poland, precision calculation begins in
1990 when the currency stabilized after the transition to a free market
economy. IFS was missing reserve information for many countries for re-
cent data; reserves were filled in using a variety of sources, including The
Economist, Bloomberg, and the central banks of various countries. In ad-
dition, Datastream was used to extend exchange rates. All of these data
sources were checked with the previous figures from the IFS.

Current Account

I converted (line 78a1) to national currency using annual exchange rates
(line rf). This enters into the regression as an average over 1990–94, as a
share of GDP over 1992–96, and the percentage change (in U.S. dollars).
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Capital Inflows

The sum of capital account (line 78bc), financial account (line 78bj) and
net errors and omissions (line 78ca) was converted to national currency
using annual exchange rates (line rf). This enters into the regression as
average over 1990–94, as share of GDP over 1992–96, and as percent
change (in U.S. dollars). Data are missing for Hong Kong and Taiwan.

Government Consumption

This information is taken from line 91f. It enters into the regression as
average over 1990–94, as share of GDP over 1992–96, as percent change
as share of GDP, and as percent change adjusted for inflation using annual
CPIs. Data are missing for Argentina.

Taiwan

Montly reserves and exchange rates were taken from Bulletin of Statis-
tics of the Republic of China and supplemented by Datastream and Asian
Development Bank (for more recent data).
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Comment Shinji Takagi

In this paper, Aaron Tornell uses the data from the Tequila and Asian
crises to show that the severity of a crisis (defined as a weighted average
of the decline in reserves and the extent of currency depreciation) can be
explained by three variables: the weakness of the banking system (mea-
sured by a lending boom index defined as a real percentage increase in
bank loans), real appreciation (measured in effective terms against the
U.S. dollar, the Japanese yen, and the Deutsche mark), and central bank
liquidity (measured as the ratio of M2 to reserves).

This paper makes an important contribution in showing that fundamen-
tals (as opposed to simple fad or a change in expectations) play a role in
explaining the spread of a crisis. The strength of Tornell’s approach is that
it is simple (consisting of only three explanatory variables) and based only
on publicly available, timely information. Simplicity gives power to the
prediction model as a policy tool because it allows policy makers to con-
centrate on a few important fundamental determinants. The use of public
and timely information is reasonable because there is no other way that
market participants can form expectations that may trigger a crisis.

It is important to keep in mind, however, that the nature of the exercise
is conditional, in the sense that prediction is contingent on the occurrence
of a crisis. Hence, it does not say anything about whether a certain range
of fundamental values will trigger a crisis. In this sense, it is consistent
with the so-called second-generation model of currency crises in which
there are multiple equilibria. It is not clear, however, to what extent it suc-
ceeds in discriminating between first-generation and second-generation
models.

There are at least four potential areas of concern. First, the benchmarks
of low/high reserves and strong/weak fundamentals seem arbitrary. To the
extent that we are interested more in knowing whether a crisis will occur
(or spread) than in knowing how severe the crisis will be when one occurs
(and spreads), it may be useful to endogenize these benchmarks. Second,
in practice, the same benchmarks may have different implications, de-
pending on how the particular outcome is brought about. For example, an
increase in reserves may be “bad” if it is caused by an official foreign-
exchange market intervention designed to maintain an inappropriate peg.
Likewise, real appreciation can be “good” if it reflects the nominal ap-
preciation of the currency in response to capital inflows. Prediction (or fit)
may improve if good and bad types of reserve increase or real appreciation
is separated out in the data.

Third, control needs to be made for policy responses (e.g., bailout by

Shinji Takagi is visiting professor of economics at Yale University, on leave from his posi-
tion as professor of economics at Osaka University.
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the IMF or capital controls). In other words, the severity of a crisis cannot
entirely be captured by the author’s variable if the outcome shows up in
ways other than declining reserves or depreciation. Finally, there can be a
fourth variable, reflecting the real and financial links across countries,
which will likely manifest itself as regional links. For example, prediction
of a crisis for Latin American and Asian countries may be improved, if it
is made conditional on the occurrence of a crisis in Mexico (for 1994–95)
and in Thailand (for 1997), respectively. These and other refinements may
enhance the usefulness of Tornell’s approach to understanding how a crisis
may spread across countries.

Comment Chi-Wa Yuen

Objectives of the Paper

This paper addresses two major issues about the currency crises in 1995
and 1997:

1. What are the “fundamental” determinants of these two crises?
2. Could the Asian crisis have been predicted given the lessons learned

from the Tequila crisis and knowledge about the fundamentals above?

Main Findings

Regarding the first issue, the author has constructed a “crisis index” as
a weighted average of the loss in reserves and the depreciation against the
U.S. dollar, and found that its severity in both the Tequila and Asian crises
is determined by three common factors.

1a. Central bank liquidity or foreign-exchange reserve adequacy as prox-
ied by the M2/reserve ratio; the higher the ratio, the more severe the crisis.

1b. Strength of the banking system as proxied by the “lending boom”
(LB) index (defined as inflation-adjusted percentage change in total do-
mestic credit less government claims); the higher the LB index, the more
severe the crisis.

1c. Extent of real exchange rate (RER) appreciation (where RER is
defined as a trade-weighted average of bilateral RER’s against the U.S.
dollar, the Deutsche mark, and the Japanese yen); the higher the RER (the
smaller the appreciation), the less severe the crisis.

Chi-Wa Yuen is associate professor of economics and finance at the University of Hong
Kong.
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Related to issue number 1 at the beginning of this comment, the author
also finds that three other factors usually believed to be important deter-
minants of currency crises—namely, ratios of government consumption,
capital inflows, and current account deficits to gross domestic product
(GDP)—have significant effects on the crisis index only if the effects from
the three common factors (1a, 1b, and 1c) mentioned above are excluded.1

He then claims that these three alternative factors have only indirect effects
on currency crises through their effects on the lending boom and real ap-
preciation.

Regarding issue number 2, the author finds that the “fitted” crisis in-
dexes based on the Asian crisis data are very close to the “predicted” crisis
indexes based on parameter estimates from the Tequila crisis data and
actual values of the three “fundamental” determinants (1a, 1b, and 1c)
from the Asian crisis. In other words, he obtains good out-of-sample fore-
casts,2 implying that the Asian crisis could have been predicted given the
lessons learned from the Tequila crisis in 1994 and knowledge about the
fundamentals in 1997.

Analysis

Let me classify my discussion into three categories: the conceptual
framework and definition of variables, “fundamentals” vs. “self-fulfilling
expectations” as crisis determinants, and the predictability of the Asian
crisis.

Conceptual Framework and Definition of Variables

In analyzing which country will be most prone to currency attacks, the
author proposes a conceptual framework that suggests that risk-neutral
speculators will pick countries with low reserves and high costs of interest
rate adjustment and, among these countries, specifically those which are
expected to suffer sizable depreciation when attacked. To most readers,
this framework may sound very intuitive and clear. My personal experi-
ence with the Hong Kong dollar indicates that countries with high reserves
and strong banking systems may nonetheless be subject to speculative at-
tacks even when the speculators do not expect their actions to induce a
sizable depreciation. Under the currency board system, any attack on the
Hong Kong dollar will drive up the interest rate through an automatic
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1. In examining capital inflows as an additional determinant of crisis, one should take into
account the composition of these capital flows. In particular, portfolio debt flows can serve
as a partial substitute for bank lending. As a result, with both capital inflows and the lending
boom as right-hand side variables in the regression equation, there may exist a collinearity
problem.

2. Instead of regressing the “97 crisis” on the “out-of-sample predicted 97 crisis” to show
that these forecasts are good, the author could have simply reported the mean squared errors
from the prediction exercise.



adjustment mechanism. Given the negative correlation between the inter-
est rate and stock prices, this will lead to a drop in the prices of Hong
Kong stocks. Anticipating these dynamics, speculators can engineer a
“double-market play” to make profits by attacking the Hong Kong dollar
in the foreign exchange market and short-selling Hong Kong stocks in the
market for stock futures—without actually causing any collapse or depre-
ciation in the Hong Kong dollar. In other words, expectation of a sizable
depreciation is not a necessary condition for a currency attack. What is
necessary instead is the existence of some sort of expected profits resulting
from the attack.

In his conceptual framework, the author lists three possible responses
of a country to a currency attack: (a) loss of reserves, (b) depreciation, and
(c) rise in interest rate. It is not clear why, in constructing his crisis index,
he considers only (a) and (b) and leaves out (c). In addition, there is some
inconsistency between the definition of depreciation in his crisis index and
that in his RER (the real exchange rate) index. In his crisis index, “depre-
ciation” means depreciation of a country’s currency against the U.S. dol-
lar only; whereas in his RER index, it includes depreciation against the
Deutsche mark and the Japanese yen in addition to depreciation against
the U.S. dollar.

Another important variable in this paper is the weakness of the banking
system as proxied by the “lending boom.” While it is evident why excessive
bank lending may give rise to a crisis, this may not be the case if the total
asset value of the banking system as a whole is also growing. I thus think
that the lending boom should be redefined to adjust for the values of the
banks’ loanable assets.

“Fundamentals” vs. “Self-Fulfilling Expectations” as
Determinants of the Tequila and Asian Crises

In the speculative attacks literature, there has been a debate on whether
fundamentals or self-fulfilling expectations are a more important driving
force for currency crises. According to the benchmark regression analysis
in section 2.3.1 of the paper, both the Tequila and Asian crises were driven
by a common set of fundamentals. This may seem to suggest that the first-
generation model of currency crisis (based on fundamentals) better fits the
Tequila and Asian stories. A little reflection indicates, however, that the
second-generation model (based on self-fulfilling expectations) may fit the
stories just as well. This is because the latter has never denied the role
of fundamentals in speculative attacks. Instead, it maintains that, in the
presence of multiple equilibria, whether self-fulfilling currency attacks will
actually occur depends on the range of critical values that the fundamen-
tals fall into.

In fact, the author has gone halfway to addressing this issue by introduc-
ing two dummy variables—reserve adequacy (Dhr and “fundamentals”
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(Dsf ) reflecting the severity of the lending boom and the extent of RER
appreciation—in the interaction terms in his benchmark regression.3 Some
sensitivity analysis is also carried out in table 2.4 by varying the bench-
mark values of these dummies. Nonetheless, it still cannot resolve the
puzzle as to how important fundamentals are relative to self-fulfilling ex-
pectations in driving these two crises.

Predictability of the Asian Crisis

Turning to the issue of predictability of the Asian crisis based on the
Tequila crisis, I am not sure how useful this exercise really is. This is be-
cause the finding that the out-of-sample forecasts are reasonably good is
conditional on the absence of structural changes from one crisis to the
next (which the author has shown by running a Chow test) and is thus
known after the fact. However, what is necessary for prediction analysis of
the kind examined in this paper (i.e., using reduced-form regression esti-
mates from an earlier crisis to predict the likelihood or severity of a later
crisis) is knowledge about the absence of structural changes before the fact.
Using the same prediction method, can we be sure that we can get accurate
forecasts about the crisis index in, say, the year 1999 or 2000 based on the
regression estimates from the Tequila and Asian crises? The answer is “no”
because there is no way we can know for sure that there will not be any
structural change in the year 1999 or 2000. The issue I am raising here is
actually well known and general—i.e., the curse of reduced-form regres-
sions and the need to go for structural estimation for prediction purposes
when one is uncertain about the possibility of structural change.

In conclusion, the paper has uncovered a common set of fundamentals
that drives the Tequila and Asian crises. It remains unclear, however,
whether the same will apply to future crises.

3. It is not clear why reserve adequacy is treated separately from lending boom and RER
appreciation and not counted as fundamentals as well.
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Bank Lending and Contagion
Evidence from the Asian Crisis

Graciela L. Kaminsky and Carmen M. Reinhart

3.1 Introduction

There have been several major episodes of “contagious currency crises”
during the 1990s. The first of these was the Exchange Rate Mechanism
(ERM) crisis of 1992–93. Explanations of why currency instability spread
through Europe frequently stressed the interdependence of ERM coun-
tries via extensive trade in goods and services (see, e.g., Eichengreen, Rose,
and Wyplosz 1996). Yet, the ERM crisis was later followed by the Mexican
peso crisis in late 1994, with its “tequila effect” on Argentina and other
Latin American countries, and the Russian crisis of 1998, which paralyzed
capital flows to emerging markets. There is ample evidence that trade links
are not capable of explaining why Argentina was so hard hit by the devalu-
ation of the Mexican peso, as there is minimal bilateral trade between
Argentina and Mexico and little scope for competition in a common third
market (see Kaminsky and Reinhart 2000 on this issue). Similarly, Russia’s
importance in world trade is hardly capable of explaining why emerging
markets came under such duress following its devaluation and default in
August 1998. The absence of obvious trade links in these episodes and the
growing importance of financial markets have led academics, policy mak-

Graciela L. Kaminsky is professor of economics and international affairs at the George
Washington University.

Carmen M. Reinhart is a professor at the School of Public Affairs and Department of
Economics at the University of Maryland, College Park, and a research associate of the
National Bureau of Economic Research.
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ments and suggestions. We also wish to thank Mark Giancola, Alejandro Guerson, and
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ers, and the financial press to search for other possible explanations of
contagion. Some of these explanations have relied on herding behavior on
the part of investors (see Calvo and Mendoza 2000). Other stories have
suggested that contagion can arise through exposure to common lenders,
be it via hedge funds (as in Calvo 1998) or banks (as in Kaminsky and
Reinhart 2000).

The focus of this paper is to analyze how the crisis in Asia spread during
the second half of 1997. We cast our net wide and investigate several pos-
sible trade and financial linkages among the Asian economies which may
help explain why a devaluation in a relatively small country in the region
(i.e., Thailand) had such widespread regional consequences. We proceed
to construct a series of contagion vulnerability indexes, which capture the
various manifestations of exposure through trade and finance to the initial
crisis country. We contrast the predictions of this vulnerability index to the
actual outcomes during the Asian crisis and compare these results to other
recent crisis episodes in emerging markets. We also pay particular atten-
tion to the role played by Japanese and European banks, which were lend-
ing heavily to emerging Asia on the eve of the crisis.1 Daily interest rates
for Indonesia, Malaysia, the Philippines, South Korea, and Thailand, and
exchange rate data are used to assess whether the patterns of causality and
interdependence changed as the crisis spread as well as to answer the
broader question of whether interdependence among selected Asian econ-
omies has changed as the result of the crisis. Our main findings can be
summarized as follows.

First, as regards the propagation of shocks across national borders dur-
ing the Asian crisis, the behavior of foreign banks, particularly Japanese
banks that began drastically to curtail their lending to the affected Asian
countries following the Thai devaluation, appears to have played a role in
spreading the crisis, particularly to Indonesia, Malaysia, and South Ko-
rea.2 The large exposure of European banks to South Korea and their sub-
sequent retrenchment further deepens the regional liquidity crunch.

Second, only Malaysia and South Korea (in that order) appear to have
any significant trade links to Thailand. However, these trade links are indi-
rect, through exports to a common third party. Indeed, there is relatively
little bilateral trade among these emerging Asian economies. Thus, the
spread of crisis to Indonesia and the Philippines cannot be explained
through interdependence arising from a substantial volume of trade in
goods and services.

Third, the contagion vulnerability indexes do reasonably well in antici-
pating which countries were most vulnerable to contagion in three recent

1. Besides Thailand, the affected countries are taken to include Indonesia, Malaysia, the
Philippines, and South Korea.

2. The Philippines had a much lower exposure to Japanese banks.
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crises episodes (the Mexican 1994 devaluation, Brazil’s crisis in early 1999,
and the Asian episode). The indexes, however, are silent as to the severity
of these contagion effects. For example, Indonesia, Malaysia, and South
Korea are all identified as potential candidates of spillovers from Thailand;
yet Indonesia is shown, ex ante, as the one with the least intensive links to
Thailand; ex post, it experienced the most severe crisis of the three.3

Fourth, the evidence from the daily data suggests that the patterns of
causality and interdependence do change during the course of the crisis,
as turbulence in affected countries such as Indonesia begins to have addi-
tional feedback effects on the other countries, including the initial crisis
country, Thailand. Furthermore, there is a marked difference in pre- and
post-crisis interest rates and exchange rate linkages among the countries
in our sample. Prior to the crisis, there is little evidence of systematic cau-
sality or interdependence among these five countries; the post-crisis pat-
terns are markedly different, particularly for Indonesia, the Philippines,
and Thailand, all of which show a much greater degree of dependence on
external shocks.

Lastly, Malaysia’s interest rates remain uninfluenced by shocks to other
interest rates in the region in the post-crisis sample. This result may be
due to the presence of extensive capital controls—an issue which merits
further scrutiny.

The paper is organized as follows. Section 3.2 discusses the patterns in
Japanese, European, and U.S. bank lending to emerging Asia and analyzes
the behavior of foreign bank lending as the crisis unfolds. Section 3.3 dis-
cuses trade linkages and other financial channels of contagion. In this sec-
tion, contagion vulnerability indexes are developed and used to analyze
and compare recent crisis episodes. In section 3.4, we study the issue of
cross-country interdependence between daily interest rate and exchange
rate shocks and how international linkages may have changed during the
post-crisis period. The last section presents some brief concluding re-
marks.

3.2 Bank Lending and Contagion in Asia: Stylized Evidence

Much of the recent literature on contagion has suggested that trade links
are a vehicle for the transmission of currency crises across national borders
(see, e.g., Gerlach and Smets 1994 and Glick and Rose 1998). Other recent
papers on the subject have focused on the role that capital markets play in
spreading turbulence internationally (see, e.g., Frankel and Schmukler
1998 and Calvo 1998). Yet nearly all of this literature has ignored the role
that banks can play in transmitting disturbances across countries. This

3. Obviously, differences across countries in how the crisis is managed by policy makers
can go a long way toward differences in the severity and duration of the crisis.
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channel of transmission is straightforward. Through its loan portfolio, a
bank may be exposed to a country that has a financial crisis. If the crisis
occurs, it impacts the bank’s balance sheet and the bank is faced with the
need to rebalance its portfolio. To make up for the deterioration in the
quality of its loans, the bank may shift away from lending and increase its
holdings of government bonds. Other countries which were borrowing
from the affected bank will be vulnerable to cutbacks in their lines of
credit. Furthermore, if these countries’ loan contracts were of short matu-
rity and the bank’s rebalancing needs are significant, the initial crisis could
trigger large capital outflows from the other borrowers. That is, not only
may the bank be unwilling to extend new credits to the other borrowers,
it may also refuse to roll over their existing loans—hence, the capital out-
flow. If the capital flow reversal is sufficiently large and abrupt, it could
spark a financial crisis in one or more of the other borrowers. This type of
problem is particularly acute if the borrowers were heavily dependent on
that bank and do not have immediate recourse to alternative sources of
financing. The bank’s inability or unwillingness to lend may be com-
pounded by the requirement that banks must provision for bad loans.

In an earlier paper, we examined the potential for contagion through
exposure to a common lender (see Kaminsky and Reinhart 2000). We
found evidence that common bank lenders have played a significant role
in the spread of currency crises—indeed, the bank-lending channel out-
performs trade channels in explaining the vulnerability of a country to
contagion.

Contagion during the ERM crises of 1992 and 1993 in Europe and in
Argentina and Brazil following the devaluation of the Mexican peso in
1994 appear to have little to do with the withdrawal of a common bank
creditor. High and rising international interest rates and poor economic
fundamentals have been blamed for the wave of currency and banking
crises that swept developing countries (particularly in Latin America) in
the early 1980s. Yet, badly burned by Mexico’s default in August of 1982,
U.S. banks were rapidly retrenching from the emerging world. The drive to
reduce loan exposure was most acute for Latin America, which depended
almost exclusively on U.S. banks. A more recent example of the role of
banks in propagating disturbances internationally can be found in the
Asian crisis of 1997; the remainder of this section is devoted to this issue.

3.2.1 Banks and Contagion in Asia

International capital had been pouring into much of Asia, most notably
Indonesia, Malaysia, and Thailand, throughout most of the 1990s. Other
emerging markets, particularly the largest countries in Latin America, ex-
perienced a similar surge in capital inflows (see Calvo, Leiderman, and
Reinhart 1996). A key difference between the two regions, however, was
that an important share of capital inflows to Latin America came through
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portfolio bond and equity flows, while in Asia, bank lending loomed large,
particularly in the two years preceding the crisis. As shown in Table 3.1,
lending to emerging Asia expanded markedly.4 There were two factors be-
hind this sharp growth in bank credit. Part of the rise in lending was owing
to the European banks’ goal to achieve a higher profile in emerging mar-
kets, particularly in South Korea. Much of the lending boom, however, es-
pecially in the case of Thailand, Indonesia, and South Korea, was owing
to a rapid expansion in credit from Japanese banks. Faced with a slump-
ing economy and little domestic loan demand, Japanese banks increas-
ingly looked overseas to the rapidly growing economies of Southeast Asia
as potential borrowers.

Table 3.2 presents the distribution of lending of U.S., Japanese, and Eu-
ropean banks to emerging Asia. Three features are worth noting. First,
U.S. bank exposure to Asia was modest on the eve of the crisis; emerging
Asia amounted to about US$24 billion (table 3.1) and accounted for only
20 percent of all U.S. bank lending to developing countries (table 3.2).
Second, and by way of contrast, Japanese banks were lending four times
as much as U.S. banks (i.e., US$97 billion) to emerging Asia; the five crisis
countries listed in table 3.2 accounted for two-thirds of all loans to emerg-
ing markets.5 Third, Japanese banks were most exposed to Thailand—
which is the first country to experience a crisis. Indeed, the extent of their
exposure is similar to that of U.S. banks to Mexico in 1982.6 Fourth, Euro-
pean bank lending to emerging Asia was also significant and accounted
for about a half of all their lending to emerging markets; South Korea
alone accounted for 40 percent of their lending to the developing world.

4. Emerging Asia comprises Indonesia, Malaysia, the Philippines, South Korea, and
Thailand.

5. Most of the remaining one-third was going to China.
6. See Kaminsky and Reinhart (2000) for a comparison of these episodes.

June December June
1997 1997 1998

European banks
US$ billions 85,338 87,846 76,820
Percent change since June 1997 n.a. 2.9 �10.0

Japanese banks
US$ billions 97,232 86,651 74,297
Percent change since 1997 n.a. �10.9 �23.6

U.S. banks
US$ billions 23,738 21,974 16,566
Percent chance since June 1997 n.a. �7.4 �30.2

Notes: Emerging Asia comprises Indonesia, Malaysia, the Philippines, South Korea, and
Thailand. n.a. � not applicable.

Table 3.1 Bank Lending to Emerging Asia, June 1997–June 1998
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Fifth, Japanese banks were quick to pull out of emerging Asia. Between
June and December of 1997, lending by Japanese banks fell by 10 percent,
while lending by European banks actually rose slightly. This is not surpris-
ing in light of the previous discussion. Japanese banks were most exposed
to Thailand; European and U.S. banks were most exposed to South Korea.
The Thai devaluation occurred in early July, while South Korea aban-
doned its defense of the won in mid-November. By June 1998, however,
the reduction in lending to emerging Asia was across the board. United
States bank lending fell by a cumulative 30 percent, representing a de-
cline of about US$5 billion. The 24 percent decline in Japanese bank lend-
ing in June 1997–98, however, translates into a reduction of about US$26
billion.

The previous observations suggest that, even if the banks were not the
immediate trigger of financial contagion, their actions certainly made the
spillovers, first from Thailand and later from South Korea, far more severe
than they would be otherwise. In the following section, we construct a
composite contagion vulnerability index; exposure to a common bank
creditor figures prominently in this index.

3.3 A Contagion Vulnerability Index

In this section, we provide a brief review of the “signals” approach that
we will use to assess the probability of a “contagious” currency crisis. This
methodology was first used to analyze the performance of a variety of
macroeconomic and financial indicators around “twin crises” (i.e., the
joint occurrences of currency and banking crises) in Kaminsky and Rein-
hart (1999).7

In the analysis that follows, we focus on a sample of twenty countries
over the period 1970 to 1998. The countries in our sample are Argentina,
Bolivia, Brazil, Chile, Colombia, Denmark, Finland, Indonesia, Israel,
Malaysia, Mexico, Norway, Peru, the Philippines, Spain, Sweden, Thai-
land, Turkey, Uruguay, and Venezuela. As an out-of-sample exercise, we
apply this approach to analyze South Korea’s vulnerability to contagion
during recent episodes of global financial turmoil.

While the preceding section stressed the key role played by foreign
banks in spreading the crises throughout Asia during 1997, this section
will develop a contagion vulnerability index that also allows for other types
of links across countries. Specifically, we consider both bilateral and third-
party trade links as well as contagion arising from other financial channels.

In order to implement the signals approach to analyze contagion, how-
ever, we need to clarify a minimum number of concepts which will be used
throughout the analysis.

7. This methodology is described in some detail in Kaminsky, Lizondo, and Reinhart
(1998), Kaminsky (1998), and Goldstein, Kaminsky, and Reinhart (2000).
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3.3.1 Defining Currency Crises

A currency crisis is defined as a situation in which an attack on the
currency leads to substantial reserve losses or a sharp depreciation of the
currency—if the speculative attack is ultimately successful. This definition
of currency crisis has the advantage that it is comprehensive enough to
capture not only speculative attacks on fixed exchange rates (e.g., Thai-
land’s experience prior to 2 July 1997) but also attacks that force a large
devaluation beyond the established rules of a crawling-peg regime or an
exchange rate band (e.g., Indonesia’s widening of the band prior to its
flotation of the rupiah on 14 August 1997.) Since reserve losses also count,
the index also captures unsuccessful speculative attacks.

We constructed an index of currency-market turbulence as a weighted
average of exchange rate changes and reserve changes. Interest rates were
excluded as many emerging markets in our sample had interest rate con-
trols through much of the sample.

The index, I, is a weighted average of the rate of change of the exchange
rate, �e/e, and of reserves, �R/R, with weights such that the two compo-
nents of the index have equal sample volatilities

(1) I e
e

R
R

e

R

= ⎛
⎝⎜

⎞
⎠⎟

−
⎛
⎝⎜

⎞
⎠⎟

⋅ ⎛
⎝⎜

⎞
⎠⎟

� ��

�
,

where �e is the standard deviation of the rate of change of the exchange
rate and �R is the standard deviation of the rate of change of reserves.
Since changes in the exchange rate enter with a positive weight and
changes in reserves have a negative weight attached, readings of this index
that were three standard deviations or more above the mean were cata-
loged as crises. For countries in the sample that had hyperinflation, the
construction of the index was modified.8 As noted in earlier studies which
use the signals approach, the dates of the crises map well onto the dates
obtained if one were to rely exclusively on events, such as the closing of the
exchange markets or a change in the exchange rate regime, to define crises.

3.3.2 Defining Contagion

As noted earlier, the term “contagion” has been used to mean different
things across studies. In this paper, contagion refers to the case in which
knowing that there is a currency crisis elsewhere increases the probability
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8. While a 100 percent devaluation may be traumatic for a country with low to moderate
inflation, a devaluation of that magnitude is commonplace during hyperinflation. A single
index for the countries that had hyperinflation episodes would miss sizable devaluations and
reserve losses in the moderate inflation periods, since the historic mean is distorted by the
high-inflation episode. To avoid this, we divided the sample according to whether inflation
in the previous six months was higher than 150 percent, then constructed an index for each
subsample.



of a crisis at home.9 We are interested in understanding the channels of
transmission of what we call “fundamentals-based contagion,” which
arises when countries are linked via trade or finance.

Since what we are interested in explaining is how turbulence is transmit-
ted across countries which are connected by trade or finance and in as-
sessing which of these links are most important, it matters greatly how
we define “elsewhere.” As in Kaminsky and Reinhart (2000), we define
“elsewhere” by grouping the countries in our sample into various clusters.
As noted in section 3.2, an important source of fundamentals-based conta-
gion in the Asian crisis was countries’ exposure to a common bank lender.
We identify two distinct bank clusters in our sample; one of these clusters
is made up of countries that borrow primarily from U.S. banks, while a
second bank cluster consists of countries where an important share of their
borrowing is concentrated among Japanese banks.

The growing practice of cross-market hedging in recent years also sug-
gests that countries which have (for whatever reason) exhibited a moder-
ately positive correlation of asset returns (with the crisis country) and have
relatively liquid markets may be vulnerable to contagion via cross-market
hedges. We identify two high-correlation clusters in our sample in Asia
and Latin America.

A competitive devaluation story, as in Gerlach and Smets (1994), sug-
gests that a currency crisis in one country may lead to a devaluation in a
second country if the two countries engage in a significant amount of bilat-
eral trade. In a similar vein, Corsetti et al. (1998) stress that competitive
devaluation pressures may arise even if two countries do not trade directly
with one another. Such pressures may be present if the two countries are
competing in a common third market.

The countries in each of these clusters are listed in table 3.4.10 On the
basis of the information in tables 3.3 and 3.4, we can construct a rough
index of vulnerability to fundamentals-based contagion for each country
in the sample at each point in time. Consider the case of the Asian crisis,
which began on 2 July 1997 with the devaluation of the Thai baht. To
assess how the Thai devaluation could affect other countries, one could
simply count the number of common clusters through which a country is
exposed to Thailand. For example, Malaysia is in the same bank cluster
as Thailand, as well as in the same high-correlation and third-party trade
clusters—a total of three. The Philippines are also part of the same third-
party trade and Asian high-correlation cluster, but not a part of the Japa-
nese bank cluster—a total of two. Indonesia shares the same high-
correlation and Japanese bank clusters with Thailand—a total of two.

9. This is the definition used in Eichengreen, Rose, and Wyplosz (1996) and Kaminsky
and Reinhart (2000).

10. Details on the criteria used to define the clusters are given in Kaminsky and Rein-
hart (2000).
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South Korea borrows from Japanese banks; it is part of the Asian third-
party trade cluster, but asset returns correlation with Thailand is low—
also a total of two. Argentina (for example) is not exposed to Thailand via
any of the financial or trade links analyzed here.11 On the basis of this
simple tally, one would conclude that Malaysia is the most vulnerable to
fundamentals-based contagion from Thailand and Argentina the least; but
this simple tally does not allow us to rank the relative vulnerabilities of
Indonesia, the Philippines, and South Korea, as they all share two (al-
though different) clusters with Thailand. In the remainder of this section,
we describe an approach that allows us to assign different weights in a
contagion vulnerability index to the different trade and financial links; the

11. It is important to note that this is not an exhaustive analysis of all possible financial
sector links. For instance, Brazil and Russia were directly impacted by the Korean crisis, as
Korean financial intermediaries sold their holdings of Brazilian and Russian debt (see Calvo
and Reinhart, 1996 for examples and discussion of other potential links).

Table 3.4 Trade and Financial Clusters

Bilateral
High-Correlation Third-Party Trade Trade

Bank Cluster Cluster Cluster Cluster

United Latin Latin Latin
Japan States Asia America Asia America America

Argentina 1 1 1
Bolivia
Brazil 1 1 1 1
Chile 1 1
Colombia 1 1
Denmark
Finland
Indonesia 1 1
Israel
Malaysia 1 1 1
Mexico 1 1 1
Norway
Peru 1
The Philippines 1 1 1
South Koreaa 1 1
Spain
Sweden
Thailand 1 1 1
Turkey
Uruguay 1 1
Venezuela 1 1

Note: See text for detailed explanation.
aNot part of our sample.
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weights will depend on the accuracy of these links in predicting the inci-
dence of contagious crises.

3.3.3 Signals, Noise, and Crises Probabilities

A crisis elsewhere may or may not be a reliable signal of a future crisis
at home. A summary of the possible outcomes is presented in the following
2 � 2 matrix.

Crisis Occurs in the No Crisis Occurs in the
Following 24 Months Following 24 Months

Signal � 1, if there is a crisis elsewhere A B
No signal � 0, if no crisis elsewhere C D

A perfect indicator would have entries only in cells A and D. Hence,
with this matrix we can define several useful concepts which we will use to
evaluate the predictive ability of each of the clusters.

We begin by calculating, for a given sample, the unconditional probabil-
ity of crisis,

(2)
A C

A B C D
P C( ) .= +

+ + +

If knowing that there is a crisis elsewhere helps predict a crisis at home,
then it can be expected that the probability a of crisis, conditional on a
signal, P(C |S ), is greater than the unconditional probability. Where

(3)
A

A B
P C S( | ) .=

+

Formally,

(4) P C S P C( | ) ( ) .− > 0

If crisis elsewhere is not a “noisy” indicator (prone to sending false
alarms), then there are relatively few entries in cell B and P(C |S ) � 1.
However, since “elsewhere” is defined differently for each of the clusters,
their forecasting track records will differ.

We can also define the noise-to-signal ratio, N/S as,

(5)
N
S

B (B D)
A

A C

= +

+

/
.

In the remainder of this section, we employ these concepts to provide evi-
dence on the relative merits in anticipating crises of the trade and fi-
nance clusters.
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Table 3.5 presents the results from this exercise for each of the clusters.
As noted in Kaminsky and Reinhart (2000), contagion appears to be a
highly nonlinear process, irrespective of which country grouping scheme
is used. If one-quarter to one-half of the countries in a given cluster have
a crisis, the probability of a crisis at home does not increase by much; this
is shown under the rows labeled 25 to 50 percent. Yet, if more than one-
half of the countries in the cluster have a crisis, the probability of a crisis
at home increases dramatically. This nonlinearity is evident in the marked
declines in the noise-to-signal ratios as the proportion of countries affected
by crises increases. The decline in the noise-to-signal ratio is most dra-
matic for the Latin American bilateral trade cluster, which falls from 2.34
to 0.08. This sharp improvement in forecasting accuracy is also evident in
its marginal predictive ability, P(C |S ) � P(C ). The common bank lender
cluster has the lowest noise-to-signal ratio while the third-party trade clus-
ter has the highest. While assessing the predictive ability of the individual
clusters is a useful exercise to discriminate among competing explanations
of contagion, countries which are linked in trade are also often linked in
finance. This implies that multiple channels of contagion may be operating
at once. To examine exposure to contagion via a variety of channels, we
now turn to the construction of a composite vulnerability index.

3.3.4 Trade and Financial Clusters, and a Composite Contagion Index

Kaminsky (1998) and Goldstein, Kaminsky, and Reinhart (2000) show
how to construct a composite index to gauge the probability of a crisis
conditioned on multiple signals from various indicators (i.e., economic
fundamentals); the more reliable indicators receive a higher weight in this
composite index. This methodology can be readily applied to construct a
composite contagion vulnerability index.

In weighing individual indicators, a good argument can be made for

Table 3.5 Conditional Probabilities and Noise-to-Signal Ratios for Trade and
Financial Clusters

Noise-to- Bank High-Correlation Third-Party Bilateral
Signal Ratio Cluster Cluster Trade Cluster Trade Cluster

25 to 50 0.90 0.58 1.54 2.34
50 and above 0.07 0.39 0.57 0.08

Weight in Vulnerability Index
25 to 50 1.10 1.73 0.64 0.42
50 and above 14.08 2.57 1.75 12.5

P(C |CE ) � P(C )
25 to 50 �3.1 20.8 �6.3 �21.8
50 and above 52.0 47.1 30.7 47.3

Source: Based on Kaminsky and Reinhart (2000).
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eliminating from our list of potential leading indicators those variables
which had a noise-to-signal ratio above unity; this is tantamount to stating
that their marginal forecasting ability P(C |S ) is zero or less. Applying this
criterion to our results, we would focus on the case where more than 50
percent of the countries in the cluster are experiencing a crisis. As shown
in table 3.5, the highest noise-to-signal ratio is 0.57, well below unity—
but the track record of the signals in each of the clusters is far from uni-
form. Thus, we weigh the signals by the inverse of the noise-to-signal ratios
reported in table 3.5.

Formally, we construct the following composite indicator,

(6) I
S

t
j

n
t
j

j
=

=
∑

1 
.

In equation (6) it is assumed that there are n different indicators (i.e., clus-
ters). Each cluster has a differentiated ability to forecast crises and, as
before, this ability can be summarized by the noise-to-signal ratio, here
denoted by  j, S j

t is a dummy variable that is equal to 1 if the univariate
indicator, S j, crosses its critical threshold and is thus signaling a crisis and
zero otherwise. As before, the noise-to-signal ratio is calculated under the
assumption that an indicator issues a correct signal if a crisis occurs within
the following twenty-four months. All other signals are considered false
alarms.

The maximum value that this composite vulnerability index could score
is 30.9 if a country belonged to the same four clusters as the crisis country.
This score is a simple sum of the inverse of the noise-to-signal ratio.

3.3.5 Evidence from Three Recent Crisis Episodes

We now consider, on the basis of the trade and financial sector linkages
discussed here, which countries would have been classified as vulnerable
to contagion during three recent episodes of currency crises in emerging
markets. The first of these episodes begins with the devaluation of the
Mexican peso in December 1994.

On the heels of the Mexican devaluation, Argentina and Brazil were the
countries to come under the greatest speculative pressure. In a matter of
a few weeks in early 1995, the central bank of Argentina lost about 20
percent of its foreign exchange reserves, and bank deposits fell by about
18 percent as capital fled the country. Such a severe outcome could hardly
be attributed to trade linkages and competitive devaluation pressures, as
Argentina does not trade with Mexico on a bilateral basis and does not
compete with Mexican exports in a common third market.12 In the case
of Brazil, the speculative attack was more brief, although the equity mar-

12. See Kaminsky and Reinhart (2000) for details on the pattern of trade.
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ket sustained sharp losses. Both of these countries record high readings
in their vulnerability indexes following the Mexican devaluation. While
the effects on Asia of the Mexican crisis were relatively mild, the country
which encountered the most turbulence in the region was the Philippines,
which also registers a relatively high vulnerability score.

In the case of the Thai crisis, Malaysia shares both trade and finance
links with Thailand. For the other Asian countries the potential channels
of transmission are fewer. As noted earlier, the Philippines are part of the
same third-party trade cluster as Thailand, which receives a weight of 1.75
(i.e., 1/0.57) in the composite index; it is also part of the Asian high-
correlation cluster, which receives a weight of 2.57 (i.e., 1/0.39) in the in-
dex. Indonesia shares the same high-correlation cluster with Thailand and
is a part of the Japanese bank cluster, which receives a weight of 14.08
(i.e., 1/0.07). Hence, as shown in table 3.6, Indonesia’s and the Philippines’
contagion vulnerability indexes score 16.65 and 4.32, respectively. South
Korea, as noted in section 3.2, also borrowed heavily from Japanese banks.
Accordingly, its exposure to Thailand came more from having a common
lender than from conventional competitive trade pressures.

Table 3.6 A Contagion Vulnerability Index

Contagion Vulnerability Index

December 1994: July 1997: January 1999:
Mexican Crisis Thai Crisis Brazilian Crisis

Argentina 16.65 0 29.15
Bolivia 0 0 0
Brazil 18.4 0 n.a.
Chile 0 0 26.58
Colombia 12.5 0 15.83
Denmark 0 0 0
Finland 0 0 0
Indonesia 0 16.65 0
Israel 0 0 0
Malaysia 0 28.33 0
Mexico n.a. 0 18.4
Norway 0 0 0
Peru 2.57 0 2.57
The Philippines 14.08 4.32 14.08
South Korea 0 26.58 0
Spain 0 0 0
Sweden 0 0 0
Thailand 0 n.a. 0
Turkey 0 0 0
Uruguay 0 0 26.58
Venezuela 12.5 0 15.83

Note: n.a. � not applicable.

Bank Lending and Contagion 87



The most recent of these emerging market crises was Brazil’s devalua-
tion of the real in early 1999. Not surprisingly, Argentina, which has both
trade (Mercosur) and financial linkages with Brazil, shows the highest vul-
nerability; other Mercosur countries come close in suit.

3.4 Contagion and Interdependence: Interest Rates and Exchange Rates

The preceding discussion has suggested that, even in the absence of any
shifts in market sentiment or herding behavior on the part of investors,
there are multiple reasons that a crisis in one country may have important
repercussions on other countries which are exposed to the crisis through
financial or trade arrangements. Yet these fundamental channels of crisis
transmission are not likely to emerge or disappear quickly. Developing
mutually satisfactory trade arrangements or building close ties with pos-
sible creditors may take time and is not likely to change dramatically from
one moment to the next. For example, as shown in table 3.2, countries
which were in the Japanese-bank cluster before the crisis remain so after
the crisis; a similar statement can be made about the U.S. borrower group.

A proximate way to explore whether vulnerability to “true contagion”—
that is, interdependence that cannot be accounted for by the kinds of con-
ventional trade or finance links that we have focused on thus far—may
be to examine causal patterns (or interdependence) among the affected
countries in market-determined variables such as interest rates, exchange
rates, and stock returns. One possible explanation of contagion has to do
with the “wake-up call hypothesis” (see Goldstein, Kaminsky, and Rein-
hart 2000), which suggests that the initial crisis serves as a wake-up call,
leading investors to reassess the risks of other countries which share some
of the vulnerabilities with the crisis country—irrespective of whether they
have a common bank lender or are linked in trade. Alternatively, herding
may arise even when investors are rational if verifying rumors (or informa-
tion in general) is costly (see Calvo and Mendoza 2000). If rumors become
more frequent in the aftermath of a crisis, this may impart greater interde-
pendence or increased comovement among financial indicators across
countries.

3.4.1 Methodology Issues

To examine whether there is greater interdependence or unidirectional
causal links among five of the affected Asian countries following the fi-
nancial crisis that began with the 2 July 1997 devaluation of the Thai baht,
we assembled daily data on domestic interest rates and exchange rates for
Indonesia, Malaysia, the Philippines, South Korea, and Thailand. The
data begin on 1 January 1996 and run through July 1999. Hence, there a
roughly comparable number of observations prior to the crisis (392 obser-
vations) and following the crises (334 observations.) We employ a simple
vector autoregression (VAR) framework, which treats all variables as po-
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tentially endogenous, and include ten lags of each of the variables in the
system. Omitting time subscripts, a representative equation for domestic
interest rates (r) in Indonesia (denoted by the subscript i) in this five-
equation system is given by

(7) r A L r A L r A L r A L r A L ri i i m p sk t i= + + + + + +� 1 2 3 4 5( ) ( ) ( ) ( ) ( ) .ε

The subscripts m, p, sk, and t refer to Malaysia, the Philippines, South
Korea, and Thailand, respectively. The lag operators are the A ’s and ε’s
denote the random shocks. A comparable system was estimated for daily
changes in the exchange rate (in percent). For each block of regressors we
conducted F- and log-likelihood ratio tests that tested the null hypothesis
of no causal relationship.

3.4.2 Interest Rate and Exchange Rate Links: Evidence from Asia

Table 3.7 reports the results for interest rates; the detailed test statistics
and their associated probability values are presented in appendix tables
3A.1–3A.4. The columns “cause” the rows; an N denotes that the null
hypothesis of no causality was not rejected while a Y indicates rejection
of the null hypothesis at a 5 percent level of significance or higher. For
example, the top row, which summarizes the results for Indonesia for the
1 January 1996–1 July 1997 period, shows four N entries, indicating that
interest rates in the four remaining countries in the system had no system-
atic influence on Indonesian interest rates. The last column of table 3.7
tallies the number of significant entries. Table 3.8 summarizes in compa-
rable manner the results for the daily exchange rate changes.

Several features of the pre- and post-crisis results for interest rate pat-
terns are worth noting. First, for the precrisis sample, none of the re-
gressors (other than lags of the dependent variable) are statistically signif-
icant at standard confidence levels. Second, the post-crisis period is quite
different in that regard with a greater degree of interdependence among
the countries. Fluctuation in Thai and Philippine interest rates signifi-
cantly influences interest rates in Indonesia. Likewise, interest rates in In-
donesia influence the Philippines and Thailand. Third, interdependence
was most intense during the period immediately following the Thai devalu-
ation and the subsequent devaluation of the Korean won on 17 Novem-
ber 1997.

Fourth, Malaysian interest rates are not significantly affected by interest
rate developments in the other four countries in the full post-crisis period.
One could speculate that this insulation may be due to the introduction of
exchange controls in September 1998. Indeed, prior to the imposition of
exchange restrictions, Malaysian interest rates were influenced by other
countries’ interest rates during the height of the crisis in July 1997–April
1998.

Fifth, no clean unidirectional causality pattern from Thailand to the
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other countries emerges from this exercise—not even in the earlier stages
of the crisis. For the period 2 July 1997–16 November 1997, there is causal-
ity from Thailand to Indonesia and South Korea but not to the Philippines
or Malaysia. Indeed, as the crisis progresses causal relationships among
the countries most often go both ways.

Turning to the patterns that emerge from performing the same exercise
on daily exchange rate changes, there are important similarities with the
results for interest rates. First, for the precrisis sample none of the re-
gressors (other than lags of the dependent variable) are statistically sig-
nificant at standard confidence levels—as was the case for interest rates.
Second, during the post-crisis period there is a much greater degree of
interdependence among the exchange rates of the five countries—even
greater than that exhibited by interest rates.

Third, exchange rates in the two smaller countries in the group, the Phil-
ippines and Thailand, are the most influenced by exchange rate develop-
ments elsewhere in the region. In the case of the Philippines, all four ex-
change rates (baht, ringgit, rupiah, and won) are statistically significant
in the regressions; for Thailand, nearly all. This may be consistent with
evidence of “large neighbor effects” on capital flow movements.13 Fourth,
changes in the Korean won (South Korea is the largest country of this
group) significantly influence the remaining four currencies in the post-
crisis period.

Taken together, these results suggest that interdependence among cur-
rencies and interest rates among these five Asian economies has increased
in the wake of the financial crisis. Given that trade and financial linkages
have not changed markedly during this recent period, one interpretation
for this greater interdependence is that, in the aftermath of the crisis, fi-
nancial market participants are more likely to lump these economies into
one group than they were previously.

3.5 Thoughts on Further Research

This paper has suggested that financial sector links have played an in-
creasingly important role in the 1990s in transmitting disturbances across
national boundaries. Many of the channels of transmission (i.e., cross-
market hedges) and many of the agents (i.e., hedge funds and mutual
funds) are still relatively novel, particularly in the context of emerging mar-
ket finance. As such, these potential channels of interdependence merit
much closer scrutiny at both the theoretical and empirical dimensions.
Microeconomic data at the institutional level are certainly bound to in-
crease our understanding of the role played by capital markets and their
new instruments in an increasingly globalized environment.

13. See Calvo and Reinhart (1998) for applications to Latin America.
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In addition, while banks in financial centers have a long history of lend-
ing to the developing world and booms and busts in such lending are not
a new phenomenon, banks’ lending strategies and decisions are still not
well understood. Foreign banks’ lending practices may be a source of in-
stability to emerging markets when the shock originates at the center, as it
did with the sharp rise in U.S. interest rates in October 1979, or when the
shock originates in the difficulties faced by a relatively small borrower (i.e.,
Thailand) to whom the banks have substantial exposure. To gain insights
into this phenomenon, it is necessary to go beyond the aggregate macro-
economic data and analyze the response of individual bank balance sheets
and lending decisions to the kinds of shocks discussed in this paper. This
analysis is not only useful for better understanding past booms and busts
in foreign lending—it is of increasing relevance in anticipating future ones.
Indeed, given the trend in many emerging markets toward greater open-
ness in their financial sectors and a rising presence of foreign or “truly
international” banks, the issue of what role these banks play in transmit-
ting disturbances across borders is of increasing relevance.

Appendix

Causality Tests

Table 3A.1 Daily Interest Rates, 1 January 1996–1 July 1997

The South
Indonesia Malaysia Philippines Korea Thailand

Indonesia
f-statistic 0.82 0.15 0.51 0.09

(0.61) (0.99) (0.88) (0.99)
Log-likelihood 9.33 1.77 5.79 1.03

(0.50) (0.99) (0.83) (0.99)
Malaysia

f-statistic 1.02 0.45 1.25 0.78
(0.43) (0.92) (0.26) (0.64)

Log-likelihood 11.54 5.13 14.10 8.92
(0.32) (0.88) (0.17) (0.54)

The Philippines
f-statistic 1.31 0.45 0.70 0.55

(0.22) (0.92) (0.73) (0.85)
Log-likelihood 14.73 5.18 7.96 6.30

(0.14) (0.88) (0.63) (0.79)
South Korea

f-statistic 0.69 1.15 1.23 0.43
(0.73) (0.32) (0.26) (0.93)

Log-likelihood 7.87 13.04 13.90 4.90
(0.64) (0.22) (0.18) (0.90)
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Thailand
f-statistic 0.18 0.57 0.46 1.09

(0.99) (0.84) (0.92) (0.37)
Log-likelihood 2.02 6.49 5.20 12.31

(0.99) (0.77) (0.88) (0.26)

Notes: Number of observations � 392. Probability numbers in parentheses.

Table 3A.1 (continued)

The South
Indonesia Malaysia Philippines Korea Thailand

Table 3A.2 Daily Interest Rates, 2 July 1997–1 July 1999

The South
Indonesia Malaysia Philippines Korea Thailand

Indonesia
f-statistic 0.37 2.44 0.38 2.34

(0.95) (0.01)** (0.95) (0.01)**
Log-likelihood 4.36 27.64 4.47 26.49

(0.93) (0.00)** (0.92) (0.00)**
Malaysia

f-statistic 0.48 0.68 0.23 0.82
(0.90) (0.74) (0.99) (0.61)

Log-likelihood 5.65 7.97 2.74 9.52
(0.84) (0.63) (0.99) (0.48)

The Philippines
f-statistic 1.49 1.24 0.71 1.61

(0.14) (0.26) (0.71) (0.10)**
Log-likelihood 17.09 14.36 8.29 18.46

(0.07)* (0.16) (0.60) (0.05)**
South Korea

f-statistic 0.38 0.30 0.22 0.30
(0.95) (0.98) (0.99) (0.98)

Log-likelihood 4.49 3.57 2.63 3.51
(0.92) (0.96) (0.98) (0.97)

Thailand
f-statistic 3.12 0.58 2.19 0.43

(0.00)** (0.83) (0.02)** (0.93)
Log-likelihood 34.93 6.80 24.91 5.09

(0.00)** (0.74) (0.01)** (0.88)

Notes: Number of observations � 334. Probability numbers in parentheses.
**Significant at 5 percent confidence level.
*Significant at 10 percent confidence level.



Table 3A.4 Daily Interest Rates, 17 November 1997–30 April 1998

The South
Indonesia Malaysia Philippines Korea Thailand

Indonesia
f-statistic 0.47 1.71 1.31 1.84

(0.90) (0.10)* (0.24) (0.07)*
Log-likelihood 8.01 26.65 20.95 28.55

(0.63) (0.00)** (0.02)** (0.00)**
Malaysia

f-statistic 0.47 0.19 1.19 1.18
(0.90) (0.99) (0.32) (0.32)

Log-likelihood 7.93 3.23 19.12 18.99
(0.64) (0.97) (0.04)** (0.04)**

Table 3A.3 Daily Interest Rates, 2 July 1997–16 November 1997

The South
Indonesia Malaysia Philippines Korea Thailand

Indonesia
f-statistic 1.06 0.72 0.48 1.66

(0.41) (0.70) (0.90) (0.12)
Log-likelihood 19.71 13.90 9.39 29.42

(0.03)** (0.18) (0.50) (0.00)**
Malaysia

f-statistic 1.11 1.37 1.17 0.41
(0.37) (0.22) (0.33) (0.93)

Log-likelihood 20.68 24.78 21.28 8.19
(0.02)** (0.01)** (0.02)** (0.48)

The Philippines
f-statistic 0.61 1.52 0.46 0.77

(0.80) (0.16) (0.91) (0.66)
Log-likelihood 11.79 27.27 9.11 14.66

(0.30) (0.00)** (0.52) (0.15)
South Korea

f-statistic 1.49 1.59 1.40 1.10
(0.17) (0.14) (0.21) (0.38)

Log-likelihood 29.69 28.30 25.37 20.36
(0.00)** (0.00)** (0.01)** (0.03)**

Thailand
f-statistic 0.79 0.64 1.68 1.73

(0.64) (0.77) (0.11) (0.10)*
Log-likelihood 15.02 12.35 29.78 30.44

(0.13) (0.26) (0.00)** (0.00)**

Notes: Number of observations � 99. Probability numbers in parentheses.
**Significant at 5 percent confidence level.
*Significant at 10 percent confidence level.
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Table 3A.5 Daily Exchange Rate Changes, 1 January 1996–1 July 1997

The South
Indonesia Malaysia Philippines Korea Thailand

Indonesia
f-statistic 0.71 0.50 0.51 0.71

(0.71) (0.89) (0.88) (0.71)
Log-likelihood 8.03 5.71 5.83 8.13

(0.63) (0.84) (0.83) (0.62)
Malaysia

f-statistic 1.38 0.58 0.83 0.68
(0.19) (0.83) (0.60) (0.74)

Log-likelihood 15.54 6.65 9.38 7.74
(0.11) (0.76) (0.50) (0.65)

The Philippines
f-statistic 1.11 0.93 0.89 1.54

(0.35) (0.50) (0.54) (0.12)
Log-likelihood 12.58 10.55 10.11 17.36

(0.25) (0.39) (0.43) (0.07)*
South Korea

f-statistic 0.48 0.78 0.97 0.45
(0.90) (0.64) (0.46) (0.92)

Log-likelihood 5.52 8.90 11.01 5.16
(0.85) (0.54) (0.36) (0.88)

Thailand
f-statistic 0.17 0.73 1.41 0.93

(0.99) (0.70) (0.17) (0.51)
Log-likelihood 1.91 8.29 15.86 10.47

(0.99) (0.60) (0.10)* (0.40)

Notes: Number of observations � 392. Probability numbers in parentheses.
*Significant at 10 percent confidence level.

The Philippines
f-statistic 1.17 1.34 1.08 1.04

(0.33) (0.22) (0.39) (0.42)
Log-likelihood 18.92 21.34 17.62 17.00

(0.04)** (0.02)** (0.06)* (0.07)*
South Korea

f-statistic 3.72 1.17 1.06 1.58
(0.00)** (0.33) (0.41) (0.13)

Log-likelihood 51.99 18.89 17.20 24.84
(0.00)** (0.04)** (0.07)* (0.01)**

Thailand
f-statistic 2.49 0.57 1.52 1.13

(0.01)** (0.83) (0.15) (0.35)
Log-likelihood 37.11 9.65 23.94 18.281

(0.00)** (0.47) (0.01)** (0.05)**

Notes: Number of observations � 119. Probability numbers in parentheses.
**Significant at 5 percent confidence level.
*Significant at 10 percent confidence level.

Table 3A.4 (continued)
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Table 3A.7 Daily Exchange Rate Changes, 2 July 1997–16 November 1997

The South
Indonesia Malaysia Philippines Korea Thailand

Indonesia
f-statistic 1.11 0.76 1.67 0.83

(0.38) (0.66) (0.12) (0.61)
Log-likelihood 20.53 14.61 29.56 15.71

(0.02)** (0.15) (0.01)** (0.11)
Malaysia

f-statistic 0.49 0.25 0.57 0.53
(0.89) (0.99) (0.83) (0.86)

Log-likelihood 9.64 5.00 11.06 10.34
(0.47) (0.89) (0.35) (0.41)

The Philippines
f-statistic 1.13 1.66 0.66 4.06

(0.35) (0.12) (0.75) (0.00)**
Log-likelihood 20.99 29.47 12.80 60.63

(0.02)** (0.00)** (0.23) (0.00)**

Table 3A.6 Daily Exchange Rate Changes, 2 July 1997–1 July 1999

The South
Indonesia Malaysia Philippines Korea Thailand

Indonesia
f-statistic 1.95 1.07 3.19 0.85

(0.04)** (0.39) (0.00)** (0.59)
Log-likelihood 21.22 11.67 34.17 9.29

(0.02)** (0.31) (0.00)** (0.51)
Malaysia

f-statistic 1.09 1.08 1.89 1.27
(0.37) (0.38) (0.04)** (0.25)

Log-likelihood 11.98 11.83 20.57 13.85
(0.29) (0.30) (0.02)** (0.18)

The Philippines
f-statistic 1.74 2.79 4.07 3.18

(0.07)* (0.00)** (0.00)** (0.00)**
Log-likelihood 18.94 30.00 43.22 34.08

(0.04)** (0.00)** (0.00)** (0.00)**
South Korea

f-statistic 1.87 1.36 0.97 0.45
(0.05)** (0.19) (0.47) (0.92)

Log-likelihood 20.28 14.85 11.01 5.16
(0.03)** (0.14) (0.36) (0.88)

Thailand
f-statistic 3.58 3.03 1.41 3.62

(0.00)** (0.00)** (0.17) (0.00)**
Log-likelihood 38.24 32.57 15.42 38.68

(0.00)** (0.00)** (0.12) (0.00)**

Notes: Number of observations � 334. Probability numbers in parentheses.
**Significant at 5 percent confidence level.
*Significant at 10 percent confidence level.
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Table 3A.8 Daily Exchange Rate Changes, 17 November 1997–30 April 1998

The South
Indonesia Malaysia Philippines Korea Thailand

Indonesia
f-statistic 0.77 1.28 1.44 0.53

(0.66) (0.26) (0.18) (0.87)
Log-likelihood 12.71 20.51 22.84 8.88

(0.24) (0.02)** (0.01)** (0.54)
Malaysia

f-statistic 0.75 0.38 0.57 1.24
(0.68) (0.95) (0.83) (0.28)

Log-likelihood 12.45 6.54 9.62 19.88
(0.26) (0.77) (0.47) (0.03)**

The Philippines
f-statistic 2.58 2.62 2.19 1.24

(0.01)** (0.01)** (0.03)** (0.28)
Log-likelihood 38.22 38.82 33.16 19.90

(0.00)** (0.00)** (0.00)** (0.03)**
South Korea

f-statistic 1.99 1.43 1.94 2.93
(0.05)** (0.19) (0.05)** (0.00)**

Log-likelihood 30.48 22.65 29.90 42.67
(0.00)** (0.01)** (0.00)** (0.00)**

Thailand
f-statistic 1.40 0.82 0.75 1.36

(0.20) (0.61) (0.68) (0.22)
Log-likelihood 22.25 13.57 12.42 21.68

(0.01)** (0.19) (0.26) (0.02)**

Notes: Number of observations � 119. Probability numbers in parentheses.
**Significant at 5 percent confidence level.

South Korea
f-statistic 2.15 1.93 0.97 0.62

(0.04)** (0.06) (0.49) (0.79)
Log-likelihood 36.67 33.51 18.14 12.00

(0.00)** (0.00)** (0.05)** (0.29)
Thailand

f-statistic 1.87 1.59 1.29 2.17
(0.07)* (0.14) (0.26) (0.04)**

Log-likelihood 32.5 28.31 23.63 36.96
(0.00)** (0.02)** (0.01)** (0.00)**

Notes: Number of observations � 99. Probability numbers in parentheses.
**Significant at 5 percent confidence level.
*Significant at 10 percent confidence level.
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Comment Eiji Ogawa

Kaminsky and Reinhart’s paper empirically analyzes whether financial
sector links via common bank lenders form a powerful channel for funda-

Eiji Ogawa is professor of commerce at Hitotsubashi University.
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mentals-based contagion. They achieve an interesting result, that the per-
formance of bank links better explained the contagion effects than did
third-party trade links, bilateral links, high-correlation cluster, or a global
crisis elsewhere. They conclude that foreign banks’ behavior exacerbated
the original crisis by calling in loans in countries where the banks had
exposure. They also point out that Japanese banks played an important
role in the Asian crisis of 1997.

I have three comments on their paper, placing a focus on the use of
bank links to explain the contagion effects.

First, if we focus on foreign banks’ presence in Asian loan markets, we
should also watch European banks’ behavior in those countries. Figure
3C.1 shows stocks of bank loans to the Asian countries. European banks
have a relatively larger share in the loan markets of those countries (except
for Thailand), although Japanese banks have a relatively larger share in
Thailand’s loan market.

Second, banks do not always call in loans from countries where they
have exposure. We should observe banks’ loan-calling behavior by looking
at the decrease in bank loans rather than at stocks of bank loans. It is
certain that Japanese banks had a relatively large share in the stocks of
bank loans to the Asian countries except for the Philippines. Figure 3C.2
shows flows of bank loans to these countries. Japanese banks have had a
relatively large share in decreases in bank loans to Thailand since the sec-
ond half of 1997. However, Japanese banks had a small share in decreases
in bank loans to Korea and the Philippines, and not a very large share in
decreases in bank loans to Indonesia and Malaysia. Thus, Japanese banks
did not seem substantially to draw back loans from the Asian countries
(except for Thailand) after the currency crisis.

Third, we should watch the capital inflows to these countries before the
currency crises because it has been pointed out that excess capital inflows
to countries with fragile banking systems brought about the severe cur-
rency and banking crises. In the Asian countries, the asset price bubbles
ended by early 1994; consequently, Asian banks seemed to have built up
nonperforming loans since 1994. Part of the cause of the crises was that
foreign banks gave excess loans to Asian banks that had too many nonper-
forming loans during the 1994–97 period. Figure 3C.2 shows that Euro-
pean banks made relatively larger contributions to increases in bank loans
to these countries (except for Thailand) during the precrisis period.

Reference

Bank for International Settlements (BIS). Various issues. Consolidated Interna-
tional Banking Statistics. [http://www.bis.org].
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Comment Mahani Zainal-Abidin

This paper is another contribution to the growing literature on contagion
from economic and financial crises. Previous studies on the East Asian
crisis have examined the causes of the crisis, but this paper has opened a
new horizon—namely, a vulnerability index. This identifies the links that
give rise to vulnerability and thus contagion. Exposure to a common bank
is one of the channels in which the disturbances arising from a crisis are
transmitted; other channels of transmission are trade and financial links.
The role of a common bank lender was painfully clear in the Latin Ameri-
can crises, where U.S. banks’ presence was almost omnipotent. Subse-
quent stabilization hinged on rescheduling these loans. The presence of a
common lender in East Asian economies is a more recent phenomenon
and this paper defines how much or how little foreign banks have to do
with contagion. Another aspect of contagion that the paper examines is
the interdependence or pattern of causality among the affected countries.
It refers to the daily pattern of interest and exchange rates among the
affected East Asian countries and confirms that there was a strong inter-
dependence among most of these countries in the full post-crisis period.

The vulnerability index developed by this paper shows that (in descend-
ing probability) Malaysia, South Korea, Indonesia, and the Philippines
are exposed to Thailand, the “initiator” of the crisis. This index is an im-
provement on earlier indicators of linkages, which were based mainly on
trade and financial relationships, because it captures the third transmis-
sion channel and ranks each country’s vulnerability. However, as acknowl-
edged by the authors, this index is unable to predict the severity of the
contagion effects. Moreover, the vulnerability ranking does not follow the
actual sequence in which the countries were affected last time. For ex-
ample, although Malaysia’s ranking is higher than Indonesia’s (meaning
that Malaysia is more vulnerable to a crisis in Thailand), in actuality, Ma-
laysia experienced a deep economic contraction much later than did Indo-
nesia, namely in the first quarter of 1998.

The efficacy of the vulnerability index in explaining the transmission
outcome and the role of a common bank lender can perhaps be improved
by taking into account the following.

Ratio of Foreign Borrowing to Total Loan Exposure

In identifying whether a country belongs to a common bank cluster, the
paper classifies the foreign liability of Indonesia, Malaysia, the Philip-
pines, South Korea, and Thailand according to its source—Japan, Europe,
or the United States. However, the impact of recall of loans by foreign

Mahani Zainal-Abidin is professor in the department of applied economics at the Univer-
sity of Malaya, Kuala Lumpur.
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banks depends in the first instance on the relative exposure of each country
to foreign bank loans. Among the affected East Asian countries, Malaysia
has the smallest percentage of foreign borrowings. For example, as at end
of June 1997, Malaysia’s short-term external debt was 11.2 percent of its
total borrowing, while for South Korea it was 67.5 percent, for Thailand,
45.7 percent, and for Indonesia, 34.2 percent (Raghavan 1998). This was
because of the Malaysian policy that only companies with foreign income
capability can borrow overseas. Thus, the recall of funds by foreign banks
in Malaysia had relatively little effect.

The Role of Foreign Bank Withdrawals in
Transmitting the Effects of the Crisis

Bank loan recalls are arguably less damaging than the other two effects
in finance and trade because banks are unlikely to trigger a massive capital
outflow from borrowing countries. The crisis usually unfolds in stages.
During the first stage, there is interaction among portfolio investment, lo-
cal equity market, and domestic banks. An event triggers portfolio out-
flows and causes a sharp decline in the equity market. Then local banks
become vulnerable either because they have extended financing to pur-
chase overvalued shares or because shares have been used as collateral for
loans. Interest rates are raised to support the exchange rate and banks
begin to trim their loans. In the second stage, the domestic financial sys-
tem faces a liquidity crunch and this massively hits all other parts of the
national economy. Foreign banks reduce their exposure to such a troubled
economy, which exacerbates the matter.

Foreign banks are not leaders in contagion because, as shown above,
they are not in the first stage. Furthermore, they may not be able to liqui-
date their positions easily. To recall a loan is more difficult than to repatri-
ate short-term capital or trade flows. Bank loans are very frequently in-
vested in tangible assets such as buildings, machinery, and equipment. In
East Asian countries, the proceeds from foreign loans during their high
growth period (1990–97) were directed mainly to roads, energy plants, and
property development. The only immediately available action is to revoke
those few loans not yet disbursed. Thus, in view of these different se-
quences and speeds of transmission among the three channels, the index
would be useful as a predicative tool, provided that appropriate weights
were assigned to the three channels.

Exposure to European Banks as a Common Lender

The paper has shown that East Asian economies borrowed heavily from
both Japanese and European banks. In Indonesia, Malaysia, the Philip-
pines, and South Korea, the exposure to European banks in June 1998
was much larger than for Japanese banks. Thailand was the exception. The
withdrawal pattern of the two bank blocs was also different—the Japanese
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withdrew first, from the middle of 1997, whereas Europeans did not begin
until the first half of 1998 and their percentage of withdrawal was larger.
Thus, Europe should be considered a separate cluster.

Investment Component of the Index

The index consists of trade and financial links and exposure to a com-
mon lender. Perhaps the analysis on regional economic links can be ex-
tended to investment relationships as a channel for contagion. The devel-
opment experience of the Southeast Asian region demonstrates the role
of foreign direct investment (FDI) in linking these economies through an
integrated production chain. For example Japanese multinational compa-
nies have strings of production units in different countries of the Associa-
tion of Southeast Asian Nations (ASEAN), each producing one part of
the production chain. Nonmultinational regional investment is also sub-
stantial; for example, Singapore has significant investments in Malaysia
and Indonesia. With close investment links, a crisis in one country may
quickly affect production in another, the most obvious reasons being short-
age of fresh capital and lower demand. In an integrated FDI production
network, an external factor, say, low demand as a result of any unrelated
event outside the region, can reduce the production of the entire network.
Since the early 1990s, South Korea has been a major investor in ASEAN,
and when the latter’s economy contracted, a number of Korean companies
in the region scaled down their operations.

Interdependence Test Results

The results of the interdependence test prompt a question: Why was the
interdependence, as instanced by similarities in trends in interest rates and
exchange rates, seen during the crisis and not before? An explanation is
that the crisis forced the affected countries to adopt similar monetary and
exchange rate policies. Countries floated their exchange rates and since
their economies were already closely linked, a similar impact across the
border was not unexpected. A more convincing explanation is that Thai-
land, South Korea, and Indonesia followed closely a set of conditionalities
when they received assistance from the International Monetary Fund
(IMF). Another explanation is that investors viewed the affected region as
a single entity. Delay in times of crisis can be costly and investors used
information about one country as a surrogate for all countries in the
region.

The finding from the interdependence test that causality extended from
Thailand to Indonesia and South Korea but not to the Philippines or Ma-
laysia (during the period 2 July 1997 to 16 November 1997) should be
compared with earlier estimates of the vulnerability index. According to
that index, Malaysia is the most vulnerable to a crisis originating from
Thailand, followed by South Korea, Indonesia, and the Philippines. Thus a
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relationship defined solely on financial channels (the causality result using
interest and exchange rates) can give a different picture from one con-
structed using broader criteria (the vulnerability index estimated from
trade and financial links and exposure to a common bank lender). This
supports the earlier assertion that it is essential to understand the order of
events in the transmission channel. As shown by these two indicators, the
financial and trade channels depict the immediate impact while the bank-
ing perspective takes place at a later stage. Nevertheless, the impact of all
channels can be equally strong.

Another finding of the interdependence test is that Malaysia’s interest
rate was not significantly affected in the full post-crisis period, and the
paper speculates that this insulation came from the introduction of selec-
tive exchange control in September 1998. Malaysia, like other affected
countries, adopted a restrictive monetary policy in order to support the
exchange rate during the early period of the crisis (2 July–16 November
1997). However, this was reversed to a looser monetary stance in the first
quarter of 1998, and the other affected countries took a similar approach
(albeit a bit later). The lowering of the interest rate did not have much
effect at first, as there was still a big liquidity crunch. Thus, the policy to
lower the interest rate was introduced much earlier than the selective capi-
tal control initiative.

To sum up, this paper notes that many emerging economies are moving
toward greater financial sector liberalization and that foreign banks have
an increasing presence. This had serious implications, as seen during the
East Asian crisis. Financial liberalization has woven regional economies
together irrevocably. No member of the group or cluster can be fully im-
mune from the afflictions of its neighbors. The financial sector liberaliza-
tion has increased the emerging economies’ capability to attract capital to
finance growth. During the crisis, the two most obvious clusters were those
based on equity markets (portfolio flows) and monetary policy (interest
rates). Another indicator of the existence of a cluster is the interest rate
spread of bonds, which are the closest surrogate for a state’s sovereign risk.
As shown by this paper, a country is more vulnerable to the problems of
other members of the same cluster and is less exposed to crises in other
clusters. Financial liberalization may well encourage the widening of a
cluster as more economies become integrated. Eventually, will all clusters
combine to form a single global group? If so, does financial liberalization
lead to frequent crises and less immunity from contagious events?

As they recover from their respective crises, the affected East Asian
countries are under pressure to open their doors to foreign banks. Among
the reasons given are that domestic banks are too close to some selected
customers, that they are not prudently managed, and that they need fresh
injections of funds to replenish their depleted capital. These criticisms are
not totally incorrect, but foreign banks are not blameless, either. They lent
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aggressively during the boom, especially in overinvested sectors such as
property and infrastructure. There have been calls to “bail-in” (that is, to
share the burden of the crisis) foreign banks to encourage them to be more
prudent in the future. Another concern about a large presence of foreign
banks is that in times of a crisis, a government or central bank is likely to
have more persuasive power over domestic banks than foreign banks. The
evidence provided by this paper on the role of foreign banks in a crisis
is a vital lesson for emerging economies to bear in mind when facing the
challenges posed by financial liberalization.

Reference
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The Impacts of Bank Loans
on Economic Development
An Implication for East Asia from
an Equilibrium Contract Theory

Shin-ichi Fukuda

4.1 Introduction

In the 1990s, financial liberalization expanded the volume of private
capital flows to developing countries. In particular, the miraculous eco-
nomic success of East Asia attracted a large share of industrialized coun-
tries’ private capital to the region. As a result, the East Asian economies
(e.g., Thailand, Indonesia, and Korea) accumulated significant amounts
of unhedged short-term external liabilities before 1997. It is now widely
recognized that a large fraction of short-term external liabilities was one
of the main reasons why the East Asian countries experienced the serious
crisis. A large number of studies have suggested that otherwise solvent
East Asian countries might have suffered from a short-run liquidity prob-
lem because the available stock of reserves was low relative to the overall
burden of external debt service (interest payments plus the renewal of
loans coming to maturity).1 This implies that if a large fraction of external
liabilities had longer maturities, the East Asian crisis might not have taken
place in the form of a liquidity shortage.

Interestingly, time series evidence suggests that the degree of postcrisis
capital mobility in East Asia was quite different in four forms of capital
inflows: direct investment, portfolio investment, bank loans, and other in-
vestments. For example, table 4.1 reports the quarterly and annual data

Shin-ichi Fukuda is associate professor of economics at the University of Tokyo.
I would like to thank Takatoshi Ito, Yukiko Fukagawa, and other participants, particularly

Nouriel Roubini and Carmen Reinhart, for their helpful comments. This research is part of
a project supported by Japan Bank for International Cooperation (formerly the Export-
Import Bank of Japan).

1. See, for example, Corsetti, Pesenti, and Roubini (1998); Radelet and Sachs (1998); Fur-
man and Stiglitz (1998); and Ito (1999).
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series of International Financial Statistics (IFS) to show how capital in-
flows to the East Asian economies changed before and after the crisis.
Both quarterly and annual data (i.e., tables 4.1 and 4.2) show that before
1997 all forms of net private capital inflows tended to increase among the
East Asian countries, including Thailand, Indonesia, and Korea. However,
the quarterly data in table 4.1 also indicate that inflows of both bank loans

Table 4.2 Capital Inflows to the East Asian Economies Before and After the East Asian
Crisis, Annual Data

92 93 94 95 96 97 98

A. Direct Investment (IMF Code � 78bed)
Thailand 2113 1804 1366 2068 2336 3746 6941
Indonesia 1777 2004 2109 4346 6194 4677 �356
Korea 728 589 810 1776 2326 2844 5415
Malaysia 5183 5006 4342 4178 5078 5106 n.a.
The

Philippines 228 1238 1591 1478 1517 1222 1713
China 11156 27515 33787 35849 40180 44236 43751
Singapore 2204 4686 8550 7206 7883 9710 7218

B. Portfolio Investment (IMF Code � 78bgd)
Thailand 924 5455 2486 4083 3585 4798 159
Indonesia �88 1805 3877 4100 5005 �2632 �2002
Korea 4953 10553 8149 13875 21183 12287 �292
Malaysia �1122 �709 �1649 �436 �268 �248 n.a.
The

Philippines 155 897 901 2619 5126 600 �276
China 393 3646 3923 710 2372 7703 97
Singapore 1398 2867 114 410 1672 590 1258

C. Bank Loans (IMF Code � 78bud)
Thailand 1758 6589 14295 13218 2909 �3522 �11382
Indonesia n.a. 1357 527 1953 �758 �276 �2470
Korea 1820 720 7368 11389 9952 �9785 �6233
Malaysia 3150 6282 �3789 468 2974 807 n.a.
The

Philippines 1921 �229 1694 1648 5036 1668 �405
China �786 �415 �5222 �4045 �5959 n.a. �3151
Singapore 5146 1949 5409 4423 8032 18687 �12787

D. Other Investment excluding Bank Loans (IMF Code � 78bid�78bud)
Thailand 4721 150 �4456 6165 8967 �18659 �6017
Indonesia n.a. 822 �2065 463 1006 �2194 �5475
Korea 3104 �2175 6264 10061 14619 1468 �7635
Malaysia 33 1159 1880 4211 1633 �1933 n.a.
The

Philippines 1019 2684 1868 1392 1334 2728 261
China �3296 �161 3726 9161 7241 n.a. �5469
Singapore �45 6375 502 7558 7814 17405 �3076

Source: IMF (1997, 2000).
Note: Unit � millions of U.S. dollars.
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and portfolio investments turned out to be negative after the crisis in these
East Asian countries.2 In particular, except for in the Philippines, bank
loans turned from inflows to large outflows after the crisis and remained
until the end of the sample period. This implies that the crisis was accom-
panied by a significant amount of bank loan withdrawal from the East
Asian countries. In contrast, except for Indonesia, inflows of direct invest-
ment never declined in the East Asian countries, even after the crisis in
table 4.1. Instead, inflows of direct investment steadily increased in Thai-
land and were quite stable in Korea after the crisis.

The evidence implies that if a large fraction of external liabilities had
been financed by direct investment, the East Asian crisis might not have
taken place in the form of a liquidity shortage. In other words, a liquidity
shortage in the East Asian crisis was attributable to highly mobile forms
of capital inflows, particularly by commercial bank debt. It is probably
true that liquidity problems emerged in several Asian countries when pan-
icking external creditors became unwilling to roll over existing short-term
bank loans in 1997. However, a pure liquidity shortage could have taken
place for any short-term forms of external liabilities. Thus, it is not neces-
sarily clear why commercial bank loans played a leading role in causing a
liquidity shortage in the East Asian economies.

In domestic financial markets, banks are known as one of the most
prominent means of channeling savings to investments with highest re-
turn.3 Through providing liquidity and permitting the efficient pooling of
risk, their activities alter the composition of capital in a way that is poten-
tially favorable to enhanced capital accumulation. As banks have monitor-
ing power delegated by their depositors, they also specialize in gathering
information about firms and reduce corporate myopia by overcoming the
problems associated with informational asymmetry (e.g., Leland and Pyle
1977 and Diamond 1984). In particular, several previous studies empha-
sized the special role of banks not only in selecting borrowers but also in
monitoring their ex post performance (see, among others, Aoki 1994 and
Hoshi, Kashyap, and Scharfstein 1991). If banks could prevent unneces-
sary liquidation, these monitoring activities would have a positive impact
on economic growth. However, efficient ex post monitoring activities also
mean that the debt maturity composition becomes shorter. Thus, they
could increase the probability of a liquidity shortage in the sense of Dia-
mond and Dybvig (1983) if panicking external creditors became unwilling
to roll over existing short-term credits.4 In particular, without prudential

2. The only exception is portfolio investment in Thailand, which remained positive after
the crisis. However, other investments in Thailand took large negative values after the crisis.

3. Noting these roles of banks, classical studies by Patrick (1966), Cameron (1967), Gold-
smith (1969), McKinnon (1973), and Shaw (1973) asserted that the extent of financial inter-
mediation in an economy affects rates of economic growth. See also World Bank (1989) and
Fry (1995) for their surveys.

4. See also Sachs, Tornell, and Velasco (1996) and Chang and Velasco (1998) in the interna-
tional market.
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regulation or a safety net, the liquidity problems of private bank loans
may be intensified in the international capital market.

The purpose of this paper is to present a simple theoretical explanation
of why efficient monitoring activities by banks may increase the probabil-
ity of a liquidity shortage in the competitive international bank loan mar-
ket.5 The theoretical model of this paper extends Diamond (1991, 1993),
who formulated the choice of a loan’s term structure by private firms under
asymmetric information.6 The model contains a liquidity risk because in-
ternal funds are not sufficient. When a liquidity shortage develops, borrow-
ers lose the control right, and the project will be liquidated. This indicates
that when the manager’s control rent is large, long-term debt will be pre-
ferred by the firm to eliminate the liquidity risk.7 However, when asymmet-
ric information exists between lenders and borrowers, short-term debt low-
ers a good borrower’s expected financing costs because of a possible arrival
of good information. Thus, when an arrival of new credit information is
imminent, borrowers tend to prefer short-term debt (see Flannery 1986).

Note that monitoring activities will be enhanced when an arrival of new
information is used. The theory then predicts that efficient monitoring ac-
tivities by banks tend to make the debt maturity shorter. Unless unneces-
sary liquidation took place, short-term loans with efficient monitoring
would have a positive effect on economic growth. However, when neither
prudential regulation nor a safety net is well established, panicky capital
outflows may occur with some probability. In such a case, efficient moni-
toring activities by banks can increase the possibility of having cata-
strophic liquidity problems by shortening the maturities of bank loans.

The paper proceeds as follows. Before presenting a theoretical model,
section 4.2 will show that middle-term and long-term commercial bank
loans are less mobile forms of capital flows. It will also show that a large
fraction of external bank debt had been financed by short-term loans not
only in the East Asian countries but also in a large number of other coun-
tries. Section 4.3 will then focus on the role of monitoring in explaining
these findings. Section 4.4 will explain a basic structure of our theoretical
model, and section 4.5 will define long-term and short-term debt contracts.
Section 4.6 will investigate the maturity choices by all borrowers and show
that the vulnerable financial structures in developing countries might
emerge as a result of efficient monitoring activities by banks. Sections 4.7
and 4.8 will discuss how the main results will change when I alter one of
the key assumptions in the model. Section 4.9 will summarize our results
and refer to their policy implications.
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5. In previous studies, Rodrik and Velasco (1999) made an exceptional attempt to analyze
the choice of short-term debt in the international market. However, they did not assume the
asymmetric information, which is crucial in this paper.

6. See also Fukuda, Ji, and Nakamura (1998).
7. Another case in which long-term debt may be preferred by borrowers is when borrowers

have moral hazard problem. See Rajan (1992).



4.2 Maturity Distribution of Bank Loans Before and After the Crisis

4.2.1 Growth Rates of Bank Loans to East Asia

As we discussed in the introduction, a large fraction of liabilities in
highly mobile forms of capital was one of the main reasons for the East
Asian crisis in 1997. In particular, the East Asian crisis occurred when
foreign lenders suddenly refused to roll over their bank loans in 1997.
However, when I look at the time series data of international bank loans
based on the Bank for International Settlements (BIS) data, I find that the
degree of capital mobility was quite different in different terms to maturity.
For example, table 4.3 shows the semiannual growth rates of international
bank loans to the East Asian economies before and after the crisis in three
different types of maturities: maturities up to one year (short-term loans),
maturities over one year and up to two years (medium-term loans), and
maturities over two years (long-term loans).8

It suggests that until 1997, bank loans to the East Asian economies had
steadily increased in almost all terms to maturity. In Thailand from 1994
to 1995, the average semiannual growth rate of short-term loans was close
to 20 percent, and those of middle-term and long-term loans were slightly
higher than 20 percent. Similarly, both short-term and long-term loans
grew on average about 10 percent in Indonesia and about 15 percent in
Korea from 1994 to 1996.

In contrast, after the crisis, bank loans declined sharply only for short-
term loans. For example, in Korea the semiannual growth rate of short-
term loans was �16.12 percent in December 1997 and �44.23 percent in
June 1998 (see fig. 4.1). During the same period, however, the semiannual
growth rates of middle-term and long-term loans were still significantly
positive in Korea (see fig. 4.2 and fig. 4.3). Similarly, almost all of the other
East Asian economies experienced significant declines of short-term loans
from December 1997 to June 1998. However, except for Thailand in De-
cember 1997, they experienced no serious decline in middle-term and long-
term loans for the same period. Instead, several East Asian economies
experienced significant increases in middle-term and long-term loans dur-
ing this period (see fig. 4.2 and fig. 4.3).

4.2.2 Shares of Short-Term Loans in East Asia

In general, liquidity problems emerge when panicking external creditors
become unwilling to roll over existing credits. Thus, if panicking external
creditors could cancel their long-term contracts, liquidity problems might
have occurred even when external liabilities were financed by long-term

8. The data sources are BIS (1996) for the data from 94.6 to 95.12, BIS (1998b) for the
data from 96.12 to 97.12; and BIS (1998a) for 98.6 data.
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loans. However, the evidence in the East Asian economies suggests that
like direct investment, long-term commercial loans were less mobile forms
of capital flows. This may imply that if a large fraction of international
commercial bank debt took the form of long-term loans, the East Asian
crisis might not have taken place—at least not as a liquidity shortage.

In reality, a large fraction of international commercial bank debt was
financed by short-term loans in the East Asian economies. Table 4.4,
based on the BIS data, shows how the maturity of international bank loans
was distributed before and after the crisis for three different types of matu-
rities. Among the East Asian economies, Taiwan, Hong Kong, and Singa-
pore had remarkably high shares of short-term loans. Needless to say,
these data are not enough to capture general situations in East Asia before
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Fig. 4.1 Short-term loans before and after the East Asian crisis

Fig. 4.2 Medium-term loans before and after the East Asian crisis



the crisis because Taiwan has been a net creditor, whereas Hong Kong
and Singapore are large international financial and intermediation centers.
However, even in the other East Asian economies, shares of short-term
loans were relatively high in the early 1990s (e.g., 72.0 percent in Thailand,
70.6 percent in Korea in December 1993, etc.).

Because bank loans steadily expanded in almost all terms to maturity,
the shares of short-term loans in these East Asian economies slightly de-
clined before the crisis. However, even just before the crisis, these East
Asian economies still had relatively high shares of short-term loans, which
made their financial structure vulnerable to a liquidity shortage. The crisis
in 1997 caused a significant decline only in short-term loans. As a result,
the shares of short-term loans in these East Asian economies dropped to
nearly 50 percent in 1998.

4.2.3 Shares of Short-Term Loans in the International Market

BIS provides detailed data on the maturity distribution of cross-border
loans from BIS reporting banks. Based on this data set, table 4.5 decom-
poses the cross-border bank loans by region and generates average shares
of short-term loans for many emerging countries as well as developed
countries. It indicates that even the world average share of short-term
loans was above 50 percent throughout the 1990s. Among the different
regions, Eastern Europe had lower shares of short-term loans, whereas
offshore banking centers had very large shares of short-term loans in gen-
eral. Compared to developed countries, developing countries had relatively
larger shares of short-term loans. Because liquidity problems emerge when
external creditors become unwilling to roll over existing short-term credits,
the evidence implies that many developing countries could have had liquid-
ity problems.
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Fig. 4.3 Long-term loans before and after the East Asian crisis
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In the table, average shares of short-term loans in Asia were above 60
percent throughout the periods.9 This implies that a typical country in the
East Asian region had a more vulnerable composition of external debt
than did other developing countries. However, even compared to the world
standard, shares of short-term loans in the East Asian economies were not
necessarily outliers except for Taiwan, Hong Kong, and Singapore. Figure
4.4 is a histogram of short-term loan shares in 180 countries that received
the BIS reporting banks’ loans in December 1996. It shows that short-
term loan shares are greater than 70 percent in a large number of countries
in the world. Among the East Asian economies, Taiwan, Hong Kong, and
Singapore are three of the outliers that are included in the range over 80
percent. However, except for these economies, Korea is the only East
Asian economy included in the range over 70 percent. This implies that
shares of short-term loans in the East Asian economies before the crisis
were not remarkable outliers even in the world standard.

4.3 Previous Discussions on the Role of Monitoring

In the last section, I showed that middle-term and long-term commer-
cial bank loans were less mobile capital flows in the sense that they never
declined, even when panicking external creditors became unwilling to roll
over existing short-term credits. However, we also showed that a large frac-
tion of external bank debt had been financed by short-term loans not only
in the East Asian countries but also in a large number of countries, which
might have made several developing countries vulnerable to liquidity prob-
lems. The result may partly be influenced by regulatory factors such as
domestic government regulations, the BIS risk-weighted capital adequacy
regulation, and so on. However, the world-wide evidence cannot be ex-
plained solely by the regulatory factors.

The purpose of the following sections is to present a simple theoretical
model in which financial structures in developing countries may become
vulnerable as a result of efficient monitoring by competitive foreign banks.
In general, it is important for the suppliers of funds (or their agents) to
monitor borrowers in order to ensure that funds are used appropriately. In
particular, in order to reduce information costs and the costs of duplicate
monitoring, the monitoring is usually delegated to financial intermediaries
rather than performed by individual investors. In the literature, banks are
typical financial intermediaries of such delegated monitors (see Diamond
1984).

In many cases, outside investors are not as well informed beforehand
regarding the profitability and risk potential of proposed projects. The
monitoring is thus considered economically valuable because it can reduce

Impacts of Bank Loans on Economic Development 129

9. For example, in December 1996, the share of short-term loans in Bangladesh was 70.4
percent, whereas those of Cambodia, Fiji, and Laos were 86.7 percent.
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the degree of the adverse selection problem. It may also be a necessary
response to the problem of moral hazard arising from informational asym-
metry. In some cases, ex ante monitoring may be performed by investment
banks acting as underwriters, by venture capital firms, and so on. Interim
monitoring may also be provided by rating companies in that they keep
track of the changing financial state of the firm. However, directly placed
debt (commercial paper) is usually a contract with terms (covenants).
Thus, investors need to base their decisions only on public information,
including the borrower’s track record. In contrast, the contract of a bank
loan uses not only public information but also information from costly
monitoring of borrower’s actions. Consequently, monitoring of private in-
formation can be delegated to banks more efficiently than it can be col-
lected by other financial institutions or many individual investors.

In the following model, we consider the choice of bank loan maturity
in an international financial market. In particular, we investigate how the
efficiency of banks’ monitoring can affect the choice of bank loan matu-
rity. Without the possibility of liquidity shortage due to herd behavior, the
choice of bank loan maturity in the international market is similar to that
in the domestic market. However, because neither prudential regulation
nor a safety net (e.g., deposit insurance) tends to be established well in
the emerging market, a liquidity shortage is more likely to occur in the
competitive international financial market as the bank loan maturity be-
comes shorter.

4.4 The Model

We consider a small open economy model that modifies Diamond’s
(1991, 1993) closed-economy model. In the small open economy, domestic
borrowers (that is, domestic firms or domestic financial institutions) need
to fund their indivisible investment projects from foreign banks. As in
McKinnon and Pill (1996) and Krugman (1998), I assume that domestic
borrowers directly own capital and engage in investment projects. Strictly
speaking, the assumption may be too restrictive for domestic financial in-
stitutions because they generally lend money instead of buying capital
assets outright. However, lending to a very highly leveraged firm that en-
gages in risky projects is very much like buying the capital directly. Thus,
the assumption holds approximately true for a large number of domestic
financial institutions in developing countries.10
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10. In fact, the data seem to show that the maturity distributions of international loans
indicate no significant difference depending on the fact that most domestic borrowers are
domestic firms or domestic financial institutions. For example, in Indonesia a large number
of domestic firms directly borrowed from foreign banks before the crisis. However, I could
not find evidence that the maturity distributions in Indonesia were significantly different
from those of other East Asian countries in table 4.4.



In the model are three dates: 0, 1, and 2. All projects require the fixed
amount of K in capital at date 0 and produce cash flows only at date 2
(none at date 1). At date 0, each borrower has no internal (domestic) fund
or outside equity. Thus, at date 0, a borrower needs to fund external debt
of K from foreign banks for the project.

Both domestic borrowers and foreign lenders (that is, foreign banks) are
risk neutral. Foreign banks consume only at date 2 and have a constant
returns-to-scale investment technology that returns R per unit invested per
period. One unit invested at date 0 produces returns of R units at date 1;
and if this is invested until date 2, the terminal value will be R2. There are
many potential foreign banks that all observe the same information. Thus,
borrowers face a competitive international loan market at each date and
can borrow as long as lenders receive an expected return of R per period
per unit loaned.

Borrowers’ technological environments are summarized in figure 4.5.
When successful, each borrower’s project yields a cash flow of X. It also
produces a nonassignable control rent of C if the management has control
right at date 2. Examples of the nonassignable control rent might be the
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manager’s desire to keep his business going, the manager’s consumption
of perquisites, or the manager’s disutility from dismissing long-standing
employees. I assume that X 	 R2K and C 	 0.

The project can be liquidated at date 1 for a liquidation value of L.
Because C 	 0, no borrowers have an incentive to liquidate their projects
by themselves. However, foreign banks liquidate their borrower’s project
at date 1 either when its expected present value is less than L or when a
financial panic occurs against the borrower. If a project is liquidated, it
produces no cash flows nor control rents at date 2. In addition, the liquida-
tion value of L is assumed to be less than RK. This implies that a successful
project always yields a higher cash flow when not liquidated.

There are two types of borrowers. The two types of borrowers differ
only in the probability that their projects are successful at date 2. The
types of borrowers are characterized as follows.

Type G borrower: The project succeeds for sure at date 2.
Type B borrower: The project returns succeed with probability q but fail

with probability 1 � q, where qX 
 R2K.

Because the control rent of C is positive, borrowers never liquidate their
projects when they have the control right to force the liquidation. However,
since X 	 R2K 	 qX, the type B borrower’s project has a negative net
present value in terms of cash flows. Thus, when foreign banks find out
that the borrower is type B, the type B borrower cannot raise funds.

The key assumption in this model is that a project’s ex ante prospects
are private information observed only by the domestic borrower. No one
but the borrower knows his own type. Each foreign bank’s information set
on borrowers’ type, which is summarized in figure 4.6, is as follows.

At date 0 (the initial period), a foreign bank only knows that its domes-
tic borrower is type G with probability f and type B with probability 1 � f.
I assume that

(1) R K f f q X2 1≤ + −[ ( ) ] .

This assumption implies that on average the project has a positive net
present value in terms of cash flows. The assumption is realistic for devel-
oping countries with high growth rates such as the East Asian economies
before the crisis. It is, however, restrictive for stagnated developing coun-
tries or countries in crisis because the average project has low net present
value in these countries. In section 4.8 I will discuss how the main results
change when the assumption does not hold.

At date 1, each foreign bank’s monitoring partially reveals types of do-
mestic borrowers. That is, the monitoring identifies some type G and type
B borrowers, but it cannot identify all type G and type B borrowers. Define
e as the probability that the monitoring identifies the type among type G
borrowers at date 1 and m as the probability that the monitoring identifies
the type among type B borrowers at date 1. Then, given the previous
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assumptions, Bayes law implies that a borrower whose type was not identi-
fied at date 1 is type G with probability (1 � e) f /[(1 � e) f � (1 � m)(1 �
f )] and type B with probability (1 � m)(1 � f )/[(1 � e) f � (1 � m)(1 � f )].

It is easy to see that the larger e and m are, the more efficient the foreign
bank’s monitoring is. However, the revealed information at date 1 is not
verifiable, so contracts contingent on it are not enforceable in the interna-
tional capital market. Thus, only when a short-term loan is chosen, refi-
nancing at date 1 will depend on what foreign banks can find out about
types of borrowers.

4.5 Loan Contracts

4.5.1 Long-Term Loan

A long-term loan is bank debt floated at date 0 that matures at date 2,
with no refinancing at date 1. The face value r L of this debt is set so that
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foreign banks can obtain the expected return of R2 per unit invested. Un-
der the assumption that qX 
 R2K � [ f � (1 � f )q]X, we can verify that
the equilibrium with long-term loans is a pooling equilibrium, realizing
that debt is repaid with probability f � (1 � f )q. Thus, as long as r L � X,
the face value of a long-term loan is given by11

(2) r R K f f qL = + −2 1/[ ( ) ].

The lower f is, the higher is the promised interest r L, owing to the higher
default rate of type B borrowers. In other words, reflecting a risk premium,
the long-term interest rate becomes higher as the proportion of type B
borrowers becomes larger.

Recall that at date 1, each foreign bank’s monitoring might reveal infor-
mation about some type G and type B borrowers. However, the informa-
tion does not influence the face value of long-term loan and does not lead
to liquidation because long-term lenders have no such rights.12 Therefore,
the payoff of a type G borrower with a long-term loan is equal to

(3) � g
L LX C r

X C R K f f q

= + −

= + − + −2 1/[ ( ) ],

which is independent of e and m (i.e., the degree of foreign banks’ monitor-
ing efficiency).

On the other hand, the expected payoff of a type B borrower with long-
term loan is equal to

(4) � b
L Lq X C r

q X C qR K f f q

= + −

= + − + −

( )

( ) /[ ( ) ].2 1

Because [ f � (1 � f )q]X 	 qR2K and C 	 0, it always holds that �L
g 	

�L
b 	 0.

4.5.2 Short-Term Loan

A short-term loan is bank debt financed at date 0, maturing at date 1
with face value r1. At date 1, the short-term loan can be either refinanced
or repaid, at least partially, by liquidation of the project. If the short-term
loan is rolled over at date 1, the refinanced short-term loan matures at
date 2. The refinanced short-term loan at date 1 has different face values
depending on the realization of date 1 information. Each face value of the
short-term loan issued at date 1 is set so that foreign banks at date 1 get

11. If r L 	 X, borrowers cannot issue long-term debt because they cannot provide lenders
with an expected return of R2K. Because R2K � [ f � (1 � f )q]X, we can rule out this
possibility in the following analysis.

12. When C is small, renegotiation between lenders and borrowers may be possible. How-
ever, assuming that C is large enough rules out this possibility.
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an expected return of R per unit invested, given the information about a
borrower at that date.

Short-term borrowers who were identified as type G at date 1 will suc-
ceed the project with a probability of 1. Thus, unless a financial panic
occurs, each of them can always refinance to pay the full face value of the
debt r1 at date 0. Noting that a new short-term loan maturing at date 2 is
repaid with probability 1, the face value of this short-term loan issued at
date 1, which is denoted by rB, satisfies

(5) Br r R= 1 .

However, the determination of the face value of a short-term loan issued
at date 1 is more complicated for borrowers whose type was not identified,
because even if no financial panic occurs, the borrowers might not be able
to refinance to pay the full face value of their date 0 debt. In the following
sections (up to section 4.8), I consider the case in which foreign banks
always choose liquidation when their monitoring cannot identify the type
of borrowers at date 1.13 In this case, foreign banks liquidate their borrow-
er’s project at date 1 either when their monitoring cannot identify the bor-
rower’s type, when their monitoring identifies the borrower as type B, or
when a financial panic occurs in this lending market. I assume that even
if the borrower was identified as type G, a financial panic occurs for him
with probability 1 � �.

Because lenders can identify type G borrowers out of all borrowers with
the probability fe at date 1, the expected rate return for a date 0 short-term
lender is �fe r1 � (1 � �fe)L, where L is a liquidation value of the project.
Equating this to the one-period riskless return RK leads to

(6) r RK fe L fe1 1= − −[ ( ) ]/( ) ,� �

so that equations (5) and (6) lead to

(7) Br RK fe L R fe= − −[ ( ) ] /( ).1 � �

Because RK � L, both r1 and rB are decreasing in f. Thus, the short-term
interest rates also become higher as the proportion of type B borrowers
becomes larger, due to a risk premium.14

The payoff of a type G borrower with a short-term loan is

(8a) when the project is not liquidated at date 1,BX C r+ −

13. This case is more likely when the bank’s monitoring reveals more type G borrowers
than type B borrowers. I think that the case is realistic because type G borrowers have an
incentive to reveal their type, but type B borrowers do not.

14. Because X is the maximum amount that type G borrowers can repay for the banks, rB

needs to be less than X for the short-term loans to be supplied. In the following analysis, I
implicitly guarantee this condition assuming that R2K � (1 � �fe)RL � �feX.
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and

(8b) when the project is liquidated at date 1.0

Because the ex ante probability that the project is liquidated at date 1 is
�e at date 0, the expected payoff of a type G borrower with a short-term
loan S at date 0 is

(9) B� g
S e X C r

e X C RL f R RK L

= + −

= + − − −

�

�

( )

( ) ( / ) ( ).1

Because all type G borrowers are identical at date 0, �S
g is common for all

type G borrowers. It is easy to see that �S
g is increasing in e (i.e., the degree

of foreign banks’ efficiency to sort out type G borrowers). However, it is
independent of m (i.e., the degree of foreign banks’ efficiency to sort out
type B borrowers).

4.6 The Maturity Choice by Borrowers

In our model, domestic borrowers choose the maturity of their external
loans at date 0 in order to maximize their expected payoffs. However, be-
cause qX 
 R2K, choosing a maturity that only type B borrowers would
prefer would reveal that the borrower was type B, and no loan would be
made to him. Therefore, as long as the expected payoff rate of a type B
borrower is positive, the maturity of a bank loan that is chosen by type G
borrowers is also chosen by type B borrowers. Assuming the existence of
such a pooling equilibrium, this indicates that all borrowers choose short-
term loans if �L

g 
 �S
g but choose long-term loans otherwise.

Subtracting equation (9) from equation (3) leads to

(10) � �g
L

g
S e X C f R fe L

f q
f f q f

R K

= = − + − −

+ −
+ −

( )( ) ( / ) ( )

( )
[ ( ) ]

.

1 1 1

1
1

2

� �

Thus, in this international financial market all domestic borrowers choose
short-term loans if and only if

(11) ( )( )
( )

[ ( ) ]
( )

.1
1

1
12− + − + −

+ −
< −⎡

⎣
⎢

⎤

⎦
⎥�e X C RL

f q
f f q f

R K
f

f
RL

Equation (11) has two noteworthy implications for the terms to maturity
in international bank loans. The first is that given other parameters, an
increase in � makes equation (11) more probable. Because � denotes the
probability that a financial panic will not occur, this implies that foreign
banks tend to choose short-term loans when they are optimistic about the
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borrowers’ financial conditions. The intuition behind this result is that
when lenders perceive that liquidity risk is small, long-term contracts ap-
pear less attractive for lenders.

Because foreign lenders were optimistic about the precrisis East Asian
economies, the result can explain why the East Asian economies had com-
paratively higher shares of short-term loans in the world standard before
the crisis.15 It may also imply that some optimistic confidence made the
precrisis East Asian economies vulnerable to the crisis not only through
increasing the total amount of external liabilities but also through making
their terms to maturity shorter.

The second noteworthy implication is that given other parameters, an
increase in e makes equation (11) more probable. Because the value of e is
a proxy for the degree of monitoring efficiency, this implies that borrowers
tend to choose short-term loans when monitoring can make use of new
information arrival efficiently. In general, short-term debt can lower a
good borrower’s expected financing cost because of a possible arrival of
good information. Thus, when lenders can make use of additional credit
information arrival more efficiently by ex post monitoring, short-term debt
will be preferred in debt contracts.

The latter implication is important in considering the choice of bank
loan maturity because banks usually have better monitoring abilities than
do other financial intermediaries. The result generally predicts that effi-
cient monitoring activities by banks tend to make the debt maturity com-
position shorter. Without the possibility of unnecessary liquidation, the
efficient monitoring might have a positive effect on economic welfare.
However, without prudential regulation or a safety net in the international
financial market, the efficiency of banks’ monitoring can increase the pos-
sibility that an otherwise solvent country may suffer a short-run liquidity
problem. The negative consequence is particularly likely when the avail-
able stock of reserves is low relative to the overall burden of external
debt service.

This theoretical result is consistent with the empirical fact that a large
fraction of external bank debt had been financed by short-term loans in a
large number of countries, which might make several developing countries
vulnerable to liquidity problems. In particular, because the East Asian
crisis took the form of a pure liquidity shortage in private bank loans, the
experience of several Asian countries in 1997 may provide striking ex-
amples of such negative consequences of efficient bank monitoring.

15. In table 4.4, one finds remarkably high shares of short-term loans in Taiwan. This
finding may be consistent with our result because large amounts of foreign reserves made a
financial panic least likely in Taiwan.
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4.7 Discussions

I have discussed how the maturity of bank loans is determined in the
competitive international financial market. The results are, however, based
on several assumptions that may not be relevant for some developing coun-
tries. For example, my simple theoretical model did not take into account
several regulatory factors in the international loan market. In reality, the
maturity structure of international bank loans may have been influenced
not only by the government policy to regulate long-term capital inflows
but also by the regulations on foreign banks such as the BIS risk-weighted
capital regulation, which favors short-term loans. In terms of this theoreti-
cal analysis, these regulatory factors can be modeled as taxes on long-term
loans. Thus, if these factors exist, short-term loans would be chosen even
under relatively milder conditions in our model.

In addition, this model assumed that borrowers face a competitive inter-
national loan market. The assumption may be justified when a large num-
ber of potential foreign lenders are in the international loan market. In
particular, the assumption may be realistic for the East Asian economies
before the crisis, during which time many foreign banks competed with
others in the loan market under the lending boom. However, in several
developing countries, private loans from foreign banks took the form of
syndicated loans. Under such circumstances, borrowers in developing
countries did not necessarily face a competitive international loan market.

Without rigorous analyses, it is not clear how the main results will
change when foreign banks have some monopolistic power in the interna-
tional loan market. However, even when the international loan market is
not competitive, it is always true that efficient monitoring activities can
make use of new information arrival more efficiently under asymmetric
information between lenders and borrowers. Thus, I conjecture that under
some mild conditions, monopolistic foreign banks can still have an incen-
tive to choose short-term loans when they have better monitoring abilities.

Finally, our model assumed equation (1), under which the average proj-
ect in the economy has a positive net present value. In general, however,
we cannot rule out the case in which equation (1) does not hold. In fact,
equation (1) does not hold when the average project in the economy has a
negative net present value in terms of cash flows, i.e., when R2K 	 [ f � (1
� f )q]X. I think that the case is unrealistic for the East Asian economies
before the crisis because their expected growth rates were very high. How-
ever, it may hold true for several stagnant developing countries where the
percentage of bad quality borrowers in the economy is large.

When R2K 	 [ f � (1 � f )q]X holds in the model, a long-term loan is
never supplied by foreign banks at date 0 because foreign banks cannot
get the expected rate return of R2. However, as long as R2K � (1 � �fe)RL
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� �feX holds, short-term loan can be supplied by foreign banks at date 0.
This implies that when the average project in the economy has a negative
net present value, foreign banks provide only short-term loans to the
economy.

Although the analysis focused on international bank lending, the result
may be extended to explain several noteworthy events in the international
bond market for some stagnant developing countries.16 For example, in
1994 foreign investors refused to purchase long-term Mexican government
bonds because of the likelihood of a devaluation of the Mexican peso. As
a result, in Mexico the term structure of government bonds shifted to the
shortend before the eventual crisis in December 1994.17 Similarly, in 1998
foreign investors became skeptical about the sustainability of fiscal deficits
in Russia. As a result, they shifted their investment to short-term Russian
bonds before the eventual devaluation of the ruble.18 Although these events
happened in the bond market rather than in the loan market, they are
consistent with the previous discussions, which allowed for the case that
R2K 	 [ f � (1 � f )q]X in our model.

4.8 Some Extensions

In previous sections, I have considered the case in which foreign banks
always choose liquidation when their monitoring cannot identify the type
of borrowers at date 1. However, when the bank’s monitoring reveals more
type B borrowers than it does type G borrowers, this case becomes less
likely because the percentage of type G borrowers becomes larger among
unidentified borrowers. In this section, I discuss how our main results
would change if foreign banks never liquidate the projects of unidentified
borrowers at date 1.19

For analytical simplicity, we assume that the probability of a financial
panic is 0 (i.e., � � 1). Then, when the projects of unidentified borrowers
are never liquidated, foreign banks liquidate the borrower’s project at date
1 if and only if the monitoring identifies the borrower as type B. Because
the percentage of identified type B borrowers among all borrowers is m(1
� f ) at date 1, this implies that the expected rate of return for a date 0
short-term lender is equal to [1 � m(1 � f )]r1 � m(1 � f )L, where r1 is
the face value of short-term loan issued at date at date 0, maturing at
date 1. Equating this to the one-period riskless return RK leads to
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borrowers more than it does type G borrowers is realistic in many countries because type G
borrowers have an incentive to reveal their type, but type B borrowers do not.
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Recall that at date 1 unidentified borrowers are type G with probability
(1 � e) f /[(1 � e) f � (1 � m)(1 � f )] and type B with probability (1 �
m)(1 � f )/[(1 � e)f � (1 � m)(1 � f )]. Recall also that type G borrowers
succeed for sure and that type B borrowers succeed with probability q at
date 2. Then, when a new short-term loan is supplied to them at date 1,
the new short-term loan maturing at date 2 is repaid with probability
[(1 � e) f � (1 � m)(1 � f )q]/[(1 � e) f � (1 � m)(1 � f )]. This implies
that the face value of a short-term loan issued for unidentified borrowers
at date 1, which is denoted by rC, needs to satisfy

(13)
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For borrowers who were identified as type G, the face value of a short-
term loan issued at date 1, rB, is determined by equation (5), that is, rB �
r1R. Therefore, equations (5), (12), and (13) lead to
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When the project of unidentified borrowers is never liquidated, the pay-
off of a type G borrower with short-term loan is written as

(16a) when the type is identified at date 1,BX C r+ −

and

(16b) when the type is not identified at date 1.X C rC+ −

Because a type G borrower is identified at date 1 with probability e, the
expected payoff of a type G borrower with a short-term loan at date 0 can
be calculated as

(17) B
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As was �S
g in equation (9), �S

g in equation (17) depends on the parameter
e. However, contrary to �S

g in equation (9), �S
g in equation (17) also de-

pends on the parameter m, i.e., the degree of foreign banks’ efficiency to
sort out type B borrowers.

Subtracting equation (17) from equation (3) leads to
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That all borrowers choose short-term loans if and only if �L
g 
 �S

g implies
that all domestic borrowers choose short-term loans if and only if rL 	 e
rB � (1 � e)rC, or equivalently,
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After some tedious calculation, I can verify that given other parameters,
an increase in e makes the inequality in equation (19) more probable. Thus,
even in cases in which unidentified borrowers are never liquidated, foreign
banks that have the better monitoring ability to sort out type G borrowers
will tend to choose short-term loans.

In contrast, the effect of the parameter m on equation (19) is not clear
in general. In particular, when L is small enough, an increase in m makes
the inequality in equation (19) less probable. Thus, under some circum-
stances foreign banks with better monitoring ability to sort out type B
borrowers may choose long-term loans. However, when L is close to RK,
an increase in m makes the inequality in equation (19) more probable.
Thus, at least when a liquidation value is large, foreign banks with better
monitoring ability to sort out type B borrowers can tend to choose short-
term loans even when unidentified borrowers are never liquidated.

4.9 Concluding Remarks

In this paper, I first demonstrated that middle-term and long-term com-
mercial bank loans are less mobile forms of external liabilities. I also
showed that a large fraction of external bank debt had been financed by
short-term loans not only in the East Asian countries but also in a large
number of other countries. I then presented a simple theoretical model in
which the financial structure may become vulnerable as a result of banks’
efficient monitoring activities.

In the literature of corporate finance, a large number of studies stressed
the positive role of banks as delegated monitors that specialize in gather-
ing information about borrowers. It is probably true that when government
regulations are established well in the financial market, the efficient role of
banks as delegated monitors unambiguously improves economic welfare.
For example, in Japan during the 1950s and 1960s, nearly 90 percent of
loans supplied by the city and local banks were short-term funds whose
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terms to maturity was less than one year (see table 4.6). If a financial panic
was likely, the financial structure in Japan would have been vulnerable to
a liquidity shortage. However, under strict administrative regulations, a
financial panic never occurred in Japan during the 1950s and 1960s. As a
result, short-term loans made a significant contribution for remarkable
economic growth in postwar Japan under the regulated financial market.

Unfortunately, we can expect neither satisfactory government regulation
nor a safety net (say, deposit insurance) in the current international finan-
cial market. Given the circumstances, efficient monitoring activities by
competitive banks are not necessarily desirable. In other words, interna-
tional bank lending may have an ironic consequence that an improvement
of bank’s monitoring ability can increase the possibility of an unnecessary
liquidity shortage and may have a negative effect on economic growth.
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Comment Takatoshi Ito

I have two kinds of comments on Fukuda’s paper. First, I will examine the
plausibility of the basic assumptions on information asymmetry and their
implications; second, I will comment on the data interpretation.

Basic Assumptions

This paper sets up a theoretical model of asymmetric information on
bank lending, motivated by recent problems in international bank lending
to Asian countries (as shown by the author, citing statistics collected by
the Bank for International Settlements [BIS]). Given how important inter-
national bank lending has been in Asian economies, both positively (be-
fore the crisis) and negatively (during the crisis), a contribution on under-
standing banks’ lending behavior is welcome.

In Fukuda’s model, borrowers know that they are of either good type
(higher probability to succeed) or bad type (lower probability to succeed).
Lenders cannot distinguish between them when making bank loans, unless
they behave differently. Lending can be made for either one period or two
periods; bank monitoring reveals some of the good borrowers after one
period. Knowing this monitoring activity, good-type borrowers have in-
centive to borrow short (one-period loans) in the hope that they may be
identified as being of good type. The tradeoff for going short is that, after
one period, there may be a bank run, and even good-type borrowers would
not have a rollover of bank loans. Without a rollover, only a fraction of a
project is recovered in the process of liquidation. If good-type borrowers
choose to borrow short, then bad-type borrowers must also borrow short
in order to avoid being identified as bad. Comparative statics shows that
if the proportion of the good-type borrower is higher, then good-type
borrowers tend to borrow short. If monitoring to identify good-type bor-
rowers after one period becomes more accurate, good-borrowers tend to
borrow short.
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This conclusion is counterintuitive. In the real world, my intuition says,
a good borrower tends to favor a long-term loan, not a short-term loan,
because the good borrower would not like to be caught by liquidity short-
age in the middle of the project. My intuition also says that a lender, not
a borrower, prefers short-term loans if it suspects that there are more bad
borrowers than before, or if the monitoring technique is enhanced to pick
bad borrowers after one period. If Fukuda’s model is right, we should
expect to find that bank lending to Asia has a higher short-term lending
ratio in good times (1993–95), while the long-term lending ratio would rise
as the crisis nears (1996–97). This is hard to be confirmed in table 4.3 of
the paper. So, empirically, theoretical prediction is somewhat inconclusive.

In 1994, the maturity structure of Mexican government bonds shifted
to short-term (and dollar indexed) before the eventual crisis in December.
Investors refused to purchase long-term bonds, fearing a devaluation. Sim-
ilarly, short-term Russian bonds (GKOs) in 1998 soared, with investors
becoming increasingly skeptical about the sustainability of fiscal deficits
and the level of the ruble. Of course, these are bonds, not bank lending,
which is the focus of the study in the Fukuda paper; but these examples
would suggest the lender’s preference and behavior.

So, the rest of my comments explore why my intuitions are not predicted
by his theory. Basically, I will argue that assumptions of the model are
responsible for these counterintuitive results.

First, monitoring is assumed to distinguish a portion of only good-type
borrowers after one period, but none of the bad-type borrowers. This is
analogous to a situation in which there is only upside risk and no downside
risk in lending. If there is a possibility that bad-type borrowers can be
identified, then lenders—not borrowers—may want to keep loans in the
short term. Second, in Fukuda’s model, decisions are made only by bor-
rowers; but in the real world, lenders may be more influential in determin-
ing the maturity structure. Taking the first and second comments seriously,
I conjecture the following comparative statistics result. The higher the pro-
portion of bad-type borrowers, the more likely the loans will be of short
term.

Third, there is no interest rate as a market-clearing price. I wonder
whether it is possible to extend the Fukuda model so that the loan demand
function is derived from the borrower’s choice, while the loan supply func-
tion is derived from the lender’s choice. The interest rate is then deter-
mined in equilibrium. Once this is done, then the yield curve (the differ-
ence between the short-term and the long-term interest rates) may be
derived. The slope of the yield curve reflects, among other things, the de-
gree of risk to be revealed later (the future short-term interest rate and the
exchange rate fluctuation, for example).

Fourth, in deriving the yield curve as an equilibrium of lender’s and
borrower’s choices, it may be worthwhile to introduce uncertainties about
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public information, such as the world interest rate, the exchange rate
changes, and general economic conditions of the country where borrow-
ers reside.

Integrating these comments would make the paper much more relevant
to the real-world problem of international bank lending.

Data Interpretation

Medium-term and long-term loans (that is, those with maturity of one
to two years, and beyond two years, respectively) did not decrease as much
as short-term loans (with maturity of less than one year). From this, Pro-
fessor Fukuda concludes that longer-term loans are less mobile. He tries
to explain the proportion of short- to medium- and long-term loans by
asymmetry of information. However, in reality, these two types of loans
may represent different kinds of customers and loan conditions. For ex-
ample, medium- and long-term loans from Japanese banks are directed to
subsidiaries of Japanese companies and may be guaranteed by Japanese
parent companies. Short-term loans may be directed to local banks. Local
banks direct the loans to corporations. What lenders have to do is to mon-
itor local banks’ performance, but not the companies’ performance di-
rectly. If this inference is right, then there is a good reason for the way
loan maturity is chosen and for the mobility of longer-term loans. The
ratio between short-term loans and long-term loans is determined by such
factors as how banks are financing foreign direct investment and how
banks obtain parent companies’ guarantees—which are reasons other
than monitoring technology and the ratio of good and bad companies.
The BIS statistics do not tell us information with regard to guarantees,
currency risk exposure, and hedge ratio; it would be difficult to derive
policy implication. Hence, one should be cautious in interpreting the BIS
statistics and the implications of the model.

In summary, this paper raises interesting issues on how a maturity struc-
ture of bank loans is determined. The model highlights the roles of moni-
toring ability and choice by borrowers. It will be interesting to extend the
Fukuda model to include other important factors in loan decisions.

Comment Yukiko Fukagawa

The crisis in East Asia prompted academic and practical interests on the
role of short-term loans in bringing about the crisis. The paper undertakes
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a theoretical analysis of how efficient monitoring by foreign commercial
banks can increase (as opposed to decrease) the possibility of a liquidity
crisis and credit crunch. The result has significant implications for an inter-
national financial crisis.

Despite the theoretical contribution of the paper, some important fac-
tors seem to have been ignored. As the paper acknowledges, regulatory or
institutional factors such as Bank for International Settlements (BIS) reg-
ulations were not considered in the lenders’ decision-making process. Sev-
eral regulations influenced the maturity choice for both lenders and bor-
rowers, such as controls on offshore banking and direct controls on the
operation of foreign banks. In some cases, short-term loans were inevitable
simply because there was no market for long-term lending, as in the case
of Thailand. On the lenders’ side, a choice of maturity may be affected
not only by regulations, but also by the lending scheme itself. Even in East
Asia—a region of relatively successful economies—syndicated loans were
still a common form of lending, especially in large-scale projects. Here ma-
turity choice may depend on a liquidation value at date 1 (L in equation
[19] in the paper), plus cost of negotiation with other lenders. The factors of
risk include the existence (or lack) of the host government’s guarantees. In
syndicate loans, therefore, L (for one bank) could be small, and foreign
banks may perform monitoring and sort out type B; then the bank may pre-
fer long-term loans, as was mentioned in the extension section of the paper.

The paper also examines the possibility of alternative assumptions, such
as an uncompetitive loan market for less developed countries, lender mo-
nopoly, and the case of negative present value of the project. In addition to
these, however, there might have been several other factors. For instance,
assumptions about the degree of information asymmetry between domes-
tic and international monitoring can be modeled. The cost of monitoring
in domestic lending is intuitively smaller compared to that in international
lending. Therefore, in practice, instead of incurring the monitoring cost,
foreign banks often opt to rely on secondhand information from major
rating firms in deciding the credit lines, or simply follow the leading bank’s
decision in a case of herd behavior. When Korean banks started to suffer
from spillovers of the Thai crisis, many leaders decided not to roll-over
long-term loans to Korean banks. Foreign banks cut the credit line until
the liquidity completely dried up. This may be the case for efficient moni-
toring, as the model suggests; but if this were to occur in the domestic
market, the information asymmetry might not have been as serious, and
lenders could have accessed firsthand information on the borrowers eas-
ily taking a differentiated strategy instead of blind herding.

My third critique concerns the paper’s remark that unless satisfactory
prudential regulations or a safety net is established in the international
financial market, improvement of bank monitoring may increase the possi-
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bility of an unnecessary liquidity shortfall. This was different from Japan’s
experience in the 1950s–80s, where there was intensive short-term lending
monitored by banks, yet the finance was sustained for good firms. How-
ever, even if the institutional environment must be different in international
finance, domestic finance in the troubled economies could have been the
same way with Japan to prevent the turmoil. So, what was the crucial
difference? Probably, it was not only international short-term capital allo-
cation that mattered, but also the combination of long-term investments
and borrowed capital in the domestic capital market. This was the case in
Thailand and Indonesia. The maturity mismatch could have been adjusted
in the domestic capital market if only minimal financial supervision had
been maintained. Here, the problem in Korea was more serious in that the
borrowing and substantial lending were done in the overseas market. How
supervision could have checked this aspect remains in question.

The model also does not specify the nature of the borrowers—whether
banks, firms, or both. If foreign banks lend directly to firms, the model
holds; but if they lend to local banks, the borrowers’ risk is partially up to
domestic intermediaries as well as to foreign lenders to domestic banks.
Domestic banking problems can be alleviated by domestic regulations and
a safety net. Indeed, Malaysia as well as Korea had maintained relatively
strict domestic regulations, and borrowing had been concentrated on local
banks, unlike in Indonesia, where many firms borrowed directly from for-
eign banks. The restructuring process has been relatively rapid in Korea
and Malaysia, thanks to the regulations on domestic finance. Therefore,
the probability of liquidity shortfall may be greater with better monitoring
by banks if domestic monitoring remains poor—but this does not deny
the importance of reforms in the domestic market.

Finally, the model assumes that the average project has a positive net
present value, which may not be the case in stagnant economies. As the
paper argues, long-term loans are never supplied by foreign banks at time
0 if the percentage of type B borrowers is substantially large, because when
R2K 	 [ f � (1 � f )q]X, R2 cannot be expected. On the other hand, as
long as R2K � (1 � �fe)RL � �feX holds, only short-term loans can be
supplied at time 0, even if the net present value is negative. In fact, in a
very competitive environment banks often try to take the risk of type B
with potentially negative present value by extending short term loans.
Nowadays, with the sophistication of the modern asset liability manage-
ment (ALM) system and complicated risk-hedging techniques, including
various kinds of derivatives, foreign banks may even be willing to continue
short-term lending regardless of the present net value. Therefore, regarding
the massive capital flows to emerging markets as a reflection of technologi-
cal development in international finance, the choice of maturity may be
more complex. The choice of maturity may not depend solely on the type
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of borrowers; instead, it may be decided based on an independent project
value (both at present and in the future in project finance), or it could be
influenced by other external valuables such as the risk hedging environ-
ment. However, these suggested challenges to the model do not deny its
original contribution on the subject of the role of foreign banks’ monitor-
ing in short-term lending.
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�5
How Were Capital Inflows
Stimulated under the
Dollar Peg System?

Eiji Ogawa and Lijian Sun

5.1 Introduction

The Asian currency crisis that started in Thailand in July 1997 had
spread rapidly to other Association of Southeast Asian Nations (ASEAN)
countries and the Newly Industrializing Economies (NIES) in Asia. Among
the affected nations, Thailand, Indonesia, and Korea faced the most severe
currency crises. Their governments requested financial support from the
International Monetary Fund (IMF).

It is commonly stated that the Asian currency crisis had the following
features (IMF 1997c, 1998; Ito 1999). First, the monetary authorities of
the affected countries adopted an exchange rate policy of pegging the do-
mestic currency to the U.S. dollar with an extremely large weight. The de
facto dollar peg system influenced both the nation’s current and capital
accounts. An appreciation of the U.S. dollar had worsened the current
accounts under the de facto dollar peg system since May 1995.1 De facto
dollar pegging also made domestic borrowers and foreign lenders ignore
the risk of foreign exchange.

Second, macroeconomic variables, except for large current account
deficits in Thailand, Malaysia, and Korea, were in sustainable condition
before the crisis. Neither budget deficits nor decreases in foreign reserves
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were found—especially as compared to the past currency crises in Latin
America. Although growth rates of export revenues had abruptly gone
down in these countries since 1996, the large amounts of capital inflows
made the governments complacent about their current account deficits.

Lastly, the currency crisis occurred simultaneously with a financial crisis
which made some financial intermediaries go bankrupt. The IMF (1997c,
1998) pointed out that in the background of the financial crisis, there was
a fragile financial sector. In an effort to prevent further deterioration, the
IMF required the governments of the various countries to restructure their
financial sectors as conditionality for receiving financial support. Large
capital inflows to the countries with inadequate financial institutions
brought about the financial crisis.

According to Kaminsky, Lizondo, and Reinhart (1997), there seems to
be a consistent relationship between financial and currency crises in
emerging market countries. Indeed, in the past, currency crisis often oc-
curred along with financial crisis. The literature on financial and currency
crises has been classified into three groups. The first group (Velasco 1987;
Dooley 1997; Calvo and Mendoza 1996) explains that a financial crisis
brings about a currency crisis, whereas the second group (IMF 1997b;
Miller 1996) explains that a currency crisis causes a financial crisis. The
third group (Calvo, Leiderman, and Reinhart 1993; Goldfajn and Valdes
1997) accounts for the possibility of a common external factor that brings
about both the financial and currency crises at the same time—e.g., fluc-
tuations of the world interest rate that influenced the flow of international
capital to and from the domestic financial markets triggered the Mexico
crisis in 1994.

This paper places emphasis on external factors as the cause of currency
and financial crises. It focuses on fluctuations of the exchange rate under
the de facto dollar peg system. In the 1990s, there were large swings of the
yen against the U.S. dollar; the yen rapidly appreciated during the early
1990s and depreciated after 1995. If the monetary authorities of a country
were to adopt a dollar peg system, the fluctuations in the exchange rate of
the yen against the U.S. dollar would have caused the same fluctuations in
the exchange rate of the yen against the relevant currencies.

This paper empirically analyzes how the de facto dollar peg system ad-
versely influenced capital inflows to the countries in crisis by studying the
relationship between the de facto dollar peg system and the capital inflows
to these countries. Focus is placed on countries that requested IMF finan-
cial support during the Asian crisis, namely, Thailand, Korea, and Indone-
sia. We regress capital flows on explanatory variables such as interest rates,
foreign exchange risks, export growth rate, and rate of change in stock
prices. We then use an instrumental variable method to take into account
how the instrumental variables are influenced by other variables.

The estimated regression equations are then used to conduct a simula-
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tion analysis of how the capital inflows would have behaved had the mone-
tary authorities of these countries adopted a currency basket peg system
instead of the de facto dollar peg system. The currency basket peg system
would have increased fluctuations in the exchange rate of the domestic
currency against the U.S. dollar, whereas it would have decreased the fluc-
tuations of the exchange rate against the yen. Accordingly, a currency bas-
ket peg system would have changed the actual and the expected changes
in exchange rates, and led to a change in foreign exchange risks.

The simulation analysis generates the following results: A currency bas-
ket peg system would have had a depressing effect on capital inflows to
Thailand and Korea during the analyzed period 1985–96. It would also
have had a slightly depressing effect on capital inflows to Indonesia. In-
creases in foreign exchange risk against the U.S. dollar under a currency
basket peg system would have contributed most to the depressing effect.
This is because the estimated foreign exchange risk variable against the
U.S. dollar is the most significant variable among the explanatory variables
in the capital flow equation.

This paper is organized as follows. Section 5.2 gives an overview of how
different variables influence capital inflows to the Asian countries before
the crisis. In section 5.3, a simple model of capital inflows that consists of
a capital flow equation with instrumental variables is set up. An instru-
mental variable method is then used to estimate the capital flow equation.
We drop the instrumental variables that have a coefficient with the wrong
sign and proceed to estimate the regression equations. In section 5.4, the
estimated regression equations are used to conduct a simulation analysis
of the capital inflows under the currency basket peg system. Simulated
values under the currency basket peg system are compared with estimated
values under the actual de facto dollar peg system. The simulation shows
how the dollar peg system influenced the capital inflows to these countries
and how a currency basket peg system would have influenced them. Fi-
nally, we summarize analytical results and conclude in section 5.5.

5.2 Capital Inflows before the Asian Currency Crisis

According to the classification by the IMF (1997a), before the crisis, the
Asian countries with currencies attacked by speculation in 1997 had in
fact adopted exchange rate arrangements other than the dollar peg system.
The exchange rate arrangements in Indonesia, Malaysia, and Korea were
classified as the managed float system. The exchange rate arrangement in
the Philippines was classified as an independent float system. The exchange
rate system in Thailand was described as a basket peg system. Hong Kong
was the only one under the dollar peg system in the IMF’s classification.

However, research by Frankel and Wei (1994), Kawai and Akiyama
(1998), and Kawai (1997) on the currency to which the monetary authori-
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ties of the Asian countries pegged their currencies suggests otherwise.
Frankel and Wei (1994) estimated the weights placed on major foreign
currencies in their exchange rate policy during the period 1979–92. Kawai
(1997) also estimated them during the period 1990–96 using the same
method as Frankel and Wei. The result of estimation is summarized in
table 5.1. For example, the weight on the U.S. dollar is 0.91 (Frankel and
Wei 1994) and 0.789 (Kawai 1997) for Thailand. The weight placed on
the U.S. dollar is nearly equal to one for Korea and Indonesia. Thus, the
estimation indicates that these three countries have indeed adopted the de
facto dollar peg system.

Next, we examine fluctuation of the exchange rates of these currencies
against the U.S. dollar and the yen under the de facto dollar peg system.
Figure 5.1 shows movements in the exchange rates of the Asian currencies
against the U.S. dollar in the 1990s. The exchange rates in terms of the
U.S. dollar were relatively stable until July 1997. The Thai baht and the
Hong Kong dollar had been kept almost stable since 1990. The Malaysian
ringgit had been kept relatively stable although it had been perfectly
pegged to the U.S. dollar. The Korean won also had been kept relatively
stable. The Indonesian rupiah had been changing at a predictable and
constant rate because the monetary authorities had adopted a crawling
peg to the U.S. dollar.

Figure 5.2 shows movements in the exchange rates of these currencies
in terms of the yen. The exchange rates in terms of the yen underwent
more substantial fluctuations compared to those against the U.S. dollar.
Although they had a tendency to depreciate against the yen from 1990 to
1995, all of the currencies have been appreciating against it since May
1995. The joint movements of the exchange rates in terms of the yen were
attributed to the de facto dollar peg system.

Table 5.1 Weights on the Dollar and the Yen in Exchange Rate Policies of
Asian Countries

Sample Period 1979–92 Sample Period 1990–96

Coefficient on Coefficient on Coefficient on Coefficient
the Dollar the Yen the Dollar on the Yen

Singapore 0.75 0.13 0.420a 0.021
Hong Kong 0.92 �0.00 1.002 �0.002
Korea 0.96 �0.10 0.941 0.088
Malaysia 0.78 0.07 0.589 0.044
Thailand 0.91 0.05 0.789 0.104
The Philippines 1.07 �0.01 1.087 �0.094
Indonesia 0.95 0.16 0.966 0.014

Sources: Frankel and Wei (1994); Kawai (1997).
aCoefficient on the SDR is 0.600.
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2. Frankel and Rose (1996) obtained a result that current account deficits are insignificant
as a cause of currency crisis, as they were for the past currency crisis.

The vacillations in the exchange rates have had negative effects on the
international trade competitiveness of these countries. Figure 5.3 shows
movements of the real effective exchange rates of these countries. The real
effective exchange rates of the Thai baht, the Malaysian ringgit, and the
Indonesian rupiah fluctuated without any appreciating trends in the early
1990s. However, they began appreciating after May 1995. The Korean won
was the only one to be fluctuating without any appreciating trend through-
out the period 1992–97. Thus, the real effective exchange rates of the cur-
rencies except for the Korean won began appreciating since 1995. The de
facto dollar peg system and the depreciation of the yen against the U.S.
dollar influenced these movements in the real effective exchange rates.

In the early 1990s, depreciation of the U.S. dollar against the yen depre-
ciated the countries’ currencies against the yen under the de facto dollar
peg system. Although these countries had trade deficits due to increases
in imports of capital goods—which is a sign of good economic growth—
exports in these countries had been steadily increasing due to the deprecia-
tion of their currencies against the yen. Nevertheless, the depreciating
trend of the yen against the U.S. dollar after 1995 decreased the competi-
tiveness of these countries against Japan, and in turn, decreased growth
rates of export revenues. The movements of the export growth rates of Thai-
land, Korea, and Indonesia are shown in figure 5.4.

It is not so important whether or not a country has trade deficits as long
as its imported capital goods continue to increase its future production
capacities and export revenues.2 However, if the export growth rate is de-
creasing at the present time and is expected to continue to decrease in the
future, the present trade deficits will not be sustainable. The expectation
could trigger speculative attacks against the currency even if these coun-
tries are increasing their foreign reserves.

Private capital inflows to Thailand, Indonesia, and Korea increased in
the 1990s as shown in figures 5.5 to 5.7. The figures show that there was
an oversurge of capital inflows to all three countries in 1995 and 1996.
The oversurge of capital inflows to Thailand was mainly caused by other
investments, such as international bank loans. Figure 5.6 shows that port-
folio investments to Korea were larger than international bank loans in
1993 but that the opposite was true after 1994. Because private capital
inflows had reached their peak in 1996, the international bank loans pre-
vailed in the capital inflows to these Asian countries. This is the opposite
of the situation in Latin American countries, where the portfolio invest-
ments prevailed in the capital inflows.

Movements in flows of international bank loans categorized by coun-
tries are shown in figures 5.8 through 5.10. In the case of Thailand, the
share of Japanese banks was relatively high in 1994 and 1995. European

Capital Inflows and the Dollar Peg System 157



F
ig

.5
.3

R
ea

le
ff

ec
tiv

e
ex

ch
an

ge
ra

te
s

of
A

si
an

cu
rr

en
ci

es
(1

99
0
�

10
0)

S
ou

rc
e:

J.
P.

M
or

ga
n

in
de

x.



F
ig

.5
.4

G
ro

w
th

ra
te

of
ex

po
rt

re
ve

nu
es

(c
ha

ng
e

fr
om

a
ye

ar
ag

o;
fiv

e
qu

ar
te

rl
y

m
ov

in
g

av
er

ag
e)

S
ou

rc
e:

IM
F

(2
00

0)
.



F
ig

.5
.5

P
ri

va
te

ca
pi

ta
li

nfl
ow

s
to

T
ha

ila
nd

S
ou

rc
e:

IM
F

(2
00

0)
.



F
ig

.5
.6

P
ri

va
te

ca
pi

ta
li

nfl
ow

s
to

K
or

ea
S

ou
rc

e:
IM

F
(2

00
0)

.



F
ig

.5
.7

P
ri

va
te

ca
pi

ta
li

nfl
ow

s
to

In
do

ne
si

a
S

ou
rc

e:
IM

F
(2

00
0)

.



F
ig

.5
.8

In
te

rn
at

io
na

lb
an

k
lo

an
s

(fl
ow

)
to

T
ha

ila
nd

S
ou

rc
e:

B
an

k
fo

r
In

te
rn

at
io

na
lS

et
tl

em
en

ts
(B

IS
),

C
on

so
lid

at
ed

In
te

rn
at

io
na

lB
an

ki
ng

St
at

is
ti

cs
.



F
ig

.5
.9

In
te

rn
at

io
na

lb
an

k
lo

an
s

(fl
ow

)
to

K
or

ea
S

ou
rc

e:
B

IS
,C

on
so

lid
at

ed
In

te
rn

at
io

na
lB

an
ki

ng
St

at
is

ti
cs

.



F
ig

.5
.1

0
In

te
rn

at
io

na
lb

an
k

lo
an

s
(fl

ow
)

to
In

do
ne

si
a

S
ou

rc
e:

B
IS

,C
on

so
lid

at
ed

In
te

rn
at

io
na

lB
an

ki
ng

St
at

is
ti

cs
.



3. The expected depreciation rates of the home currency at each period are calculated by
assuming that economic agents use data on rates from the last five years to forecast exchange
rates as explained in the next section. Specifically, we use a time series model of the ARIMA
(1,1,1) process to forecast a value of the next period based on historical data of the last five
years for the relevant exchange rate.

4. Values in figure 5.11 are seasonally adjusted data of the exchange rate–adjusted interest
rate in terms of the U.S. dollar and the yen that are used in a regression analysis in section
5.3.

banks also increased their loans to Thailand in 1996. Although flows of
international bank loans to Korea and Indonesia by European banks
seemed to be higher than Japanese banks, Kaminsky and Reinhart (chap-
ter 3, this volume) pointed out that Japanese banks had larger shares in
stocks of international bank loans in these three countries.

The impact of both the de facto dollar peg system and depreciation or
appreciation of the U.S. dollar against the yen on interest rates is exam-
ined. We calculate exchange rate adjusted foreign interest rates by adding
expected depreciation rates of the domestic currency to the relevant for-
eign interest rate.3

Figure 5.11 shows movements of exchange rate adjusted foreign inter-
est rates and domestic interest rates.4 The movements of the interest rates
had some common characteristics. Both the U.S. and the Japanese inter-
est rates tended to be lower than the domestic interest rates in the 1990s.
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Fig. 5.11 Interest rates: A, Thailand; B, Korea; C, Indonesia
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Fig. 5.11 (cont.)
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Moreover, the Japanese interest rates have been consistently lower than
the U.S. interest rates since 1995.

Before turning to regression analysis of the capital inflows, let’s look at
the timing between the surge of capital inflows and the asset bubbles in
these countries. The countries in crisis experienced asset bubbles in the
1990s during different time periods as shown in figure 5.12. Thailand and
Indonesia experienced a bubble of stock prices in 1993. They had a peak
of stock prices in the latter half of 1993. The stock prices in Korea also
increased from 1993 through 1994. The stock prices in Thailand and Ko-
rea were kept at high levels during 1995. However, they started to drop
sharply after early 1996. In Indonesia, the stock prices continued to in-
crease until early 1997, but they also dropped sharply afterward. As
shown, the bubble and the peak of stock prices preceded the surge of
capital inflows in 1995 and 1996. Thus, we can conclude that no bubbles
in stock prices seemed to stimulate capital inflows to these countries.

5.3 Capital Inflows under the Dollar Peg System

5.3.1 A Simple Model of Capital Inflows

We first conduct a regression analysis of capital inflows to the countries
under the de facto dollar peg system in order to analyze empirically how
the de facto dollar peg system influenced capital inflows to these countries.
We then set up a model of capital inflows to be estimated in a regression
analysis. The model consists of a capital flow equation and equations that
explain some of the instrumental variables in the capital flow equation.

In many developing countries including those in East Asia, monetary
authorities impose measures to control international capital flows. There-
fore, capital flows are caused by partial adjustments of capital asset stocks
to changing optimal levels. According to a portfolio-balance approach, the
risk-averse investors should attempt to hold optimal portfolio balances of
foreign assets denominated in terms of foreign currencies relative to do-
mestic assets denominated in terms of the home currency. The optimal
portfolio balances are determined by both relative expected return rates
and foreign exchange risks.

Thus, capital flows are influenced by factors such as domestic interest
rate, exchange rate–adjusted foreign interest rates, and foreign exchange
risks. Positive exchange rate–adjusted interest rate differentials stimulate
capital inflows to these countries from the viewpoint of foreign lenders
and domestic borrowers. Signs of coefficients of the domestic interest rates
are expected to be positive, and exchange rate–adjusted foreign interest
rates to be negative. Coefficients of foreign exchange risks are also ex-
pected to be negative. Thus, foreign exchange risks depress economic
agents’ foreign lending and borrowing if they are risk averse.
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We also take into account the possible effects that a rate of change in
domestic stock prices has on capital flows. Increases in domestic stock
prices also stimulate foreign investors to invest in domestic stocks. Also,
they might encourage both domestic borrowers to borrow from abroad
and foreign lenders to lend to the domestic economy. Thus, coefficients on
the variables should be positive.

Moreover, a higher export growth rate might give domestic borrowers
easier access to international capital because they are regarded to have
a higher capacity to repay their debt. Economies with higher economic
growth should have more sustainable levels of foreign debts according to
intertemporal macroeconomic models. In small developing countries, eco-
nomic growth tends to depend a lot on export growth. Thus, a higher
export growth rate might have positive effects on capital inflows.

We regress capital flows on the explanatory variables with a time lag to
take into account the causality between the explanatory variables and the
capital flows. A ratio of capital flow to nominal GDP is used in order to
eliminate an increasing trend in capital flows. A capital flow equation is
formalized below:

(1) cf risk risk
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where cf is the ratio of capital flows to nominal GDP, i is the domestic
interest rate, di is the exchange rate–adjusted U.S. interest rate, yi is the
exchange rate–adjusted Japanese interest rate, drisk is the foreign exchange
risk of exchange rate of domestic currency in terms of the U.S. dollar, yrisk
is the foreign exchange risk of exchange rate of domestic currency in terms
of the yen, � log X is the export growth rate, �stock is the rate of change
in domestic stock prices, ε is the error term, i usd is the U.S. dollar–
denominated interest rate, i yen is the yen-denominated interest rate, shc/usd

is the exchange rate of domestic currency in terms of the U.S. dollar, shc/yen

is the exchange rate of domestic currency in terms of the yen, and E is the
expectation operator.

We regard the domestic interest rate, export growth rate, and rate of
change in stock prices to be the explanatory variables in the capital flow
equation (1). We also assume that the variables are endogenous and influ-
enced by exogenous variables.

A domestic interest rate is influenced by the above determinants of capi-
tal flows in a small economy with international capital mobility.
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(2) risk riski b b di b yi b d b yt t t t t t= + + + + +1 2 3 4 5 ε

Interest rate arbitrage tend to make domestic interest rates move with
foreign interest rates in the same direction. Under perfect capital mobility,
coefficients of exchange rate–adjusted foreign interest rates would be one.
However, it is not necessarily true under imperfect capital mobility. For-
eign exchange risks tend to make foreign lenders prefer domestic currency–
denominated assets to other currency–denominated assets. In contrast,
they tend to make domestic borrowers prefer domestic currency–denom-
inated liabilities to other currency-denominated liabilities. The preferences
of both foreign lenders and domestic borrowers make the domestic interest
rates of the crisis countries higher than the foreign interest rates by a risk
premium. Thus, coefficients of the foreign interest rates and foreign ex-
change risks are expected to be positive.

Exports are regarded as a function of real exchange rates and foreign
incomes. Export growth rate is influenced by the depreciation rate of do-
mestic currency against the U.S. dollar and the yen, domestic inflation rate,
foreign inflation rate, and growth rate of foreign GDP. It is expected that
coefficients of the depreciation rate of domestic currency and the foreign
inflation rate will be negative while those of domestic inflation rates and
growth rates of foreign GDP will be positive:

(3)
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where � is the domestic inflation rate, �* is the foreign inflation rate, and
� log GDP* is the growth rate of foreign GDP.

In addition, the domestic inflation rate is influenced by changes in ex-
change rates and foreign inflation rates through a pass-through effect. It is
not necessary that coefficients on depreciation rates of domestic currency
and foreign inflation rates will be one if there is imperfect pass-through.5

(4) hc/ usd hc/ yen� �t t t t td d s d s d= + + + +− − −1 2 1 3 1 4 1� �log log * ε

Capital inflows might have stimulated domestic investors to invest in
domestic stocks. As a result, domestic stock prices might have increased.
However, stock prices would not have been influenced if the monetary
authorities sterilized increases in foreign reserves. We formulate the follow-
ing stock price equation to take into account the effect on stock prices.

(5) cfstock� t t te e= + +1 2 ε
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5.3.2 An Analytical Method and Data

At first, we use an instrumental variable method to estimate all of the
five equations. In our case, endogenous variables are the domestic interest
rate, export growth rate, domestic inflation rate, and rate of change in
stock prices. Economic variables in the foreign countries are exogenous
under the assumption of a small open economy. We further assume that
the monetary authorities can intervene in foreign exchange markets to con-
trol exchange rates. Accordingly, we assume that not only actual and ex-
pected depreciation rates of domestic currency, but foreign exchange risks
are also controlled by the monetary authorities although both the expected
depreciation rates and foreign exchange risks are perceived by investors
and might be forward-looking variables. Both are regarded as exogenous
policy variables.

Next, after we check the signs of coefficients on export growth rate and
rate of change in stock prices in the capital flow equations, we drop vari-
ables whose coefficients have an incorrect sign. The instrumental variable
method is again used to estimate all of the equations for the selected in-
strumental variables. Interest rates and foreign exchange risks are kept as
explanatory variables in the second round of estimation because we want
to focus on the basic determinant variables of capital flows.

It is difficult but nevertheless important to generate a time series of ex-
pected exchange rates for countries where data on expected exchange rates
is unavailable. Here, we assume that both foreign lenders and domestic
borrowers act on the basis of expectations, and that foreign exchange risks
are calculated by using historical data on exchange rates, although we can-
not forecast the effects that expected future events such as a peso problem
have on exchange rates. Data of the past five years from each period are
used to forecast exchange rates in the next period according to a time
series model (autoregressive integrated moving-average [ARIMA] 1,1,1).
The forecasted values are used as the expected exchange rate.

We use the forecasted values of exchange rates to calculate foreign ex-
change risks. We further assume that both foreign lenders and domestic
borrowers regard standard deviations of actual exchange rates from the
forecasted values as foreign exchange risks.6 Figure 5.13 shows movements
of foreign exchange risks in Thailand, Indonesia, and Korea. The foreign
exchange risks against the U.S. dollar were lower than those against the
yen over the analyzed period in all of these countries. All foreign exchange

6. We have another option to calculate foreign exchange risks. The foreign exchange risks
can be assumed to be standard errors of the time series model, i.e., deviations of actual
exchange rates from the estimated values. However, standard errors are almost unchanged
once a large devaluation of exchange rate occurs. We do not choose this calculation because
it is not natural for foreign exchange risks to remain unchanged for a period of time after
the large devaluation.
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risks were lower during the 1990s than during the 1980s. The foreign ex-
change risks against the yen jumped in 1993 and kept increasing from 1993
to 1995 in all three countries.

Quarterly data are used in all of the regression analyses due to data
constraints. Monthly data on the exchange rates are used in order to secure
a sample size for making an autoregression of the exchange rates according
to the ARIMA model. Monthly data are then converted to quarterly data
by simply averaging the data over a three-month period. We chose to ana-
lyze the period between the Plaza Agreements of September 1985 and the
Thai baht crisis of July 1997. Accordingly, the period lasts from the first
quarter of 1986 to the first quarter of 1997 for all three countries.

“Other investments” in the financial account of the balance of payments
is used as the major proxy on capital inflows, because international bank
loans prevail in capital inflows to these countries. “Portfolio and other in-
vestments” is also present in Thailand and Korea. Data on portfolio invest-
ments are not available due to missing values in the data.

We add dummy variables that show a representative deregulation of
international capital transactions that are statistically significant in ex-
plaining variables when estimating the capital flow equations. In Thailand,
the Bangkok International Banking Facility opened in March 1993. In
Indonesia, regulations on foreign borrowings of financial institutions were
removed in March 1989. Korea also had regulations on foreign borrowings
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Fig. 5.13 Foreign exchange risks (deviations from a forecast value)



of financial institution removed in 1989. Accordingly, a dummy variable
is added from the second quarter of 1993 for Thailand, from the first quar-
ter of 1989 for Korea, and from the second quarter of 1989 for Indonesia.

We select the United States and Japan as foreign influences for these
three countries because they trade heavily with the United States and Ja-
pan. As for both the foreign inflation rate and the growth rate of foreign
GDP, simple averages of the U.S. and Japanese data are calculated.

As for data on interest rates, we use money market interest rates such as
the call rates for Thailand and Indonesia because deposit interest rates
and loan interest rates are kept unchanged. A three-month commercial pa-
per (CP) interest rate is used for Korea, and a three-month London Inter-
bank Offered Rate (LIBOR) is used for both Japan and the United States.
As for inflation rates, wholesale price indexes are used for Thailand, Indo-
nesia, and Japan, whereas producer price indexes are used for Korea and
United States.

All data except for stock prices are available from the International Fi-
nancial Statistics IMF CD-ROM. Data on stock price can be found in Data-
stream (http://www.datastream.com). When conducting the regression
analysis, seasonal adjustments were made for the data that require it. Re-
gressions are estimated by correcting for first-order serially correlated er-
rors when necessary.

5.3.3 Results of the Regression Analysis

Capital Flow Equations

We use equation (1) to regress all capital inflows on interest rates, foreign
exchange risks, export growth rate, rates of changes in stock prices, and a
deregulation dummy for each country.

As for the other investments of Thailand, coefficients on both the do-
mestic interest rate and foreign exchange risk against the U.S. dollar are
statistically significant and in the correct signs, as shown in equation (1),
specification (a) (henceforth equation [1a]; likewise equations [1b]–[1k],
etc.). Coefficients on the U.S. interest rate, foreign exchange risk against
the yen, and rate of change in stock prices are also in the correct signs,
although they are statistically insignificant. The coefficient on the export
growth rate is in the wrong sign, and the deregulation dummy is statisti-
cally insignificant. As a result, both the export growth rate and deregula-
tion dummy are dropped from the capital flow equation in the next round
of estimation.

In the second regression, we obtain the results shown in equation (1b)
in table 5.2. The results are almost the same as those of equation (1a).
P-value of both the domestic interest rate and the foreign exchange risk
against the U.S. dollar are lower than those in equation (1a). It is notewor-
thy that a responsiveness of capital flows to the foreign exchange risk
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against the U.S. dollar is much larger compared to the foreign exchange
risk against the yen. It is expected that this asymmetry will induce capital
inflows to decrease under the currency basket peg system where the stan-
dard deviation for the U.S. dollar increases and the standard deviation for
the yen decreases.

As for the “portfolio and other investments” of Thailand, a result simi-
lar to “other investments” is obtained. Equation (1c) in table 5.2 shows
that coefficients on both the domestic interest rate and the foreign ex-
change risk against the U.S. dollar are statistically significant and of the
correct signs. The coefficient on the export growth rate is significant but of
the wrong sign, while the deregulation dummy is statistically insignificant.

Equation (1d) documents the results of regressing “portfolio and other
investments” without the export growth rate and deregulation dummy. The
coefficient of the rate of change in stock prices becomes negative. This
variable is dropped from the capital flow equation because its coefficient
has an incorrect sign, and we obtain new results shown in equation (1e).
Coefficients on both the domestic interest rate and the foreign exchange
risk against the U.S. dollar are statistically significant and of the correct
sign.

As for both the “other investments” and the “portfolio and other invest-
ments” of Korea, coefficients on the foreign exchange risk against the U.S.
dollar are statistically significant and negative as expected. The deregula-
tion dummy is statistically significant and positive, and the coefficients on
the export growth rate and the rate of change in stock prices are of the
wrong sign.

As shown in table 5.3, we obtain capital flow equations (1g) and (1i)
when we drop the export growth rate and the rate of change in stock prices
from equations (1f) and (1h). Coefficients on the foreign exchange risk
against the U.S. dollar are negative while their p-values are lower than
those in equation (1f) and (1g). Coefficients on the domestic interest rates
turn positive although the variable is statistically insignificant. A respon-
siveness of the capital flows to the foreign exchange risk against the U.S.
dollar is greater than that against the yen.

In the case of Indonesia, a satisfactory capital flow equation cannot be
obtained—especially, the variable of the export growth rate is statistically
significant but of the wrong sign. A capital flow equation is reestimated
after dropping both the export growth rate and the deregulation dummy
in equation (1j), but the result is the same.

The rate of change in stock price variables is statistically insignificant
regardless of the sign in the capital flows equation for all three countries.
It implies that the rate of change in stock prices did not influence the
capital inflows to the countries. The result of the regression analysis is
consistent with our hypothesis that stock price bubbles did not stimulate
capital inflows to the countries.
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Other Estimation Equations

Results of estimating the equations relevant to the selected instrumental
variables are shown in table 5.4. The domestic interest rate and the rate of
change in stock prices are selected as instrumental variables in the case of
the “other investments” for Thailand, and only the domestic interest rate
is selected as an instrumental variable in the case of the “portfolio and
other investments” for Thailand. In equation (2a) with domestic interest
rate as the dependent variable, both variables of exchange rate–adjusted
foreign interest rates are statistically significant and have a positive co-
efficient, although they are not significantly one. Equation (5a) with the
rate of change in stock prices as the dependent variable has no statistically
significant variables, indicating that no external factors influenced the
stock prices.

In the case of Korea, only the domestic interest rate is selected as an
instrumental variable. In equation (2b), the exchange rate–adjusted Japa-
nese interest rate variable is statistically significant. The exchange rate–
adjusted U.S. interest rates and the foreign exchange risk against the yen
are also relatively significant (with p-value of approximately 0.11).

Domestic interest rate, export growth rate, and domestic inflation rate
are selected as instrumental variables in the case of Indonesia. The ex-
change rate of the Indonesian rupiah in terms of the U.S. dollar is statisti-
cally significant in both equation (3a), with export growth rate as the de-
pendent variable, and (4a), with domestic inflation rate as the dependent
variable. None of the three selected explaining variables have an effect on
the change of domestic interest rate, as shown in equation (2c).

5.4 Capital Inflows under a Basket Peg System

5.4.1 A Simulation Method

In this section, a simulation analysis of capital inflows is used to analyze
how a currency basket peg system would have influenced the capital in-
flows. We then compare the capital inflows under the actual de facto dollar
peg system with results of the simulation. A currency basket peg system
means that the monetary authorities increase the weight on the yen and de-
crease the weight on the U.S. dollar in the currency basket to which the do-
mestic currency is pegged. A currency basket peg system is likely to change
the fluctuations in exchange rates against the U.S. dollar and the yen.

We assume that coefficients on the explanatory variables in the regres-
sion equations estimated in the previous section are unchanged even if the
monetary authorities change their exchange rate policy.7 If the currency

7. The Lucas critique tells us that the change in the exchange rate policy might change the
coefficients in the estimated equations.
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basket peg system influences fluctuation in exchange rates, it will certainly
change actual and expected change in exchange rates and the standard
deviations of exchange rates (foreign exchange risk) from the forecast. The
currency basket peg system should have a direct impact on exchange rate–
adjusted foreign interest rates via the expected changes in exchange rates.
Thus, it has direct effects on capital inflows via the foreign interest rates
and the foreign exchange risk variables. Since we use an instrumental vari-
able method to estimate the regression equations, we can analyze not only
the direct effects but also the indirect effects that minor instrumental vari-
ables, such as the domestic interest rate and export growth rate, have on
capital inflows.

If the monetary authorities adopted the currency basket peg system in-
stead of the de facto dollar peg system, the weight on the U.S. dollar in a
currency basket would be lowered, and the weight on the yen would be in-
creased. Consequently, the exchange rate of the domestic currency against
the U.S. dollar would fluctuate more, and the exchange rate of the domestic
currency against the yen would fluctuate less.

Assuming that the monetary authorities stabilize the exchange rate of
domestic currency against a currency basket consisting of only the U.S.
dollar and the yen, we come up with the following equation:

(6) hc/ usd hc/ yen0 1= + − � �s s( )

where �shc/usd is the rate of change in the exchange rate of the domestic
currency against the U.S. dollar, �shd/yen is the rate of change in the ex-
change rate of the domestic currency against the yen, and  is a weight on
the U.S. dollar in a currency basket.

From equation (6), we can obtain the following equation:

(7)
hc/ usd

hc/ yen

1 − = −



�

�

s
s

.

Supposing that the actual weight on the U.S. dollar is 0.8 ( � 0.8), the
ratio of the fluctuations in the exchange rates of the domestic currency
against the U.S. dollar to the exchange rate of domestic currency against
the yen would be 1:4. If the monetary authorities decreased the weight on
the U.S. dollar in a currency basket to 0.5, the ratio of fluctuations in
exchange rate would be 1.

Assuming that the changes in exchange rate fluctuations are equally di-
vided into both the changes in exchange rate fluctuations against the U.S.
dollar and against the yen, we take a square root of the change in the
fluctuation ratio to calculate the changes in exchange rate fluctuations.
Under the currency basket peg system, fluctuations of the exchange rate of
the domestic currency against the U.S. dollar would be doubled, whereas
fluctuations of the exchange rate against the yen would be halved.
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In addition, we assume that the foreign exchange risks, which are sup-
posed to be deviations from the forecast value, would be changed in the
same direction as fluctuation of the exchange rate. Therefore, foreign ex-
change risks of the domestic currency against the U.S. dollar would be
doubled, whereas foreign exchange risks of domestic currency against the
yen would be halved under the currency basket peg system.

5.4.2 Results of the Simulation Analysis

Figures 5.14 through 5.18 show results of the simulation analysis for the
capital inflows to each of the three countries. Movements in simulated val-
ues as well as actual values and estimated values of capital inflows are de-
picted in these figures. Estimated values are calculated by using the re-
gression equations (1b), (1e), (1g), (1i), and (1k). Simulated values under
the currency basket peg system are compared with estimated values under
the de facto dollar peg system.

Simulated values for the “other investments” of Thailand are calculated
by substituting supposed values of the fluctuations and deviations of the
exchange rates into the regression equations (1b), (2a), and (5a). Equations
(1e) and (2a) are used to calculate simulated values for the “portfolio and
other investments” of Thailand. Equations (1g), (1i), and (2b) are used for
Korea. Equations (1k), (2c), (3a), and (4a) are used for Indonesia.

In the cases of the “other investments” and the “portfolio and other
investments” of Thailand, the simulated values of capital inflows are
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Fig. 5.15 Portfolio and other investments: Thailand (ratio against GDP)

Fig. 5.16 Other investments: Korea (ratio against GDP)



Fig. 5.17 Portfolio and other investments: Korea (ratio against GDP)

Fig. 5.18 Other investments: Indonesia (ratio against GDP)



smaller than the estimated values during the analyzed period as shown in
figures 5.14 and 5.15. Moreover, when we focus on the capital inflows in
the 1990s, gaps between simulated and estimated values are large in 1991
and 1995 when surges of capital inflows to Thailand occurred.

Table 5.5 shows that means of simulated values are smaller than those
of estimated values—especially, the simulated values of the “portfolio and
other investments” are significantly smaller than the estimated values.
Thus, it can be concluded that the currency basket peg system would have
had a depressing effect on capital inflows to Thailand.

Figures 5.16 and 5.17 show the case of the “other investments” and the
“portfolio and other investments” of Korea, respectively. The simulated
values of capital inflows are smaller than the estimated ones during the
analyzed period, except for some quarters in 1995. Table 5.5 also shows
that means of simulated values are smaller than means of estimated values
in Korea. Although the gaps are not as large as the gaps in Thailand, it
still proves that the currency basket peg system would have had a de-
pressing effect on capital inflows to Korea.

The actual capital inflows to Thailand were larger than the estimated
values in both 1991 and 1995. The actual capital inflows were also larger
than the estimated values during the period in 1996 for Korea. This fact
implies that factors other than interest rates and foreign exchange risks
had substantial effects on a surge of capital inflows during the mentioned
period.

In the case of Indonesia, the simulated values of capital inflows were
smaller than the estimated values during the analyzed period, although
differences between them are small. Table 5.5 shows that means of simu-

Table 5.5 Means and Standard Errors of Estimated and Simulated Values for Thailand,
Korea, and Indonesia

Thailand Korea Indonesia

Portfolio Portfolio
Other and Other Other and Other Other

Capital Flows Investments Investments Investments Investments Investments

1986Q1–1997Q1
estimated 0.0528 0.0646 �0.0025 0.0116 0.0195

(0.0318) (0.0332) (0.0182) (0.0264) (0.0060)
simulated 0.0178 0.0237 �0.0164 0.0140 0.0175

(0.0558) (0.0633) (0.0251) (0.0393) (0.0053)
1990Q1–1997Q1

estimated 0.0720 0.0856 0.0089 0.0272 0.0158
(0.0118) (0.0086) (0.0095) (0.0178) (0.0036)

simulated 0.0544 0.0653 �0.0017 0.0050 0.0141
(0.0113) (0.0109) (0.0166) (0.0316) (0.0028)

Note: Numbers in parentheses are standard errors. Q1 � first quarter.
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lated values are smaller than those of estimated values also in Indonesia,
although they are not significantly different. Thus, the currency basket peg
system would only have had a slightly depressing effect on capital inflows
to Indonesia.

The results of the simulation imply that the currency basket peg system
would have had a depressing effect on capital inflows to both Thailand
and Korea and only a slightly depressing effect on capital inflows to Indo-
nesia during the analyzed period.

5.5 Conclusion

East Asian countries that suffered the currency and financial crises had
adopted a de facto dollar peg system. The de facto dollar peg system
tended to extend fluctuations in trade balances of the countries as pointed
out by Ito, Ogawa, and Sasaki (1998). In this paper, special attention is
paid to the effect that the dollar peg system has on capital accounts. We
empirically analyzed how the de facto dollar peg system stimulated capital
inflows to Thailand, Korea, and Indonesia before the crises.

We conducted a simulation analysis of the impact on capital inflows to
the countries under a currency basket peg system. From the regression
analysis of the actual capital inflows, we found that responsiveness of capi-
tal flows to the foreign exchange risk against the U.S. dollar is much larger
than responsiveness of capital flows to the foreign exchange risk against
the yen in the case of Thailand and Korea. From the simulation analysis,
we obtained the result that the currency basket peg system would have
had a depressing effect on capital inflows to Thailand and Korea.

The asymmetry in the responsiveness to foreign exchange risks against
the U.S. dollar and against the yen would have decreased capital inflows
under the currency basket peg system. In other words, capital inflows were
stimulated more through stable exchange rates against the U.S. dollar un-
der the dollar peg system. Thus, we conclude that capital inflows would
have been more stable under the currency basket peg system.

The following questions remains as an agenda for the future: What other
factors explained the oversurges of the capital inflows? We tried to explain
the oversurges of capital inflows using several explanatory variables, in-
cluding export growth rate, stock prices, and the interest rates as well as
the foreign exchange risks. Further attempts need to be made to discover
other possible factors. Deregulation of capital inflows by the domestic
monetary authorities is an important factor; we set it up as a deregulation
dummy variable when estimating the capital flow equations. Other exter-
nal factors such as speculative pressures from abroad may also be good
candidates.

Another question is whether the coefficients in the capital flow equation
could in fact be kept constant if the monetary authorities were to switch
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their exchange rate regime. In this paper, we assumed that they would be
kept constant if the currency basket peg system were the one to be adopted
in these countries. In addition, historical data and time series models were
used to estimate the expected exchange rates and the foreign exchange
risks. It implies that investors did not take into account the possibility of
a future switch of regime when forming their expectations.
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Comments Francis T. Lui

The main issue raised by Ogawa and Sun is what would have happened to
capital inflows in Thailand, Indonesia, and Korea had they adopted a bas-
ket peg system. These countries had adopted a de facto dollar peg during
the sample period, but Japanese bank loans to them were significantly
higher than those from the United States. It seems to make sense if their
currencies were at least partially pegged to the yen. From the policy per-
spective, it is therefore of interest to measure the effects on capital inflows
if the Japanese yen had a larger weight in determining the exchange rates
in these countries.

The authors have proceeded in two steps to answer this question: one
step based on regression analysis, the other on counterfactual simulations.
There are therefore two sets of results that need to be discussed.

The authors first attempt to measure the effects of several determinants
of capital inflows (as a share of GDP). These include, among others, the
home country’s interest rate, exchange rate–adjusted U.S. interest rate, ex-
change rate–adjusted Japanese interest rate, and foreign exchange risks of

Francis T. Lui is professor of economics at the Hong Kong University of Science and Tech-
nology.
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the domestic currency against both the dollar and the yen. Significant t-
values have only been found for the domestic interest rate variable for
Thailand, and exchange rate risks against the dollar for Thailand and Ko-
rea. In an earlier version of the paper, the authors tried to use interest rate
differentials between domestic currencies and the two foreign currencies.
The latter method yielded even less significant results.

One may want to understand why the seemingly disappointing t-values
are obtained for Korea and Indonesia. There may be two problems. The
regressions have controlled for interest rates in the United States and Ja-
pan. An increase in the domestic interest rate, holding other interest rates
constant, is similar to a rise in interest rate differential. In principle, when
there is free flow of capital, the possibility of interest rate arbitrage implies
that the interest rate differential between two countries reflects the relative
risk premium of holding one of their currencies. The risk premium may
reflect various types of risks, e.g., devaluation risks, default risk of banks
in the home country, sovereign risk, or even the loosely labeled “Asian risk
premium” popularized in the media. In Ogawa and Sun’s paper, there is
an attempt to make adjustment for the devaluation risk. Such adjustment
is necessary. Otherwise, an increase in the domestic interest rate could
simply be due to a rise in risk premium. This would not cause capital to
flow in, and the t-value of the domestic interest rate variable would not be
significant. However, is the adjustment in the paper big enough or too
small?

Adjustment for exchange risks is based on the forecasted values of ex-
change rates, which are estimated by an ARIMA (1,1,1) model using his-
torical data of the exchange rates for the past five years. Although this
method is a reasonable one, figure 5.13 seems to indicate that the perfor-
mance of the ARIMA model in making forecasts is not impressive. (The
baht:U.S. dollar rate is a notable exception.) Has enough information been
captured in historical data of the exchange rates? Do practitioners in these
markets pay more attention to risks from sources other than exchange rate
fluctuations? The paper has not explicitly adjusted for some of the risks
listed above, such as default risks of banks. This may be a reason why sig-
nificant results have not been obtained in some cases.

There are also other possible explanations for the low t-values. Suppose
that there is an exogenous technological shock in the home country caus-
ing the interest rate to go up. Because of various types of institutional
rigidities, it may take time for capital to come in. Capital flows at time t
may depend on interest rates of the home and foreign countries at time
t � i, i � 1, 2, . . . , n. The regression equation has lag terms of only one
period. It is not clear that this is good enough to capture reality.

The data used include those up to the second quarter of 1997, when
the Asian financial crisis had not taken place. If postcrisis data were also
included, forecast exchange risks would likely be bigger. Data of the fi-
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nancial turmoil period should also show that there were large capital out-
flows. Perhaps regressions using updated data will show stronger results
than those reported in the paper.

Simulations based on estimated parameters in the regressions constitute
the second set of results. The main one is that capital inflows in Korea and
Thailand would have decreased if a basket peg had been adopted. It would
be advisable to have a more detailed theoretical discussion on why these
results are obtained. There are two issues that may be of concern here.

First, the estimated parameters used in the simulations may not be ro-
bust, in view of the low t-values for some parameters. Second, moving to
the basket peg means that U.S. investors have to face more exchange rate
volatility, whereas Japanese investors are less affected by exchange rate
fluctuations. These cause opposite effects on capital inflows. The net out-
come depends on a lot of institutional and historical factors not discussed
in the paper.

Finally, the paper has gone some distance in assessing the impact of
moving to a basket peg. However, further improvements in the estimation
method and a longer data series are still desirable.

Comments Pranee Tinakorn

As a native of Thailand, I started reading this paper with great interest.
This is because among the many factors alleged to have caused the crisis
in Thailand, capital account liberalization under a fixed exchange rate has
been seen as one of the main causes. Although, in my view, the crisis in
Thailand was a result of both real sector and financial sector problems,
the capital inflow and its reversal have been in the limelight.

First, I would like to summarize my reading of the paper and then offer
my comments. In this paper, the authors tried to examine how the ex-
change rate, which was tied to the U.S. dollar, affected capital inflows to
the three crisis-hit Asian countries: Thailand, Korea, and Indonesia (all of
which had sought IMF financial support).

I agree with the authors’ point that although these countries may be
said to adopt the managed float system, as in Indonesia and Korea, or the
basket peg system, as in Thailand, they all, as a matter of fact, were peg-
ging to the U.S. dollar.

As can be seen from the movement of local currency to the dollar in
figures 5.1–5.2 of the paper, this is more true in the case of Thailand than
in the other two countries included in the study. The nominal baht value

Pranee Tinakorn is associate professor of economics at Thammasat University and a re-
search specialist at the Thailand Development Research Institute.
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during the 1990s hardly moved away from its par value with the U.S. dollar
until July 1997, when the Bank of Thailand could no longer defend the
value of the baht. A majority of Thai economists tended to believe that
the weight of the dollar in the Thai basket was over 90 percent prior to
the crisis.

If these crisis-hit countries were in fact pegging their currencies to the
dollar, what was the consequence on their capital inflows? And if they had
in fact used the basket system, would the pattern of capital inflows have
been different? These were the two main questions posed by the authors,
and they tried to answer these questions by postulating that capital inflows
are influenced by the following factors: domestic interest rate, exchange
rate–adjusted foreign interest rates, and foreign exchange risks. A positive
exchange rate–adjusted interest rate differential is expected to have a posi-
tive impact on the country’s capital inflows, and the foreign exchange risk
is expected to have a negative impact on capital inflows.

Although I admire Ogawa and Sun’s effort in trying to understand these
important issues, I have some concerns about their estimation results
based on two major grounds. The first reason has to do with how one
interprets the diagnostic statistics from the estimation, and the second
with how one should treat different types of capital inflows. As we know,
capital inflows can be either long-term or short-term depending on the
nature of their movement.

Let me first address the estimation results. In the section reporting the
results of the regression analysis, one finds many instances of statistically
insignificant effects of the independent variables on capital flows. One
can clearly see this in the estimation results reported in table 5.2 for all
the countries under study. It is also a little disturbing to have most of the
coefficients on interest variables (especially di and yi) not significant.
Given the statistical reliability of the estimates, I am afraid I should not
proceed to discuss the simulation results, which are based on these esti-
mated coefficients.

Let me turn now to the second issue: whether we should treat all kinds
of capital inflows as being determined by the same set of variables. It is
true that in macroeconomic analysis, we use the interest parity reasoning
to explain capital flows. When it comes to the behavioral estimation, how-
ever, I think there are some types of capital flows that respond not only to
the interest rate differentials and foreign exchange risks but also to other
economic factors, depending on the nature of the flow.

Therefore, lumping all types of flows together or separating them into
only two categories as Ogawa and Sun did may overlook some other im-
portant determinants of capital flows, resulting in possible specification
error.

For example, when I look into the balance of payments of Thailand, I
can distinguish between five different types of capital flows:
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1. Foreign direct investment (FDI)
2. Portfolio investment
3. Private loans
4. Nonresident baht account (currency and deposits)
5. Other loans, such as trade credits and borrowing in the banking

sector.

Among these, FDI can be regarded as long-term. Although we may gener-
ally consider portfolio investment as short-term like the other categories,
the determinants of portfolio investment could also be different from those
of private loans and other short-term flows.

Whereas long-term inflows are based on economic fundamentals and
are reversed only when fundamentals change, short-term inflows, even
though they are also influenced by economic fundamentals, tend to be
speculative and easily reversible. Therefore it is more difficult to estimate
a behavioral equation for them unless we take other factors into account.

For example, in the case of FDI, interest rate differentials may not be
as important a determinant as much as the other pull factors in the host
country, such as real GDP growth rate (reflecting return to investment),
real wages (reflecting cost), and real exchange rate (reflecting competitive-
ness). Some push factor from the investing country may also be important.

In contrast to FDI, the flow of nonresident baht account is obviously
short-term. This is foreign-owned money deposited in local commercial
banks to do many activities, such as to gain from interest differentials,
speculate in the foreign exchange market, and wait for other trade and
investment opportunities.

In the 1980s, the net capital flow of nonresident baht account was about
7 percent of the total private nonbank flows. In 1991, Thailand’s foreign
exchange control was greatly relaxed, and in 1993 the capital account was
liberalized and enhanced by the establishment of the Bangkok Interna-
tional Banking Facility (BIBF). As a consequence, the share of nonresi-
dent baht account increased to 40 percent of the total net flows in 1993
and swung down to 22 percent in 1996. However, if we look at the total in-
flow, and not net flow, the nonresident baht account share in the to-
tal private nonbank inflow was over 90 percent. The same is true for the
total private nonbank outflow.

I think we should model the behavior of the nonresident baht account
quite differently from that of FDI. I raise these two items as examples to
suggest that if we don’t differentiate for their behavioral differences, it may
be difficult to obtain reliable estimates for the capital flows. I understand
that one cannot be so detailed in working with international data across
countries because the International Financial Statistics produced by the
IMF do not show these details, but I think they should release the data
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upon request because they obtain these detailed data from their member
countries.

I would also like the study to separate out the estimates of interest
differentials and exchange risks on each type of capital flows by controlling
for other important factors in each category so that the estimates will not
suffer from the bias arising from exclusion error.

Finally, I thank both authors for initiating our interest in this area, and
I hope that they continue to expand on this study.
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�6
Sterilization and the Capital Inflow
Problem in East Asia, 1987–97

Shinji Takagi and Taro Esaka

6.1 Introduction

At the end of the 1980s, a large volume of capital began to flow into the
emerging market economies of East Asia, owing to both external (or
“push”) and internal (or “pull”) factors.1 Among other things, the factors
that were external to the recipient countries included the lower interest
rates, recessions, and regulatory changes favoring international portfolio
diversification, all taking place in the industrialized world. The factors that
were internal to the recipients included their sound economic policies
(supported, for instance, by trade and capital market liberalization), ex-
change rate stability and deposit guarantees, and strong economic funda-
mentals. Roughly, the beginning of the surge in capital inflows can be iden-
tified as 1988 for Thailand, 1989 for Malaysia and the Philippines, 1990 for
Indonesia, and 1990–91 for Korea (Calvo, Leiderman, and Reinhart 1996;
Bartolini and Drazen 1997; Chuhan, Claessens, and Mamingi 1998; Mon-
tiel 1998; Villanueva and Seng 1999).

East Asia led the developing world in attracting private capital flows in
the late 1980s, and became the most important destination for private capi-
tal flows in the early 1990s, with its share in total global capital flows to
developing countries rising from around 10 percent in the early 1980s to

Shinji Takagi is visiting professor of economics at Yale University, on leave from his posi-
tion as professor of economics at Osaka University. Taro Esaka is a doctoral candidate in
economics at Osaka University.

The authors thank Leonard Cheng, Takatoshi Ito, Ryuzo Miyao, Carmen Reinhart, Hiro-
shi Shibuya, Kazuo Yokokawa, Mahani Zainal-Abidin, and an anonymous referee for useful
comments. Needless to say, the authors alone assume responsibility for any remaining errors.

1. Latin America (particularly Argentina, Brazil, Mexico, and Venezuela) was another
region that attracted a large volume of capital from the late 1980s into the 1990s.
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over 40 percent in the 1990s. While the largest portion (about one-half) of
capital inflows was initially foreign direct investment (FDI), an increasing
amount of inflows took the form of short-term borrowing in later years
(Chen and Khan 1997; Alba et al. 1998). In fact, for the period as a whole,
the bulk of the capital inflows was in the form of offshore borrowing by
banks and private corporations, except for Malaysia, where FDI inflows
remained larger than bank and private sector borrowing (Radelet and
Sachs 1998).

On an individual level, the capital inflows were massive indeed. In terms
of GDP, the volume of cumulative capital inflows from 1988 to 1995
amounted to 51.5 percent in Thailand, 45.8 percent in Malaysia, 23.1 per-
cent in the Philippines, 9.3 percent in Korea, and 8.3 percent in Indonesia.
Of the two largest recipients, Malaysia received surges of massive capital
inflows in 1992 and 1993, amounting to 15.3 and 23.2 percent of GDP, re-
spectively, while Thailand received consistent flows averaging about 10
percent of GDP annually (Villanueva and Seng 1999). At the end of 1996,
the balance of claims held by foreign banks against these countries stood
at $261.2 billion; of this total, $100 billion was accounted for by Korea,
$69.4 billion by Thailand, $58.7 billion by Indonesia, $28.8 billion by Ma-
laysia, and $14.1 billion by the Philippines. Except in Korea, more than a
half of these claims were the obligations of the nonbank private sector
(Radelet and Sachs 1998).

Undoubtedly, capital inflows have both benefits and costs. As benefits,
they promote investment and economic growth in the recipient countries,
allow intertemporal smoothing in consumption, and thus raise welfare
across countries. At the same time, as costs, they may lead to a rapid mone-
tary expansion, an excessive rise in domestic demand and inflationary
pressures, an appreciation of the real exchange rate, and widening current
account deficits. They may even increase the vulnerability of recipients to
a sudden reversal in capital flows. For these reasons, and perhaps in the
light of the earlier international debt crisis, the surge in capital inflows was,
almost from the inception, perceived by the recipient countries as posing
a challenge for domestic macroeconomic management, and soon began
to be referred to as the “capital inflow problem” in the literature on open-
economy macroeconomics (Isard 1995; Montiel 1998).

This paper will examine the extent to which a part of this capital inflow
problem was policy induced in the East Asian countries of Indonesia, Ko-
rea, Malaysia, the Philippines, and Thailand during the decade preced-
ing the outbreak of the currency crisis in July 1997. The motivation for
this investigation comes from the large accumulation of official foreign ex-
change reserves in the recipient countries that was associated with the
capital inflows. This indicated that the volume of capital inflows was in
excess of the current account deficits; during this period, the reserve accu-
mulation in each country amounted to 25–35 percent of the total capital
flows (see section 6.2 for details). The accumulation of reserves might have
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been an offsetting response to the tight stance of monetary policy, which
was supported by various measures to limit the expansionary impact of
reserve inflows in the first place. The paper will indirectly test whether
such tight monetary policy measures—described broadly in the paper as
“sterilization”—promoted additional capital inflows through keeping the
level of interest rates high, by examining the effectiveness of sterilization
in limiting the impact of reserve inflows on the growth of monetary aggre-
gates.2

The rest of the paper is organized as follows. Section 6.2 presents an
overview of the capital inflow episode in the context of Indonesia, Korea,
Malaysia, the Philippines, and Thailand, by emphasizing the relationship
between the capital inflows and the growth of monetary aggregates. Sec-
tion 6.3 summarizes the policy responses, collectively called “sterilization,”
taken by the East Asian monetary authorities to limit the expansionary
impact of reserve inflows on the growth of monetary aggregates. Section
6.4 tests for the effectiveness of sterilization in limiting the growth of mone-
tary aggregates, by using both time series and structural approaches. Fi-
nally, Section 6.5 presents concluding remarks.

6.2 An Overview of the Capital Inflow Episode in East Asia

During the capital inflow episode, the volume of capital inflows (as mea-
sured by the surplus in the capital and financial account) exceeded the
deficit in the current account in all of the countries concerned, hence re-
sulting in increases in the foreign-asset source component of the monetary
base. In Indonesia, for example, there was a capital inflow of $4,495 mil-
lion against the current account deficit of $2,988 million in 1990 (the year
in which the surge of inflows began), with an increase in the foreign ex-
change reserve of $2,088 million (or about 46 percent of the net capital
inflows).3 For the period 1989–96, about 26 percent of the net capital in-
flows were accumulated as foreign exchange reserves in Indonesia.

A similar story can be told for the other countries. In Korea, the propor-
tion of the net capital inflows which were accumulated as foreign exchange
reserves was about 32 percent for the period 1992–96. It was particularly
high in 1992 (when there was a net capital inflow of $6,994 million against
the current account deficit of $3,944 million) and in 1993 (when there was
a net capital inflow of $3,217 million against the current account surplus
of $990 million). In Malaysia, almost 80 percent of the net capital inflows
was accumulated as foreign exchange reserves from 1989 (when the surge

2. The exclusive emphasis of this paper is on the domestic monetary system of the recipient
country, as our primary interest lies in the effectiveness of sterilization as a monetary policy
measure. On the other hand, Montiel and Reinhart (1999) directly test the effect of steriliza-
tion on the volume and composition of capital inflows.

3. These balance-of-payments figures do not necessarily add up to zero because of errors
and omissions. The figures are all from the IMF, International Financial Statistics.
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of inflows began) to 1993. However, it lost reserves in 1994 and 1995 before
moderately gaining them again in 1996. About one-third of the net capital
inflows were accumulated as foreign exchange reserves in both the Philip-
pines and Thailand during the inflow period.

Reflecting the accumulation of foreign exchange reserves, the foreign
assets (FA) source component of the monetary base rapidly expanded in
these countries.4 At the same time, all the countries saw a rapid growth in
both narrow and broad money (M1 and M2). In Indonesia, for example,
FA rose about 5.0 times from 1989 to 1996, with M1 rising 2.5 times and
M2 4.7 times during the same period; over the entire sample period, how-
ever, there seems to be a closer correspondence between FA and M1 (fig.
6.1). In Korea, FA, M1, and M2 all increased by roughly the same percent-

4. There is not necessarily a perfect correspondence between changes in the value of for-
eign assets held by the monetary authorities and the official settlement accounts in the bal-
ance of payments, owing to valuation and other accounting differences.
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Fig. 6.1 Indonesia: Foreign assets and monetary aggregates, 1987–97 (in billions
of rupiah)
Source: IMF (various months).



age (i.e., 2.6 times, 1.8 times, and 2.1 times, respectively, from 1991 to
1996); one can observe volatile changes in the growth of M1 (fig. 6.2).

In Malaysia, FA rose 3.2 times from 1989 to 1996, with M1 and M2
both rising 3.6 times. Corresponding to the surge of capital inflows, there
was a rapid growth in FA from 1992 to early 1994; M1 then contracted
through the first part of 1995 (fig. 6.3). In the Philippines, FA rose 5.8
times from 1989 to 1996, with M1 rising 2.9 times and M2 about 4.0 times.
There were volatile fluctuations in the growth of FA; similar but more
subdued fluctuations were observed for the growth of M1, sometimes dis-
playing negative correlations between the two (fig. 6.4). Finally, in Thai-
land, FA rose 5.5 times from 1988 to 1996, with M1 rising 2.9 times and
M2 3.9 times (fig. 6.5).

In each country, there was a sustained growth in FA, which was associ-
ated with the sustained growth in M1 and M2, hence giving rise to the com-
mon view that the surge in FA associated with the capital inflows some-
how caused the rapid growth of monetary aggregates during the capital
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Fig. 6.2 Korea: Foreign assets and monetary aggregates, 1987–97 (in billions
of won)
Source: IMF (various months).



inflow episode. The validity of this view will be the subject of our investiga-
tion in the sections to follow.

6.3 Policy Responses to the Capital Inflows

As stated earlier, it was feared from the very beginning that the capital
inflows might lead to a rapid monetary expansion, an excessive rise in
aggregate demand and inflationary pressures, an appreciation of the real
exchange rate, and widening current account deficits. For this reason, the
monetary authorities of East Asian countries resorted to various policy
measures to mitigate that possibility, including capital controls, trade liber-
alization, greater exchange rate flexibility, fiscal contraction, and a variety
of monetary measures (Montiel 1998; Reinhart and Reinhart 1998; Vil-
lanueva and Seng 1999). The monetary measures, the focus of the present
paper, included the conventional form of sterilized intervention (designed
to offset the effect of reserve inflows on the monetary base by open market
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Fig. 6.3 Malaysia: Foreign assets and monetary aggregates, 1987–97 (in millions
of ringgit)
Source: IMF (various months).



sales of domestic securities), increases in reserve requirements (designed
to limit the impact of reserve inflows on the growth of monetary aggregates
by reducing the money multiplier), shifting government deposits from
commercial banks to the central bank, an increase in the discount rate or
otherwise a greater limit on the discount window, moral suasion, and credit
controls. Of these and other monetary measures, sterilized intervention
and the tightening of reserve requirements were the most common and
were employed at one time or another by all of the central banks con-
cerned.

By far, the most common and extensive was sterilized intervention, at
least initially. Often lacking the depth of markets in government securities,
the East Asian central banks supplemented operations in government
securities by issuing their own debt instruments (Villanueva and Seng
1999). For example, in 1987, the Bank of Thailand (BOT) began to issue
short-term BOT bonds with maturities of six months to one year. Mone-
tary Stabilization Bonds (MSBs) and Bank Indonesia Certificates (SBIs)
were the principal tools of open market operations used by the Bank of

Sterilization and the Capital Inflow Problem in East Asia 203

Fig. 6.4 The Philippines: Foreign assets and monetary aggregates, 1987–97 (in
billions of pesos)
Source: IMF (various months).



Korea and Bank Indonesia, respectively.5 The Central Bank of the Philip-
pines had routinely used Central Bank Certificates of Indebtedness
(CBCIs), at least until 1994, when open market operations in government
securities gained prominence. Even in Malaysia where the market for gov-
ernment securities is fairly well developed by East Asian standards, Bank
Negara issued series of Bank Negara Bills and Malaysian Savings Bonds
during the peak inflow period of 1993.6

After the initial period, however, most of the central banks began to
rely much less on conventional sterilized intervention, in part owing to the
quasi-fiscal costs of such operations. The quasi-fiscal cost arises because,
in sterilized intervention, the central bank typically exchanges high-
yielding domestic assets for low-yielding foreign assets (Calvo 1991; Klet-
zer and Spiegel 1998). In the consolidated government and central bank

5. In Korea, the first auction in MSBs was conducted in April 1993, although they had
been issued earlier. In Indonesia, SBIs were first issued in 1984.

6. In Malaysia, central bank securities were first issued in 1987.
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Fig. 6.5 Thailand: Foreign assets and monetary aggregates, 1987–97 (in billions
of baht)
Source: IMF (various months).



portfolio, the public sector ends up paying more on its liabilities than it
receives on its assets, as more government debt is held outside the central
bank. Villanueva and Seng (1999) identify the period of active sterilized in-
tervention as 1988–95 for Thailand, 1989 and 1992–93 for Korea, 1990–93
and 1996 for Indonesia, 1990–93 for the Philippines, and 1992–93 for Ma-
laysia. Thus, it was only in Thailand that sterilized intervention was used
consistently throughout much of the capital inflow episode.

In addition to sterilized intervention, other measures were also used to
control either the monetary base or the growth of monetary aggregates.
Measures to control base money included central bank borrowing from
commercial banks, and the shifting of government deposits from commer-
cial banks to the central bank. The latter tool was frequently used in Ma-
laysia, Thailand, and Indonesia. In Malaysia, the most important funds to
be so shifted were deposits of the Employee Provident Fund (EPF). It is
said that more than US$2.6 billion in EPF funds were shifted from com-
mercial banks to Bank Negara in 1992 (Villanueva and Seng 1999). In the
Philippines, the government borrowed from the private sector to make
deposits at the central bank. Access to the discount window was reduced
in Korea during 1986–88, in Thailand during 1989–90, and in Malaysia
during 1995–96. In Indonesia, moral suasion and various reporting re-
quirements were imposed on commercial banks during 1994–96. Some con-
trol measures acted almost like cross-border capital controls, such as the
ceiling on the external liabilities of domestic banks and the prohibition of
sales of short-term financial instruments to foreigners, both imposed by
Malaysia for several months during 1994.

The most common tool for containing the growth of monetary aggre-
gates (while accepting the increase in base money itself) was to effect a
rise in reserve requirements. Malaysia frequently raised reserve require-
ments and expanded the coverage of institutions and deposits subject to
the requirements. Indonesia and Thailand, although initially reluctant to
raise reserve requirements, became more active users of this tool in later
years. Villanueva and Seng (1999) identify the period during which the
reserve requirements were raised as 1989–92, 1994, and 1996 for Malaysia,
1990 for Korea and the Philippines, 1995–96 for Thailand, and 1996 for In-
donesia.

In this paper, as elsewhere in the recent literature on this subject, what
we call sterilization includes not only the conventional form of sterilized
intervention (in which domestic and foreign securities are exchanged in
an open market transaction), which may be termed “sterilization in the
narrower sense,” but also any form of transaction which is designed to
limit the impact of reserve inflows on the growth of monetary aggregates,
which may be termed “sterilization in the broader sense.” Whether it is
defined narrowly or broadly, sterilization tends to raise the level of domes-
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tic interest rates, provided that foreign and domestic assets are imperfect
substitutes and sterilization is thus effective.7

In the case of narrowly defined sterilization, domestic interest rates rise
so as to induce the market participants to hold the greater amount of
domestic assets willingly. In the case of broadly defined sterilization, do-
mestic interest rates rise so as to clear the money market, given the re-
stricted money supply. In either case, a rise in foreign assets would be
prevented from increasing the volume of monetary aggregates at least one
to one, and the resulting rise in interest rate differentials favoring the do-
mestic assets would promote additional capital inflows, given flexible but
stable nominal exchange rates (Takagi 1999). Of course, no additional cap-
ital inflows would result if the market participants correctly perceived that
the higher interest rates only reflected the higher risk premium of domes-
tic assets and the nonzero probability of currency depreciation. However,
it is said that many market participants tried to exploit the interest rate
differentials that existed between U.S. dollar–denominated and East Asian
currency–denominated assets by taking unhedged short-term positions for
supposed financial gains, believing that the markets were imperfect (Fur-
man and Stiglitz 1998, particularly n. 34).

6.4 Estimating the Effectiveness of Sterilization

The foregoing discussion makes it clear that, in testing for the effective-
ness of sterilization, the conventional method of estimating the offset co-
efficient of the capital flow equation along with the monetary policy re-
action function would be inappropriate in the context of the East Asian
experience (for an example of the conventional method applied to devel-
oping countries, see Takagi 1986). In East Asia, various monetary mea-
sures were used at various times in various intensities in order to sterilize
the effect of capital inflows on the growth of monetary aggregates. For this
reason, in what follows, we will test for the effectiveness of sterilization by
estimating the extent to which foreign assets (FA) in the monetary base
explains or predicts monetary aggregates, setting aside the question of how
sterilization is actually effected.

We will use quarterly data for the ten-year period from the first quarter
of 1987 through the second quarter of 1997, immediately preceding the
outbreak of the Thai crisis in July 1997. Both narrow money (M1) and
broad money (M2) are used as measures of monetary aggregates, and con-
sumer price indexes are used as the price level (P ). For Korea and the
Philippines, real GDP is used for output (Y ), whereas industrial produc-
tion is used for the other three countries. For the interest rate (i), the money

7. It should be noted that, in practice, sterilization was generally supported by tight fiscal
policy, which reinforced the upward pressure on the level of interest rates.
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market rate is used (see the appendix for the sources and descriptions of
the data). Table 6.1 summarizes the time series properties of the variables,
where all but the interest rate are expressed in natural logarithm. The table
overwhelmingly suggests that the variables are integrated of order one, that
is, I(1). The only exceptions are nominal and real FA, and Y in Thailand.
Although not formally reported in the table, all the variables are found to
become stationary when they are differenced once.

6.4.1 Cointegration Tests

Before proceeding further, we test for the presence of cointegration be-
tween money and foreign assets by using Johansen’s (1988) trace tests, with
lag length chosen by Schwarz’ Bayesian information criterion (SBIC). In
a bivariate system (expressed in natural logarithm), we find that neither
M1 nor M2 is found to be cointegrated with FA, except for M2 in Indo-
nesia (table 6.2). In a multivariate system (consisting of real M1 or M2,
real FA, i, and Y, where all but i are expressed in natural logarithm), a co-
integrating relationship is found only for M1 in the Philippines. In what
follows, given the overwhelming evidence that all variables are I(1) and the
general absence of cointegration, we will estimate regression equations in
first difference form without an error correction term.

6.4.2 Granger Causality Tests

First, we will test for Granger causality between money and foreign
assets. A stationary time series x (e.g., FA) is said to Granger-cause a
stationary time series z (e.g., M1 or M2), if the hypothesis that the coeffi-
cients cj are collectively zero can be rejected at a given level of significance.

(1) z a b z c x sw et j t j j t j t= + + + +∑ ∑− − ,

where t is a time subscript, a is a constant, � is a summation from 1 to k
(where lag length [k] is chosen by SBIC), bj’s are the coefficients of the
lagged dependent variables, w is a vector of other variables, including sea-
sonal dummies (and, in a multivariate system, the lagged values of other
variables, such as output and the interest rate), s is a vector of coefficients
associated with w, and e is a random error term. Both causality from FA
to M1 or M2 and causality from M1 or M2 to FA are tested, although
only the first type of causality, which is the focus of this paper, is discussed
in the text below.8

In a bivariate system with FA and M1 or M2 (in logarithmic differ-
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is not revealed in quarterly data.



Table 6.1 Augmented Dickey-Fuller Statistics, 1987–97

Variables Seasonal Dummies Time Trend

Indonesia
ln M1 �0.320 (4) [0.922] �2.904 (4) [0.160]
ln M2 �0.920 (3) [0.781] �2.009 (3) [0.596]
ln FA �0.112 (3) [0.948] �2.666 (4) [0.250]
ln (M1/P) �0.741 (2) [0.835] �2.642 (2) [0.260]
ln (M2/P) �1.009 (3) [0.749] �2.090 (3) [0.552]
ln (FA/P) �0.154 (3) [0.943] �2.554 (4) [0.301]
ln Y �0.312 (4) [0.923] �2.544 (4) [0.306]
i �2.603 (2) [0.278] �2.603 (2) [0.278]

Korea
ln M1 �1.686 (3) [0.438] 0.171 (4) [0.995]
ln M2 �2.240 (4) [0.191] �1.269 (4) [0.895]
ln FA �0.289 (4) [0.926] �3.087 (4) [0.110]
ln (M1/P) �1.367 (4) [0.597] �0.516 (4) [0.982]
ln (M2/P) 0.038 (4) [0.961] �2.725 (4) [0.225]
ln (FA/P) �0.544 (4) [0.883] �2.986 (4) [0.144]
ln Y �0.661 (4) [0.856] �2.697 (3) [0.237]
i �2.079 (2) [0.557] �2.079 (2) [0.557]

Malaysia
ln M1 0.499 (2) [0.984] �2.396 (2) [0.381]
ln M2 1.155 (2) [0.995] �2.992 (2) [0.134]
ln FA �0.957 (3) [0.768] �1.583 (3) [0.798]
ln (M1/P) 0.220 (4) [0.973] �2.376 (2) [0.392]
ln (M2/P) 1.014 (2) [0.994] �2.778 (2) [0.204]
ln (FA/P) �1.043 (3) [0.736] �1.597 (3) [0.793]
ln Y 0.520 (4) [0.985] �2.191 (4) [0.494]
i �1.918 (3) [0.644] �1.918 (3) [0.644]

The Philippines
ln M1 0.070 (4) [0.964] �1.617 (4) [0.785]
ln M2 �1.643 (2) [0.460] �2.071 (4) [0.562]
ln FA �0.217 (2) [0.936] �2.280 (2) [0.444]
ln (M1/P) 1.839 (4) [0.998] 0.169 (4) [0.995]
ln (M2/P) �0.842 (2) [0.806] �1.491 (4) [0.831]
ln (FA/P) �0.261 (2) [0.930] �2.679 (2) [0.244]
ln Y 0.651 (4) [0.988] �2.131 (4) [0.528]
i �2.008 (2) [0.596] �2.008 (2) [0.596]

Thailand
ln M1 �0.981 (2) [0.760] �2.197 (4) [0.491]
ln M2 �2.413 (3) [0.137] �1.708 (4) [0.747]
ln FA �2.917 (3) [0.043]** 0.324 (3) [0.996]
ln (M1/P) �1.112 (2) [0.709] �2.135 (4) [0.526]
ln (M2/P) �2.309 (2) [0.168] �1.071 (4) [0.933]
ln (FA/P) �2.948 (3) [0.039]** 0.441 (3) [0.990]
ln Y �2.056 (4) [0.262] �3.736 (4) [0.022]**
i �2.069 (2) [0.563] �2.069 (2) [0.563]

Notes: The figures are augmented Dickey-Fuller statistics obtained from running a regression
with a constant term and seasonal dummies (left column) or with a constant term and time
trend (right column); for the interest rate only, neither seasonal dummy nor time trend is
included (hence, the same statistics are reported in both columns). Lag length was chosen
on the basis of Schwarz’s Bayesian information criterion (SBIC). Numbers in parentheses
denote lag length; those in brackets are p-values.
**Significant at the 5 percent level.



Table 6.2 Tests of Cointegration between Money and Foreign Assets, 1987–97

Null
Cointegrating
Vectors (r) r � 0 r � 1

Bivariate: M1 and FA (first row); M2 and FA (second row)
Indonesia

VAR (1) 11.90 [0.286] 0.337 [0.770] r � 0
VAR (1) 22.99 [0.012]** 1.705 [0.603] r � 1

Korea
VAR (3) 8.017 [0.622] 2.955 [0.424] r � 0
VAR (3) 6.574 [0.735] 1.976 [0.565] r � 0

Malaysia
VAR (1) 5.096 [0.826] 0.019 [0.801] r � 0
VAR (1) 6.369 [0.749] 1.246 [0.665] r � 0

The Philippines
VAR (1) 6.036 [0.771] 0.005 [0.803] r � 0
VAR (1) 6.958 [0.707] 0.006 [0.803] r � 0

Thailand
VAR (1) 13.59 [0.180] 1.539 [0.626] r � 0
VAR (1) 11.12 [0.347] 0.555 [0.747] r � 0

Multivariate: real M1, real FA, output and interest rate (first row);
real M2, real FA, output and interest rate (second row)

Indonesia
VAR (1) 39.38 [0.284] 19.43 [0.544] r � 0
VAR (1) 44.32 [0.119] 25.80 [0.184] r � 0

Korea
VAR (1) 36.23 [0.432] 10.25 [0.930] r � 0
VAR (1) 41.13 [0.217] 14.29 [0.821] r � 0

Malaysia
VAR (1) 38.60 [0.318] 18.52 [0.602] r � 0
VAR (1) 39.20 [0.292] 19.82 [0.518] r � 0

The Philippines
VAR (1) 55.73 [0.009]*** 19.85 [0.516] r � 1
VAR (1) 38.87 [0.400] 18.95 [0.575] r � 0

Thailand
VAR (1) 39.87 [0.264] 21.27 [0.424] r � 0
VAR (1) 45.10 [0.102] 21.65 [0.399] r � 0

Notes: Johansen’s trace tests on a vector autoregression (VAR) system with a constant term
and seasonal dummies. Lag length (in parentheses) is chosen on the basis of Schwarz’s Bayes-
ian information criterion (SBIC). r denotes the number of cointegrating vectors. Numbers in
brackets are p-values.
***Significant at the 1 percent level.
**Significant at the 5 percent level.



ences), FA is found to Granger-cause M only in Malaysia when M1 is
used and in the Philippines when M2 is used, both at the 10 percent level
of significance (table 6.3). At the 5 percent level of significance, however,
no Granger causality is found from FA to either M1 or M2.9 In a multi-
variate system with real FA, real M1 or M2, Y, and i (in logarithmic dif-
ferences, except for i which is expressed in simple first difference), no Gran-
ger causality is found at the 10 percent level of significance or lower (table
6.4). To the extent that the multivariate system can generally be considered
more appropriate,10 we conclude that no Granger causality was found from
foreign assets to monetary aggregates during 1987–97 in any of the coun-
tries.11

9. We have also followed the procedure of Toda and Yamamoto (1995) to apply Granger
causality tests in the levels of integrated or cointegrated variables. In a bivariate system, the
only evidence of causality from FA to money is found in the case of Malaysia (at the 5
percent level of significance) when M1 is used.

10. If the true model includes more variables, the bivariate system of foreign assets and
money may show a spurious relationship.

11. As an additional test, we have also applied Granger causality tests in Johansen’s error
correction model (ECM) framework, given the possible presence of cointegration between
FA and M2 in Indonesia and between real M1, real FA, Y, and i in the Philippines (see table

Table 6.3 Granger Tests of Causality between Money and Foreign Assets,
1987–97 (bivariate VAR)

FA causes M M causes FA

M1 and FA (first row); M2 and FA (second row)
Indonesia

VAR (1) F (1,34) 0.388 [0.537] F (1,34) 0.337 [0.565]
VAR (1) F (1,34) 1.132 [0.295] F (1,34) 0.022 [0.882]

Korea
VAR (1) F (1,34) 1.421 [0.241] F (1,34) 0.474 [0.496]
VAR (1) F (1,34) 1.638 [0.209] F (1,34) 0.231 [0.634]

Malaysia
VAR (1) F (1,34) 4.035 [0.053]* F (1,34) 1.455 [0.236]
VAR (1) F (1,34) 0.000 [0.991] F (1,34) 0.480 [0.493]

The Philippines
VAR (1) F (1,34) 0.324 [0.573] F (1,34) 4.622 [0.039]**
VAR (1) F (1,34) 3.146 [0.085]* F (1,34) 1.349 [0.254]

Thailand
VAR (1) F (1,34) 0.039 [0.845] F (1,34) 0.673 [0.418]
VAR (1) F (1,34) 1.077 [0.307] F (1,34) 4.315 [0.045]**

Notes: F-statistics in a bivariate VAR of money (M1 or M2) and foreign assets (FA) with a
constant term and seasonal dummies. Lag length (in parentheses following VAR) was chosen
on the basis of Schwarz’s Bayesian information criterion (SBIC). Numbers in brackets are
p-statistics.
**Significant at the 5 percent level.
*Significant at the 10 percent level.
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Another important channel of influence concerns how a change in FA
might have affected the level of interest rates. Our earlier discussion sug-
gested that effective sterilization would limit the growth of monetary ag-
gregates and raise the level of interest rates at the same time. So far, the
causality tests (along the lines of equation [1]) have suggested the possibil-
ity that sterilization was effective in limiting the growth of monetary aggre-
gates. How then was the level of interest rates affected by sterilization,
given a change in FA? Table 6.5 reports the results of multivariate causality
tests in logarithmic differences (except for i, which is expressed in simple
differences). The tests suggest, rather surprisingly, that no Granger causal-
ity was found from FA to the money market rate during 1987–97 for any
of the countries, except for the Philippines, where causality was found at
the 1 percent significance level regardless of whether M1 or M2 was used.
This may mean that sterilization was effective, not necessarily in raising
the level of interest rates, but in keeping it from falling toward the world
interest rates. More will be said on this point in the concluding section.

6.2). On the basis of the procedure of Toda and Phillips (1993), the only evidence of causality
(from FA to M1) was found for the Philippines at the 10 percent level of significance. Hence,
our conclusion based on tables 6.3 and 6.4 does not change.

Table 6.4 Granger Tests of Causality between Money and Foreign Assets,
1987–97 (multivariate VAR)

FA causes M M causes FA

M1, Y, i, and FA (first row); M2, Y, i, and FA (second row)
Indonesia

VAR (1) F (1,28) 0.000 [0.975] F (1,28) 0.073 [0.788]
VAR (1) F (1,28) 0.002 [0.963] F (1,28) 0.038 [0.845]

Korea
VAR (1) F (1,28) 1.235 [0.275] F (1,28) 0.641 [0.429]
VAR (1) F (1,28) 1.191 [0.256] F (1,28) 0.432 [0.515]

Malaysia
VAR (1) F (1,28) 1.520 [0.227] F (1,28) 1.407 [0.245]
VAR (1) F (1,28) 0.093 [0.762] F (1,28) 0.005 [0.942]

The Philippines
VAR (1) F (1,28) 0.531 [0.472] F (1,28) 6.674 [0.015]**
VAR (1) F (1,28) 2.048 [0.163] F (1,28) 1.242 [0.274]

Thailand
VAR (1) F (1,28) 1.298 [0.264] F (1,28) 2.351 [0.136]
VAR (1) F (1,28) 0.303 [0.586] F (1,28) 0.918 [0.346]

Notes: F-statistics in a multivariate VAR of real money (M1 or M2), real foreign assets (FA),
output, and the interest rate, with a constant term and seasonal dummies. Lag length (in
parentheses following VAR) was chosen on the basis of Schwarz’s Bayesian information cri-
terion (SBIC). Numbers in brackets are p-statistics.
**Significant at the 5 percent level.
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6.4.3 Tests of Structural Equations

Second, as an additional test of the effect of foreign assets on the growth
of monetary aggregates, we will estimate the following structural equation.

(2)
M FA

� �ln lnt
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t
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d h
P

qv u
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⎞
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+ +−

−

1

1

where � is a first-difference operator, M is either M1 or M2, d is a constant,
h is the coefficient of lagged foreign assets, q is a vector of coefficients, v is
a vector of other explanatory variables, including seasonal dummies,
� ln Y, and � i, and u is a random error term.

Equation (2) includes lagged FA, and not current FA, because a change
in FA is believed to affect M1 or M2 over time through the banking sector.
Use of lagged FA also has an additional advantage in that it alleviates
the potential difficulty with M1 or M2 affecting FA contemporaneously.
Moreover, in the light of the earlier causality test that, except for the Phil-
ippines, there was no causality between FA and i in either direction, there
is no need to worry about correlation between lagged FA and i, either
(except for the Philippines, of course). However, equation (2) is estimated

Table 6.5 Granger Tests of Causality between Foreign Assets and the
Interest Rate, 1987–97 (multivariate VAR)

FA causes i i causes FA

M1, Y, i, and FA (first row); M2, Y, i, and FA (second row)
Indonesia

VAR (1) F (1,28) 2.251 [0.144] F (1,28) 2.009 [0.167]
VAR (1) F (1,28) 1.791 [0.191] F (1,28) 1.933 [0.175]

Korea
VAR (1) F (1,28) 0.251 [0.619] F (1,28) 0.011 [0.913]
VAR (1) F (1,28) 0.134 [0.716] F (1,28) 0.011 [0.915]

Malaysia
VAR (1) F (1,28) 0.239 [0.628] F (1,28) 0.428 [0.517]
VAR (1) F (1,28) 0.775 [0.386] F (1,28) 0.234 [0.631]

The Philippines
VAR (1) F (1,28) 12.27 [0.002]*** F (1,28) 2.217 [0.145]
VAR (1) F (1,28) 8.765 [0.006]*** F (1,28) 1.569 [0.220]

Thailand
VAR (1) F (1,28) 0.268 [0.608] F (1,28) 2.692 [0.112]
VAR (1) F (1,28) 0.546 [0.465] F (1,28) 0.327 [0.571]

Notes: F-statistics in a multivariate VAR of real money (M1 or M2), real foreign assets (FA),
output, and the interest rate, with a constant term and seasonal dummies. Lag length (in
parentheses following VAR) was chosen on the basis of Schwarz’s Bayesian information cri-
terion (SBIC). Numbers in brackets are p-statistics.
***Significant at the 1 percent level.

212 Shinji Takagi and Taro Esaka



both with and without i in order to check robustness. We are particularly
interested in the estimated value of h.

Table 6.6 through table 6.10 (first two columns under each heading M1
or M2) report the results of estimating equation (2) by ordinary least
squares (OLS) for Indonesia, Korea, Malaysia, the Philippines, and Thai-
land. The F-statistics are generally significant (except for Indonesia and
Malaysia when M2 is used); considering that the regression equation is
estimated in first-difference form, the R2 is remarkably high, especially
when M1 is used. The coefficient of output is positive when it is significant,
while the coefficient of the interest rate is negative when it is significant.
Many of the coefficients of the seasonal dummies (not formally reported
in the tables) are significant.

From these tables, we find that regardless of whether M1 or M2 is used
or whether i is included, the coefficient of lagged FA (h) is not significantly
different from zero. The only exception is found for the Philippines when
M2 is used and i is included. Because of the potential simultaneity prob-
lem, not too much confidence can be placed in the present result at this
time. So far as this result is concerned, however, the coefficient (h) is nega-
tive, suggesting that a rise in foreign assets reduces M2 in the next period.
All in all, the overall weight of the evidence seems to suggest that steriliza-
tion was effective in limiting the growth of monetary aggregates during
1987–97 in all countries, affirming the results of the Granger causality
tests.

Finally, the tables (last two columns under each heading) also report
the results of estimating equation (2) by including a slope dummy for the
coefficient of � ln(FAt�1/Pt�1), with the dummy indicating the intensity of
sterilization

(3)
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where DUM is the dummy variable which takes the value of unity when
sterilization is considered to be particularly intense, and h1 and h2 (replac-
ing h) are the coefficients of lagged real foreign assets under normal con-
ditions and under intense sterilization, respectively. The annual series of
dummy variables were constructed on the basis of information provided
by Villanueva and Seng (1999) and a similar construction of the steriliza-
tion index presented by Reinhart and Reinhart (1998) and Montiel and
Reinhart (1999). The quarterly series are created by simply assuming that,
during a given calendar year, they take the same value as the annual series.
Here, sterilization was considered to be intense if open market operations
were large in scale and accompanied by increased reserve requirements or
transfers of government deposits from commercial banks to the central
bank (see the annual series in table 6.11).
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We consider equation (3) in order to see whether the relationship be-
tween FA and monetary aggregates was invariant through time. If the
policy of intense sterilization was particularly effective in limiting the im-
pact of an increase in FA on the growth of M1 or M2, we should expect
the value of h2 to be negative, so that the coefficient of (FAt�1/Pt�1) under
intense sterilization (i.e., h1 � h2) is algebraically smaller than that under
normal conditions (h1). Because no sterilization was considered intense in
Korea, the results are reported for the other four countries only. The last
two columns under each heading show that the coefficient h2 is not statisti-
cally significant in any of the countries regardless of whether M1 or M2 is
chosen (confirming the earlier results obtained without the slope dum-
mies), although it is indeed negative in Indonesia, the Philippines, and
Thailand. We can thus reaffirm our earlier conclusion that sterilization
was effective in limiting the growth of monetary aggregates during 1987–
97, with the additional insight that the effectiveness of sterilization was
indeed greater (albeit marginally) when it was intense.

6.5 Conclusion

The East Asian countries of Indonesia, Korea, Malaysia, the Philip-
pines, and Thailand received large volumes of capital inflows from the
end of the 1980s through early 1997. The cumulative inflows were massive
indeed, amounting to 50 percent of GDP in Malaysia and Thailand, more
than 20 percent in the Philippines, and about 10 percent in Indonesia and
Korea. Although a large portion of the inflows initially took the form of
FDI, they increasingly took the form of offshore borrowing by banks and

Table 6.7 Korea: Money Supply Adjustment, 1987–97

Real Narrow Money (M1) Real Broad Money (M2)

(1) (2) (1) (2)

Constant 0.064 0.064 0.053*** 0.054***
(1.203) (1.226) (3.394) (3.459)

Output 0.280 0.278 0.064 0.062
(0.879) (0.897) (0.681) (0.679)

Interest rate 0.0003 0.0003
(0.033) (0.134)

Lagged real foreign assets 0.120 0.120 0.040 0.040
(1.303) (1.322) (1.466) (1.484)

F-statistic 10.97*** 16.13*** 16.13*** 19.93***
R 2 0.666 0.746 0.746 0.746
Durbin-Watson 2.680 2.738 2.738 2.743

Notes: See table 6.6.
***Significant at the 1 percent level.
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nonbank private corporations in later years. Because of the potential risks
they entail, these capital inflows were, almost from the inception, consid-
ered as posing a serious challenge for macroeconomic management, lead-
ing the profession to coin the expression “the capital inflow problem.”

An important aspect of the capital inflow episode was that the volume
of inflows far exceeded the current account deficits, such that the increases
in foreign exchange reserves amounted to 25–35 percent of the net capital
inflows. Needless to say, the accumulation of reserves was the result of
foreign exchange market intervention to maintain the level of nominal ex-
change rates. Short of allowing the exchange rate to appreciate, the East
Asian monetary authorities responded decisively to the massive reserve
inflows, first by the conventional form of sterilization and then by taking
a wide range of measures to limit the effect of the reserve inflows on the
growth of monetary aggregates, the measures which are called “broadly
defined sterilization” in this paper.

We began the paper by noting that, whether narrowly or broadly de-
fined, effective sterilization should not only limit the growth of mone-
tary aggregates in response to an increase in foreign assets, but also raise
the level of domestic interest rates. The resulting tight monetary condition
(often supported by tight fiscal policy) and higher domestic interest rates
should then promote additional capital inflows. The Granger causality
tests and OLS estimates of structural parameters, however, gave the some-
what perplexing results indicating that, while sterilization was apparently
effective in fully limiting the growth of monetary aggregates arising from

Table 6.11 The “Intense Sterilization” Dummy

The
Indonesia Korea Malaysia Philippines Thailand

1987 0 0 0 0 0
1988 0 0 0 0 0
1989 0 0 0 0 0
1990 0 0 0 1 1
1991 1 0 1 0 1
1992 1 0 1 0 0
1993 0 0 1 0 0
1994 0 0 0 0 0
1995 0 0 0 0 1
1996 1 0 1 0 0
1997 0 0 0 0 0

Sources: The authors’ judgment based on Reinhart and Reinhart (1998), Montiel and Rein-
hart (1999), and Villanueva and Seng (1999).
Notes: Sterilization is considered intense (i.e., a value of unity is assigned) if open market
operations were large in scale and accompanied by increased reserve requirements or trans-
fers of government deposits from commercial banks to the central bank. The quarterly series
for a given year are assumed to have the same value as the annual series.
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an increase in foreign assets, it was not causing the level of interest rates
to rise.

At this point, a word of reservation might be expressed about the nature
of the methodologies used. We noted at the outset that, given the variety
of tools used to mitigate the impact of reserve inflows on the growth of
monetary aggregates in these countries, the conventional method of esti-
mating the offset coefficient of the capital flow equation along with the
monetary-policy reaction function would be inappropriate as a test of the
effectiveness of sterilization. Instead, what we decided to do was to use a
“black box” way of measuring the effectiveness of sterilization, by essen-
tially estimating the statistical significance of FA in the equation describ-
ing the growth of M1 or M2, without explicitly considering how sterili-
zation is actually effected. While we believe that this is an intuitively
appealing procedure, given the ultimate objective of sterilization, we also
recognize that it may be subject to potential problems. For instance, the
lack of statistical significance may reflect, not the effectiveness of steriliza-
tion, but the much smaller magnitude of FA relative to that of either M1
or M2; the results may also be sensitive to the choice of lag length, particu-
larly when the methodologies are applied in first-difference form. In the
future, it will be useful to check the robustness of our methodologies
against alternative specifications or alternative sample countries.12

Subject to these and other limitations, our results (suggesting the effec-
tiveness of sterilization, while indicating little evidence of an interest rate
rise) are capable of yielding two possible interpretations. First and most
likely, the lack of evidence linking a rise in foreign assets to a rise in interest
rates may simply suggest that sterilization was effective, not necessarily in
raising the level of interest rates, but in keeping it from falling toward
the lower world-interest rates. To support this claim, the moving average
representations of the estimated vector autoregression (VAR) system (re-
ported earlier) suggest that interest rates do rise in response to an inno-
vation in foreign assets in all countries except Korea (fig. 6.6). It is also
possible that a more systematic relationship between foreign assets and
interest rates might have been evident for a more appropriate interest rate
or interest rate differential. In Indonesia, for example, it is said that the
interest rate on SBIs rose sharply from 11.6 percent in 1988 to 18.8 percent
in 1990 and 21.5 percent in 1991; Furman and Stiglitz (1998) note that
interest rate differentials did widen in East Asian countries over the period
of sterilization.13

12. In this context, as a robustness check, the referee has suggested the usefulness of
applying our methodologies to countries under currency boards. Data limitations, however,
have prevented us from pursuing this course.

13. According to Furman and Stiglitz (1998), in Thailand, short-term money market rates
rose 400 basis points above comparable U.S. interest rates in 1996, and similar spreads were
observed for other East Asian countries.
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Second, as another possible interpretation of the seeming lack of evi-
dence on the interest rate channel, it is possible that sterilization was not
so effective in limiting the growth of overall monetary assets, although it
was effective in limiting the growth of M1 or M2 which is under the super-
vised banking sector. Although broadly defined sterilization measures
(such as changes in reserve requirements, credit controls, and moral sua-
sion) may be effective against the supervised banking sector, they may
result in disintermediation in an environment where there is a viable non-
bank financial sector. In the case of Korea, for example, Spiegel (1995)
documents that the share of assets controlled by the banking sector de-
clined over the period 1986–93, although no such evidence was found for
the Philippines and Malaysia, where the nonbank financial sector is not
well developed. It should be noted that this disintermediation interpreta-
tion is not necessarily incompatible with the story that sterilization kept
the level of interest rates high.

In either case, the policy of sterilization pursued by the monetary au-
thorities of East Asia during the capital inflow episode was effective in
fully limiting the growth of M1 or M2, and possibly magnified the risk of
capital inflows by keeping the level of interest rates high (hence promoting
additional capital inflows), by channelling resources to the relatively unsu-
pervised nonbank financial sector, or both. In this context, the work of
Montiel and Reinhart (1999) suggests that the sterilization policy of the
Asian monetary authorities not only magnified the volume of capital in-
flows but also skewed the composition of capital flows towards short-term
maturities. Both through additional capital inflows with a short-term bias
and through possible disintermediation, it is likely that the capital inflow
problem of East Asia leading up to the crisis of 1997 was made more
serious by the active and persistent policy of sterilization.

Appendix

Sources of Data

Except for industrial production in Indonesia and Thailand (which were
obtained from the Bank of Japan’s economic database), all data were ob-
tained from the International Monetary Fund, International Financial Sta-
tistics, as follows. Foreign Assets (FA) were obtained from line 11. Narrow
money (M1) and quasi-money were obtained from lines 34 and 35, respec-
tively; M1 and quasi-money constitute broad money (M2). Interest rates
were obtained from the money market rate (line 60b) for Indonesia, Korea,
Malaysia, and Thailand, and from the Treasury bill rate (line 60c) for the
Philippines.
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Comment Leonard K. Cheng

A factor widely considered critical to the East Asian financial crisis in
1997–98 is its enormous short-term foreign debt. This paper examines the
extent to which the “capital inflow” problem was induced by the “steriliza-
tion” policy or equivalently tight monetary policy pursued by the East
Asian governments. It goes on to test whether sterilization was effective in
limiting the growth of monetary aggregates during the decade before the
East Asian financial crisis. The questions raised in this paper are both
interesting and timely.

An inflow of capital (as measured by the foreign asset in the monetary
base, abbreviated as FA) will put downward pressure on the domestic in-
terest rate, other things being equal. The effect of any sterilization policy
is to keep the domestic interest rates in the East Asian economies higher
than otherwise, thus inducing an additional amount of capital inflow. I
agree with this logic, but I also think the time dimension should be explic-
itly recognized.

In one example, capital flows in, the interest rate falls in response, steril-
ization policy kicks in, and the aggregate money supply drops, thus push-
ing up the interest rate. In another example, sterilization policy kicks in as
soon as capital flows in, and the movement of the interest rate depends on
the extent of sterilization. The interest rate will fall by an amount that is
smaller than that without sterilization if sterilization serves to offset the
capital inflow only partially. In contrast, if sterilization serves to more than
offset the capital inflow, then the interest rate will rise. Which of these
examples fits the quarterly data better? Do the responses of the monetary
aggregates and interest rates to an innovation in FA as summarized in
figure 6.6 of the paper imply that sterilization was more than offsetting the
capital inflow? Or were both responses the results of an increase in demand

Leonard K. Cheng is professor of economics at the Hong Kong University of Science
and Technology.

226 Shinji Takagi and Taro Esaka



for money that was met by partial sterilization of the induced capital in-
flow and an increase in the domestic interest rate?

From the point of view of the East Asian economies faced with the
potential of a speculative boom, is it desirable to let the domestic interest
rate fall farther to the world level? Is capital control an appropriate re-
sponse? The authors did not set out to answer these questions, but the
theory of distortions may be able to shed some light on them.

The authors point out that a central bank “typically exchanges high-
yielding domestic assets for low-yielding foreign assets” in the open-mar-
ket operations. Given the financial costs involved, central banks often turn
to other policy tools to control the growth of monetary aggregates, the
most common of which was raising the commercial banks’ reserve require-
ments. While both of these measures make domestic bank lending more
costly, they do not make direct foreign borrowing more expensive, thus
causing a diversion to foreign borrowing and additional capital inflow.

If excessive capital inflow is considered undesirable, then the optimal
policy suggested by the theory of distortions is one that acts directly on
the inflow (such as a capital inflow tax as levied by some Latin American
countries). Measures such as open market operations and reserve require-
ments are necessarily suboptimal because they deal with the symptoms
rather than tackling the root problem directly. In this sense, perhaps one
can even say that the capital inflow problem empirically ascertained in
this paper was the result of inappropriate policy responses.

Comment Mahani Zainal-Abidin

This paper provided a succinct and perceptive summary of the pattern of
capital inflow into East Asia during the 1986–97 period and of the policy
responses undertaken to minimize its adverse effects, such as an excessive
rise in aggregate demand, a rapid monetary expansion, and rising infla-
tionary pressures. The measures employed to manage large capital inflows
include capital controls, trade liberalization, greater monetary flexibility,
fiscal contraction, and monetary instruments. The frequently used mone-
tary measures comprise open market sales of domestic securities (a con-
ventional form of sterilized intervention), increase in reserve requirements,
shifting of government deposits from commercial banks to central banks,
increase in discount rates, moral suasion, and credit controls.

The paper set out the hypothesis that effective sterilization not only lim-
its the growth of monetary aggregates but also raises the level of domestic

Mahani Zainal-Abidin is professor in the Department of Applied Economics at the Uni-
versity of Malaya, Kuala Lumpur.
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interest rates. The resulting higher interest rate from sterilization measures
will in fact encourage more capital inflow, and in the end it will become
unsustainable, due to its high cost and the expansionary effects of an even
larger inflow. Therefore, the measures to stem the huge short-term capital
inflow into East Asian countries will, paradoxically, further aggravate the
problem. In other words, could this large inflow, which was one of the
causes of the 1997–98 East Asian economic and financial crisis, have been
policy induced through higher interest rates as a result of the sterilization
efforts?

The paper’s regression estimates showed that sterilization was effective
in limiting the growth of monetary aggregates, but it did not produce a
higher level of interest rate. The regression also estimated the effects on
monetary aggregates when sterilization was intense and showed that al-
though the sterilization result was stronger during the period of unusually
large inflow, the general restraining effects from sterilization were present
throughout the entire period of capital inflow. In contrast, the relationship
between sterilization and interest rate was found to be insignificant, and
this was attributed to the lack of a systematic relationship between the two
variables. For better results, the paper suggested that a more appropriate
relationship should be between the level of foreign assets and interest rate
differentials. The paper also acknowledged that if the adjustment process
is completed quickly (which is unlikely because it has to be worked
through the banking system), the quarterly data used would not pick up
this sterilization effect.

In analyzing the effectiveness of sterilization measures in controlling
monetary aggregate and its influence on the movement of interest rate, it
is vital to consider other policy objectives that may have prevented interest
rates from rising further in line with the larger capital inflow, as well as
other measures that were employed to manage capital inflow.

That sterilization measures have not increased the level of interest rate
more can be partly explained by the stated policy of many East Asian
governments; they target interest rate stability and thus have taken steps
to cap large interest rate increases. There are three reasons why East Asian
countries resisted high interest rates. Firstly, the East Asian economic
growth was predicated on high investment and high leverage, which was
made possible only with the availability of relatively cheap credit. In par-
ticular, the push for privatized infrastructure projects has significantly in-
creased the level of domestic debt, especially when financing from external
sources is restricted: for example, during the period of high investment in
Malaysia, domestic private sector loans reached a high of 148.8 percent
of the gross domestic product. It is vital that the cost of funding remains
low for these projects to be viable. Therefore, it is unlikely that the banking
system would fully realize the consequence of sterilization (i.e., raising the
level of interest rate) in view of its role as a key supporter of the high-
investment, high-leverage growth strategy.
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Secondly, many East Asian countries aim for a regime of low inflation
as part of their growth strategy, particularly in maintaining export com-
petitiveness. Moreover, it is feared that rising interest rates will heighten
consumers’ expectation of the future rate of inflation. In the Malaysian
case, during the period covered by the paper (1987–1997), the volatility of
interest rate was much lower than that of the exchange rate (Malaysia
Central Bank 1997). Even in the wake of the East Asian crisis, volatility
of the Malaysian interest rate was not unusually high relative to the rest of
the 1990s. The Malaysian case of interest rate stability (during the precrisis
period) reflects the East Asian policy of ensuring interest rate stability to
avoid destabilizing the domestic economy. This interest rate “targeting” may
explain the paper’s conclusion that although sterilization was effective, it
did not increase the level of interest rate; rather, the sterilization measures
kept domestic interest rate from falling below the world level.

The importance of the nonbanking route of capital flow can be underes-
timated in explaining the link between sterilization and the level of interest
rate. As is explained in the paper, one possible interpretation of the weak
evidence on the lack of causality between sterilization and the level of
interest rate is that sterilization is only effective in limiting the growth of
monetary aggregates supervised by the banking system. Although the pa-
per focuses on the effect of sterilization on monetary aggregates and inter-
est rate through the banking system, it is useful to consider the impact of
capital inflow channeled through the nonbanking sector. A significant part
of capital inflow goes into the nonbanking sector—namely, the equity
market—with the objective of capturing high returns. These flows are not
monitored by the banking system. However, the flow can influence total
demand and may affect the price level through increases in asset prices.
The effectiveness of the sterilization instruments, including those in the
banking sector, will depend on the nonbanking sector’s ability to play a
substitution role for intermediation. The greater the degree to which these
nonbank instruments influence the level of aggregate demand is, the lesser
is the ability of the recipient country’s government to mitigate the impact
of capital flows through the banking system. Hence, even though the total
capital inflow is large, the portion that is channeled through the banking
system is smaller than that of the nonbank system.

The weak relationship between sterilization measures and movement of
interest rate could also be attributed to the shift in the choice of policy
instruments. Due to the high costs of sterilization, such as open market
operation and increase in statutory requirements, countries have also re-
sorted to other measures, such as indirect capital controls, fiscal adjust-
ment, and trade liberalization. Table 6C.1 summaries the various measures
adopted by developing countries and indicates that many Southeast Asian
countries had switched their fiscal policy stance from budget deficit to
budget surplus in order to counteract the inflationary impact of increased
monetary supply from the purchase of foreign assets. As was mentioned
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earlier, the twin targets of low inflation and reasonable cost of funds have
made it necessary for governments to employ fiscal measures to mitigate
the pressures on interest rates. In Thailand, for example, capital outflow
was encouraged instead of reduction in money supply, through the early
servicing of external debt and the easing of restrictions on capital outflow.
Other examples include Malaysia’s limitations on domestic banks’ foreign
liabilities as well as restrictions on residents from selling securities to non-
residents for a few months in 1994. The paper has taken into account this
intense period of management of capital inflow, but it also shows that the
sterilization effects are still evidenced even when the intensive sterilization
was lifted.

In conclusion, although it is likely that the capital inflow problem is
policy induced, other macroeconomic factors also contributed to the large
inflow experienced by the East Asian economies. The findings of this pa-
per clearly show that by preventing interest rates from falling, sterilization
measures might attract more inflow. Nevertheless, there were other policy
instruments that could equally contribute to this problem. The de facto
peg exchange rate regime practiced by many East Asian countries—which
provided exchange rate stability—may also encourage capital inflow, be-
cause in such a system the risk associated with exchange rate volatility
was minimized. Stable nominal exchange rates, coupled with high returns,
particularly from equity and property markets, have proven to be an at-
tractive combination. Corbo and Hernández (1996) found that the experi-
ences of Chile and Colombia in the 1990s clearly showed that when restric-
tive monetary policy accompanied an exchange rate target, then sterilized
intervention tended to exacerbate, rather than ameliorate, capital flows.
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�7
Credibility of Hong Kong’s
Currency Board
The Role of
Institutional Arrangements

Yum K. Kwan, Francis T. Lui, and Leonard K. Cheng

7.1 Introduction

Since its introduction in Mauritius in 1849, the currency board as a
form of monetary institution has generally been neglected in the econom-
ics literature.1 This is probably due to the fact that currency boards were
mainly adopted in relatively small and unimportant economies. In recent
years, the situation has changed. Argentina’s readoption of the currency
board in 1991 and its subsequent impressive economic growth record has
contributed to its credibility as a useful monetary system. Its subsequent
adoption in Estonia, Lithuania, and Bulgaria further indicates its increas-
ing popularity. Indeed, during the recent global financial turmoil, the cur-
rency board had been prescribed for the battered economies of Russia
and Indonesia.

There may be another reason why the literature has not paid enough
attention to the study of currency boards. Due to the lack of reasonably
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1. Among others, Schuler (1992); Hanke, Jonung, and Schuler (1993); and Williamson
(1995) are exceptions.
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long and systematic data series, rigorous empirical analyses of their impli-
cations were difficult to conduct. Hong Kong, having a long history with
the currency board, can readily fill in this gap. Its rich experiences include
the abandonment and readoption of the currency board; and, more impor-
tantly, it has gone through a series of subtle institutional changes and sev-
eral episodes of speculative attacks on the Hong Kong dollar. Moreover,
systematic data sufficient for implementing meaningful econometric anal-
yses are available.2 Properly studied, Hong Kong’s experiences can offer
useful insights for economies interested in adopting a currency board.

The study of Hong Kong’s experiences with the currency board is of
theoretical interest in its own right. Stimulated by Kydland and Prescott
(1977), there have been numerous studies on the relative merit of rules
versus discretion in macroeconomic policies. The currency board, in its
pure form, is a rule-based system. However, as we shall see in this paper,
the Hong Kong Monetary Authority (HKMA), the de facto central bank
of Hong Kong, had for some time been deviating from the rules by intro-
ducing a number of new tools of intervention. However, the trend of
greater reliance on discretion was interrupted toward the end of the Asian
financial turmoil in 1998, when the HKMA reverted to the rule-based
system again. These changes have, in effect, created natural experiments
for us to study the implications of rules versus discretion. The main objec-
tive of this paper is to test whether the currency board was more credible
under the rule-based regimes or under the discretion regime.

The next section discusses the historical background of Hong Kong’s
currency board, emphasizing the events during the financial crisis. It
shows that the currency board has gone through three regimes as demar-
cated by the choice of rules versus discretion. Section 7.3 develops and
implements empirical tests on the credibility of the currency board under
different regimes and interprets our findings. Section 7.4 discusses the
effect of rules and discretion on the credibility of Hong Kong’s currency
board system from the point of view of delegation of functions and the
incentive to intervene. The final section concludes.

7.2 An Event Analysis

In this section we briefly outline the history of Hong Kong’s currency
board. As we shall see, it has not been a static institution. In fact, from
October 1983 to the present, the currency board has gone through three
major phases: (a) a rule-bound regime, (b) a discretion regime, and (c) a
deemphasis of discretion and a return to a rule-based regime with a confi-
dence booster. The primary difference between rule and discretion is that
the former entails commitments about future policy and thus predictability

2. See Kwan and Lui (1999) for an early attempt to implement econometric estimations of
the implications of the currency board.
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of policy measures, whereas the latter exhibits a lack of commitment and
a lower degree of predictability. We shall use this defining characteristic to
identify the periods of the three regimes. Our empirical analysis in the
next section will demonstrate that the currency board’s credibility varied
significantly across these regimes.

Hong Kong’s first currency board was introduced in 1935 when the gov-
ernment decided to abandon the silver standard. From then to 1967, with
the exception of four years of interruption during World War II, the Hong
Kong dollar was pegged to the pound sterling at the rate of sixteen to one.
Before issuing bank notes of sixteen Hong Kong dollars, the authorized
note-issuing private banks were obligated to pay the Exchange Fund one
pound to purchase the Certificate of Indebtedness (CI). The exchange rate
appreciated over time to HK$14.55 per pound sterling by 1967. From 1972
to 1974, the Hong Kong dollar was repegged to the U.S. dollar. After the
collapse of the Bretton Woods system, the government decided to let the
currency float on 25 November 1974. However, the financial crises caused
by anxieties over the future of Hong Kong led to great volatility and con-
siderable downward pressure on the Hong Kong dollar. Eventually, on 17
October 1983, the government reestablished the currency board system,
but this time the Hong Kong dollar was pegged to the U.S. dollar at the
fixed rate of 7.8, and the peg continues to this day.3

In other words, the government promised to buy bank notes at the rate
of 7.8 per U.S. dollar. However, despite this promise, currency arbitrage
through the purchase and sale of bank notes has played little role in lock-
ing the spot rate in the market at or near parity. Instead, proximity of
the actual spot rate to the parity depends mostly on the HKMA’s active
intervention in the spot market and capital flows engendered by the inter-
est rate arbitrage.

During the initial period after the peg’s reestablishment, the government
by and large was following the fixed rules of the currency board passively,
maintaining the stability of the spot rate in the foreign exchange market.
In fact, there is no evidence to suggest that the government was pursuing
any active monetary policy at the time. A fundamental change in policy
took place when the government began to initiate a series of institutional
changes. In 1988 some new accounting arrangements, which in effect made
open market operations possible, were introduced. Exchange fund bills
similar to short-term U.S. Treasury bills have been issued since March
1990. A liquidity adjustment facility (LAF) was also opened in 1990 to
provide liquidity to banks, and the HKMA was active in using the LAF.
With the new tools in hand, the HKMA acquired some central bank power
to intervene in Hong Kong’s money market.

The currency board is supposed to be a rule-based monetary system.

3. For more details of the history of Hong Kong’s currency board, see Nugee (1995) and
Kwan and Lui (1999).
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The gradual “dilution” of the rules, noted by Schwartz (1993), means
greater reliance on discretion. The most significant case that illustrates the
exercise of discretion is the change in HKMA’s line of defense of the spot
rate from 7.8 to 7.75. Even though the official parity is 7.8, beginning in
1992 the HKMA chose a first-line defense at 7.75 (i.e., it would intervene
at 7.75 instead of 7.8, to give it a greater sense of security). Figure 7.1
shows that beginning around April 1992 the exchange rate could rarely
move above the 7.75 level. However, this has created a new problem.
Whenever the exchange rate rose above 7.75, the market could fear that
the HKMA would choose not to defend the peg. To restore confidence,
the HKMA was forced to intervene at 7.75. In a sense, the HKMA has
become the slave of its own discretion. The rationale for a first-line defense
is also dubious. If the HKMA fails to maintain the defense of 7.75, it is
doubtful that it will be able to maintain the ultimate defense of 7.8. An
even more serious implication of greater reliance on discretion is the ero-
sion of the public’s belief that the HKMA will always keep the peg. Be-
cause it had significantly deviated from the passive rules of the currency
board, there would be no guarantee that it would not abandon the peg al-
together.

One of our objectives is to test whether discretion is better than rules in
strengthening the credibility of currency board. We use 1 April 1992 as a
dividing line between a rule-bound regime (“regime 1”) and a new regime
in which active discretionary interventions were pursued (“regime 2”). As
noted earlier, the dilution of rules actually began in 1988. However, the
availability of new intervention tools does not necessarily mean that the
HKMA had abandoned the rule-based regime. Moreover, it took time for
the other policy instruments such as the exchange fund bills and the LAF
to come into being and for the market to be convinced that the HKMA
was indeed moving towards the discretion regime. We have chosen 1992,
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rather than 1988, as the demarcation line, because to us, the strategy of
introducing a first-line defense was a clear indication that the HKMA had
deviated from an old rule. In implementing the empirical tests, we have
also experimented with 1988 as the dividing line between regimes 1 and 2.
See section 7.3 for more details.

One may now raise a legitimate question: Is the adoption of a first-line
defense a bad rule, instead of the exercise of discretion? We believe it is
discretion because despite its actual behavior in the foreign exchange mar-
ket, the HKMA never made any explicit commitment to the exchange rate
of 7.75 for any specified length of time. In addition, its sudden decision
effectively to close down the LAF on 23 October 1997 was always an ele-
ment of its discretion, even though the HKMA never exercised it until that
particular date when the Hong Kong dollar came under a major attack. A
more detailed description of what happened on that day will be presented
later. Again, there was no commitment about the supply of short-term
liquidity to facilitate interbank clearing until the beginning of regime 3
(defined in the following paragraph). Nevertheless, one can still raise the
question: Was the HKMA’s management of the interbank clearing balance
during regime 2 the adoption of a bad rule, perhaps due to a lack of under-
standing of the operation of the interbank clearing system? As will be seen
in section 7.5, we leave the question open.

Regime 2 lasted until 7 September 1998, from which time there was a
deemphasis of discretion and a return to a rule-based regime, but with
new rules (“regime 3”). These were adopted in the midst of the Asian
financial turmoil. Until early September 1998, the HKMA relied on inter-
est rate arbitrage (the so-called automatic adjustment mechanism or auto-
piloting) to defend the Hong Kong dollar. It posited that when there was
capital outflow, the resulting drain in Hong Kong dollar liquidity would
push up the latter’s interest rate, which at a sufficiently high level would
restore stability in the exchange rate by attracting capital to return. An
interest rate hike was seen as a necessary evil in the Hong Kong dollar’s
defense against speculation. Although the interest rate arbitrage argument
makes intuitive sense, its ineffectiveness as a deliberate policy tool against
currency speculation cannot be well understood without knowing the im-
plications of the real-time gross settlement (RTGS) system in conjunction
with the HKMA’s actions on 23 October 1997, which was known as Black
Thursday in Hong Kong.

On 9 December 1996 the HKMA introduced a new interbank payment
system, the RTGS.4 The aggregate balance of the banking system, which
can be regarded as the lubricant for interbank settlements, was subject to
what the HKMA regarded as an inescapable monetary rule of a currency
board. Because the RTGS was very efficient, the aggregate balance typi-

4. For details of the RTGS, see Hong Kong Monetary Authority (1998b).
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cally stayed at a low level of around roughly HK$2 billion. As the HKMA
has recognized, the small size of the balance was conducive to high interest
rate volatility. In other words, even a minor capital outflow could cause
the interest rate to shoot up significantly under the said monetary rule. To
illustrate the mechanics of how the interest rate would rise following a very
minor capital outflow, we use the following example.

Suppose that the aggregate balance is equal to HK$2 billion, but there
is a capital outflow of HK$3 billion. The banks’ clients instruct the banks
to sell this amount of Hong Kong dollars for, say, U.S. dollars. If the U.S.
dollars cannot be purchased within the banking system, then the banks
must buy from the HKMA, and they can do so only by using the deposits
in their clearing accounts. If a bank does not have enough money in its
clearing balance for purchasing the U.S. dollars ordered by its clients, it
will have to borrow from the clearing balances of other banks. However,
because the total outflow of capital exceeds the aggregate balance, the
banks simply cannot settle their committed transactions, and thus the in-
terest rate may rise without limit. This is the case despite the banks’ receipt
of Hong Kong dollars from their clients’ accounts. In fact, even Hong
Kong dollar bank notes cannot be used to square their settlement ac-
counts.

This process results from HKMA’s deliberate adherence to what it had
regarded as an essential monetary rule of a currency board. It believed
that it was obliged to drain liquidity from Hong Kong’s money market by
the same amount as the capital outflow, and it chose to drain it directly
from the aggregate balance that serves as the lubricant of the interbank
settlement system. After buying Hong Kong dollars in the aggregate bal-
ance, the HKMA could delay the injection of Hong Kong dollar liquidity
back into the system. In such a situation, the aggregate balance would
shrink in size until the interest rate was squeezed up to such an extent that
the banks would suffer a smaller loss by using their foreign currency to buy
back the Hong Kong dollars from the HKMA to square their accounts.
However, since these Hong Kong dollars would not be delivered until one
or two days later, the banks still had to borrow from the HKMA at any
interest rate set by the latter for clearing purposes.

There was also a second kind of discretion that could raise the interest
rate. On the morning of 23 October 1997 the HKMA sent a surprising
memorandum to all the licensed banks in Hong Kong, warning them that
they might have to pay penalty interest rates if they used the LAF repeat-
edly. Receiving this memo after several days of volatile interest rates, the
banks began to panic. There were even rumors that the penalty rate could
be as high as 1,000 percent. The interbank interest rate shot up. At its
peak, the rate was close to 300 percent.

Thus, the monetary system in Hong Kong was such that the interest rate
was very sensitive to capital flows. In addition, the HKMA might choose
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to magnify interest rate volatility through such discretionary measures as
changing the time of liquidity injection or imposing a penalty interest rate.
Until early September 1998, the HKMA’s policy making was guided by a
belief that high interest was a necessary instrument for dealing with specu-
lative attacks against the Hong Kong dollar. Moreover, a reduction in in-
terest rate volatility was seen as incompatible with the goal of exchange
rate stability. It was only after severe public criticism and heavy market
pressure during the financial crisis that the HKMA gradually abandoned
its high interest rate defense strategy. There are several reasons for the
change in its position.

First, a high interest rate was no longer an effective way to deter or punish
speculators. Knowing that a small run on the Hong Kong dollar could trig-
ger the monetary mechanism to push up the interest rate, which could be
further amplified by the discretion of the HKMA, speculators could either
short the Hong Kong dollar forward or short the stock futures index before
launching an attack on the spot market of the Hong Kong dollar. Losses
in the spot market could easily be outweighed by profits from the currency
forward and stock futures if speculators engaged in this double or even
triple play.5

Second, the volatile high interest rate had caused a serious credit crunch
in the banking system. In fact, Hong Kong’s real GDP experienced a 5
percent decline in 1998, mainly as a result of the credit crunch. As the
harmful effects persisted, people could question the wisdom of keeping the
currency board, thus creating further pressure on the currency.

Third, the high interest rate apparently had not led to the interest arbi-
trage expected by the HKMA. The automatic adjustment mechanism
would work well only if people had enough confidence in the Hong Kong
dollar. Although Hong Kong’s interest rate had been persistently higher
than that of the U.S. dollar after the onset of the financial crisis, arbitrage
had not occurred. Figure 7.2 highlights such prolonged interest differen-
tials between the one-month Hong Kong Interbank Offered Rate (HI-
BOR), and the London Interbank Offered Rate (LIBOR) for U.S. dollar,
during the crisis period. A plausible explanation is that the interest rate
differential represented a risk premium for holding the Hong Kong dollar.
If confidence deteriorated, the risk premium, and consequently the interest
differential, would simply go up without initiating a process of arbitrage.
To restore proper functioning of the automatic adjustment mechanism, the
perceived risk of the peg must be lowered.

The devaluation risk of the Hong Kong dollar during the Asian financial
crisis, as perceived by the foreign exchange market and measured by the
currency’s forward premium, indicates a break from the past. More pre-
cisely, the forward premium was substantially higher than it was in the

5. See Cheng and Lui (1998) and Chan and Kwan (1998) for more detailed discussions.
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previous period. As reported in Cheng, Kwan, and Lui (1999), as the Hong
Kong dollar came under a major speculative attack against the back-
ground of the New Taiwan dollar’s float, the annualized forward premium
shot up to 15 percent on 23 October 1997 (Black Thursday). The for-
ward premium reached 24 percent in the period 12–20 January 1998, when
the currency came under another major attack. In the next two attacks in
June and August 1998, the forward premium was 6–7.4 percent during
11–19 June and 10 percent between 26 August and 2 September.

Note that the series of speculative attacks against the Hong Kong dollar
took place when Hong Kong’s fundamental variables were neither very
bad nor deteriorating. First, its foreign reserves continued to rise up to
October 1997, when a major currency attack occurred. Even with a loss of
some reserves between February and October 1998, Hong Kong’s foreign
reserves ranked the third largest in the world, only after Japan and China
at the end of November 1998 (at US$88.6 billion). Second, the unemploy-
ment rate in Hong Kong before the Hong Kong dollar crisis (at about 2.5
percent) was low even by historical standards. Thus, there was no pressure
from the employment front to suggest a devaluation of the Hong Kong
dollar to reduce unemployment. There was indeed deterioration in Hong
Kong’s international competitiveness as measured by its real exchange rate
and by its trade balance (goods and services, but not including investment
income). It might potentially be a weak fundamental variable, but the
magnitude of the attacks suggests that other factors were at work.

The relationship between the exchange rate of the Hong Kong dollar
and the interest rate differential (HIBOR � LIBOR) can be captured by
figure 7.3. Line AB denotes the situation when the currency board is com-
pletely credible. The exchange rate is exactly 7.8 when the difference be-
tween HIBOR and LIBOR is zero. An increase in the difference will make
the Hong Kong dollar stronger. In other words, autopiloting works. If con-
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fidence in the Hong Kong dollar deteriorates, the curve moves to CEG. A
higher interest rate differential is needed to compensate the risk of holding
the Hong Kong dollar or to maintain exchange rate stability (point D).
That the HKMA had deviated from the fixed rules of the currency board
made its commitment to the peg much less credible. The problem could
be worsened if the interest rate were significantly pushed up due to corner-
ing of the market or discretionary measures of the HKMA. The economic
and political costs of a very high interest rate could lead more people to
believe that the peg would not be sustainable, which would weaken the
Hong Kong dollar. This is represented by the positively sloping curve EFG
in figure 7.3. Interest rate arbitrage does not work in this case. An increase
in the interest rate under such conditions is not conducive to strengthening
the Hong Kong dollar.

Believing that confidence was the key to exchange rate and interest rate
stability, Alex Chan and Naifu Chen, proposed the issuance of Hong Kong
dollar put options, a rule-based exchange rate insurance scheme, as an
alternative mechanism of defending the Hong Kong dollar as early as No-
vember 1997.6 After a prolonged public debate, the HKMA finally imple-
mented (on 7 September 1998) some technical measures that were analyti-
cally equivalent to the put options. The main features of these measures
are as follows.

First, the HKMA provided a clear undertaking to all licensed banks in

6. See Chan and Chen (1999); Cheng, Kwan, and Lui (1999); and Lui, Cheng, and Kwan
(2000) for more detailed discussions of the proposal of put options.
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Hong Kong to convert Hong Kong dollars in their clearing accounts into
U.S. dollars at the fixed exchange rate of HK$7.75 per US$1.

Second, a discount window was established to replace the LAF. Banks
can now use the exchange fund bills and notes, which are similar to U.S.
Treasury bills, as collateral to borrow overnight Hong Kong dollars from
the HKMA. The interest rate of the discount window, called the base rate,
is determined by a formula that reflects influences of the HIBOR and the
federal fund rate.

Third, on 14 September 1998, due to market pressure, the HKMA intro-
duced a time element into the convertibility undertaking. It specified
clearly that within the following six months, the convertibility undertaking
would be at the rate of 7.75. Later, the HKMA also announced that this
rate would be gradually changed to 7.8 over a period of 500 days.

These elements imply that banks can increase liquidity in their clearing
accounts up to an amount equal to the value of the exchange fund bills
and notes that they own. Because the convertibility undertaking is appli-
cable to the clearing balances, it is potentially also applicable to all ex-
change fund bills and notes. Previously, the monetary base consisted of
coins in circulation and CI, which backed up the bank notes. Now it in-
cludes also the aggregate balance and the outstanding exchange fund bills
and notes held by banks. As of the end of 1998, CI and coins amounted to
around HK$92 billion, aggregate balance HK$2.5 billion, and outstanding
exchange fund bills and notes HK$81 billion (Hong Kong Monetary Au-
thority 1998a). Thus, the monetary base has almost doubled. If all the
outstanding exchange fund bills and notes are used as collateral to borrow
liquidity, the new aggregate balance can rise from HK$2.5 billion to more
than HK$80 billion.

These changes have a number of implications. First, when an attack
occurs and capital outflow exceeds the original aggregate balance, banks
can restore the aggregate balance for clearing purposes by using the ex-
change fund bills and notes. The newly established discount window and
its associated base rate were an explicit commitment on the part of the
HKMA. As a result, short-term liquidity for the purpose of interbank
clearing has become predictable. Unlike in the past, relatively small capital
outflow is now less likely to cause big interest rate hikes. Second, the ex-
change fund bills and notes can be interpreted as vehicles embodying the
Hong Kong dollar put option.7 Banks can use them as collateral to borrow
from the HKMA to augment their balance, which is covered by the con-
vertibility undertaking. Third, the convertibility undertaking is equivalent
to a Hong Kong dollar put option because Hong Kong’s common law
tradition implies that the undertaking is legally binding. If the HKMA

7. Professor Merton Miller, who testified at Hong Kong’s Legislative Council in November
1998, also shared this view. See Miller (1998).
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abandons the peg, it would be liable to compensate the losses of those who
have held the exchange fund bills and notes, which are assets denominated
in Hong Kong dollars. In other words, the HKMA has put its money where
its mouth is. It has signaled to the market that it has the incentive to follow
the fixed rules of the currency board.

Thus, 7 September 1998 can be regarded as the dividing line between
regimes 2 and 3. Before this date, the fixed rules of a currency board had
been substantially diluted by discretionary measures. The HKMA actively
pursued the first line of defense by using its intervention tools without
making any commitment to its new target exchange rate. It also artificially
amplified interest rate volatility by draining liquidity directly from the
RTGS’s aggregate balance and imposing penalty interest rates on users of
the LAF. After that date, the HKMA established a discount window
whose base rate was determined by an explicit formula and both adopted
a plan to abandon the first line of defense gradually by moving the central
parity of the fixed exchange rate back to the 7.8 over a 500-day period
and clarified the nature of its convertibility undertaking. Under these new
institutional arrangements, it would be much harder for the HKMA to
manipulate the interest rate.

In short, the currency board in Hong Kong, after its readoption in 1983,
has experienced three different regimes: from a rule-bound regime to a
discretion regime, and then back to a rule-bound regime again. These
changes in regimes can be regarded as natural experiments that provide us
with an opportunity to test the relative merit of rules versus discretion.
The following section implements empirical tests and interprets the results.

7.3 Is Hong Kong’s Currency Board a Credible Target Zone?

Our strategy is to infer from financial market data the perceived credi-
bility of the currency board arrangement across the three regimes. In this
paper we rely mainly on the forward premium (the annualized percentage
deviation of the forward exchange rate from the spot exchange rate) for
such a purpose, and the interested reader is referred to Lui, Cheng, and
Kwan (2000) for the analysis using HIBOR � LIBOR interest differen-
tials. More precisely, we extract from the forward premium data the im-
plicit risk of devaluation as perceived by the foreign exchange market,
using the drift adjustment method developed in the target zone literature.
Given the devaluation risk, we can calculate the implicit ex ante probabil-
ity of devaluation conditional on a given size of realignment. Before we
proceed, however, we should emphasize that contrary to the belief of some
HKMA officials, the apparent stability of the spot exchange rate is by itself
not proof of the peg’s future credibility. The forward premium, however,
does capture the market’s expectation of the exchange rate’s risk of devalu-
ation.
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Let st and ct be the natural logarithms of the spot exchange rate and the
central parity, respectively. Then one can write down an identity st � ct �
xt, where xt is by construction the spot rate’s (log) deviation from the cen-
tral parity, or the movement of the exchange rate within the target zone.
Let �ct�� � ct�� � ct and the average rate of realignment from time t to t
� � be �ct�� /�dt, and similarly for st and xt. It follows from the identity that
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dt
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The left-hand side in equation (1) is the expected rate of change of the
central parity, or the implicit risk of devaluation (revaluation if negative)
as perceived by the foreign exchange market, a measure of the credibility
of the target zone. It can be recovered from observed data by estimating
the two expected rates on the right-hand side in equation (1). First, the
expected rate of total depreciation, Et�st�� /�dt, is identified with the ob-
served forward premium by appealing to covered interest parity. Second,
the expected rate of drift within the target zone, Et�xt�� /�dt, is estimated
by the linear projection of �xt�� /�dt on a vector of state variables zt, with
the projection standard errors computed from a Newey-West hetero-
scedasticity autocorrelation consistent matrix of � lags:

(2)
�x

dt
zt

t t
+

+= ′ +�

�
�

� ε .

The state variable vector zt includes an orthogonal cubic polynomial in xt,
the current forward premium of maturity �, and a measure of the slope of
the yield curve (the difference between twelve-month and one-month for-
ward premium). Our choice of state variables is based on the theoretical
target zone literature. Svensson (1991) shows that the expected rate of drift
is a negatively sloped nonlinear function of xt, a well-known property of a
credible target zone (Krugman, 1991). We specify a cubic polynomial to
capture the possible nonlinearity. The use of orthogonal polynomials, as
opposed to simple polynomials, lessens the extent of multicollinearity in
the empirical estimation. The remaining two state variables are meant to
capture the influence of stochastic devaluation risk on expected exchange
rate movements, an extension of the basic target zone model suggested
by Bertola and Svensson (1993). As in previous literature (e.g., Lindberg,
Soderlind, and Svensson 1993; Lindberg and Soderlind 1994; Rose and
Svensson 1994; Svensson 1993), we include the forward premium or the
domestic and foreign interest rate differential as a state variable. In addi-
tion, we follow Bekaert and Gray’s (1998) empirical target zone model by
including the forward premium counterpart of the slope of the yield curve
to capture the temporal profile of devaluation risk.
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The projection equation (2) is run separately for the three policy regimes
identified in section 7.2 for the one-month and three-month horizons. The
Chow test indicates that there have been significant structural changes
across the three regimes, which provides empirical support to our three-
regime demarcation scheme. Besides providing an estimate of the expected
drift, the projection equations are of interest in their own right. The esti-
mation results reported in tables 7.1 and 7.2 lead to the following conclu-
sions.

First, consider the marginal relationship between the expected drift and
the current exchange rate position xt. In all the linear specifications in
which the quadratic and cubic term are excluded, the xt coefficients are
statistically significant and negative, implying that exchange rate move-
ments are mean reverting within the target zone, holding constant the level
of devaluation risk proxied by the two remaining state variables. We have
also found that omitting the two devaluation risk proxies from the regres-
sion weakens the mean-reverting property considerably. Taken together
our empirical finding supports the Bertola and Svensson (1993) model
with exogenous stochastic devaluation risk, which shifts up and down the
negative relationship between the expected drift and xt.

The evidence for nonlinear mean reversion, a property emphasized in
Krugman’s (1991) fully credible target zone model, is mixed, however.
Nonlinear mean reversion shows up in regimes 1 and 3 in the one-month
case, and also in regime 3 in the three-month case, as indicated by the
small p-values of Wald tests reported in the rows titled “Exclude P2 and
P3.” Moreover, the sign pattern of the polynomial coefficients indicates
that the nonlinearity is not necessarily of the famous S-shaped (smooth
pasting) property suggested in fully credible target zone models.

Finally, the coefficients of the two devaluation risk proxies—current for-
ward premium and yield curve slope—exhibit a pattern of cyclical sign
reversal across regimes. In regime 1, the two coefficients are significantly
negative, suggesting that during the rule-bound period the automatic ad-
justment mechanism worked well and the peg was most credible. The two
coefficients become significantly positive in regime 2, which signals the
absence of interest arbitrage and a lack of credibility. Contrary to its own
belief, the HKMA had in fact made the currency board less credible, after
acquiring all the intervention tools during the discretion period. In regime
3, the two coefficients revert back to the negative zone in most cases, indi-
cating that the board had regained credibility after returning to a rule-
bound regime.

As discussed in section 7.2, the transition from the rule-based regime 1
to the discretionary regime 2 was a gradual process. We have argued that
it is more reasonable to choose 1992, rather than 1988, as the demarcation
line between the two regimes. To test the robustness of the empirical re-
sults, we also have performed the same econometric analysis reported in
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tables 7.1 and 7.2 on data using 1988 as the dividing line. The general
results remain the same, although there is a slight drop in statistical sig-
nificance.8

Panel A of figure 7.4 depicts the estimated one-month devaluation risk
together with 2–standard deviation confidence bands for regime 1. The
devaluation risk is statistically significant at the 5 percent level if zero lies
outside of the bands. We see that most of the time the devaluation risk
was not significant, except for a few short intervals during which the deval-

8. For lack of space, we do not report details of these results, which are available upon re-
quest.
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Fig. 7.4 One-month devaluation risk and 2–standard deviation confidence bands:
A, 1 November 1983 to 31 March 1992; B, 1 April 1992 to 21 April 1999; C, 1
May 1997 to 21 April 1999; D, 1 July 1998 to 21 April 1999.
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uation risk was significantly different from zero. This shows that the peg
was generally credible in the rule-bound regime. In panel B of figure 7.4
we see that the peg had been under occasional devaluation pressure even
before the currency crisis period. The crisis period was dramatized by the
skyrocketing devaluation risk unseen before, as is shown in panels A and
B of figure 7.4. The rapid recovery of credibility after the return to a rule-
based currency board in regime 3 was equally dramatic (panel D of figure
7.4): The devaluation risk dropped by half overnight after the announce-
ment on 5 September 1998 and then gradually became insignificant.

The last result can be interpreted from another perspective. During the
financial crisis, many people believed that there was a so-called Asian risk
premium because Hong Kong was regarded as part of a troubled region.
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The dramatic restoration of market confidence in the peg after the return
to the rule-based system is not supportive of this assertion. Had a general
Asian risk premium existed in Hong Kong, we could hardly witness its
disappearance in the matter of just a few days after the announcement of
a new policy. Even if one insists on the existence of such a premium in
Hong Kong, the evidence in panel D of figure 7.4 can at most allow us to
make two different but related interpretations. First, the Asian risk pre-
mium was not significant in Hong Kong. Second, Hong Kong could be
easily differentiated from the rest of Asia if the HKMA had chosen the
rule-based approach, an argument made by some researchers (see Cheng
and Lui 1998).

Given an estimate of the devaluation risk, we can recover the implicit
probability of devaluation perceived by the market. Let p�

t be the probabil-
ity at time t of a realignment of random size �ct�� during the period from
time t to t � �. The expected change in central parity (expected devalua-
tion) can be written as

(3) E c p p E c realignment
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where v�
t � p�

t/�dt is by definition the expected average frequency of realign-
ment during the period from time t to t � �. To illustrate how the devalua-
tion probability can be calculated, suppose that the three-month devalua-
tion risk is 7 percent and the expected devaluation size is 5 percent. In
annual terms, �dt � 1/4 year. Using equation (4), v�

t � 7/5 � 1.4, and p�
t �

1.4/4 � 0.35. Panel A of figure 7.5 shows the probabilities that the Hong
Kong dollar would be devalued by 5 percent within one month and three
months throughout the crisis period up to the end of our sample. As can
be expected from theory, the probability of devaluation of the same magni-
tude within a given period is higher the longer the period. Among other
things, the figure reveals that the probability of devaluation was highest
during January 1998. For instance, the market’s predicted probability that
the Hong Kong dollar would devalue by 5 percent within three months
was as high as 60 percent. An equivalent interpretation is that the proba-
bility of a 15 percent devaluation within three months would be 20 percent.
Judged by the extent of devaluation by the New Taiwan dollar and Singa-
pore’s dollar around that time, a 10–20 percent chance of devaluation in
three months was certainly not an unreasonable expectation.

In any event, regardless of the probable size of devaluation in the event
of a depegging of the Hong Kong dollar, panel B of figure 7.5 highlights
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the rapid drop in devaluation probability soon after the beginning of re-
gime 3. The following events are particularly revealing: the dramatic fall in
probability after the announcement on 5 September of a new regime, the
spike before the 14 September clarification of the convertibility undertak-
ing, and the immediate calming in market sentiments right after the clari-
fication.

The relationship between the forward premium and the current position
of the exchange rate reveals further information about the credibility of a
target zone. As is shown by Bartolini and Bodnar (1992), the relationship
can exhibit a variety of shapes depending on the monetary authority’s
credibility and its intervention policies. If the system is fully credible, then
there must be a negative relationship between the forward premium and
the deviation of the spot rate from its parity. Low credibility can invert
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Fig. 7.5 Ex ante devaluation probability (conditional on devaluation size � 5
percent): A, 1 May 1997 to 1 April 1999; B, 1 July 1998 to 1 April 1999.
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the relationship into a positive one, and asymmetric credibility (i.e., the
monetary authority is more credible in preventing appreciation than de-
preciation) can generate a bimodal pattern.

Figure 7.6 reports scatter plots of one-month forward premium against
the spot exchange rate (as percentage deviation from parity). The smooth
curve is obtained by fitting a fifth-order orthogonal polynomial, which is
flexible enough to accommodate the many shapes suggested by Bartolini
and Bodnar (1992). The U-shape pattern in panel A of figure 7.6 is due
mainly to the data points of the first year (November 1983 to December
1984), which we highlight by triangles. This is the first year of the newly
established currency board, during which the Sino-British negotiation over
Hong Kong’s future was in full swing and the market was understandably
skeptical about the resolve of the monetary authority. After the first year
the board started to gain credibility, as indicated by the cloud of points in
the northwest and southeast quadrants.

The bimodal curve in panel B of figure 7.6 matches exactly the case of
asymmetric credibility and discrete intervention analyzed by Bartolini and
Bodnar (1992, fig. 10, p. 388). It can be seen that the hump in the northeast
quadrant is due mainly to observations of the crisis period (1 May 1997
to 5 September 1998), whereas the lower branch of the curve is due to the
pre- and postcrisis observations. In other words, the crisis works like a
natural experiment that provides the observations crucial for us to identify
the complete curve, including the upper branch in the northeast quadrant.
This empirical pattern suggests that the seeming stability of the discretion
regime before the crisis (see figures 7.1 and panel B of 7.4) was not the
result of more intervention power as claimed by HKMA; rather, it was
because the system had not yet been subject to a shock large enough.

7.4 Rules versus Discretion: Institutions and Incentives for Intervention

One may question the previous interpretation of results, namely that the
lower credibility of the currency board during regime 2 was a result of the
HKMA’s exercise of discretion. An alternative hypothesis is that regime 2
happened to have included a major crisis—namely, the Asian financial
crisis. In other words, if a major crisis were to occur during regime 1, then
the system would have suffered a similar credibility problem.

There are three answers to the above criticism. First, the demarcation
of regimes adopted in the above sections was not based on the appearance
of crisis. Rather, it was based on clear changes in institutional arrange-
ments, including the creation of the HKMA, the new accounting arrange-
ments, the issue of exchange fund bills, the adoption of the first line de-
fense, and the deemphasis of discretion and the reversion to rules.

Second, during regime 1 there was also a major crisis in confidence—
namely, the Tiananmen Square incident on 4 June 1989. Was the shock to
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confidence of the Tiananmen incident as bad as the Asian financial cri-
sis? On 5 June 1989 the Hang Seng stock price index fell by 21.75 percent
from the previous business day. In comparison, the Hang Seng index fell
on 23 October 1997 (Black Thursday) by 10.4 percent from the last busi-
ness day.9

Despite the comparability in the decline of stock and real estates prices,
the annualized forward premium during the Tiananmen incident was be-
low 3 percent and lasted only for a brief period. In contrast, the forward
premium during the height of the Asian financial crisis was much larger
and lasted for a much longer period.

Third, a return to a rule-based system in September 1998 was quickly
followed by a substantial reduction in the forward premium, even though
the global financial markets continued to be uncertain.

Despite the above arguments, we acknowledge that if the Asian financial
crisis is regarded as truly unique, then the counterargument that the Hong
Kong currency board’s behavior during regime 2 was due to the deteriora-
tion in Hong Kong’s external environment (i.e., the contagion effect) would
remain a viable, though nonrefutable, hypothesis.

Is there any theoretical justification for a more credible system during
regime 1? In the currency board literature, there is an emphasis on separat-
ing the board from the government. A properly run currency board pro-
vides a mechanism that denies the government the option of using the
printing press to solve its fiscal problems. The experience of Hong Kong’s
currency board during regime 1 and regime 2 suggests that the exact insti-
tutional arrangements for implementing the currency board also matters.
Specifically, their behavior differed under different institutional arrange-
ments.

Before the HKMA took over the interbank clearing function, all com-
mercial banks as well as the HKMA had their transactions cleared at the
Hong Kong and Shanghai Banking Corporation (HSBC), a private com-
mercial bank. In those days, when capital flowed out of Hong Kong and
interbank liquidity tightened when the exchange fund purchased the corre-
sponding Hong Kong dollars, the HSBC would extend credit to facilitate
settlements. That practice not only was consistent with its profit incentive,
but also avoided large fluctuations in the interest rate.

The newly created HKMA was not happy with this situation because it
felt that a capital outflow should trigger an increase in the interest rate
in order to induce capital inflow. Thus, it introduced the new accounting
arrangement to exert more effective control over interbank liquidity and

9. Real estate property prices adjusted more slowly than did stock prices. Unfortunately,
we have not found property price indexes that are more frequent than quarterly indexes. The
index for domestic premises for the quarter ending September 1989 dropped by 3 percent
from the previous quarter. The same index ending December 1997 dropped by 2.5 percent
from the previous quarter.
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hence interbank interest rates.10 Under the RTGS system, the HKMA
could engineer interest rate changes when there were capital flows by
changing the size of the aggregate balance. In contrast, a private clearing
house like the HSBC would only facilitate interbank clearing. Unlike a
real central bank, it would not use the clearing function to implement
certain monetary operations that central banks regard as essential to man-
aging the monetary system. As we explained in section 7.2, the so-called
currency board rule as applied through the aggregate balance of the RTGS
system had the unfortunate effect of generating predictable short-term in-
terest rate movements and thus of inadvertently assisting the currency
speculators.

Why would the HKMA have managed the aggregate balance the way it
did? There are two possible explanations. First, it did not fully understand
the implications of its operations. Its complete reversal of its earlier posi-
tion in September 1998 seems to support this explanation.11 Second, cen-
tral banks find it inherently difficult to resist the temptation to preserve
and exercise discretion. That is to say, there may be an inherent incentive
problem in preserving discretion, the exercise of which may erode credibil-
ity. Such an explanation would represent an equilibrium outcome rather
than an outcome based on mistakes and misunderstandings. As such, it
might be more appealing from certain academic perspectives. However,
whether such a theoretical model can be developed is a topic for future re-
search.

7.5 Concluding Remarks

Hong Kong’s long history with a currency board has provided us with
ample opportunities to better understand the macroeconomic implications
of this form of monetary institution. Its experiences in recent years are
particularly useful. During the early years after establishing the peg with
the U.S. dollar, Hong Kong’s currency board was essentially a passive rule-
based system. Our empirical results derived using standard methods in
the target zone literature show that the automatic adjustment mechanism
worked well and that the peg was very credible in this period.

Unfortunately, the ability to intervene in the exchange market appeared
to be too much of a temptation for the government. After gradually ex-
panding its set of monetary policy tools, the HKMA engaged in more
discretionary intervention in the money and foreign exchange markets.
Contrary to the HKMA’s own belief, and as the evidence in this paper has

10. See Yam (1991) for a detailed description of the mechanics and the rationale behind
the arrangement.

11. In the Report on Financial Market Review (Hong Kong Special Administrative Region
Government 1998), released in April 1998, the HKMA made a rebuttal to the critics of its
interest rate hike policy and criticized all alternative policies proposed by the academics.
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demonstrated, the expansion of intervention tools and actual intervention
made the currency board less, rather than more, credible. The erosion in
confidence, as reflected by changes in the forward premium despite an
ultrastable spot exchange rate, culminated in even greater intervention
during the financial turmoil of 1997 and 1998, including the direct stock
market intervention in August 1998.

During the last two weeks of August 1998, the government engaged in
an unprecedented and massive buying spree in the stock market, intending
to push up the stock index to punish what it called market manipulators.
In two weeks the government spent up to US$8.8 billion of Hong Kong’s
foreign reserves, representing about 9 percent of the total, to fund its
HK$118 billion stock purchases. The government has even become the
single largest shareholder of HSBC Holdings PLC, one of the world’s big-
gest banks, after acquiring an 8.9 percent stake over these two weeks. The
stock market intervention triggered a wave of concern over the govern-
ment’s decision to deviate from its renowned free market policies. Immedi-
ately after the stock purchases was over, Standard & Poor’s downgraded
Hong Kong’s credit rating, citing the government’s decision to wade into
the stock market.

Intense market pressure and public criticism eventually led the HKMA
to return to a rule-based regime. The announcement of some new mea-
sures, which in substance were equivalent to issuing put options for the
Hong Kong dollar, had immediately calmed the market, and the calm re-
mained even during the subsequent Russian debacle and the Long-Term
Capital Management (LTCM) event. The empirical analyses show that
there had been a dramatic restoration of confidence. The peg once again
was a credible system.

This paper suggests that a currency board in actual practice is not nec-
essarily a static institution. Its credibility, however, depends critically on
whether the government has a reputation for following fixed rules strictly,
rather than relying on discretion. In this sense, this paper may be regarded
as an empirical contribution to the debate on rules versus discretion. In the
future, we intend to develop a theoretical model to examine the incentive
problems of a monetary authority that operates a currency board system.

Finally, we want to point out that we have not dealt with many of the
challenges to Hong Kong’s currency board. For example, is the U.S. dollar
the optimal currency to which the Hong Kong dollar should link? This
calls for a cost and benefit analysis along the lines of optimum currency
area theory (Mundell, 1961). In the past, because the United States was a
much more important importer of Hong Kong goods than other countries
such as Japan, business cycles in Hong Kong tended to be synchronized
with those in the United States. This eliminated many difficulties associ-
ated with a fixed exchange rate. By standard optimum currency area argu-
ments, the cost of losing the exchange rate as an adjustment mechanism

Credibility of Hong Kong’s Currency Board 257



can be severe when there are asymmetric shocks affecting the members of
a monetary union afflicted with wage and price rigidities, which have no
choice but to endure the slow and painful process of internal wage-price
adjustment. However, as Hong Kong’s economy has become more inte-
grated with China, it is not clear that it will continue to share the same
shocks as will the United States.12 This fact alone may already create pres-
sure on the sustainability of the U.S. dollar peg and raise doubt about the
credibility of the currency board system itself.
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Comment Shin-ichi Fukuda

This paper is an interesting case study on credibility and the currency
board in Hong Kong. After providing a compact yet comprehensive histor-
ical overview on the Hong Kong currency board, the paper presented a
sophisticated empirical study of the Hong Kong dollar devaluation risk

Shin-ichi Fukuda is associate professor of economics at the University of Tokyo.
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based on the daily data of exchange rates since the early 1980s. The paper
makes an important contribution in showing that even under a currency
board, a different institutional arrangement has a different effect in estab-
lishing governmental credibility.

In order to test whether rules are better than discretion in strengthening
the credibility of a currency board, the paper divided the sample period
into three regimes: regime 1 (1 November 1983 to 31 March 1992), a rule-
bound regime; regime 2 (1 April 1992 to 6 September 1998), a regime with
active discretionary interventions; and regime 3 (7 September 1998 to
21 April 1999), a rule-based regime. The paper then demonstrated that
switching from a discretionary regime to a rule-based regime—that is,
switching from regime 2 to regime 3—reduced devaluation risk suddenly
and drastically. The result is interesting in showing that a rule-based sys-
tem is better for establishing credibility. It also provides important policy
implications for the desirability of different currency systems. I have
three comments.

My first comment is on the usefulness of the currency board system for
East Asian countries. Citing a successful story in Argentina, the introduc-
tion of this paper proposed the system’s usefulness as a government com-
mitment device. Although it is true that Hong Kong’s current currency
board system is one possible commitment device for the government,
Hong Kong’s experience may be different from that of Argentina from the
view point of the optimal currency area theory.

That is, in terms of economic integration, the U.S. economy has a domi-
nant effect on Argentina’s economy. Thus, it is natural for Argentina to
form a U.S. dollar currency block not only from the credibility perspective
but also from various economic points of views. However, in the case of
Hong Kong, the United States is only one of a number of important for-
eign partners. In other words, although the U.S. economy has strong im-
pacts on the Hong Kong economy, East Asian economies—particularly
those of Japan and China—also have significant effects on the Hong Kong
economy. Therefore, putting aside the credibility issue, it is not necessarily
clear whether fixing the Hong Kong dollar to the U.S. dollar is a desirable
exchange rate system.

For example, suppose that there was a large depreciation of the Japanese
yen against the U.S. dollar. In this case, fixing the Hong Kong dollar to
the U.S. dollar makes the real effective exchange rate of the Hong Kong
dollar appreciate a lot, and may lead to undesirable effects on Hong
Kong’s trade balance. Similarly, the stability of the Chinese yuan against
the U.S. dollar may be an important factor for sustaining Hong Kong’s
currency board system. If the Chinese yuan devaluates against the U.S.
dollar, the sustainability of Hong Kong’s currency board system would be
difficult even under the current credible system.

My second comment is on what kind of credibility the Hong Kong Mon-
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etary Authority (HKMA) needs to establish through the currency board
system. In the first-generation currency crisis model, the rule was desirable
to establish the credibility such that the government would not create ex-
cessive money supplies in response to huge fiscal deficits. Argentina’s cur-
rency board system was a successful story in establishing this type of credi-
bility. On the other hand, in the second-generation currency crisis model,
the rule was desirable to establish the credibility such that the government
would not cause excessive inflation to restore macro imbalances such as
unemployment.

In Hong Kong, however, what type of credibility does the government
need to establish? In a model of time consistency such as Kydland-
Prescott, the government’s policy objective needs to be different from that
of the market equilibrium. Then, what makes Hong Kong’s government
objective different from the market objective? Because Hong Kong did not
have a huge fiscal deficit, the story of the first generation model is not
helpful in this sense. Furthermore, because domestic macroeconomic im-
balances such as unemployment rates seem not to be large, the story of
the second generation model is not useful either.

The paper implicitly assumes that Hong Kong’s economic stability can
be achieved by stabilizing the Hong Kong dollar against the U.S. dollar.
From a practical point of view, this implicit assumption might be true, but
it can be tested with actual data by looking at the stability of various macro
variables under three alternative currency board regimes. The paper dis-
cussed this for interest rate stability and showed that the credible currency
board system was actually consistent with the interest rate stability. For
other macro variables, however, the paper provided no discussion.

If the only source of economic instability is the loss of HKMA’s credibil-
ity, the nominal exchange rate stability would be consistent with the stabil-
ity of other macro variables, such as domestic price level, domestic output
level, unemployment rate, and so on. If various external real shocks are
sources of economic stability, however, it is highly possible that fixing the
Hong Kong dollar to the U.S. dollar may destabilize other macro variables
in Hong Kong.

In particular, real shocks in East Asian economies are not necessarily
closely correlated to those in the U.S. economy. If real shocks affect East
Asian economies and the U.S. economy differently, the credible currency
board system can stabilize the nominal exchange rate but may destabilize
other macro variables in Hong Kong.

My final comment is on the drastic drop of estimated devaluation risk
on 5 September 1998. This is one of the most interesting findings in the
paper, and it may imply that a return to a rule-based system can calm
the speculative behavior in the market. In fact, looking at the estimated
devaluation risk in panel D of figure 7.4 we can see that the devaluation
risk dropped by half overnight after 5 September.
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Theoretically, the drop can arise either from a shock drop of forward
premium or from a drop in the expected rate of drift within the target
zone. My question is, which caused such a drastic change of devaluation
risk? When we look at HIBOR-LIBOR interest differentials in figure 7.2,
we can see a large but relatively gradual decline of interest differentials
after September 1998. If there was a sharp drop of forward premium on
5 September 1998, how can we reconcile this with relatively gradual de-
cline in interest differentials? If there was an intensifying drop in the ex-
pected rate of drift within the target zone, we probably can give some in-
tuitive interpretation for why this happened in terms of the target zone
theory. By contraction, however, the expected rate of drift can change dras-
tically when the regime changes because the coefficients were estimated
separately for each regime. Although it is true that there was a big struc-
tural change from regime 2 to regime 3, the actual change in coefficients
may be more gradual than what was supposed in calculating the devalua-
tion risk in the simulation.

Comment Takatoshi Ito

This paper combines ideas in the literatures of currency board, target zone,
and rule versus discretion, and then applies an empirical model to the case
of Hong Kong. The idea of the currency board became a focus of attention
in recent years, as currency board economies have ridden currency crises
well. Argentina stood well against the tequila crisis in 1995. Hong Kong
has maintained the dollar peg despite fierce attacks by speculators in 1997
and 1998. Indonesia’s announcement of considering to adopt a currency
board became a source of contention between the Indonesian government
and the International Monetary Fund (IMF) in February 1998.

In the postcrisis discussion, the so-called two-corner solution became a
popular argument. According to this argument, the two corners—that is,
a freely floating exchange rate regime and the currency board system—are
the only stable exchange rate regimes. Hong Kong and Argentina, both
under a currency board arrangement, have survived repeated attacks on
their currencies in the second half of the 1990s. Such successes are usually
proof that the currency board is stable. This is the first paper, to my knowl-
edge, that looks into details of the workings of a currency board. The
reader learns that the currency board in Hong Kong has experienced
different regimes within the currency board arrangement.

The paper argues that the Hong Kong Monetary Authority (HKMA)

Takatoshi Ito is professor at the Institute of Economic Research at Hitotsubashi Univer-
sity, Tokyo, and a research associate of the National Bureau of Economic Research.
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has been shifting between the rule-based currency board and the discre-
tionary currency board. The authors identify three regimes. In regime 1
(1983:10–1992:3), the HKMA was a rule-bound currency board, whereas
in regime 2 (1992:4–1998:9) it was a discretionary currency board; the
HKMA switched back to a rule-based currency board in regime 3 (after
1998:9). The peg of HK$7.80 to a US$1.00 has been kept since October
1983. The authors argue that the HKMA’s intervention policy with a target
zone–like band invited speculative attacks and caused the very high inter-
est rate of regime 2, whereas the rule-based currency board in regime 3
did not experience speculative attacks.

Rules versus Discretion

A narrowly defined currency board is as a rule one in which any cur-
rency (monetary base, to be precise) is backed one-to-one by foreign re-
serves. On the asset side of the currency board, there are no domestic
assets, such as government bonds of that country (See Williamson 1995,
pp. 2–5.) In order to maintain the fixed exchange rate, the board intervenes
in the market. Any net capital inflows mean an increase in foreign assets
matched by the equal amount of the increase in the domestic monetary
base. As a result, the interest rate will decrease, and capital inflows would
stop. Similarly, net capital outflows, either by capital flight or withdrawal
of foreign capital, will automatically raise the interest rate, and capital
outflows will be deterred.

The original purpose of the currency board is to be a rigid rule to keep
the monetary authority from causing inflation. This is the ultimate form
of the nominal anchor, or a rule-based monetary policy. A downside of a
currency board is that it cannot provide domestic liquidity even if it is
needed, unless there is capital inflow. The function of lender of last resort
has to be abandoned.

In the wake of currency crises in Mexico and Asia, the currency board
has gained another role: that of generating credibility in the currency due
to sufficient foreign reserves. By backing every domestic note and coin
with foreign reserves, the currency seems to be resilient to a speculative
attack. However, for this function the amount of foreign reserves may not
be just enough to cover the monetary base. Demand deposits (M1) can be
converted quite easily, by domestic residents, to foreign currencies. Even
savings accounts (M2) may be quickly converted into foreign assets, if the
investors sacrifice some interest payments. Therefore, both Hong Kong
and Argentina have foreign reserves that exceed M1. In this regard, the
HKMA does not seem to be a pure currency board. Of course, from the
viewpoint of preventing currency attacks, having more foreign reserves
than monetary base (and even M1) means that HKMA is something more
than a pure currency board. It is better from the standpoint of being ro-
bust to speculation, but it also invites the criticism of being discretionary.
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The paper well describes that discretion combined with the real-time
gross settlement (RTGS) system led to high interest rate volatility in 1997
and 1998. The paper argues that it was “only after severe public criticism
and heavy market pressure during the financial crisis that the HKMA
gradually abandoned its high interest rate defense strategy” (239). Because
the currency board is designed to let the interest rate fluctuate as capital
comes in and out, the authors’ judgment that the interest rate rose more
than the normal working of the currency board is a crucial element in
evaluating the regime 2. However, a question remains in my mind. What
would a “natural” degree of rise in interest rate be under a pure currency
board in the time period of regime 2? To what extent was “discretion”
responsible for the extra volatility in the interest rate?

I agree that neither the interest rate defense nor interest arbitrage
worked in the month of October 1997. I also support the authors’ view
that “the interest rate differential represented a risk premium for holding
the Hong Kong dollar” (239). What I am not convinced of is that a ma-
jor reason for the apparent lack of credibility of the Hong Kong dollar
peg comes from the HKMA’s discretionary policy. (The author argues, on
page 241, “That the HKMA had deviated from the fixed rules of the cur-
rency board made its commitment to the peg much less credible.”) It might
have been that contagion from Association of Southeast Asian Nations
(ASEAN) currency devaluation and speculators’ determination based on
their success in forcing the Thai authority to abandon a de facto dollar
peg was responsible for the situation.

In summary, I like the way authors described the changes of HKMA
policies during the crisis period of 1997 and 1998. The description is con-
vincing in that even within the currency board regime, there is room to
maneuver in details, especially with respect to the relationship to the do-
mestic interbank market. I am less convinced, however, of regarding re-
gime 2 as discretionary and the regime 3 as rule-based, and making judg-
ments that regime 3 was more successful due to the rule-based policy.

The reasons for my hesitation are threefold. First, the introduction of
the first line of defense (regime 2) at 7.75 may not be so significant since
the difference between 7.75, and 7.80 is less than 1 percent of the par value.
Second, introducing a discount window to replace the liquidity adjustment
facility (LAF; regime 3) does not seem to be a rule-based system. The
pure currency board should not have a discount window. The difference in
opinion may be that I interpret rule-based as a pure currency board,
whereas the authors may mean something else. Third, I think that the
stability in regime 3 cannot solely be explained by the rule-based ap-
proach, but requires namely two other important elements: the HKMA’s
successful fight by intervening in the stock market (August 1998); and less-
active hedge funds, which may be a result of losses from the Russian crisis.

Would the external shocks (speculative attacks) during regime 2 not
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be more than those during regime 3? The description of the size of the
interbank market as opposed to the foreign exchange rate gives a clue.
Again, however, if the size of the interbank market is small, then is it not
“natural” to see that the interest rate goes up automatically? How could
regime 3 be more rule-based if the interest rate did not rise? It seems to me
that the answer is based more on institutional details than on quantitative
investigation. In fact, according to the description in this paper, the degree
of discretion seems to have increased in regime 3.

Target Zone

In this paper the currency board is also expanded to include a target
zone. This has the following meaning in the model: because the currency
board with a dollar peg is in place, any interest rate differential (HIBOR �
LIBOR) is indicative of some devaluation probability (E�s). However,
adding a target zone feature to this, there is a mean-reverting force. If the
current rate (s) deviates from a central rate, then the deviation (x) may be
reversed in the future. The mean-reverting force (E�x) should be added to
any prediction of exchange rate changes. Therefore, even in the existence
of an interest rate differential, it may not always signify devaluation
(change in the central rate) probability, but may stay in the band of target
zone. The key is how to model this mean-reverting process. This is the
essence of regressions summarized in tables 7.1 and 7.2.

My comments on this section are twofold. First, the band is quite small,
so that the target zone application may be limited. Is more action coming
from the interest rate differential (and �s) than from mean reversion? That
is, it may not be necessary to have a target zone framework, but instead
to analyze the breakdown of the interest parity as a proxy for devaluation
probability. Second, the changes of the signs of coefficients may be due to
changes in the speculative force behavior (see the next section) rather than
changes in HKMA behavior from discretionary to rule-based. The authors
counter my skepticism by saying, “Had a general Asian risk premium ex-
isted in Hong Kong, we could hardly witness its disappearance in the mat-
ter of just a few days” (250). The judgment is left to the reader.

Assessment of Intervention in the Stock Market

Apparently, the speculation ended in August 1998. The paper seems to
attribute this to the regime change in September 1998 (regime 2 to regime
3). However, there may be other explanations. HKMA had conducted un-
usual operations in August 1998 by purchasing Hong Kong stocks. This
was a policy defense against the so-called double play of speculations. This
may have been effective finally to quiet down speculative activities. Sec-
ond, the Russian debacle, and resulting Long-Term Capital Management
(LTCM) trouble may have reduced hedge fund activities, and this may
have favorably helped the Hong Kong dollar market to become stable.
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Although the paper claims that the necessary institutional changes took
place well before the LTCM, it is true that a large unwinding of the hedge
funds position took place in the fall of 1998, and it was a force behind the
sharp appreciation of the yen. The environment of speculative activities
seems to be greatly different before and after September 1998. The inter-
vention in the stock market may have been more significant than changes
in operating procedure (discretionary to rule-based). However, investiga-
tion into the relative importance of each of these phenomena has to be left
to future research.

Concluding Remarks

This is an interesting and important paper, documenting how the
HKMA works and how the HKMA responded to crises over its currency,
mainly caused by large capital inflows and outflows. The aura around cur-
rency boards seems to be intact after a battle, because Hong Kong and
Argentina are still holding on to dollar pegs with open capital accounts. It
is an interesting question whether Hong Kong and Argentina will follow a
rigid currency board rule or deviate from the rigid rule. Some of my skepti-
cism is directed to the authors’ interpretation of regimes as discretionary
and rule-based. Another question I have is the relative importance of
HKMA policy changes in the money market versus those in the stock
market.

This paper is informative and valuable in examining the question of the
two-corner solution, but is the currency board a silver bullet for the emerg-
ing market? If so, what kind of operational regimes should the currency
board adopt? Only history will tell the answer.

Reference
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�8
How Japanese Subsidiaries in Asia
Responded to the Regional Crisis
An Empirical Analysis Based
on the MITI Survey

Kyoji Fukao

8.1 Introduction

Japanese manufacturing subsidiaries play an important role in Asian
economies. Especially in relatively advanced industries, such as electrical
machinery and transport equipment, Japanese subsidiaries sometimes
employ more than one-third of the total workforce employed in these in-
dustries in the Association of Southeast Asian Nations (ASEAN-4) coun-
tries (table 8.1). Japan’s foreign direct investment (FDI) has provided
Asian countries not only with production technology and managerial
know-how but also with stable capital inflows. Therefore, the behavior of
Japanese subsidiaries in Asia and the associated consequences for flows
of FDI are bound to play a crucial role in shaping the regional recovery
process.

Because foreign subsidiaries can rely on their parent firms’ support,
their operations are likely to be less influenced by the crisis. Moreover,
sharp currency devaluations potentially increase affected Asian countries’
attractiveness to foreign firms by reducing production costs.1 However, as
of date there is little evidence to prove such optimistic expectations be-

Kyoji Fukao is professor of economics at the Institute of Economic Research at Hitotsu-
bashi University.

This research was conducted as part of the project titled “The Currency and Economic
Crisis in Asia” sponsored by the Japanese Ministry of International Trade and Industry
(MITI).

1. UNCTAD (1998) stressed the importance of this mechanism. Blomström and Lipsey
(1993) found that in Latin America after the debt crisis in the 1980s, foreign subsidiaries
increased their exports substantially and contributed to the structural adjustment of host
countries.
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cause few empirical studies on foreign subsidiaries’ responses to the recent
financial crisis in Asia have been carried out.2

Using subsidiary level data from the Japanese Ministry of International
Trade and Industry (MITI) 1996 and 1997, I analyze the response of Ja-
pan’s manufacturing subsidiaries in the ASEAN-4 countries and Korea to
the recent Asian financial crises, which started in the second half of 1997.3

Because about 90 percent of workers employed by Japanese subsidiaries
in this region are employed by manufacturing subsidiaries, I concentrate
on manufacturing subsidiaries in this paper.

The paper is organized as follows: In section 8.2 I provide a general
overview of the performance of Japan’s manufacturing subsidiaries after
the crisis. In section 8.3, I study recent trends of Japan’s FDI flows to
ASEAN-4 countries and Korea. In section 8.4, using microdata of MITI
surveys, I compare subsidiaries’ performances and responses across indus-
tries and host countries. By subdividing subsidiaries into two groups, I
also study how different characteristics of subsidiaries affected their per-
formance and response. In section 8.5, I undertake an econometric investi-
gation of Japanese subsidiaries’ response using microdata from MITI
surveys.

8.2 An Overview of the Performance of Japan’s
Asian Subsidiaries after the Crisis

The currency crisis had both positive and negative impacts on multi-
national enterprises’ activities in this region. On the one hand, export-
oriented subsidiaries may have benefited from the reduction of production
costs caused by the sharp currency depreciation. On the other hand, local
market–oriented subsidiaries were seriously hit by the decline of local de-
mand and price increases of imported intermediate inputs.

Another consequence of host country currency depreciation are capital
losses, which, indeed, a majority of Japanese subsidiaries in this region
suffered. An amazingly high percentage of Japanese subsidiaries in this
region had not hedged the exchange risk originating from their liabilities

2. Dollar and Hallward-Driemeier (1998), Lamberte et al. (1999), and OECF and RIDA
(1999) found that both in Thailand and in the Philippines firms with foreign ties performed
better than independent local firms after the crisis. There are several reports, written in Japa-
nese, on Japanese subsidiaries’ response to the crisis. Among them, JETRO (1999), MITI
(1999a,c), Research Institute of International Investment and Development (1999), and Tou-
you Keizai Sinpou-sha (1999) are informative. Ramstetter (1999) also studies FDI flows in
Thailand after the crisis. However, neither Ramstetter nor any of the Japanese studies men-
tioned here use detailed subsidiary-level data. Until the U.S. Department of Commerce pub-
lishes U.S. Direct Investment Abroad, 1998 I cannot get detailed information on U.S. subsidi-
aries’ 1998 activities in Asia.

3. The 1997 survey accounts for operations during the fiscal year through March 1998.
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being denominated mainly in foreign currencies, including yen.4 According
to the MITI’s Comparative Survey of Economic Structure (Keizai Kouzou
Hikaku Chousa), conducted in December 1998 and January 1999, 50 per-
cent of Japan’s manufacturing subsidiaries in the ASEAN-4 countries and
Korea had not hedged their exchange risk before the crisis. An additional
32 percent had insufficiently hedged the risk. It seems that they had ig-
nored the exchange risk partly because of relatively stable exchange rates
in the region—with the exception of Indonesia and the Philippines—over
the past decades.

Critical situations in both the host countries’ and the Japanese banking
systems may also have had a negative effect on Japanese subsidiaries in
this region. Because Japan’s foreign subsidiaries borrow primarily from
Japanese banks, it seems that the lending behaviors of Japanese banks and
their financial subsidiaries abroad have more significant effects on Japan’s
nonfinancial subsidiaries in Asia than do the lending behaviors of local
banks. According to MITI (1998), at the end of fiscal 1995, 64 percent of
the total stock of long-term bank loans locally raised by Japan’s manufac-
turing subsidiaries in the ASEAN-4 countries came from local subsidiaries
of Japanese banks. Reflecting the financial turmoil and the declining de-
mand for new loans, almost all of Japan’s private banks have been reduc-
ing their total lending. For example, from fiscal 1996 to 1997, the Indus-
trial Bank of Japan, the Mitsubishi Bank, and the Sakura Bank reduced
their total lending by 6.0, 3.0, and 4.8 percent, respectively. In statistics
provided by the Bank for International Settlements (BIS), it is reported
that Japanese banks reduced their cross-border lending to East Asia by
almost 20 percent in the year from June 1997 to June 1998.

Despite the reduction of loans, the majority of Japan’s manufacturing
subsidiaries in this region registered no complaints about the credit
crunch. According to MITI (1998–99), only 28 percent replied that they
have faced some difficulties in continuing their borrowing or in getting
new loans. Two factors may have mitigated the negative impact of credit
contraction. First, since the liberalization of Japan’s financial markets in
the mid-1980s, large manufacturing firms have increased their direct fi-
nancing from financial markets and have become more independent from
banks.5 Second, to counter the credit crunch, the Japanese government has
let state-owned banks expand their lending. From fiscal 1996 to 1997 the
Export-Import Bank of Japan and the Japan Development Bank increased
their total lending by 8.9 and 2.5 percent, respectively. Today, quite a num-
ber of Japanese parent firms have state-owned banks as their prime lend-
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4. For example, Asian subsidiaries of Toray Industries incurred a capital loss of 11 billion
yen in fiscal 1997, which is almost equal to its average annual operating profit in the region
(Japan Economic Research Institute 1999).

5. However, smaller firms, which still depend on their main banks, might have been
affected by the credit crunch.



ers. At the end of fiscal 1997, the Export-Import Bank of Japan was the
prime lender for Nissan Motor, Honda Motor, Fujitsu, and major general
trading companies, such as Mitsubishi, Mitsui, and Marubeni.

To analyze recent trends in production activity by Japan’s manufactur-
ing subsidiaries abroad, MITI’s Survey of Trends of Enterprises (Kigyou
Doukou Chousa), which is conducted on a quarterly basis, is probably the
best source.

Panel A of figure 8.1 shows the change in sales (in yen) of Japan’s manu-
facturing subsidiaries in the ASEAN-4 countries by industry. Subsidiar-
ies in the transport equipment industry, the majority of which are local
market–oriented, faced a sharp decline in total sales. According to MITI
(1998), Japanese subsidiaries in the transport equipment industry in the
ASEAN-4 countries sold 91.9 percent of their total sales in their host
country and exported 2.5 percent to Japan, 0.9 percent to other Asian
countries, and 4.7 percent outside the region in fiscal 1995. In the case of
subsidiaries in the electrical machinery industry, the majority of which
are export oriented, the decline in total sales was much smaller. Japanese
subsidiaries in this industry in the ASEAN-4 countries sold 29.4 percent
of their total sales in their host country and exported 36.2 percent to Ja-
pan, 20.3 percent to other Asian countries, and 14.1 percent outside the
region in fiscal 1995.

Panel B of figure 8.1 shows changes in employment by industry. Basi-
cally, employment trends correspond to those in sales. However, compared
to sales, the reduction in employment is moderate. It is interesting that
although sales of subsidiaries in the transport equipment industry have
dropped more sharply than have sales of subsidiaries in the textiles and
garments industry, reductions in employment in the two industries were
almost of the same magnitude.

8.3 FDI Flows to Asia after the Crisis

Despite the sharp decline in sales and profits in the region, Japan’s FDI
flows (on the basis of balance of payment statistics) to this region have
increased after the crisis (table 8.2). From the period of July 1996 to June
1997 to the period of July 1997 to June 1998, Japan’s FDI flows to the five
countries under consideration increased by 49 percent.

According to the standard theory of FDI (Caves 1982; Dunning 1993),
it is not surprising to observe increases in FDI inflows to the Asian coun-
tries hit by the financial crisis. FDI flows involve not only financial capital
but also parent firms’ intangible assets, such as the stock of technological
knowledge, marketing know-how, and goodwill, on which stable supplier
systems are based. Real capital, human resources, location, and other ele-
ments of subsidiaries are designed and organized to derive maximum re-
turns from such intangible assets. Large transaction costs are associated
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with the transfer of intangible assets among firms by arm’s-length trans-
actions. It is also costly to adjust the structure of a subsidiary to another
firm’s intangible assets. Thus, the resale price of a subsidiary might be
much lower than the initial investment. This means that FDI is accompa-
nied by sunk costs. If substantial sunk costs are involved, a parent firm
will support its subsidiary under adversary conditions. It is also true that
if there is substantial accumulation of firm-specific skills, firms will not
drastically cut their employment when their sales decline.6

It is sometimes argued that a particular feature of the Japanese produc-
tion system is a heavy reliance on long-term supplier relationships and the
accumulation of firm-specific skills. If this argument is correct, we would
expect Japanese parent firms to invest more actively in order to support
troubled subsidiaries than do parent firms from other countries. We should
also note that if this sunk cost hypothesis is correct, Japanese firms will not
easily start new investment projects unless they expect substantial profits.

There are at least two other possible explanations for the increase in
FDI inflows to Asia after the crisis. First, currency depreciation and the
fall in asset prices in the Asian countries created a kind of a fire-sale situa-
tion for foreign firms. If foreign firms expect the Asian countries to recover
in the near future, they would not want to miss the bargain. Second, the
sharp currency depreciation has potentially increased affected Asian coun-
tries’ attractiveness to foreign firms by reducing production costs. Foreign
firms may therefore consider either establishing new export bases through

6. For a more rigorous theoretical analysis on this issue, see Fukao and Otaki (1993) and
Hamermesh (1993).

Table 8.2 Japan’s Direct Investment Abroad, Capital Outflows on a BOP Statistics Basis (in
billions of yen)

1995 1996 1997 1998

1st 2nd 1st 2nd 1st 2nd 1st
half half half half half half half

Korea 19 14 26 18 12 8 53
Thailand 41 47 65 81 91 156 146
Indonesia 32 58 73 90 98 91 93
Malaysia 11 24 31 26 51 69 48
The Philippines 29 72 41 11 16 26 43

Five countries 132 215 236 224 268 351 382

Asia 322 478 535 525 717 870 659
North America 571 302 561 687 489 447 465
Europe 79 237 162 146 215 87 204

All countries 1,049 1,080 1,275 1,273 1,609 1,536 1,835

Source: Bank of Japan, Balance of Payments (BOP) Monthly, various issues.
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greenfield investments or expanding the production capacity of existing
export-oriented subsidiaries in order to exploit the decline in production
costs.7

These two explanations, however, are in contradiction with several sta-
tistics. According to MITI (1999b), Japan’s manufacturing subsidiaries in
the ASEAN-4 countries have reduced their investments in tangible fixed
assets (excluding land) by 54 percent from the third quarter of 1997 to the
third quarter of 1998. Even subsidiaries in the electrical machinery indus-
try, which are the most export oriented and the least hit by the crisis, re-
duced their investment by 25 percent during this period. According to our
data set, average employment in existing subsidiaries in the five countries
declined by 5 percent from March 1997 to March 1998.

As table 8.3 shows, the number of new FDI cases by Japanese firms to
the ASEAN-4 countries and Korea has declined considerably. It is interest-
ing that although Japanese firms almost stopped new investments, they
seem to be reluctant to close or sell their existing subsidiaries. Japanese
firms sold or closed fifty-five subsidiaries in 1998 (table 8.6), equivalent to
only 1.5 percent of the 3,680 existing subsidiaries in the five countries.

Compared with U.S. and German firms, Japanese firms made a quite
limited amount of cross-border mergers and acquisitions (M&A) in the
ASEAN-4 countries and Korea (table 8.4). U.S. firms are active in M&A
purchases especially in the finance and communication service sectors,
in which Japanese firms do not have a comparative advantage (Nikkei
1999b). Even in the manufacturing sector, however, there were only two
cases of M&A purchases conducted by Japanese firms in the region in
1998 (table 8.5).

7. Perez-Quiros and Popper (1996) found that FDI is more stable over time compared with
short-term investment. Frankel and Rose (1995) found that the accumulation of inward FDI
reduces the probability that the host country will be hit by a currency crisis. On this issue,
see also Berg and Pattillo (1998).

Table 8.3 The Number of New FDI Cases by Japanese Firms in the ASEAN-4
Countries and Korea, Total Number of Greenfield Investments, M&A
Purchases, and New Capital Participations: All Industries

Korea Thailand Indonesia Malaysia The Philippines Total

1991 14 51 47 39 16 167
1992 4 35 39 32 12 122
1993 7 28 18 26 4 83
1994 7 39 30 26 7 109
1995 25 63 47 29 43 207
1996 30 99 72 39 40 280
1997 15 65 27 24 30 161
1998 12 18 9 14 16 69

Source: Author’s calculations based on Touyou Keizai Shinpou-sha (1999).
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Table 8.4 The Number of Japanese Subsidiaries in the ASEAN-4 Countries and
Korea Which Were Closed or Sold to Local or Other Countries’ Firms:
All Industries

Korea Thailand Indonesia Malaysia The Philippines Total

1991 4 1 4 2 2 13
1992 3 2 1 5 2 13
1993 6 3 3 3 0 15
1994 4 5 0 8 0 17
1995 8 3 1 5 0 17
1996 3 5 3 4 2 17
1997 6 8 1 5 3 23
1998 7 20 6 14 8 55

Source: Author’s calculations based on Touyou Keizai Sinpou-sha (1999).

Table 8.5 Cross-Border M&A Purchases in the ASEAN-4 Countries and Korea
by Purchasing Company’s Country of Origin, 1997–98 (in millions of
U.S. dollars)

First Half Second Half First Half
1997 1997 1998a

United States 542 2,066 1,955
Singapore 145 2,001 306
Germany 556 898 872
Japan 648 223 239
Hong Kong 464 180 46
Taiwan 834 274 64
United Kingdom 616 8 252

Source: UNCTAD (1998), original data provided by KPMG Corporate Finance.
aData for the first half of 1998 are preliminary.

It is interesting to note that in the case of U.S. firms, although they
actively increased M&A purchases in the five countries, their FDI flows
to the five countries declined considerably in 1997 (table 8.7).8

Putting the above pieces of evidence together, it appears that Japanese
firms increased their FDI flows to the Asian countries mainly in order
to financially assist their subsidiaries that were suffering from deteriorating
financial conditions. Compared with U.S. and European firms, they made
quite limited amounts of cross-border M&A purchases motivated to take
advantage of the currency depreciation and the fall of stock prices. Cases
of the establishment of new export bases through greenfield investments
and capacity expansion of existing export-oriented subsidiaries motivated
to exploit the decline in production cost in the Asian countries were also
rare.

8. I should note that definitions for FDI flows and M&A purchases differ. For detail on
this issue see UNCTAD (1998) and JETRO (1999).
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8.4 Detailed Analysis of Japanese Subsidiaries’ Response to the Crisis

From the microdata of MITI’s Survey on Trends of Japan’s Business Ac-
tivities Abroad (Kaigai Jigyoukatudou Doukou Chousa), we can get more
detailed information on activities of Japanese subsidiaries; 2,346 sub-
sidiaries in the ASEAN-4 countries and Korea answered the 1996 MITI
survey. I matched individual manufacturing subsidiary data of the 1996
survey with that of the 1997 survey. I also got additional information on
parent firms, such as their net profits and total assets, from their financial
reports (Japan Ministry of Finance [MOF] 1998). After excluding subsidi-
aries that did not provide answers regarding basic information, such as
sales and employment,9 I obtained panel data of 1,101 manufacturing sub-
sidiaries that employed 712,000 workers in March 1997.10 According to
Touyou Keizai Shinpou-sha (1999), Japan’s manufacturing subsidiaries
were employing 857,000 workers in the ASEAN-4 countries and Korea
(299,000 in Thailand, 200,000 in Indonesia, 62,000 in Korea, 195,000 in
Malaysia, and 101,000 in the Philippines) in October 1998, so our data set
covers a substantial percentage of Japan’s manufacturing activities in these
countries. The data set includes 723 subsidiaries in Korea, Thailand, and
Indonesia. Because subsidiaries in these countries were harder hit by the
Asian crisis, I will primarily use the latter subset for the analysis in this
section.

Table 8.8 compares local market–oriented subsidiaries with export-
oriented subsidiaries in Korea, Thailand, and Indonesia. In the case of
local market–oriented subsidiaries for which the exports/sales ratio is

9. I have also excluded from the data set subsidiaries suspended before March 1997,
started up after April 1996, and employing fewer than twenty workers in March 1997.

10. The data set includes eighteen subsidiaries closed and ten subsidiaries suspended in
fiscal 1998.

Table 8.7 U.S. Direct Investment Abroad, Capital Outflows by Country (in
millions of U.S. dollars)

1994 1995 1996 1997

Korea 390 1,051 766 761
Thailand 703 686 501 �130
Indonesia 2,061 519 686 560
Malaysia 553 1,037 963 637
The Philippines 414 269 716 291

Five countries 4,121 3,562 3,632 2,119

Asia and Pacific 13,437 14,342 12,190 13,815
Europe 34,380 52,275 35,992 60,558
Western hemisphere 17,710 16,040 16,081 23,784

All countries 73,252 92,074 74,833 114,537

Source: U.S. Department of Commerce (1998).
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smaller than 50 percent, average sales and profits declined substantially.
On average, they also reduced their employment slightly: 79 percent of
local market–oriented subsidiaries employ fewer workers. In contrast with
this, export-oriented subsidiaries were able to increase their sales by 17
percent and almost doubled their profits. However, compared with their
exports before the crisis and with the increase in exports achieved by local
market–oriented subsidiaries, the increase in exports by export-oriented
subsidiaries does not seem spectacular at all. Moreover, although export-
oriented subsidiaries have enjoyed increases in sales and profits, they ap-
pear to have hesitated to expand their production capacity, and their aver-
age workforce increased by less than 1 percent.

Table 8.9 compares the impact of the crisis across industries in Korea,
Thailand, and Indonesia. The table reveals a number of interesting facts.
First, as we have already seen, local market–oriented subsidiaries, such as
those in the chemical and metal products industry, the transport equip-
ment industry, and in what I have labelled low-tech industries (such as
foodstuffs, wood products, etc., but excluding textiles and garments), were
hardest hit. It is interesting that the average performance of subsidiaries
in the textiles and garments industry was not very good, although their
average exports/sales ratio was high. We can partly explain this by the
difference in export destinations. According to MITI (1998), ASEAN-4
subsidiaries in this industry sold 35 percent of their total exports within
Asia excluding Japan, and exported only 22 percent to Japan in fiscal
1995. In contrast to this, subsidiaries in the electrical machinery industry
exported 51 percent of their total exports to Japan. Subsidiaries in the
textiles and garments industry might have been hit not only in their local
markets but also in their export markets in Asia.

Second, the elasticity of employment to changes of sales, (�employ/
employ)/(�sales/sales), is quite different between industries. In the case of
the textiles and garments industry, the chemical and metal products indus-
try, and the low-tech industries, the elasticity was greater than one. In the
case of the general machinery and precision instruments industry and the
transport equipment industry, the elasticity was smaller than 0.4. Parent
firms of subsidiaries in the textiles and garments industry and the low-
tech industries are relatively small and have lower profit rates on the whole.
In contrast, the majority of subsidiaries in the general machinery and pre-
cision instruments industry and the transport equipment industry has
large parent firms making a substantial profit. Possibly, subsidiaries in the
machinery industry were able to maintain their employment levels because
of support from parent firms.11

11. According to MITI (1998), 62 percent of parent firms of subsidiaries in the textiles
and garments and the low-tech industries had paid-in capital of less than one billion yen. In
the case of subsidiaries in the transport equipment industry and the general machinery and
precision instruments industry, 59 percent of parents had paid-in capital of more than one
billion yen.

280 Kyoji Fukao



Ta
bl

e
8.

9
S

el
ec

te
d

In
di

ca
to

rs
of

Ja
pa

n’
s

M
an

uf
ac

tu
ri

ng
S

ub
si

di
ar

ie
s

in
K

or
ea

,T
ha

ila
nd

,a
nd

In
do

ne
si

a,
by

In
du

st
ry

T
ex

ti
le

s
&

G
ar

m
en

ts
C

he
m

ic
al

&
M

et
al

P
ro

du
ct

s
E

le
ct

ri
ca

lM
ac

hi
ne

ry

N
M

ea
n

St
d.

D
ev

.
N

M
ea

n
St

d.
D

ev
.

N
M

ea
n

St
d.

D
ev

.

Sa
le

s
in

fis
ca

l1
99

6
(m

ill
io

ns
of

ye
n)

71
2,

92
9.

9
3,

83
8.

2
21

5
5,

64
1.

1
12

,4
95

.5
14

5
8,

53
5.

7
12

,1
14

.3
C

ha
ng

e
in

sa
le

s,
fis

ca
l1

99
6–

97
(m

ill
io

ns
of

ye
n)

71
�

95
.7

98
2.

8
21

5
�

15
7.

6
2,

50
0.

9
14

5
1,

35
9.

7
5,

80
3.

8
Sh

ar
e

of
su

bs
id

ia
ri

es
fo

r
w

hi
ch

sa
le

s
w

er
e

do
w

n
71

54
.9

%
21

5
61

.4
%

14
5

39
.3

%

N
et

pr
ofi

ts
in

fis
ca

l1
99

6
(m

ill
io

ns
of

ye
n)

71
�

22
.2

44
1.

4
20

6
15

6.
9

74
2.

6
12

6
28

0.
9

52
5.

1
C

ha
ng

e
in

pr
ofi

ts
,fi

sc
al

19
96

–9
7

(m
ill

io
ns

of
ye

n)
71

�
10

8.
6

54
1.

8
20

4
�

50
4.

6
1,

94
0.

3
12

0
14

.8
1,

12
6.

7
Sh

ar
e

of
su

bs
id

ia
ri

es
fo

r
w

hi
ch

pr
ofi

ts
w

er
e

do
w

n
71

63
.4

%
20

4
71

.6
%

12
0

52
.5

%

E
m

pl
oy

m
en

t
in

fis
ca

l1
99

6
71

64
2.

3
59

4.
7

21
5

40
2.

8
63

7.
1

14
5

95
8.

7
1,

26
3.

6
C

ha
ng

e
in

em
pl

oy
m

en
t,

M
ar

ch
19

97
–M

ar
ch

98
71

�
44

.3
25

8.
7

21
5

�
38

.3
25

9.
6

14
5

�
20

.6
39

7.
0

Sh
ar

e
of

su
bs

id
ia

ri
es

em
pl

oy
in

g
fe

w
er

w
or

ke
rs

71
40

.8
%

21
5

41
.9

%
14

5
44

.8
%

E
xp

or
ts

-s
al

es
ra

ti
o

in
fis

ca
l1

99
6

43
63

.4
%

37
.6

15
6

21
.6

%
30

.4
11

4
55

.3
%

40
.0

Im
po

rt
s–

to
ta

lp
ro

cu
re

m
en

t
ra

ti
o

in
fis

ca
l1

99
6

29
36

.7
%

35
.0

12
1

47
.9

%
36

.7
97

63
.2

%
31

.2
C

ha
ng

e
in

im
po

rt
s–

to
ta

lp
ro

cu
re

m
en

t
ra

ti
o,

fis
ca

l1
99

6–
97

26
8.

9%
20

.9
10

6
1.

6%
30

.8
86

�
5.

0%
23

.5
E

xp
or

ts
to

Ja
pa

n
in

fis
ca

l1
99

6
43

50
2.

7
69

8.
7

15
6

30
1.

3
1,

76
2.

3
11

6
3,

18
6.

4
10

,3
63

.9
(c

on
ti

nu
ed

)



C
ha

ng
e

in
ex

po
rt

s
to

Ja
pa

n,
fis

ca
l

19
96

–9
7

(m
ill

io
ns

of
ye

n)
40

�
27

.4
42

7.
5

13
6

45
.5

27
5.

8
10

0
61

7.
7

1,
97

3.
8

C
ap

it
al

eq
ui

ty
ow

ne
d

by
Ja

pa
ne

se
pa

re
nt

(s
),

fis
ca

l1
99

6
71

30
9.

2
53

3.
7

21
5

75
6.

8
3,

95
4.

2
14

5
94

5.
4

1,
49

1.
3

P
er

ce
nt

ag
e

of
eq

ui
ty

sh
ar

es
ow

ne
d

by
Ja

pa
ne

se
pa

re
nt

(s
),

M
ar

ch
19

97
71

57
.3

%
21

.1
21

5
54

.7
%

22
.9

14
5

73
.0

%
26

.3
N

et
in

cr
ea

se
in

Ja
pa

ne
se

ca
pi

ta
l

pa
rt

ic
ip

at
io

n
ra

te
,M

ar
ch

19
97

–M
ar

ch
98

71
3.

4%
14

.8
21

5
0.

9%
12

.9
14

5
2.

6%
12

.4
Sh

ar
e

of
su

bs
id

ia
ri

es
in

w
hi

ch
Ja

pa
n’

s
ca

pi
ta

lp
ar

ti
ci

pa
ti

on
ra

te
w

as
in

cr
ea

se
d

71
21

.1
%

21
5

11
.6

%
14

5
11

.0
%

G
en

er
al

M
ac

hi
ne

ry
&

P
re

ci
si

on
In

st
ru

m
en

ts
T

ra
ns

po
rt

E
qu

ip
m

en
t

L
ow

T
ec

h
In

du
st

ri
es

N
M

ea
n

St
d.

D
ev

.
N

M
ea

n
St

d.
D

ev
.

N
M

ea
n

St
d.

D
ev

.

Sa
le

s
in

fis
ca

l1
99

6
(m

ill
io

ns
of

ye
n)

68
3,

66
5.

3
6,

66
7.

8
11

4
16

,2
24

.4
39

,4
28

.8
11

0
4,

47
5.

4
10

,1
09

.7
C

ha
ng

e
in

sa
le

s,
fis

ca
l1

99
6–

97
(m

ill
io

ns
of

ye
n)

68
�

18
6.

4
2,

45
5.

2
11

4
�

4,
07

7.
4

15
,4

44
.1

11
0

�
47

9.
4

2,
18

8.
5

Sh
ar

e
of

su
bs

id
ia

ri
es

fo
r

w
hi

ch
sa

le
s

w
er

e
do

w
n

68
55

.9
%

11
4

70
.2

%
11

0
62

.7
%

N
et

pr
ofi

ts
in

fis
ca

l1
99

6
(m

ill
io

ns
of

ye
n)

65
25

6.
9

72
1.

5
11

0
84

8.
1

2,
01

7.
1

10
3

29
4.

1
�

45
3.

0

Ta
bl

e
8.

9
(c

on
ti

nu
ed

)

T
ex

ti
le

s
&

G
ar

m
en

ts
C

he
m

ic
al

&
M

et
al

P
ro

du
ct

s
E

le
ct

ri
ca

lM
ac

hi
ne

ry

N
M

ea
n

St
d.

D
ev

.
N

M
ea

n
St

d.
D

ev
.

N
M

ea
n

St
d.

D
ev

.



C
ha

ng
e

in
pr

ofi
ts

,fi
sc

al
19

96
–9

7
(m

ill
io

ns
of

ye
n)

63
32

.4
58

0.
0

10
9

�
73

1.
0

1,
78

8.
1

10
0

�
25

4.
7

�
21

.2
Sh

ar
e

of
su

bs
id

ia
ri

es
fo

r
w

hi
ch

pr
ofi

ts
w

er
e

do
w

n
63

55
.6

%
10

9
79

.8
%

10
0

59
.0

%

E
m

pl
oy

m
en

t
in

fis
ca

l1
99

6
68

28
1.

3
41

3.
3

11
4

82
0.

2
1,

53
1.

9
11

0
57

1.
1

87
4.

3
C

ha
ng

e
in

em
pl

oy
m

en
t,

M
ar

ch
19

97
–M

ar
ch

98
68

2.
5

36
.4

11
4

�
74

.7
30

6.
2

11
0

�
67

.3
7,

22
9.

4
Sh

ar
e

of
su

bs
id

ia
ri

es
em

pl
oy

in
g

fe
w

er
w

or
ke

rs
68

41
.2

%
11

4
55

.3
%

11
0

31
.8

%

E
xp

or
ts

-s
al

es
ra

ti
o

in
fis

ca
l1

99
6

46
29

.5
%

36
.6

96
15

.5
%

27
.9

72
42

.6
%

43
.4

Im
po

rt
s–

to
ta

lp
ro

cu
re

m
en

t
ra

ti
o

in
fis

ca
l1

99
6

39
50

.2
%

34
.3

86
52

.5
%

31
.1

56
31

.8
%

35
.8

C
ha

ng
e

in
im

po
rt

s–
to

ta
lp

ro
cu

re
m

en
t

ra
ti

o,
fis

ca
l1

99
6–

97
30

�
4.

1%
34

.8
82

�
1.

8%
25

.1
49

�
7.

5%
18

.8
E

xp
or

ts
to

Ja
pa

n
in

fis
ca

l1
99

6
47

74
7.

2
2,

64
2.

1
97

30
8.

7
1,

82
0.

6
72

51
3.

3
91

5.
8

C
ha

ng
e

in
ex

po
rt

s
to

Ja
pa

n,
fis

ca
l

19
96

–9
7

(m
ill

io
ns

of
ye

n)
38

�
18

0.
0

2,
36

5.
5

95
45

8.
8

4,
35

3.
3

63
�

33
.7

32
3.

6

C
ap

it
al

eq
ui

ty
ow

ne
d

by
Ja

pa
ne

se
pa

re
nt

(s
),

fis
ca

l1
99

6
68

60
3.

8
1,

34
4.

3
11

4
45

3.
5

62
5.

2
11

0
50

8.
5

1,
18

2.
5

P
er

ce
nt

ag
e

of
eq

ui
ty

sh
ar

es
ow

ne
d

by
Ja

pa
ne

se
pa

re
nt

(s
),

M
ar

ch
19

97
68

65
.2

%
25

.4
11

4
50

.6
%

21
.5

11
0

57
.1

%
25

.4
N

et
in

cr
ea

se
in

Ja
pa

ne
se

ca
pi

ta
l

pa
rt

ic
ip

at
io

n
ra

te
,M

ar
ch

19
97

–M
ar

ch
98

68
3.

6%
16

.6
11

4
2.

1%
10

.8
11

0
�

0.
4%

10
.6

Sh
ar

e
of

su
bs

id
ia

ri
es

in
w

hi
ch

Ja
pa

n’
s

ca
pi

ta
lp

ar
ti

ci
pa

ti
on

w
as

in
cr

ea
se

d
68

11
.8

%
11

4
14

.0
%

11
0

10
.0

%

S
ou

rc
e:

A
ut

ho
r’s

ca
lc

ul
at

io
ns

ba
se

d
on

th
e

M
IT

I
da

ta
se

t.
N

ot
e:

N
�

nu
m

be
r

of
ob

se
rv

at
io

ns
.



Third, trends in subsidiaries’ exports to Japan are also quite different
across industries. Subsidiaries in the transport equipment industry, the
electrical machinery industry, and the chemical and metal products indus-
try have increased their exports to Japan considerably. In contrast, exports
to Japan by subsidiaries in the other industries have declined.

Fourth, subsidiaries in the electrical machinery, the general machinery
and precision instruments industry, and the low-tech industries have re-
duced their imports/total procurement ratio by more than 4 percent.

Economic conditions in the ASEAN-4 countries and Korea did not
deteriorate in the same way. The performance of Japanese subsidiaries
was also different across the five host countries. Figures 8.2 and 8.3 show re-
cent trends in these countries’ real exchange rates and manufacturing pro-
duction indexes. The currency crisis spread from Thailand to the other
ASEAN-4 countries very quickly in July 1997, whereas the Korean won
started depreciating four months later. The sharp decline in production in
Thailand preceded the recession in the other four countries. In the case of
the Philippines, the impact of currency depreciation on the macroeconomy
was relatively moderate in 1997.

Our data set covers subsidiaries’ activities of fiscal 1996 and 1997.
Therefore, the selected indicators for the subsidiaries in the different coun-
tries shown in table 8.10 correspond to macroeconomic trends before
March 1998. According to table 8.10, subsidiaries in Thailand have experi-
enced the sharpest decline in sales and profits. Here, 71 percent of all sub-
sidiaries registered a decline in profits. However, subsidiaries in Thai-
land did not reduce their employment substantially. Subsidiaries in Korea,
in contrast, reduced their employment levels considerably while experienc-
ing modest declines in sales and profits. One possible explanation for this
difference runs as follows. Japanese subsidiaries in Thailand are generally
younger than subsidiaries in Korea.12 Younger subsidiaries tend to be
equipped with more advanced machinery. Changes in economic conditions
in host countries also sometimes make locational advantages of old subsid-
iaries obsolete, so subsidiaries in Thailand may have been better posi-
tioned than subsidiaries in Korea. Many Japanese parents seem eager to
support their subsidiaries in Thailand. In the case of Thailand, the per-
centage of subsidiaries in which Japan’s capital participation rate in-
creased amounted to 14.7 percent, which was the highest among the five
countries.

It is also interesting that subsidiaries in Thailand actively increased their
exports to Japan. According to table 8.10, Japanese manufacturing subsid-
iaries in Thailand increased their exports to Japan by 85 billion yen (371

12. In my data set, the majority of Japan’s manufacturing subsidiaries in Korea were estab-
lished before 1987. In the case of Thailand, about three-fourths of manufacturing subsidiar-
ies were established after 1987.
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million yen times 228 subsidiaries). This is a considerable amount com-
pared to the current account deficit of Thailand, which stood at $3 billion
in 1997. Even under the serious economic conditions in Thailand, export-
oriented subsidiaries were better off. According to my data set, subsidiar-
ies with exports/sales ratios exceeding 50 percent increased their average
sales by 20 percent and saw their profits rise by 66 percent. However, they
increased their workforce by only 2 percent.

Although their average sales have increased, subsidiaries in Indonesia
and Malaysia experienced a decline in profits and cut their workforce sub-
stantially. Among the five countries, only subsidiaries in the Philippines
increased their average workforce. Seventy-five percent of subsidiaries in
the Philippines were employing more workers in March 1998 than in
March 1997. They also increased their average exports to Japan by 65
percent.

Subdividing Japan’s manufacturing subsidiaries in Korea, Thailand, and
Indonesia into two groups, tables 8.11 through 8.14 show how several
characteristics of subsidiaries affected their performance and response.

Subsidiaries majority-owned by Japanese firms were generally more ex-
port oriented than were minority-owned ones (table 8.11). There is a 19
percent gap in the average exports/sales ratio between the two groups.
Many developing countries have linked export performance requirements
with restrictions on capital participation rates for foreign investors. Local
market–oriented foreign subsidiaries are usually required to be joint ven-
tures with a local partner as the majority owner. According to the Japan
Machinery Center for Trade and Investment (1997), many Japanese sub-
sidiaries in Asia reported that they are restricted by such linkage policies.
Because of their local market–oriented characteristics, minority-owned
subsidiaries were more severely hit by the crisis. After the crisis, all the five
countries relaxed their regulations on capital participation rates for foreign
firms (Japan External Trade Organization [JETRO] 1999). Such policy
changes certainly contributed to the substantial increase in Japan’s capital
participation rate, especially in the case of minority-owned subsidiaries.
In the case of minority-owned subsidiaries, 17 percent of all subsidiaries
experienced an increase in the Japanese capital participation rate.

In table 8.12, subsidiaries are subdivided by value added per worker.
This shows that the decline in sales was more moderate in the case of
subsidiaries with a value added per worker of less than 1.5 million yen.
This is probably due to the fact that these subsidiaries were more export
oriented. Moreover, despite the stable trend in sales, these subsidiaries
reduced their employment more substantially. One possible explanation is
that subsidiaries with a high value added per worker are reluctant to lay off
workers because these have accumulated considerable firm-specific skills.

Table 8.13 shows that subsidiaries owned by larger parents were hit
harder, but these subsidiaries expanded their exports to Japan greatly.
Probably, with the help of their large parent firm this type of subsidiary
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was able to switch from local sales to exports.13 An increase in the Japanese
capital participation rate has also been more common in this group of sub-
sidiaries.

8.5 Econometric Analysis of Subsidiaries’ Responses to the Crisis

Because Japanese subsidiaries seem to be characterized not by nimble-
ness but by perseverance, we study which types of subsidiaries are reluc-
tant to cut their workers when their sales are declining. As we have seen
in table 8.9, the elasticity of employment to changes in sales, (�employ/
employ)/(�sales/sales), is quite different across industries. Using the micro-
data for Japanese subsidiaries in the ASEAN-4 and Korea, as I explained
in the previous section, I estimate determinants of subsidiaries’ elasticities
of employment to a negative change in sales.

In order to estimate determinants of subsidiaries’ elasticities of employ-
ment to a negative change in sales, I use the following model:

(1) GEMP SIGNGSAL GSAL CHAR

SIGNGSAL GSAL EXCH

i i i i

i i i iu

= + ∗ + +

∗ − ∗ + +

� � � � �

�

0 1 2 0 1

31

( )

( ) ,

where i is the index for subsidiaries; GEMP is the growth rate of employ-
ment from March 1997 to March 1998; GSAL is the growth rate of sales
from fiscal 1996 to fiscal 1997; SIGNGSAL is a dummy variable which
takes the value 1 if and only if GSAL 	 0; CHAR denotes a certain char-
acteristic that might affect the elasticity; EXCH is the depreciation rate of
the host country’s currency against the U.S. dollar from fiscal 1996 to fiscal
1997 (comparison between two annual averages);14 and u is the usual er-
ror term.

As CHAR, I tried the following six variables.

13. According to Nikkei (1999a) and a personal interview, both Toyota Motor Co. and
Nissan Motor Co. started exports of their Thai-made pickup trucks “Hilux” and “Dutsan”
to Australia, after the crisis, in order to support their Thai subsidiaries. Toyota also increased
exports of its Thai-made diesel engine to Japan. We should note that not all the Japanese
subsidiaries in the region have easily expanded their exports. For example, in contrast with
the case of Thailand, Japanese automobile companies could not substantially increase ex-
ports from their Indonesian subsidiaries because of two problems (Fujimoto and Sugiyama
1999). First, since their Indonesian models have low local content compared to their Thai
and Malaysian counterparts, improvements of price competitiveness by Indonesian currency
depreciation were limited. Second, designs of their Indonesian models, which are mainly van-
or minibus-type commercial vehicles, were too adapted to the Indonesian market for export
to other regions.

14. All five countries experienced currency depreciation in this period. Theoretically, the
relationship between the size of currency depreciation and the growth rate of a subsidiary’s
employment is ambiguous. Since currency depreciation will increase a subsidiary’s optimal
employment-sales ratio, it might have a positive effect on the subsidiary’s employment. On
the other hand, the size of currency depreciation indicates the seriousness of the currency
crisis and might have a negative relationship with the subsidiary’s employment.
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1. ASSET: Total assets of the prime Japanese parent firm, in March
1997 (billion yen).

2. PROF: The net profit/total asset ratio of the prime Japanese parent
firm, in fiscal 1996.

3. KEI: Total number of workers employed in the host country by the
manufacturing subsidiaries whose parents belong to the same vertical
keiretsu (corporate group) as subsidiary i’s parent divided by subsidiary i’s
own employment, in March 1997; information on vertical keiretsu relation-
ships among parents were taken from Touyou Keizai Shinpou-sha (1998).

4. CAP: Capital participation rate of Japanese firms, in March 1997.
5. LOBO: Subsidiary’s long-term local borrowing from non-Japanese

banks divided by its owned capital, in March 1996. (The source of this
data is MITI 1996).

6. VALUE: Subsidiary’s value added per worker in fiscal 1997 (million
yen).

A subsidiary owned by a large parent firm, by a parent with higher profit
rate, or by a parent with a greater keiretsu networks in the same host coun-
try is likely to get the parent firm’s or keiretsu-related subsidiaries’ support
easily, and tends to keep its employment unchanged. Japanese parents will
be more eager to support their subsidiary if their capital participation rate
is higher. Thus I expect negative coefficients for ASSET, PROF, KEI,
and CAP.

According to Dollar and Hallward-Driemeier (1998) and Lamberte et
al. (1999), firms with foreign ties performed better than independent local
firms in Thailand and the Philippines after the crisis. Firms with foreign
ties tend to have a higher capacity utilization level and keep employment
after the crisis. One probable reason for this difference is that firms with
foreign ties can get parent firms’ support. Another probable reason is that
firms with foreign ties tend to be less exposed to the local economy in
several aspects. First, firms with foreign ties have a higher exports/sales
ratio than independent local firms, on average (Dollar and Hallward-
Driemeier 1998) and are likely to be less hard hit by contraction of local
demand. In table 8.8, we have already seen that Japanese subsidiaries with
higher export/sales ratios performed much better than other subsidiaries.15

Second, firms with foreign ties are less connected with local banks and
local financial markets. They tend to finance their funds from parent firms
or from banks of their home countries. In the recent Asian currency crisis,
almost all the crisis-hit countries took contracting monetary policy and
invited financial crisis. Under such a financial crunch, foreign subsidiaries

15. According to Japan Overseas Economic Cooperation Fund’s (OECF’s) enterprise sur-
vey, which covers both firms with foreign ties and local independent firms, export-oriented
firms tend to keep their production after the crisis in Thailand (OECF and Japan Research
Institute of Development Assistance [RIDA] 1999).
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less connected with local banks are likely to be able to keep their employ-
ment. I include LOBO as an explanatory variable to test this hypothesis.

It is sometimes argued that the Japanese production system depends
more on the accumulation of firm-specific skills. This means that Japanese
FDI is accompanied by large sunk cost. If substantial sunk costs are in-
volved, a parent firm will support its subsidiary under adversary con-
ditions. It seems that firm-specific skills play a more important role in
subsidiaries with higher value added per worker, so I expect a negative
coefficient for VALUE.16

Equation (1) can be transformed into the following equation:

(2) GEMP GSAL SIGNGSAL

GSAL CHAR SIGNGSAL

GSAL EXCH

i i i

i i i

i i iu

= + + − −

∗ + ∗ −

∗ + +

� � � � �

� �

�

0 1 2 0 1

2 1

3

1

1

( )( )

( )

.

Since GSAL and SIGNGSAL are endogenous variables, I estimated
equation (2) by the following two-step method. In the first step, I estimated
a linear model for GSAL by OLS and two Tobit models for (1 � SIGN-
GSAL) ∗ GSAL and CHAR ∗ (1 � SIGNGSAL) ∗ GSAL. In the second
step, I estimated equation (2) by ordinary least squares (OLS) using the
predicted values of GSAL, (1 � SIGNGSAL) ∗ GSAL, and (1 � SIGN-
GSAL) ∗ CHAR ∗ GSAL in place of actual values of the explanatory vari-
ables.

For the linear model and the first Tobit model for (1 � SIGNGSAL) ∗
GSAL, I used the following variables as exogenous explanatory variables:
EXP, which equals [subsidiary’s exports/sales ratio in fiscal 1996] ∗ EXCH;
IMP, which equals [subsidiary’s imports/procurement ratio in fiscal 1996]
∗ EXCH; EXPE, which equals number of months of production since start
of operations as of March 1996; CAP; country dummies (the dummy for
Indonesia was omitted); and thirteen industry dummies (the dummy for
the food product industry was omitted).

Equation (1) in table 8.14 is the result of the linear model estimation for
GSAL by OLS. It is found that subsidiaries which have a higher exports/
total sales ratio and are located in a country experiencing greater currency
depreciation tended to have a higher growth rate of sales. It is confirmed
that export-oriented subsidiaries were less hit by the Asian currency crisis.
It is also found that younger subsidiaries have the higher growth rate of
sales. Capital participation rate of Japanese firms has positive effect on
the growth rate of sales. The coefficient of the term [subsidiary’s imports/

16. I should note that there are many other factors, such as the capital-labor ratio, the
capacity utilization level, and so on that might affect value added per worker, and VALUE
is a quite indirect indicator of the importance of firm-specific skills.
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procurement ratio] ∗ EXCH was not significant. Estimated coefficients of
country dummies show that subsidiaries in the Philippines and Indonesia
performed better than those in the other three countries. After controlling
for the subsidiary’s characteristics and country-specific factors, there is no
significant additional variation in the growth rate of sales across industries.
In equations (2)–(4), I tried several different specifications by replacing
CAP with other characteristics of subsidiaries, such as, ASSET, PROF,
and KEI. However, the coefficients of these variables were not significant,
so I used the predicted value of GSAL by equation (1) for the second step.
For the first Tobit model for (1 � SIGNGSAL) ∗ GSAL, I used the same
explanatory variables as equation (1) of table 8.14, and for the second
Tobit model for CHAR ∗ (1 � SIGNGSAL) ∗ GSAL, I used the same
explanatory variables as equation (1) of table 8.14 plus CHAR.17

Table 8.15 shows the results of the second step of estimating equation
(2) for six CHAR variables. Negative and significant estimated coefficients
of ASSET and KEI imply that a subsidiary owned by a large parent firm
or owned by a parent with a greater keiretsu network in the same host
country tends to keep its employment unchanged. These findings seem to
imply that parent firms’ support is important for subsidiaries to keep their
employment. Contrary to my hypothesis, it is found that subsidiaries with
higher Japanese capital participation rate (CAP) tend to keep their em-
ployment. The coefficient of PROF and LOBO were insignificant. The lat-
ter result implies that I could not confirm the hypothesis that foreign sub-
sidiaries less connected with local banks are likely to be able to keep their
employment. I have also found that if a subsidiary has high value added
per worker, it will tend to keep its employment. To check the robustness
of the results, I estimated equations that include several CHAR variables
at one time (equations [12]–[14]). In these regressions, the estimated co-
efficients of ASSET, KEI, and VALUE did not change substantially and
were still significant, but the coefficient of CAP became insignificant.18

8.6 Conclusions

After the financial crisis in Asia, Japanese firms increased their FDI
flows to the ASEAN-4 countries and Korea mainly in order to support

Japanese Subsidiaries in Asia and the Regional Crisis 299

17. For PROF ∗ (1 � SIGNGSAL) ∗ GSAL, I estimated a linear model because PROF
can take negative values.

18. I also tried reduced-form regressions of linear models directly, with change in employ-
ment as the dependent variable. Table 8.16 shows the results of these new regressions. Al-
though the simple linear models do not fit the data well, the results are not inconsistent with
my other results, which are summarized in tables 8.14 and 8.15. Positive estimated coeffi-
cients of EXP imply that subsidiaries which have higher exports-total sales ratios and are
located in countries that experienced greater currency depreciation tend to have higher
growth rates of employment. Positive and significant estimated coefficients of KEI and
VALUE imply that subsidiaries which are owned by a parent with a greater keiretu network
in the same host country or have high value added per worker tend to keep their employment.
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their troubled subsidiaries. The number of new FDI cases (including ac-
quisitions), however, declined substantially. Expansions of existing sub-
sidiaries were also very rare. In Korea, Thailand, and Indonesia, export-
oriented subsidiaries, which are defined as subsidiaries with exports/sales
ratios greater than 50 percent, increased their sales by 17 percent and
almost doubled their profits; but they expanded their average employment
by less than 1 percent. Although new investments and capacity expansions
were rare, Japanese subsidiaries persevered in maintaining employment
levels. The persistence of Japanese companies is shown by the fact that
even local market–oriented subsidiaries barely reduced employment levels
despite sharp declines in sales and profits. Parent firms supported their
affiliates by raising their paid-up capital and helped their local market–
oriented subsidiaries, such as those in the transport equipment industry,
boost their exports substantially.19 It seems that the prime cause of Japa-

19. Japanese parent firms also took several other measures to support their subsidiaries in
the region. Toyota expanded its project to invite workers of developing countries to Japan
for on-the-job training after the crisis. In order to keep skilled workers of subsidiaries in
ASEAN countries, Toyota doubled the number of invited workers from the region to about
500 in fiscal 1998. This project was supported by the Association for Overseas Technical
Scholarship (AOTS), whose activity is partly financed by the Japanese government. Ac-
cording to a personal interview, several parent firms transferred their profit to their subsidiar-
ies in the region by transfer pricing.

Table 8.16 Determinants of the Growth Rate of Subsidiary’s Employment

Eq. 15 Eq. 16 Eq. 17 Eq. 18 Eq. 19

EXP 0.104 0.116 0.134 0.124 0.088
(1.688)* (1.632) (1.895)* (1.755)* (1.180)

EXCH �0.161 �0.221 �0.216 �0.161 �0.209
(�1.042) (�1.295) (�1.296) (�0.928) (�1.171)

ASSET 0.00040
(0.488)

KEI 0.0038
(2.894)**

VALUE 0.00470
(2.185)**

IMP 0.0288
(0.365)

N 743 496 503 626 599
F-value 0.59 0.63 1.14 0.79 0.49
Prob 	 F 0.886 0.859 0.311 0.697 0.955
Adjusted R2 �0.0084 �0.0120 0.0046 �0.0054 �0.0140

Notes: Estimated coefficients of industry dummies and constant terms are omitted. N � number of ob-
servations.
**Significant at the 5 percent level.
*Significant at the 10 percent level.
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nese subsidiaries’ export increase is not production expansion by export-
oriented subsidiaries but the struggle for survival by previously local
market–oriented subsidiaries.

Since Japanese subsidiaries seem to be characterized not by nimbleness
but by perseverance, I studied what type of subsidiaries were reluctant to
cut their workforces even when their sales were declining. Using econo-
metric analysis on subsidiary-level data, I found that a subsidiary’s elastic-
ity of employment to a negative change of sales depends upon several
characteristics of the subsidiary. I found that a subsidiary owned by a large
parent firm or owned by a parent with a greater keiretsu network in the
same host country tends to maintain its employment levels. This finding
seems to imply that parent firms’ support is important for subsidiaries to
maintain their employment levels. I also found that if a subsidiary has a
high value added per worker, it will tend to keep its employment level.

Probably, Japanese parent firms cannot exploit host countries’ currency
crisis and the “fire sale” of local firms in part because they themselves
are in trouble due to the deep recession in Japan. In order to explain the
perseverance of Japanese parent firms, we need another hypothesis. One
possible explanation is that they are patient because of sunk costs. It is
sometimes argued that the Japanese production system depends more on
long-term supplier relationships and the accumulation of firm-specific
skills. This means that Japanese FDI is accompanied by large sunk costs.
If substantial sunk costs are involved, a parent firm will support its subsid-
iary under adverse conditions. Long-term commitments inevitably incur
larger losses when investments fail. The emphasis on long-term relation-
ships is thought to have made Japanese firms sensitive to risk and wary of
making new investments, including corporate acquisitions. Unfortunately,
my data set covers too short a period, and statistics on U.S. subsidiaries’
activities for 1998 are not yet available. By expanding the time span of my
analysis and by comparing Japanese subsidiaries’ response with that of U.S.
subsidiaries, we may be able to obtain more rigorous results in the future.

What lessons can be learned from these recent experiences? First it was
confirmed that direct investment is a much more reliable form of capital
movement than quick-at-flight portfolio investment and international
bank loans in an economic crisis.20 Second, optimistic expectations that
weak currencies of the host countries would naturally bring about an in-
crease in direct investment have proved to be mistaken. To be able to re-
turn to the desirable conditions before the Asian economic crisis, where
direct investment was the nucleus around which the intraregional division
of labor developed and economic growth continued, Japan and other for-
eign governments would need to support direct investment actively.

20. Analysis by the United Nations Conference on Trade and Development (UNCTAD
1999) also confirms this fact.
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Comment Mario B. Lamberte

Let me start by saying that I learned a lot from this paper. Indeed, there
are very few studies that have analyzed the effects of the regional financial

Mario B. Lamberte is president of the Philippine Institute for Development Studies
(PIDS).
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crisis on firms and their responses to such crisis using microlevel data; one
of these is Dr. Fukao’s paper. I would like to comment on a few points of
his paper to help me better understand his results.

BoP Data versus Microeconomic Level

The paper has pointed out that Japan’s FDI flows (on the basis of BoP
statistics) to the Asian region increased after the crisis. The reason put
forward on page 277 is that “Japanese firms increased their FDI flows to
the Asian countries mainly in order to financially assist their subsidiaries
that were suffering from deteriorating financial conditions.” The FDI flows
were not meant for merger and acquisition (M&A) purchases or for
“greenfield investment.” This explanation seems to be inconsistent with
firm-level data. On page 275, the study points out that “according to MITI
(1999b), Japan’s manufacturing subsidiaries in the ASEAN-4 countries
have reduced their investments in tangible fixed assets (excluding land) by
54 percent from the third quarter of 1997 to the third quarter of 1998.
Even subsidiaries in the electrical machinery industry, which are the most
export oriented and the least hit by the crisis, reduced their investment by
25 percent during this period.”

Differences in Behavior between Japanese and U.S./European Firms

The paper has noted that, “Compared with U.S. and European firms,
[Japanese firms] made quite limited amounts of cross-border M&A pur-
chases [in the ASEAN-4 countries and Korea]” (277). It could be that
Japanese firms are not seizing the investment opportunities available in
Asian countries during the financial turmoil. However, one must ask the
question: Who is buying firms in Asia? In the case of U.S. and German
firms, investment banks and companies could have been acquiring firms
in Asia with the intention of unloading them later when their value returns
to their precrisis level. In the case of Japanese firms, these may not be
investment banks and companies, which I think are currently having fi-
nancial difficulties with many of their investments turning sour, but manu-
facturing firms looking for strategic, long-term investment in the Asian
region.

Excluding the Philippines

I am a bit disappointed to read that in the detailed microlevel portion
of the paper the Philippines was excluded from the analysis because of
being the least adversely affected by the it. The analysis could have been
enriched had the Philippines been included, because the results could per-
haps tell us how Japanese subsidiaries in the least adversely affected coun-
tries behaved differently from those hardest hit by the crisis.

The following figures reflect some of our recent findings using the latest
firm-level survey data conducted by the National Statistics Office (NSO)
with support from the World Bank. Figure 8C.1 shows that there was a
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higher proportion of domestically owned firms admitting that they had
fewer workers in the wake of the regional crisis than of foreign-owned
firms doing so. Figure 8C.2 shows that while the average capacity utiliza-
tion of wholly domestically owned firms dropped significantly during the
period 1996 to the first half of 1998, that of foreign-owned firms had
hardly changed at all.

Switching from Local Sales to Exports

The paper found that subsidiaries owned by larger parents were hit
harder by the crisis and that they “expanded their exports to Japan greatly.
Probably, with the help of their large parent firm this type of subsidi-
ary was able to switch from local sales to exports” (290–94). Is this a
temporary measure adopted by parent firms, which are expecting the host
countries’ market to improve a few months down the line? Did parent
companies do something quickly to their subsidiaries to make them in-
ternationally competitive? Or were the subsidiaries already internation-
ally competitive, but were simply paying more attention to the domestic
market due to huge demand for their products before the onset of the
crisis?

Econometric Analysis

In the econometric model, the dependent variable is GEMP, which is
the growth of employment from March 1997 to March 1998. During the
crisis period, the laying off of workers was only one of the responses of
firms. There were other measures, such as cutting down on work hours or
the workweek, forced vacation, and so on. In the Philippines, foreign-
owned firms took advantage of these measures (see table 8C.1).

The net profit–total asset ratio of the prime Japanese parent firm in
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Fig. 8C.1 Capacity utilization by foreign control
Source: NSO (1998).
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fiscal year 1996 was used as one of the independent variables in one of the
regression runs. Was this based on a consolidated financial statement or
did it exclude the contribution of the subsidiaries? These different measure-
ments could have different impacts on the dependent variable.

By estimating equations using different representations of the variable
CHAR, the variable in question could have picked up the effects of other
variables. Why not estimate an equation using all the variables represent-
ing CHAR, except ASSET, which could be highly correlated with PROF
or CAP?
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Comment Assaf Razin

An important aspect of FDI is that it is proven to be resilient during fi-
nancial crises, in situations of international illiquidity, when the country’s
consolidated financial system has short-term obligations in foreign cur-
rency in excess of the amount of foreign currency to which the country has
access on short notice. In this context, FDI flows provide the only direct
link between the domestic capital market in the host country and the world
capital market at large. Indeed, FDI flows to the East Asian countries were
remarkably stable during the global financial crises of 1997–98. In sharp
contrast, portfolio equity and debt flows, as well as bank loans, dried up
almost completely during the same period. The resilience of FDI to finan-
cial crisis was also evident in the Mexican crisis of 1994 and the Latin
American debt crisis of the early 1980s. This may reflect a unique charac-
teristic of FDI, which is determined by considerations of ownership and
control by multinationals of domestic activities, which are more long term
in nature, rather than by short-term fluctuations in the value of domestic
currency and the availability of credit and liquidity.

Kyoji Fukao has access to a unique data set that can shed light on the
resiliency of FDI. He sets himself up to deal with one empirical hypothe-
sis: Due to firm-specific skills and sunk (human and physical capital) in-
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vestment costs, employment will not drop as much as sales during the
crisis.

Method and Findings

In the typical regression, the dependent variable is employment growth
and the explanatory variables are (a) sales growth (interacting with busi-
ness activity upswing and downswing dummies); (b) parent’s firm charac-
teristics; and (c) subsidiary firm’s characteristics.

The hypothesis implies the existence of a kink in the employment-sales
growth equation. When employment growth is positive, employment re-
sponds linearly to sales growth, while the employment response to negative
sales growth is inelastic. Since the upswing (downswing) dummy is poten-
tially endogenous, the estimation is carried out in two stages. In the first
stage a Tobit model is implemented to estimate interactions between the
dummy variable and sales growth. The second stage uses the predicted val-
ues of this interaction term in the employment-sales growth equation.

The author finds that the evidence supports a kink-shaped schedule for
employment growth and sales growth. He also finds that the characteris-
tics of the parent firm, such as parent firm profits and its ownership share
in the subsidiaries (which are related to the incentive of parent firms to
support employment in subsidiaries during crisis), are significant statisti-
cally in the regressions. He also finds that evidence that new subsidiaries
and high-productivity subsidiaries tend to keep employment more than
old and low-productivity subsidiaries, in line with the hypothesis.

Critique

My critique is threefold:

1. A key element of the crisis, the huge depreciation of the real ex-
change rate, is totally ignored. For example, the author does not differen-
tiate between export-oriented and domestic-market-oriented firms, con-
cerning their different behavior when the real exchange rate is stable versus
when it is sharply depreciated.

2. Investment data are ignored. A plausible related hypothesis that could
have been tested, if investment data were available, concerns the response
of the ratio of human to physical capital to real depreciations. When the
real exchange rate depreciates and human capital becomes relatively cheap
compared to physical capital, there will be a substitution effect away from
physical capital, which can help explain the finding of stable employment
during the business downswing.

3. Evidently, the employment-sales relationship is a dynamic concept,
but the author pursues only contemporaneous relationships between the
variables. A longer time series and a dynamic analytical framework of
the response of employment to sales is warranted in order to understand
the nature of the effect of crises on the employment-sales relationship.
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�9
Social Benefits and Losses
from FDI
Two Nontraditional Views

Assaf Razin, Efraim Sadka, and Chi-Wa Yuen

9.1 Introduction

It is commonly believed that foreign direct investment (FDI) is benefi-
cial for growth in less developed countries. Among other things, direct
investment by multinational corporations in developing countries is con-
sidered a major channel for access to advanced technologies owned by the
major industrial countries. In particular, technological diffusion can take
place through imports of new varieties of inputs. This is in addition to the
usual role of FDI as a channel for bringing in foreign savings to augment
the stock of domestic capital. Both the technology-transfer and the tra-
ditional capital-augmenting roles of FDI translate into greater income
growth in the host country. Indeed, in a sample of sixty-nine developing
countries over the period 1970–89, Borensztein, De Gregorio, and Lee
(1998) provide evidence of (a) complementarity between FDI and human
capital on income growth; (b) complementarity between FDI and non-
FDI domestic investment; and (c) productivity gains from FDI exceeding
those from non-FDI domestic investment.1

Assaf Razin is professor of economics at Tel Aviv University and Stanford University and
a research associate of the National Bureau of Economic Research. Efraim Sadka is the
Henry Kaufman Professor of International Capital Markets at The Eitan Berglas School of
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1. The contribution of FDI to growth is evident only when the interaction between human
capital and FDI is included in the regression analysis. Their interpretation is that FDI flows
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FDI can improve efficiency by promoting competition. The large size of
multinational enterprises and the advanced technology they possess often
enable them to invest in industries in which barriers to entry (such as large
capital requirements) limit the potential access of local competitors.2

Overall, the first view of FDI that we shall take in this paper focuses on
their effects on technology transfer and promotion of competition. These
effects are in addition to the traditional gains from trade afforded by FDI,
i.e., the blending of foreign savings with domestic savings to finance do-
mestic investment. We shall formalize these effects in a stylized model and
provide a quantitative assessment of the welfare gains from FDI by de-
composing them according to their technology transfer effect and compe-
tition promotion effect, on top of the traditional gains from intertemporal
trade. In doing this, we follow Romer’s (1994) argument in relation to the
welfare costs of trade barriers: In assuming that the set of goods in an
economy never changes, the typical economic model predicts an efficiency
loss from a tariff which is second-order small (in the order of the square
of the tariff rate). By relaxing this assumption and assuming instead that
international trade can bring new goods to the economy, the fraction of
national income lost when a tariff is imposed can be much larger (as much
as two times the tariff rate).

Another important aspect of FDI is that, in situations of illiquidity asso-
ciated with global financial crises, FDI provides the only direct link be-
tween the domestic capital market in the host country and the world capi-
tal market at large. For instance, FDI flows to the East Asian countries
were remarkably stable during the global financial crises of 1997–98. In
sharp contrast, portfolio equity and debt flows as well as bank loans dried
up almost completely during the same period. This resilience of FDI to
financial crisis was also evident in the Mexican crisis of 1994 and the Latin
American debt crisis of the early 1980s. This may reflect a unique property
of FDI, which is determined by considerations of ownership and control
by multinationals of domestic activities which are more long term in na-
ture, rather than by short-term fluctuations in the value of domestic cur-
rency and the availability of credit and liquidity.3

However, the resilience of FDI flows may come at a cost to the host

primarily to sectors which use technology similar to that used in the source country. Thus,
the interaction of FDI with human capital is important for explaining its role on productivity.
By contrast, non-FDI domestic investment may largely follow more traditional activities, and
thus the interaction effects between overall domestic investment and human capital are small
in their regression. Corroborative evidence found by Feenstra and Hanson (1997) shows that
multinational enterprises are active in sectors that use relatively high-skilled workers.

2. In some cases, however, the presence of multinationals may drive out less efficient local
firms and ultimately reduce competition.

3. During a crisis, though, foreign direct investors may contribute to capital withdrawals
by accelerating profit remittances or reducing the liabilities of affiliates towards their mother
companies. While these are not recorded as negative FDI flows, they result from decisions
made by foreign investors.
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country. Although the foreign direct investors are able to reap their profits
from the host country, their investment may exacerbate distortions in the
domestic capital market. The distortions originate from the lack of cor-
porate transparency, which gives rise to asymmetric information between
“insiders” and “outsiders” of firms operating in the domestic economy,
including firms owned and controlled by the foreign direct investors. The
domestic capital market could be trapped in a “lemons” situation de-
scribed by Akerlof (1970): At the price offered by uninformed equity-
buyers, which reflects the average productivity of firms whose shares are
sold in the market, owners of firms (including FDI-owned firms) which
have experienced a higher-than-average value will pull out of the market.
This adverse selection problem in the domestic equity market could be
magnified by the introduction of FDI flows, resulting in excessive invest-
ment by the foreign direct investors and at the same time worsening the
misincentives for the domestic savers.4 These social losses may signifi-
cantly reduce the attractiveness of FDI to the host country. Typically also,
the domestic investment undertaken by FDI establishments is heavily
leveraged through the domestic credit market. As a result, the fraction
of domestic investment actually financed by foreign savings through FDI
flows may not be as big as it may seem, and the size of the traditional
gains from FDI may thus be further limited by this domestic leverage.

The second view of FDI that we shall take in this paper focuses on such
perverse interactions between FDI and the domestic capital market, which
implies that FDI flows may bring losses to the host country. We model
this interaction in an asymmetric information framework. Paralleling the
welfare assessments of FDI based on the first view, we shall also try to
quantify the possible gains and losses from trade based on this second
view of FDI and disentangle these nontraditional gains/losses from the
traditional gains from trade.

The rest of the paper is organized as follows. We start with an analysis
of the second view in section 9.2, followed by a parallel analysis of the first
view in section 9.3. Numerical simulations are used to assess the possible
welfare gains/losses these two nontraditional aspects of FDI may bring to
the host country relative to the traditional gains. Section 9.4 concludes.

9.2 FDI: Interactions with the Domestic Credit Market

In this section and the next, we assume a two-period model of a small,
capital-importing country, referred to as the home country. It is assumed

4. There is no direct evidence on the extent of undersaving resulting from these misincen-
tives. A somewhat related study by the World Bank (1999) shows, however, that the correla-
tion between FDI flows and total factor productivity growth in developing countries with
high saving rates is positive and significant, whereas in countries with low saving rates the
correlation is negative and significant.
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that capital imports are channelled solely through FDI. The economy is
small enough that, in the absence of any government intervention, it faces
a perfectly elastic supply of external funds at a given risk-free world rate
of interest, r*.

Let us begin with the second view of FDI. We follow Gordon and Bo-
venberg (1996) and Razin, Sadka, and Yuen (1998a, 1999) in modelling
the risk in this economy. Suppose there is a very large number (N ) of ex
ante identical domestic firms. Each firm employs capital input (K ) in the
first period in order to produce a single composite good in the second
period. We assume that capital depreciates at the rate �. Output in the
second period is equal to F(K)(1 � ε), where F(�) is a production function
exhibiting diminishing marginal productivity of capital and ε is a random
productivity factor with zero mean and is independent across all firms. (ε
is bounded from below by �1, so that output is always non-negative.) We
assume that ε is purely idiosyncratic, so that there is no aggregate uncer-
tainty. Through optimal portfolio decisions, consumer-savers will thus be-
have in a risk-neutral way.

Investment decisions are made by the firms before the state of the world
(i.e., ε) is known.5 Since all firms face the same probability distribution of
ε, they all choose the same level of investment. They then seek funds to
finance the investment. At this stage, the owner-managers of the firms are
better informed than the outside fund-suppliers. There are many ways to
specify the degree of this asymmetry in information. In order to facilitate
the analysis, however, we simply assume that the owner-managers, being
“close to the action,” observe ε before they make their financing decisions;
but the fund providers, being “far away from the action,” do not.

When investment is equity financed, the original owner-managers ob-
serve ε while the new potential shareholders of the firm do not. The market
will be trapped in the lemons situation described by Akerlof (1970). At
the price offered by the new (uninformed) potential equity buyers, which
reflects the average productivity of all firms (i.e., the average level of ε)
in the market, the owner-manager of a firm experiencing a higher-than-
average value of ε will not be willing to sell its shares and will pull out of
the market completely. The equity market will fail to serve its investment-
financing functions efficiently. Elsewhere (Razin, Sadka, and Yuen 1999),
we have shown how another source of equity finance, namely, international
capital flows in the form of FDI, may help mitigate this lemons problem
by creating an active (albeit distorted) domestic stock market that facili-
tates the channelling of domestic savings to finance new domestic invest-
ment—in addition to its usual role of channelling foreign savings to the
domestic capital market to help finance part of the new investment. De-

5. For a principal-agent foundation for such an economic structure under which invest-
ment is precommitted before the realization of the productivity parameter, see Sosner (1998).
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spite the inefficiencies (in the form of foreign overinvestment and domestic
undersaving) that may result from the information asymmetry, the gains
from trade through FDI can be rather substantial.

However, when a domestic credit market is doing most of the job of
channelling domestic savings into domestic investment, the role of FDI
diminishes. In fact, it is often observed that FDI is highly leveraged do-
mestically. After gaining control of the domestic firm, a foreign direct in-
vestor usually resorts to the domestic credit market to finance new invest-
ment and possibly sell (shares of) the firm in the domestic equity market
later, after profits from its original investment are realized. We thus extend
our analysis in the model below to include a domestic credit market and
reassess the gains from trade through FDI.

9.2.1 The FDI-Equity-Credit Equilibrium

In a formal sense, foreign acquisition of shares in domestic firms is clas-
sified as FDI when the shares acquired exceed a certain fraction of owner-
ship (say, 10–20 percent). From an economic point of view, we look at FDI
not just as ownership of a sizable share in a company but, more impor-
tantly, as an actual exercise of control and management and acquisition of
inside information (the value of ε in our model).

The sequencing of firm decisions is as follows. Before ε is revealed to
anyone (i.e., under symmetric information), foreign investors bid up do-
mestic firms from their original domestic owners, investment decisions are
made, and full financing through domestic credit is secured. Then, ε is
revealed to the owner-managers (who are all foreigners), but not to domes-
tic equity investors. At this stage, shares are offered in the domestic equity
market and the ownership in some of the firms is transferred to the domes-
tic investors. In the initial stage (i.e., before ε is revealed to anyone), the
foreign direct investors are able to outbid the domestic savers because the
latter lack access to the large amounts of funds necessary to seize con-
trol of the firms, while the former, by assumption, are not liquidity con-
strained.6

Since credit is extended ex ante, before ε is revealed, firms cannot sign
default-free loan contracts with the lenders. We therefore consider loan
contracts which allow for the possibility of default. We adopt the “costly
state verification” framework á la Townsend (1979) in assuming that lend-
ers make firm-specific loans, charging an interest rate of rj to firm j ( j �

6. The existence of wealthy individuals or families in the home country may limit the scope
of our analysis to the extent that they can compete with the foreign direct investors on control
over these greenfield investment sites. Our analysis will carry over, however, if they form joint
ventures with the foreign direct investors. On the other hand, the foreign direct investors
need not be excessively resourceful. Even a small technological advantage they may enjoy
over the domestic investors will enable them to bid up all these investment sites from the
domestic investors and to gain control of these industries.
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1,2, . . . ,N ) (see also Stiglitz and Weiss 1981). The interest and principal
payment commitment will be honored when the firms encounter relatively
good shocks, and defaulted when they encounter relatively bad shocks.
The loan contract is characterized by a loan rate (rj), with possible default,
and a threshold value (εj) of the productivity parameter as follows:

(1) F K K K K rj
j j j j j( )( ) ( ) [ ( ) ]( ).1 1 1 10+ + − = − − +ε � �

When the realized value of εj is larger than εj, the firm is solvent and
will thus pay the lenders the promised amount, consisting of the principal
K j � (1 � �)K j

0 plus the interest r j [K j � (1 � �)K j
0] as given by the right-

hand side of equation (1). If, however, εj is smaller than ε j, the firm will
default. In the case of default, the lenders can incur a cost in order to
verify the true value of εj and to seize the residual value of the firm. This
cost, interpretable as the cost of bankruptcy, is assumed to be proportional
to the firm’s realized gross return, �[F(K j )(1 � εj) � (1 � �)K j ], where �
� 1 is the factor of proportionality. Net of this cost, the lenders will receive
(1 � �)[F(K j )(1 � ε j ) � (1 � �)K j ].

Since there is no aggregate risk, the expected rate of return required by
domestic consumer-savers, denoted by r, can be secured by sufficient di-
versification. Therefore, the “default” rate of interest, rj, must offer a pre-
mium over and above the default-free rate, r, according to

(2 )′ − − − + + −

+ + − = − +−
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where �(�) is the cumulative probability distribution of ε, i.e., �(ε j ) �
prob(ε � ε j ), and e�(ε j ) is the mean value of ε realized by the low-
productivity firms, i.e., e�(ε j ) � E(ε|ε � ε j ). For later use, we also denote
by e�(ε j ) the mean value of ε realized by the high-productivity firms, i.e.,
e�(ε0) � E(ε|ε � ε j ).7

The first term on the left-hand side of equation (2�) is the contracted
principal and interest payment, weighted by the no-default probability.
The second term measures the net residual value of the firm, weighted by
the default probability. The right-hand side is the no-default return re-
quired by the domestic lender. Observe that equations (1) and (2�) together
imply that
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7. The weighted average of e�(ε j ) and e�(ε j ) must yield the average value of ε, i.e., �(ε j )e�

(ε j ) � [1 ��(ε j )]e�(ε j) � E(ε) � 0. This in turn implies that e�(ε j ) 
 0 while e�(ε j ) 	 0, i.e.,
the expected value of ε for the “bad” (“good”) firm is negative (positive).



Since e�(ε j ) 
 ε j and 0 � � � 1, it follows that r j 	 r, the difference being
a risk premium (which depends, among other things, on K j, ε j, and �).

The firm in this setup is competitive (i.e., a price taker) only with respect
to r, the market default-free rate of return. This r cannot be influenced by
the firm’s actions. However, rj, Kj, and εj are firm specific and must satisfy
equations (1) and (2�). In making its investment (i.e., choosing Kj � [1 �
�]K j

0) and its financing (loan contract) decisions, the firm takes these con-
straints into account. Since these decisions are made before ε is known,
i.e., when all firms are (ex ante) identical, they all make the same decision.
We henceforth drop the superscript j.

In the equity market which opens after ε is revealed to the (foreign)
owner-managers, there is a cutoff level of ε, denoted by ε0, such that all
firms experiencing a value of ε above ε0 will be retained by the foreign
direct investors and all other firms (with ε below ε0) will be sold to domes-
tic savers. This cutoff level of ε is given by
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where ê(ε, ε0) � E(ε|ε � ε � ε0) is the conditional expectation of ε given ε
lies between ε and ε0.

Notice that firms that experience a value of ε below ε default and have
zero value. These firms are not retained by the foreign direct investors;
hence ε0 � ε. All other firms generate in the second period a net cash flow
of [F(K )(1 � ε) � (1 � �)K ] � [K � (1 � �)K0](1 � r). The left-hand side
of equation (3�) represents the marginal (from the bottom of the distribu-
tion) firm retained by foreign investors. The right-hand side of equation
(3�) is the expected value of the firms that are purchased by domestic sav-
ers. With a conditional probability of [�(ε0) � �(ε)]/�(ε0), they generate
a net expected cash flow of {F(K )[1 � ê(ε, ε0)] � (1 � �)K} � [K � (1 �
�)K0](1 � r); and with a probability of �(ε)/�(ε0), they generate a zero net
cash flow. This explains equation (3�).

We can substitute equation (1) into equations (2�) and (3�) in order to
eliminate r and then rearrange terms to obtain
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and
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Consider now the capital investment decision of the firm that is made
before ε becomes known, while it is still owned by foreign direct investors.
With a probability of �(ε0) � �(ε), it will be sold to domestic savers who
pay a positive price equalling
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by using equation (1). With a probability of 1 � �(ε0), it will be retained
by the foreign investors, for whom it is worth
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by using equation (1). Hence, the firm seeks to maximize
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subject to constraint (equation [2]), by choice of K and ε, given ε0.8 The
first-order conditions are spelled out in the appendix.

The (maximized) value of V in equation (4) is the price paid by the for-
eign direct investors at the greenfield stage of investment. Since the value
of ε is not known at this point, the same price is paid for all firms. The
low-ε firms are then (after ε is revealed to the foreign direct investors) re-
sold to domestic savers, all at the same price, because ε is not observed by
these savers. Net capital inflows through FDI are given by

8. The ε0-condition, as given by equation (3), is determined by equilibrium in the equity
market. As such, it will not be taken into account by the price-taking firms when choosing
their investment levels.
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(5) FDI = − −
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(see equation [4]). Unlike the case with no domestic credit (in which the
foreign direct investors have to bring in their own capital to finance the
domestic investment projects), all capital outlays are financed domestically
and FDI consists only of the price paid for the ownership and control of
the high-ε firms.

The remainder of the equilibrium conditions is standard. The first-
period resource constraint is given by

(6) FDI = − − − −N K K NF K c[ ( ) ] [ ( ) ].1 0 0 1�

The second-period resource constraint is
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Note that the last term on the left-hand side of equation (7) reflects the
existence of real default costs. Finally, the consumer-savers do not have
access to the world capital market and can only borrow/lend from the do-
mestic market. As a result, in maximizing utility, they will equate their in-
tertemporal marginal rate of substitution to the domestic risk-free rate of
return as follows:

(8)
u c c

u c c
r1 1 2

2 1 2

1
( , )

( , )
.= +

In this model, the eight equations (i.e., [2], [3], [5]–[8] together with the
two first-order conditions associated with the choice of K and ε) determine
the eight endogenous variables, i.e., K, r, r, ε, ε0, c1, c2, FDI, and the
LaGrange multiplier � associated with the constraint (equation [2]).

9.2.2 Gains from Trade

To flesh out in a simplified manner the kind of gains or losses brought
about by FDI, we compare the laissez-faire allocation in the presence of
FDI with the closed economy laissez-faire allocation.

In the autarky case, the lemons problem will drive the equity market
out of existence. Firms will have to rely solely on the provision of domestic
credit in financing its investment projects. The firm-specific debt contract
for any firm j continues to be characterized by a default-risky interest rate
(r j) and a threshold productivity level (ε j) that satisfy the cutoff condition
(equation [1]). The default-free interest rate (r) is still defined implicitly by
equation (2�). Again, since all firms are ex ante identical, we can drop the
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superscript j. The firm’s investment decision is to choose K, r, and ε to
solve the following problem:

(4 ) max′ − + + −
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subject to equations (1) and (2�). We can use equation (1) to substitute
out the risky interest rate (r) in equation (2�) as well as in the objective
function above. The first order conditions with respect to K and ε for this
reduced problem are laid out in the appendix. Utility maximization by
the consumer-savers continues to yield the same intertemporal condition
(equation [8]). In the absence of capital flows, FDI � 0 in the two resource
constraints (equations [6] and [7]). Together, these five conditions deter-
mine the five endogenous variables, i.e., K, r, ε, c1, and c2.

In the open economy case with domestic credit, FDI has conflicting
effects on welfare. Its first role (discussed in detail in Razin, Sadka, and
Yuen 1999) is to facilitate the channelling of domestic saving into domestic
investment by getting around a lemons problem and sustaining a domestic
equity market. This, by itself, is welfare enhancing; but, as we have already
indicated, FDI is driven also by distorted incentives, and its traditional
role of directing foreign savings into domestic investment may generate an
excessive stock of domestic capital (either when capital inflows are not
needed at all or, when they are needed to start with, too much of them
take place). This foreign overinvestment (coupled with possible domestic
over- or undersaving)—i.e., F�(K) � � 
 r* (and � r)—tends to reduce
welfare.

We use numerical examples to illustrate the total effect of FDI on wel-
fare. In these examples, we employ a logarithmic utility function (u[c1, c2] �
ln[c1] � � ln[c2]), with a subjective discount factor �, a Cobb-Douglas pro-
duction function (F [K] � AK�), and a uniform distribution of ε defined
over the interval (�a, a). The welfare gain (loss) is measured by the uni-
form percentage change (in c1 and c2) which is needed in order to lift the
autarkic utility level to the FDI utility level. We set the parameter values
as � � 0.295, � � 0.333, � � 0.723, N � 1, A � 1, K0 � 1, a � 0.99, and
� � 0.05. This set of values yields a normalized output level of unity in
the initial period. Since we think of each period as constituting half the
lifetime of a generation (i.e., about twenty-five years), the values of � and
� are chosen in such a way as to reflect an annual time preference rate of
5 percent and an annual depreciation rate of 5 percent.

Unlike the case where domestic credit is not available (as analyzed
in Razin, Sadka, and Yuen 1999), an autarkic economy with a domestic
credit market can utilize domestic savings to debt-finance domestic invest-
ment. The crucial role of FDI as a vehicle for sustaining a domestic equity
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market through which domestic savings are channelled into domestic
investment is thus substantially diminished. Consequently, the negative
effect of FDI associated with the distorted incentives emanating from the
domestic equity market dominates, and altogether there may exist a net
welfare loss from trade.9 Figure 9.1 illustrates the welfare gains and losses
occurring at various levels of the world rate of interest, r*, relative to the
autarky risk-free rate r. Among other things, three points are worth noting
from this figure. First, except for levels of r* � r ranging from 1.2 to 1.8
(equivalent to an annual real rate differential of 3.2 percent to 4.2 percent)
where some minimal welfare gains of 0.04 percent to 0.55 percent are re-
corded, welfare losses are prominent (about �2 percent at lower levels of
r* � r and increasing to more than �20 percent when r* � r exceeds 1.8).
Second, observe that there is a discrete jump in the welfare levels around
r* � r � 1.8. Below that level, we have a low investment, low FDI equilib-
rium, with an investment rate of about 17 percent and a FDI/GDP ratio
of 6–8 percent. Above that, the investment rate surges to 25–26 percent
and the FDI/GDP ratio to 11–13 percent. The saving rate is relatively
stable, though—only slightly higher in the latter case (around 13 percent)
than in the former (around 10 percent). This suggests the possibility of
multiple equilibria driven by self-fulfilling expectations. Although the role
of FDI in financing domestic investment is much less important relative

9. This possibility of losses from trade in an originally distorted economy can be viewed
as a corroboration of the earlier findings of Brecher and Diaz-Alejandro (1977) and Helpman
and Razin (1983).
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to the scenario with no domestic credit (not shown here; see Razin, Sadka,
and Yuen 1999), foreign overinvestment (i.e., F�[K] � � 
 r*) prevails in
all these cases. So also does domestic oversaving (i.e., F�[K] � � 	 r).
Third, note that the autarkic default-free interest rate r (� 2.9) falls short
of all the values of r* considered here. So here we have the possibility that
although the FDI flows are not fundamentally needed, they do neverthe-
less flow in.

9.3 FDI: Technology Transfer and Promotion of Competition

We now return to discuss in detail the second view of FDI. We start
with an autarkic situation in the host country where only traditional inputs
are used for domestic production and the domestic input markets are
plagued by perils of imperfect competition. In this section, we assume that
FDI can bring new inputs to an economy and can promote competition
in the domestic input market. We view technology transfer as the introduc-
tion of new inputs brought in by the foreign direct investors in the sense
that productivity can be raised by the addition of more varieties of inputs.
Alternatively, we can view these new inputs as tradable goods and the
traditional inputs as nontradable goods. To illustrate the possible gains
from FDI in a partial equilibrium setting, we show in figures 9.2 and 9.3
the gains from the increase in the use of traditional inputs brought about
by increased competition (area B in figure 9.2)10 and from the introduction
of new inputs (area C in figure 9.3).

As in the previous section, the economy is producing a single, all-
purpose (consumption and capital) good with a composite capital input
through a Cobb-Douglas technology:

(9) where Y AK K k
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That is, capital is a composite of a number of varieties of individual inputs
(kj, j � 1,2, . . . ,M). The elasticity of substitution among these inputs is
given by (1/(1 � �). In the absence of uncertainty, we can interpret the
production technology specified in section 9.2.2 as a special case of equa-
tion (9), with M � 1.

It is easy to show that, holding the cost of production constant, a mere
increase in the number of inputs can generate more output. In particular,
suppose that either k̂ units each of M kinds of inputs or k̃ units each of M
� m kinds of inputs can be used to compose the same aggregate level of

10. Area A of figure 9.2 does not constitute any welfare gain or loss from increased compe-
tition because the gain in consumer surplus due to the fall in the input price from w (its
imperfectly competitive level) to 1 (its competitive level) is exactly offset by the loss in pro-
ducer surplus.
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capital stock (K), i.e., Mk̂ � (M � m)k̃ � K, and hence incur the same
input costs. Then

Y M k A k A M K
M

AM K
j

M

( , ˆ ) ˆ ,
/ /

( )/= ⎛
⎝⎜

⎞
⎠⎟

= ⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥ =

=

−∑
1

1�

� � �
� �

� � � �

and

Y M m k A k A M m
K

M m

A M m K

j

M m

( , ˜) ˜ ( )

( ) .

/ /

( )/

+ = ⎛
⎝⎜

⎞
⎠⎟

= +
+

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

= +

=

+

−

∑
1

1

�

� � �
� �

� � � �

Obviously, Y(M � m, k̃) 	 Y(M, k̂) for m 	 0; i.e., there exist productivity
gains from an increase in the variety of inputs. From the growth account-
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Fig. 9.2 Gains from increase in competition in the use of traditional inputs

Fig. 9.3 Gains from the introduction of new inputs



ing perspective, a 1 percent growth in the variety of inputs will translate
into a �(1 � �)/� percent growth in total output.

9.3.1 Autarky with Traditional Inputs and Imperfect Competition

We view the market structure for capital inputs as monopolistically
competitive. There are M symmetric input-coordinating firms. Each firm
will buy each specific input (ki) from the households at the competitive
price of unity and sell the aggregate stock to the final producers at a mo-
nopolistically competitive price of wi.

Taking these input prices wi and the interest rate r as given, the final
good producer chooses its quantities demanded for the capital inputs (ki)
to solve the following investment problem
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( )

( )

k

j

M

j

j

M

j j
i

Y k

r
w k

+ −

+
−=

=

∑
∑

1

1
1

1

�

subject to equation (9). Solution to the problem yields the following in-
verse demand function
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where mpki is the marginal product of the ith capital input, defined as

(11a) mpk AK ki i≡ − −� � � � 1.

As a monopoly supplier of capital inputs to the final producers, the i th
input-coordinating firm will take the inverse demand functions wi(ki) (and
the competitive return of unity to be paid to the households) as given and
choose the quantities supplied of capital inputs ki to maximize its profit
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Solution to this problem yields the markup condition
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where �i(ki) is the reciprocal of the elasticity of the inverse demand func-
tion, defined as
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Note that with full depreciation (� � 1) and when the number of capital
inputs is infinitely large (M → ∞), �i(ki) � � � 1 so that the markup, 1/[1
� �i(ki)], becomes a constant equal to 1/� (	 1).

The problem of the consumer-saver (competitive supplier of domestic
savings) is the same as the one spelled out in section 9.2 above—except
that, instead of K0, he or she now takes �M

j�1kj 0 as the initial endowment.
Solution to his or her utility maximization problem yields the standard
intertemporal condition (equation [8]), where (in the absence of default
risk here) r is simply the autarky interest rate.

Assuming symmetry in the capital inputs across firms, the economy-
wide resource constraints are given by

(6 )′ = − − −c N AM k M k k1 0 01{ [ ( ) ]},/� � � �

and

(7 )′ = + −c N AM k Mk2 1[ ( ) ]./� � � �

In this model, the five equations (i.e., [11], [12], [6�], [7�], [8]) determine
the five endogenous variables (c1, c2, k, w, r).

9.3.2 FDI with New Inputs and Increased Competition

The opening-up of the economy involves three features. First, because
of the difference between the world rate of interest r* and the autarky in-
terest rate r, capital will flow in. Second, bundled with FDI, m new types
of capital inputs will be imported.11 Third, the increase in competition
(given the perfectly elastic supply of inputs from abroad) will drive wi to
its competitive level of unity.

In the presence of imported capital inputs and under a competitive
input market structure, the maximization problem facing the producer-
investors becomes the following:
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Solution to the problem yields the standard marginal productivity con-
dition

mpk ri = +* ,�

11. See also a similar setup in Borensztein, De Gregorio, and Lee (1998).
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where, as in equation (11a), mpki � �AK���k��1
i except that K now includes

both traditional and new inputs.
The consumer-saver’s problem remains unchanged, except that the au-

tarky interest rate r is now replaced by the world rate of interest r*. As a
result, the intertemporal condition becomes

(8 )′ = +
u c c

u c c
r1 1 2

2 1 2

1
( , )

( , )
*.

The two economy-wide resource constraints are modified as follows:

(6 ) FDI′′ = + − − − −N M m k Mk NAM k c[( ) ( ) ] ( ) ,/1 0 0 1� � � �

and

(7 ) FDI′′ = + + − + − +c N A M m k M m k r2 1 1[ ( ) ( )( ) ] ( *)./� � � �

In this model, the four equations (i.e., [11�], [8�], [6�], and [7�]) determine
the four endogenous variables (c1, c2, k, FDI).

9.3.3 Gains from Trade

As is clear from the discussion above, there are three possible sources
of gains from FDI flows: (a) traditional gains (from the use of foreign
savings to augment the domestic capital stock), (b) gains from technology
transfer, and (c) gains from the promotion of competition in the input
market. The two nontraditional types (b) and (c) both result from the im-
portation of increased variety of capital inputs.

In the simulations reported below, we choose the same set of parameter
values as in section 9.2.2 above, i.e., � � 0.295, � � 0.333, � � 0.723, N �
1, and K0 � 1. In the benchmark model with both the technology-transfer
and competition-promotion features, we set � � 0.314, M � 0.05, and m/
M � 0. 1. The value of the production coefficient A is reset from 1 to 24
so as to generate a normalized output level of unity in the initial period in
the presence of input variety M. The values of � and M are chosen in such
a way as to produce a markup of input price over its marginal cost of 1.4
as in Rotemberg and Woodford (1995). Our values of � and � also imply
a contribution of input variety to output growth (i.e.,  ln[Y ]/ ln[M ] �
�[1 � �]/�) of 0.728. In the alternative traditional model with perfectly
competitive input markets and without technology transfer, we set � �
0.298 and m/M � 0 so as to yield a unit markup.

The welfare gains from FDI between the benchmark and traditional
cases are compared in figure 9.4. In the latter case (solid line), the welfare
gains are positive as long as the interest differential between the world rate
and the autarky rate (r* � r) is nonzero. However, the relevant range for
our purpose (i.e., positive rather than negative capital inflows) is the
downward-sloping segment, when r* 
 r (� 3.051, or an annual rate of
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5.76 percent). In comparison, the former case (dashed line) generates
much bigger welfare gains—as big as a 6 percent or greater difference in
lifetime consumption with a FDI/GDP ratio of 27 percent when r* � r �
�1 (or an annual rate differential of 2.81 percent)—because of the tech-
nology transfer and competition promotion effects. At r* � r (when the
traditional gains are absent), we still have a positive FDI/GDP ratio of 9
percent, producing a gain of 2.6 percent that represents a measure of these
nontraditional effects.

In order to disentangle the two nontraditional effects (b) and (c), we use
in figures 9.5 and 9.6 the traditional case as a frame of reference (solid line)
and consider variations in the technology transfer effect and competition
promotion effect. The former effect is examined in figure 9.5 by varying
the m/M ratio from 0 percent (solid line) to 10 percent (dashed line) to 20
percent (dotted line). The latter effect is studied in figure 9.6 by varying
the markup from unity (solid line) to 1.4 (dashed line; the Rotemberg-
Woodford 1995 number) to 2.0 (dotted line; Hall’s 1988 estimate). These
two figures are not easily comparable, but one message is clear: Both
effects can generate large welfare gains through FDI inflows even in the
absence of traditional gains from FDI. In addition, when r* � r, the tech-
nology transfer effect delivers a welfare gain of 1.9 percent when the m/M
ratio equals the benchmark value of 0.1 while the competition promotion
effect induces a gain of 0.7 percent when the markup equals the bench-
mark value of 1.4. These two welfare numbers together make up the over-
all nontraditional gains of 2.6 percent found in the mixed case depicted by
figure 9.4.
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Fig. 9.4 Welfare gains from FDI with technology transfer and promotion of
competition vs. traditional gains from FDI



9.4 Conclusion

International capital flows typically fall into three major categories—
i.e., portfolio flows, loans, and FDI—and perform a variety of functions
in the world economy. Their common traditional role lies in the blending
of foreign savings with domestic savings to finance domestic investment.
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Fig. 9.5 Welfare gains from FDI with technology transfer

Fig. 9.6 Welfare gains from FDI with promotion of competition



FDI, distinct from other types of capital flows, performs two important
additional functions. First, FDI can be viewed not only as an exchange of
the ownership of domestic investment sites from domestic residents to for-
eign residents, but also as a corporate governance mechanism in which the
foreign investor exercises management and control over the host-country
firm. In so doing, the foreign direct investors gain crucial inside informa-
tion about the productivity of the firm under their control—an obvious
advantage over the uninformed domestic savers, who are offering to buy
shares in the firm. Taking advantage of their superior information, the
foreign direct investors will tend to retain the high-productivity firms un-
der their ownership and control and sell the low-productivity firms to these
uninformed savers. This adverse selection problem, which plagues the do-
mestic stock market, leads to overinvestment by the foreign direct inves-
tors and, at the same time, to undersaving by the domestic residents.

A second view focuses on the effects of FDI in facilitating technology
transfer through the importation of new varieties of factor inputs and in
promoting competition in the input market. We nest the two theories into
a calibrated model and use numerical simulations to reassess the welfare
gains/losses FDI may generate for the host country and compare them to
the more traditional gains. We also provide a quantitative assessment of
the magnitudes of the potential gains/losses arising separately from the
two views of the role of FDI.

In accordance with the first view, our simulation results show that sub-
stantial welfare losses can indeed be brought about by FDI in the presence
of adverse selection in the domestic equity market. These losses can none-
theless be dominated by the gains induced by the technology transfer and
competition promotion effects of FDI, i.e., the second view (cf. figures 9.1
and 9.2 at a common level of interest rate differential of, say, 1, where the
net gain is 1.8 percent of permanent consumption). A more rigorous assess-
ment of the net gains/losses from these two views taken together requires
blending the two models into a unified framework and redoing the simu-
lation exercise in that context. This more difficult task is left for future re-
search.

Drawing on the efficiency implications of the two nontraditional roles,
corrective government policies are called for. Enforcement of better disclo-
sure rules for corporations and fiscal measures that will subsidize domestic
saving and that will tax excessive FDI may serve to counteract the adverse
selection problem triggered by FDI in the domestic stock market. Remov-
ing policy and institutional barriers, which may hinder other types of inter-
national capital flows, can potentially mitigate the adverse selection prob-
lems in the domestic stock market as well.

Evidently, allowing the host country to use nontraditional new inputs—
as specified in this paper as a form of technology transfer or as a side
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benefit from FDI—is not affected by the magnitude of FDI, whether big
or small. Thus, there is no reason to subsidize FDI on this ground.12

Appendix

Derivation of First-Order Conditions for the Firm’s Investment
Problem in the FDI-Equity-Credit Equilibrium and the
Autarky Equilibrium

In the open economy case, the maximization of firm value V as specified
in equation (4) with respect to K and ε yields the following first-order con-
ditions:
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where � is a Lagrange multiplier. Our numerical simulations suggest that,
in this case as well as in the case without domestic credit, there will be
domestic undersaving and foreign overinvestment, i.e., r 
 F�(K) � � 
 r*.

In the autarky case, the first-order conditions for the maximization prob-
lem as stated in equation (4�) with respect to K and ε are
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12. Naturally, policy intervention may be called for if the set of goods available in the
economy as well as the degree of competition in the domestic input market are positively
related to the amount of FDI flows. The latter involves, however, an antitrust issue that
should more appropriately be tackled through regulations rather than Pigouvian taxes/sub-
sidies.
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Comment Anne O. Krueger

This paper is a well-done and interesting exercise in which the authors
develop an asymmetric information model of foreign direct investment
(FDI). The driving factor in the model is the assumption that foreigners
have inside information about the prospects of the domestic firms into
which they buy. They then retain equity shares in firms with good pros-
pects, but sell shares in firms with less satisfactory prospects. Domestic
investors do not have this information, and buy shares on the domestic
capital market.

Because foreigners have selectively retained shares, the average return
on the domestic share market is less than it would have been had there
been less (or no) FDI. There is overinvestment by foreigners (who get
above-average rates of return because of their superior knowledge) and
undersavings by domestic residents (who are receiving below-average rates
of return), with a consequent welfare loss (which could be offset by in-
creased competition, technology transfer, and other benefits of FDI in
their model). Razin, Sadka, and Yuen (RSY) then simulate their model,
and conclude that welfare losses may well result from FDI based on plau-
sible estimates for the parameters.

The model is ingenious and well developed. It has long been known that
capital inflows in the presence of distortions could be immiserizing (see

Anne O. Krueger is the Herald L. and Caroline L. Ritch Professor of Economics, senior
fellow of the Hoover Institution, director of the Center for Research on Economic Develop-
ment and Policy Reform at Stanford University, and a research associate of the National
Bureau of Economic Research.
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Brecher and Diaz-Alejandro 1977 for an early demonstration), and the
RSY result is another instance of that outcome. In the RSY specification,
all firms are alike except that, in the production function for each firm,
there is a stochastic element which is not known ex ante. Once there is a
specific shock, insiders know about it and outsiders do not, so there is a
distortion. The result as modeled by RSY is a “lemons” problem for the
domestic capital market, as “good firms” are ones in which foreigners re-
tain their investments while “bad firms” are ones they remove from their
portfolios. FDI is thus a firm-specific equity investment on the part of for-
eigners.

While the model generates that result, one can question how applicable
it is to the real world. One might first ask, if there is asymmetric informa-
tion, who is likely to be better informed: domestic residents or foreigners?
For the RSY model, the timing of who knows what and when is crucial to
the outcome: If domestic residents know, or sense, that there are problems
before foreigners do, the outcome could easily be reversed.

A second question relates to the behavior of domestic entrepreneurs
who know they have a good outcome. In the RSY model, they cannot
finance with equity because domestic residents will underprice their pros-
pects. From this specification, a question arises as to what domestic entre-
preneurs do, and where domestic savings go. Does this imply that good
investments are not made at all? Why cannot domestic entrepreneurs at-
tract foreign capital?

While these questions are specific to the model, there are some more
general issues that give rise to concern. All production functions are as-
sumed to be alike, with the difference only in the stochastic element. In
the real world, managers differ in their abilities: The same physical assets
may yield significantly different returns when placed in the hands of a
competent manager. If foreigners are competent managers, the benefits of
FDI (as takeovers from incompetent managers) would be much greater
than can be modeled within the RSY framework.

Related to that consideration, FDI might be regarded as a mechanism
with which foreigners identify (and perhaps improve) domestic managers.
If the quality of domestic management increases as a result of FDI, the
welfare results would be quite different than those that emanate from the
asymmetric information framework.

Finally, RSY find that FDI goes to countries where there is good
growth, which they believe is consistent with their hypothesis. In fact, it is
equally consistent with the view that FDI goes to countries whose overall
economic policy framework is conducive to efficient resource allocation;
and, countries with such policy frameworks achieve superior growth per-
formance.

Overall, then, I find the paper interesting and useful in demonstrating
one mechanism through which FDI might interact with domestic distor-
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tions. I question, however, whether the sort of asymmetric information
assumed in the model is the type most frequently found in developing
countries, and believe that other alternatives—with the opposite implica-
tions for the impact of FDI—are at least as plausible as the RSY mech-
anism.
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Comment Mario B. Lamberte

The issues raised in this paper are indeed timely, especially since most
governments in Asia are now reviewing their policies on foreign capital
flows in light of the Asian financial crisis. There is currently much talk
about favoring foreign direct investment (FDI) more than portfolio in-
flows; however, the results of this paper suggest that an appropriate policy
for FDI is needed for a country to benefit fully from it.

The paper attempts to formalize, in models, two nontraditional views
on FDI. I will comment on each model in order.

First Model

There is a need to remind ourselves of the difference between FDI and
portfolio inflows. Usually, FDI investors go to a developing country not to
buy an existing firm but to establish a new one, bringing with them their
capital and technology. Unlike portfolio investment inflows, FDI inflows
stay much longer. Foreign direct investments typically go into areas where
domestic investors do not go for lack of access to capital and technology.
All this implies that

1. FDI investors know already the productivity levels of the firms be-
fore they establish them as subsidiaries in developing countries;

2. Unlike short-term portfolio investments, FDI subsidiaries are kept
by parent firms because they confer strategic advantages to the parent
firms; and

3. As the paper suggests, local investors are facing liquidity constraint
and, given the huge amount of capital required to acquire the shares of
FDI investor in a firm, they cannot possibly afford to buy and take over
the subsidiaries of foreign corporations. Aside from financial constraint,

Mario B. Lamberte is president of the Philippine Institute for Development Studies
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local investors are unlikely to have access to the technology and the man-
agement system to manage it. It is to be noted that subsidiaries are de-
pendent on their parent companies for so many things, one of which is
research and product development. Given the cost of R&D, the local in-
vestors will not be on equal footing with FDI investors when they acquire
subsidiaries of foreign companies.

The paper assumes that in the presence of a domestic credit market, “it
is often observed that FDI is highly leveraged domestically” (315). I tried
to check the situation in the Philippines and found that wholly foreign-
owned firms are the least leveraged firms (see fig. 9C.1). The most highly
leveraged firms are the wholly domestically-owned firms.

There are several reasons for this. First, banks in host countries are usu-
ally subject to several regulations, one of which is the single-borrower’s
limit. Given that banks in developing countries are small, subsidiaries of
foreign corporations that normally have huge capital requirement easily
hit the single-borrower’s limit; thus they cannot borrow from domestic
banks as much as they want to. Secondly, developing countries usually
have laws limiting the amount that subsidiaries of foreign corporations can
borrow from the domestic market so as not to crowd out local firms as
well as to encourage them to bring in more capital. For example, in the
Philippines, subsidiaries of foreign corporations are allowed to borrow
from local banks up to only 50 percent of their capital.

If, indeed, FDI investors unload their shares in their subsidiaries in the
local market because their productivity is later found to be lower than
their “reservation” productivity level, then what will they do with the pro-
ceeds? Will they repatriate them? If so, then how will the process of FDI
inflows suggested by the model be affected?

Second Model

The second model banks on the assumption that an increase in competi-
tion in the input market brought about by FDI inflows (given the perfectly
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elastic supply of inputs from abroad) will drive w, the price of intermediate
inputs, to its competitive level. This implies that inputs brought in by FDI
and domestic inputs are perfect substitutes. This may not be an appro-
priate assumption because, typically, inputs brought in by FDI are differ-
ent from those that are locally available. If so, then w will not be driven
down to its competitive level.

Finally, near the end of the paper, the authors state that their “. . . simu-
lation results show that substantial welfare losses can indeed be brought
about by FDI in the presence of adverse selection in the domestic equity
market. These losses can nonetheless be dominated by the gains induced
by the technology transfer and competition promotion effects of FDI”
(329). This assertion is not clear to me from the analyses presented in the
paper. It seems to me that the two models have not yet been integrated.
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�10
Currency Crisis of Korea
Internal Weakness or
External Interdependence?

Dongchul Cho and Kiseok Hong

10.1 Introduction

During the 1997–98 period, the international capital market experi-
enced arguably the most severe turmoil since the Great Depression. Many
economists as well as international investors were greatly surprised by the
magnitude and abruptness of capital flow reversals from the emerging
markets.

This surprise was possibly amplified by the fact that the crisis took place
in East Asia, which has long been regarded as a model economy; it exhib-
ited rapid growth combined with macrostability. To the economists and
policy makers who sought the causes of the remarkable achievements in
this region (e.g., World Bank 1993), the Asian Crisis came as a shock.
Even to those who were skeptical about the Asian Miracle, the abrupt
collapse of the region may not be a natural implication of their skepticism.
The main implication of input-driven growth (e.g., Krugman 1994 and
Young 1995) is the erosion of efficiency, and thus the natural prediction
would be a long-term slowdown of growth instead of an immediate col-
lapse. For this reason, many have been led to pay more attention to the
effects of contagion (e.g., Agenor and Aizenman 1997 and Perry and Led-
erman 1998).

This paper examines the currency crisis of Korea—a key country in the
Asian Crisis as well as the Asian Miracle—in the context of this upheaval

Dongchul Cho and Kiseok Hong are research fellows at the Korea Development Institute.
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in the international capital market. In particular, this paper attempts to
provide some clues to the question of whether Korea was a poor victim of
or a major contributor to the crisis in the global capital market. As is
expected from this sort of formidable question, the answer will be indef-
inite.

Nevertheless, this paper tries to distinguish quantitatively the effects of
weaknesses in domestic fundamentals from the effects of external interde-
pendence (called contagion effects in this paper). We found that the magni-
tudes of contagion effects were huge, but the Korean crisis could not be
completely attributable to these effects alone. Weak domestic fundamen-
tals and poor management of the government appeared to play significant
roles as well, particularly at the triggering moment of the crisis.

More specifically, the following three conclusions summarize this pa-
per’s analyses. First, the outbreak of the Korean crisis may not be com-
pletely attributable to the contagion effects alone, although the crises of
other countries substantially worsened the situation. Second, Korea’s fun-
damentals prior to the crisis were not so strong that economists were as-
tonished with the outbreak of the crisis of Korea, although they were not
so weak that investors should have been able to anticipate the crisis. Third,
if one considered the structural vulnerability of Korea’s financial market
in addition to the conventional macrofundamentals, and if one could have
foreseen the stubborn policies of the government in coping with financial
turmoil, the Korean crisis might have been easier to anticipate.

This paper is organized as follows. Employing the conventional probit
model methodology for data from approximately 100 developing countries,
section 10.2 evaluates the position of Korea’s fundamentals, which are usu-
ally considered important in explaining currency crises in developing coun-
tries. Among those fundamental factors, Korea’s domestic macroeconomic
fundamentals were strong (high growth, low inflation, and mild current
account deficits), whereas its external finance structure was fragile (low
reserve to short-term debt ratios and low FDI to GDP ratios). Overall,
Korea’s fundamentals were not particularly strong, but not particularly
weak either. It is true that Korea’s fundamentals sharply deteriorated in
1996 (thus raising the probability of a crisis in 1997) compared to the
1994–95 period, but the overall condition in 1996 was not terrible relative
to its historical average, except for the contagion effects. In this section,
we also examine the effect of neighbor countries (or contagion effect) using
our own index of geographical proximity as well as the trade linkage index
developed by Glick and Rose (1998). An important finding is that our
geographical proximity index dominates the trade linkage index, which
may suggest that investors’ perceptions and expectations really matter in
transmitting currency crises.

Section 10.3 takes a further look at the contagion issue, using daily-
frequency data of the exchange rates and sovereign spreads on the U.S.
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dollar–denominated debts for selected countries. We use standard time-
series methodologies, and similar analyses can be found in Baig and Gold-
fajn (1998). Unlike Baig and Goldfajn, however, we extend the sample to
non-Asian countries such as Latin American countries, Russia, China,
and Japan, while focusing on the case of Korea. By doing so, we are able
to provide a more complete picture and to decompose explicitly the contri-
bution of the contagion effects from other parts of the world. We also
relate the chronology of daily news on Korea’s financial market to the
shocks identified by the time series analyses giving us a sense of the sort of
news which would negatively impact the financial market at the triggering
moment of the crisis. Overall, we found that the news about the series of
chaebol bankruptcies and the government’s continued bailout policies for
these chaebols and financial institutions appeared to operate negatively in
preventing foreign investors from fleeing.

Section 10.4 notes some additional weaknesses in Korea’s financial mar-
ket structure that deserve mention. In this section, we do not provide a
formal analysis to the degree we did in sections 10.2 and 10.3. Instead, we
briefly summarize several points made by other researchers in Korea, so
that readers do not miss important aspects of the Korean crisis simply
because the effects of those aspects cannot be easily quantified. In particu-
lar, we note the facts that the corporate sector of Korea had long suffered
from low profitability and high leverage ratios, whereas a small number of
chaebols had extraordinarily high influence in the financial system. Section
10.5 offers some concluding remarks.

10.2 Domestic Fundamentals versus Contagion: Cross-Country Analysis

In this section we examine Korea’s economic fundamentals during the
precrisis period in comparison with other developing countries as well as
the role of the contagion effect in the outbreak of Korea’s currency crisis.
To this end, we employ a probit model using a data set of roughly 100
developing countries.

10.2.1 Theory

Existing theories on currency crises are often classified into two genera-
tions of models.1 Whereas the first-generation model stresses economic
fundamentals such as domestic credit expansion and liquidity (Krugman
1979), the second-generation model puts more emphasis on investors’
expectations and inherent instability in the international capital market
(Obstfeld 1995). In empirical investigations of a currency crisis, however,
it is hard to distinguish between the two classes of models. Although the
second-generation model emphasizes the role of expectations, expectations

1. See Eichengreen, Rose, and Wyplosz (1995) for a detailed survey on the literature.
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are likely to be systematically related to economic fundamentals. Thus, in
practice, both classes of models commonly predict that the probability of
a currency crisis increases with deterioration of economic fundamentals.
The only way to distinguish between the two classes of models is to prove
that some crisis episodes are actually generated by self-fulfilling expecta-
tions. Clearly, this is a difficult task. Referring to this difficulty, Garber
(1996) has concluded that the two classes of models are observationally
equivalent.

Similar argument applies to the so-called contagion effect. Contagion
effect refers to the phenomenon that a currency crisis spreads contagiously
from one country to another, for whatever reasons.2 Because contagion can
take place due either to cross-country correlation in economic fundamen-
tals or to pure investor psychology, the existence of contagion itself cannot
be used as evidence for self-fulfilling expectations. For more concrete evi-
dence, one needs to prove the existence of contagion after controlling for
all relevant economic fundamentals. In practice, however, it is not feasible
to control for every relevant variable.3

For this reason, this section does not intend to test the relevance of a
particular model. The goal of this section is simply to estimate a probit
equation that relates crisis episodes to standard macroeconomic funda-
mentals along with contagion measures, and to evaluate how well Korea’s
currency crisis episode fits in the model.

10.2.2 Dependent Variable

The dependent variable for our probit estimation is a crisis index, which
has a value of 1 if a currency crisis occurs and 0 otherwise. Specifically,
following Frankel and Rose (1996), we define a currency crisis as a depre-
ciation of the nominal exchange rate (with respect to the U.S. dollar) of
at least 25 percent that is also at least a 10 percent increase in the rate
of depreciation.4

2. For discussion on various channels of contagion effects, see Calvo and Reinhart (1996)
and Valdes (1996).

3. Nevertheless, there exists pioneering research that attempts to identify fundamental
channels of contagion effects. For example, see Doukas (1999) for the channel through co-
movements of major macrovariables; Glick and Rose (1998) for the channel through trade;
and Frankel and Schmukler (1998) for the channel through the New York investor fund
community. For more microdata analyses that particularly stress the role of incomplete infor-
mation, see Aharony and Swary (1983, 1996); Park (1991); Karafiath, Mynatt, and Smith
(1991); Calomiris and Mason (1994).

4. Ideally, definition of a currency crisis should be comprehensive enough to incorporate
various events fully, such as violent depreciation of the exchange rate, sharp reduction in
foreign exchange reserves, and rapid increase in interest rates. For developing countries, how-
ever, it is hard to find an interest rate measure that is consistent across countries and free
from direct government control. Also, developing countries with weak fundamentals tend
eventually to develop a currency crisis regardless of their efforts to defend their currencies
using foreign exchange reserves. Thus, we use only the nominal exchange rate in constructing
our crisis index.
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10.2.3 Explanatory Variables

For possible causes of a currency crisis, we consider the following three
sets of variables:

1. Macroeconomic indicators: GDP growth rate, real domestic credit
growth, inflation rate, fiscal deficit/GDP ratio.

2. External variables: current account/GDP ratio, changes in the terms
of trade, changes in the real exchange rate, foreign reserves/short-term debt
ratio, FDI/GDP ratio, total foreign debt/GDP ratio, short-term debt/total
foreign debt ratio.

3. Foreign conditions: GDP growth rate and interest rate in developed
countries, crisis incidents of foreign countries.

A decrease in the GDP growth rate increases the possibility of a crisis
by weakening general solvency of the country or by engendering expan-
sionary monetary policy. Also, rapid expansion of domestic credit or fis-
cal deficit increases the possibility of a crisis by generating inflationary
pressures in the goods market and depreciation pressures in the foreign
exchange market. Factors such as deterioration in the terms of trade,
appreciation of the real exchange rate, and current account deficits can
produce a crisis by reducing both profitability of the exporting sector and
net foreign assets of the economy. Lastly, whereas a high foreign debt/GDP
ratio increases the probability of a crisis by making the country vulnerable
to a negative shock, high foreign reserves/short-term debt or FDI/GDP
ratios reduce the probability of a crisis by providing greater liquidity.

In addition to domestic fundamentals, foreign conditions can also play
a key role in the outbreak of a currency crisis. Because developed countries
are the net creditors in the international capital market, economic booms
in developed countries can lead to reductions in capital supply for devel-
oping countries. Among developing countries, a currency crisis in one
country may increase the possibility of crisis in another country. As was
mentioned earlier, this contagion effect may reflect either cross-country
correlation in economic fundamentals or merely investors’ psychology. In
this section, we simply define the contagion index for each country as a
weighted average of the crisis index of all other countries, with the weights
given by either the inverse of geographical distance between the country
in question and other countries or the trade linkage used in Glick and Rose
(1998).5 Because currency crises appear to be regionally concentrated, we
suspect that geographical distance is perhaps the most important deter-
minant of the contagion effect. Glick and Rose, on the other hand, argue

5. Because distributions of thus-constructed indexes are close to lognormal, we prevent
influence of potential outliers by taking logarithms of the indexes. Main results remain un-
affected by the use of the original indexes.
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that contagion takes place mainly through trade channels. This section
considers both our own contagion index and the trade contagion index.6

Detailed definitions of explanatory variables are provided in the appendix.

10.2.4 Data

Our data set covers 103 developing countries, including the Asian and
Latin American countries hit by the crisis, mostly for the years 1980–96.
The nominal exchange rate, however, covers the period 1980–97. As we
will show, this enables us to relate the dependent variable to one-year-
lagged values of explanatory variables. Using lags of explanatory variables
better serves our goal of identifying the “causes” of a currency crisis. Un-
like other explanatory variables, however, we let the contagion index take
contemporaneous values with the dependent variable, because the conta-
gion effect is expected to be coincident with currency crises. According to
our definition of currency crisis, about 10 percent of the total country-
years are classified as crisis episodes.

10.2.5 Probit Estimation Results

Probit estimation results using the aforementioned variables are re-
ported in table 10.1. Because coefficients from probit estimation are hard
to interpret, we calculate the marginal contribution of each regressor to
the probability of a crisis, using historical means of the variables. We first
report in columns 1 and 2 of the table the estimation results without the
contagion effect. For most variables, the estimated coefficients are signifi-
cant and of the correct signs. This suggests that incidence of a currency
crisis is not randomly distributed across countries but is systematically
related to economic fundamentals. Variables such as government deficit,
current account, and total foreign debt, however, are insignificant or of the
wrong signs. Frankel and Rose (1996) have reported similar findings. As
column 2 shows, when these insignificant variables are excluded from the
regression, coefficients on the remaining regressors change only slightly.

In columns 3 and 4, we add a contagion index to the equation. We find
that the trade contagion index and our contagion index each have signifi-
cantly positive effects.7 As was mentioned earlier, however, it is not clear
what the correlation between the crisis index and the contagion index truly
implies. Although we have included standard macroeconomic variables in

6. One may argue that contagion of crises may take place through financial linkages as
well (see, for example, Kaminsky and Reinhart 2000). In a separate paper, Hong (2000) has
constructed a financial contagion index using the BIS data on international claims, and com-
pared it with the regional and trade contagion indexes of this paper. Hong has found that
the main result of this section still holds: The regional contagion index dominates the trade
and financial contagion indexes.

7. According to the estimates, a one-unit increase in the trade contagion index and our
contagion index (100 percent increase in the original contagion indexes) increases the proba-
bility of a currency crisis by 4 and 6 percentage points, respectively.
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the regression, the possibility of important excluded variables still remains.
In addition, using one index without the other may produce biased esti-
mates because the two indexes are likely to be correlated.8 Only by consid-
ering both indexes at the same time, will one be able to properly evaluate
the independent contribution of each index to the probability of a cur-
rency crisis.

We report the results from this experiment in column 5 of table 10.1.
Note that when the two indexes are included in one regression, our index
dominates the trade contagion index and the latter becomes insignificant.
This result suggests that the trade contagion index works only as a proxy
for our contagion index, and thus the trade linkage is probably not the
main channel of regional contagion of crises.9 For this reason, we will use
column 3 as our benchmark estimates for the rest of this section. Under
the benchmark estimates, the average of the fitted probability for all actual
crisis episodes is 0.18.

10.2.6 Korea’s Currency Crisis and Contagion

In this section, we focus on Korea’s currency crisis based on results from
previous sections. First, we report the fitted values for Korea and other
countries hit by crisis, such as Mexico, Thailand, Malaysia, and Indone-
sia. As column 1 of table 10.2 shows, when only economic fundamentals
in 1996 are considered, the fitted value was 0.127 for Korea and below 0.1
for the other Asian countries. Considering the fact that the unconditional
probability of a currency crisis is 0.1 in our sample, the Asian crisis as a
whole was rather unanticipated. The only exception is Korea, whose eco-
nomic fundamentals in 1996 appear to have been weak enough to imply a
possible crisis in the following year.10 The finding that the crisis probability
of Korea in 1996 was relatively high may be surprising, because many
people have argued that Korea’s economic fundamentals were sound before
the crisis. Column 1 of table 10.2 does not support this popular claim.11

The crisis potential of Asia in 1997 was small, not only by international
standards, but also by its own historical trends. As shown in column 2 of
table 10.2, the fitted probability for the Asian countries was not substan-
tially greater in 1997 than it was in the earlier years. For example, Korea’s

8. It is obvious that trade is more active among countries in geographical proximity. In
fact, correlation of the two indexes in our pooled data set is 0.7.

9. One problem is that due to data availability, we used only the 1997 international trade
matrix, assuming that the trade linkage is constant over time. For more rigorous results, we
need to construct the trade linkage for every year. However when the sample period is re-
stricted to 1992–97, however, our index still dominates the trade linkage.

10. Rigorously speaking, the estimated probability is not ex ante, because the contagion
index takes contemporaneous values. For countries like Korea where a crisis took place at
the end of the year, however, the probability may well be considered as ex ante.

11. Table 10.3 (heading C) is not a true out-of-sample exercise, because observations in
1997 are used in the estimation. An out-of-sample exercise, however, changes the results
only slightly.
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crisis potential was about 0.1 even before 1996. Although we find that the
Korean economy in 1996 was in fact much weaker than it was during
the economic boom of 1994 and 1995, 1996 was not the worst year of
the decade.

In columns 3–6 of table 10.2, we examine whether the crisis probability
increases for Asian countries when the contagion effect is included as an
additional regressor. Depending upon which contagion index is used the
results vary substantially. When the trade linkage index is used, the esti-
mated probabilities of the Asian countries change only slightly. However,
our geographical linkage index substantially increases the estimated prob-
ability for the Asian countries from the range of 0.08–0.13 to the average
level of ex post crisis countries, 0.19! According to this result, one could
naturally have predicted the Korean crisis after the outbreak of the South-
east Asian turmoil.

Next, we examine which variables were particularly important in Ko-
rea’s currency crisis compared with other crisis episodes. To this end, we
calculate the contribution of each explanatory variable to the incidence of
each crisis by multiplying the benchmark coefficient estimates in column
4 of table 10.1 with the corresponding values of explanatory variables.
Deviation of each crisis from a reference-group mean of similarly con-
structed contribution measures can be used to illustrate distinguishing fea-
tures of each crisis episode. Before examining each individual country’s
episode in detail, however, we first compare the average values of the crisis

Table 10.2 Cross-Country Probit Analyses: Probability of a Currency Crisis

With Contagion With Contagion With Contagion
Index (from eq. Index (from eq. Index (from eq.
[2] in table 10.1) [3] in table 10.1) [4] in table 10.1)

(1) (2) (3) (4) (5) (6)

Mexico
(1987–93) 0.133 0.100 0.140
(1994) 0.132 0.115 0.168

Thailand
(1987–96) 0.088 0.093 0.082
(1997) 0.084 0.106 0.182

Malaysia
(1987–96) 0.041 0.043 0.040
(1997) 0.081 0.075 0.138

Indonesia
(1987–96) 0.111 0.114 0.102
(1997) 0.070 0.101 0.171

Korea
(1987–96) 0.112 0.100 0.102
(1997) 0.127 0.148 0.208
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countries with those of the whole sample in table 10.3. This table clearly
shows that, on average, the crisis countries exhibit weaknesses in all of
the considered fundamentals. Apart from the contagion, in particular, the
reserves to short-term debt ratio makes the greatest contribution to the
crisis probability.

Table 10.3 also reports the results from the same experiment for each
individual country’s episode, using all crisis countries (column 1) as our
reference group to be compared. A negative number in the table implies
that the contribution of the variable to the corresponding crisis episode is
smaller than to the whole crisis group in our data set. In Korea’s crisis, for
example, external factors (such as the terms-of-trade shock, low reserves,
and low FDI) have been particularly important, whereas domestic macro-

Table 10.3 Cross-Country Probit Analyses: Contribution of Each Explanatory
Variable to the Asian Crisis

Deviations from Average Values of the Whole Sample

Sample Mean

Whole Crisis
Sample Countries Marginal

(1) (2) Contributiona

Per capita GDP growth 0.00477 �0.01056 0.00314
Inflation 0.18787 0.30629 0.00429
Real domestic credit growth 0.01930 0.03707 0.00113
Terms of trade changes �0.00804 �0.03552 0.00337
Real exchange rate

depreciation �0.01699 �0.05357 0.00715
Reserves/short-term debt 3.39132 1.27950 0.01752
FDI/GDP 1.25291 0.71543 0.00600
Our contagion index �2.39022 �2.10817 0.01946

Sum of deviations 0.06206

Deviations from Average Values of Crisis Countries

Mexico Thailand Malaysia Indonesia Korea
(1994) (1997) (1997) (1997) (1997)

Per capita GDP growth �0.00106 �0.00987 �0.01049 �0.01150 �0.01154
Inflation �0.00772 �0.00904 �0.00985 �0.00831 �0.00935
Real domestic credit growth �0.00046 �0.01887 0.00525 0.00575 0.00561
Terms of trade changes �0.00398 �0.00484 �0.00710 �0.00879 0.00549
Real exchange rate

depreciation 0.00641 �0.00275 �0.00466 �0.00346 �0.00930
Reserves/short-term debt 0.00492 0.00241 �0.00898 0.00602 0.00609
FDI/GDP �0.00416 �0.00610 �0.04260 �0.03133 0.00263
Our contagion index 0.00724 0.05687 0.05392 0.04985 0.03376

Sum of deviations 0.00118 0.00781 �0.02452 �0.00176 0.02339

aMarginal Contribution to Crisis Probability � x[(b) � (a)].
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conditions (such as GDP growth and inflation) had limited effects. Also,
in most Asian countries the growth rate of real domestic credit has had a
positive impact, supporting the popular view that overlending and overin-
vestment were critical factors in the Asian crisis.

Table 10.3 also indicates that the role of the contagion effect has been
more important in the Asian crisis than in other crisis episodes. Even for
Korea, which was the least affected by contagion of the Asian countries,
the contagion effect appears to have played a key role. Figure 10.1 plots
the contagion index of Korea along with the world average of the index.

We have so far examined Korea’s currency crisis on the basis of a gen-
eral probit model. In short, the results suggest that the role of the conta-
gion effect in Korea’s crisis was significant, but economic fundamentals of
Korea (particularly external factors) were not sound prior to the crisis,
relative to the other Asian countries in particular. Although the above
exercises produce many interesting results, one should acknowledge many
limitations as well. Perhaps the most important limitation is that our exer-
cise was performed for virtually a single observation out of more than
2,000 sample points, and thus the related error margin is potentially very
large.

10.3 Country Shock versus Contagion: Further Analysis with Daily Data

The previous section of cross-country analyses suggests that the conta-
gion effect may have been a major cause of the Korean crisis as well as
the Asian crises in general. However, the cross-country analyses cannot
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examine dynamic diffusion processes of shocks across countries. With re-
spect to the analysis of contagion effects, this seems to be an important
limitation. For example, when many countries fall into crises in the same
year, it is impossible to investigate whether one country’s crisis causes
another or whether they altogether generate a vicious circle of crises
through mutual interactions. With the binary definition of the crisis, it
becomes even harder to examine to what extent the crises of other coun-
tries worsened the situation of one country. In addition, it seems persua-
sive to argue that shocks in financial markets are transmitted so rapidly
that analyses with annual data can hardly capture the complete picture.

In this section, therefore, we analyze the high-frequency data of the rele-
vant variables, namely, daily data of the exchange rates (against the U.S.
dollar) and the spreads (over the Treasury bill rate) of the U.S. dollar–
denominated sovereign debts. When high-frequency data are used, the lim-
itation of data coverage across countries as well as the relevant macro-
variables that can help identify the sources of contagion are obvious
disadvantages. For this reason, we will not seriously question the ultimate
sources of the contagion effects in this section. Instead, we will attribute
the whole magnitude “explained” by the shocks of other countries in the
regressions to contagion effects, and the remaining parts to effects from
domestic shocks.12

Considering data availability and its importance in the recent crisis, we
selected ten countries: Brazil, Argentina, Mexico, Russia, China, Korea,
Malaysia, Thailand, Indonesia, and Japan. Japan is included in order to
check whether we can find any systematic evidence for the popular argu-
ment that the weakness of the Japanese economy played a significant role
in triggering the Asian crisis. The sample period was chosen from 19 June
1997 to 31 December 1998, so that we can cover the situation right before
Thailand’s crisis. The sample size is approximately 400 for each country.
The recent paper by Baig and Goldfajn (1998) presents similar analyses
to those in this section, but we examine data largely from Korea’s view-
point using a wider set of countries. Details of the data sources can be
found in the appendix.

10.3.1 Exchange Rates

A serious difficulty with using the exchange rate data is that the govern-
ment, implicitly or explicitly, controls this variable in many countries. For
example, the exchange rates of the three Latin American countries, Russia,
and China are virtually uncorrelated with the exchange rates of other coun-
tries (not reported) because the governments of these countries managed
their exchange rates. We dropped these five countries from our sample

12. Put more precisely, domestic shock is defined as the component that is orthogonal to
shocks to other countries in the sample. Therefore, it is likely that more variations are attrib-
uted to domestic shocks when a smaller number of countries are included in the sample.
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for this reason and analyzed the five Asian countries, even though it is
known that the governments in these countries also intervened in the for-
eign exchange markets from time to time. A more accurate reading of the
pure market responses probably can be found from the sovereign spread
data in secondary markets, the results for which we will discuss in the
next section.

Cross-Country Correlation

Having confirmed that the null hypotheses of unit roots in the log of the
exchange rates are not rejected (see heading A of table 10.4), heading B of
table 10.4 reports the pair-wise correlation coefficients of the log differ-
ences for the five Asian countries. This table shows that the daily fluctua-
tions are closely correlated with one another.13 However, the correlation
coefficients of Korea with other countries are far smaller than those among

13. All of the exchange rates are against the U.S. dollar, and correlation across countries
may be spurious in that it may reflect the common fluctuation of the U.S. dollar. In this
sense, an interpretation about the absolute degree of the correlation coefficient should be
made with caution. However, comparison of the coefficient with other countries is largely
immune to this problem.

Table 10.4 Analyses for the Exchange Rate

Korea Malaysia Thailand Indonesia Japan

A. ADF Test for Unit Root (daily data, lag � 2, including intercept)a

Test statistic �2.24 �2.31 �2.62 �1.71 �1.52
B. Pair-wise Correlation Coefficients (daily data, log-difference)b

Korea 1.00
Malaysia 0.10 1.00
Thailand 0.09 0.41 1.00
Indonesia 0.22 0.49 0.27 1.00
Japan 0.08 0.12 0.20 0.11 1.00

C. Pair-wise Correlation Coefficients (daily data, log-level)b

Korea 1.00
Malaysia 0.81 1.00
Thailand 0.82 0.82 1.00
Indonesia 0.67 0.83 0.56 1.00
Japan 0.51 0.68 0.56 0.77 1.00

D. p-Value for the Granger Causality Test (daily data, log-difference)c

Korea 0.07 0.40 0.25 0.13
Malaysia 0.01 0.00 0.48 0.01
Thailand 0.00 0.02 0.01 0.77
Indonesia 0.00 0.00 0.00 0.16
Japan 0.82 0.26 0.65 0.87

a1% critical value �3.45, 5% critical value �2.87, 10% critical value �2.57.
bAsymptotic standard error 0.05.
cNumbers are p-values of the tests for the nulls of no Granger causality from the country in
the column to the country in the row.
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the three Association of Southeast Asian Nations (ASEAN) countries.
This result may be regarded as consistent with the finding from the cross-
country data that the contagion effect was small for Korea relative to the
ASEAN countries.

In addition, Japan’s exchange rate does not appear to be significantly
correlated with that of Korea; it is more correlated with the exchange rates
of the ASEAN countries. At least from the daily variations for the sample
period used in this paper, it appears difficult to justify the casual argument
that the weakness of the Japanese yen was a major cause of the Asian
crisis, particularly the crisis of Korea.

The relatively low frequency data or the level data shows a slightly
different picture. For example, the correlation coefficients of Korea with
the other countries are significant for the first differences of the weekly
averages (not reported) and for the levels under heading C of table 10.4,
although the degrees are still smaller than other coefficients. This may in-
dicate that sizable lagged effects exist in transmitting one country’s shock
to another country, and if so, the Granger causality test exercise can be
meaningful.

Granger Causality Test

Heading D of table 10.4 reports the p-values of the test statistic under
the null of no Granger causality for each pair of countries, using two
days of time lags. It may not be surprising that shocks in many countries
Granger-cause movements in many other countries. What is impressive,
however, is that Korea Granger-caused devaluations of the ASEAN coun-
tries far more significantly than vice versa. In addition, it is hard to find
any causality connections between Japan and Korea, which is consistent
with the result from the contemporaneous correlation coefficients.

VAR Simulation

How much of Korea’s devaluation can be attributed to the contagion,
and how much to the country’s own shock? In order to provide a mechani-
cal answer to this question, we applied the vector autoregression (VAR)
technique for these five countries’ data, using two lagged variables and no
drift terms.14 As for the ordering of the countries, we used the Granger
causality results of table 10.4: Korea → Malaysia → Thailand → Indone-
sia → Japan. Because the VAR results are usually sensitive to the order-
ings, however, we tried the other extreme case for Korea: Malaysia →
Thailand → Indonesia → Japan → Korea. Figure 10.1 plots the actual
exchange rate of Korea, along with the two simulated paths by the respec-

14. Experiments with more than two lagged variables did not greatly change the simulation
results, and the null of no drift term was accepted for all of the regressions.
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tive VAR estimations that would have been realized if the shocks to other
countries had not occurred. That is, the two dotted lines depict the ex-
change rate variations that can be attributed to the domestic shocks of
Korea and its repercussions through the other four countries in the VAR
models.

From these experiments, one can see that the contagion effects on Ko-
rea’s exchange rate were large throughout the whole sample period, which
is consistent with the results from the cross-country analyses. According
to the lower dotted line that attributes Korea’s variation wholly to the
contagion effects, the exchange rate would have returned to the precrisis
level during the second half of 1999 if there had been no foreign shocks.
Also, the decomposition of the variation between domestic shocks and
foreign shocks is rather insensitive to the ordering of the equations; that
is, the two dotted lines are close to each other. This robustness of the re-
sults for Korea may have been expected from the above results for the cor-
relation coefficients and the Granger causality tests.

Perhaps a more important message of figure 10.2 is, however, that the
domestic shock must have played a critical role at least in triggering the
explosion during the period of November and December 1998. Of course,
this experiment has many limitations. As was noted earlier, for example,
the exchange rate data are contaminated by the government intervention,
and thus the analysis of the contagion effects was performed for only a
limited number of countries. In particular, the redevaluation of the Asian
exchange rates in the second half of 1998 was often attributed to the crises
of Russia and Brazil, but the above analysis could not give support to
this conjecture. In section 10.3.2, therefore, we present the results for the
sovereign spread data in the secondary market for a wider set of countries.

10.3.2 Sovereign Spreads

The general methodology employed here is virtually identical to that in
the previous section except for the coverage of the sample countries: For
the sovereign spread data, we can include three Latin American countries
(Brazil, Argentina, Mexico), Russia, and China, in addition to the previ-
ous Asian five. Parallel to the previous section, we focus on the results for
the first differences. This is different from Baig and Goldfajn (1998), whose
study analyzed the results for the levels of the sovereign spreads. It is not
clear to us which one of the two is a superior concept in the context of
contagion effects. Our choice of the first difference is based on the test
results that do not reject the nulls of the unit roots in the data (see heading
A of table 10.5). However, we also report some of the results for the level
data as well because the correlation of the first differences only shows the
contemporaneous daily contagion, whereas the correlation of the levels
may indicate that the contagion cumulated over time with time lags.
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Cross-Country Correlation

Heading B of table 10.5 reports the pair-wise correlation coefficients of
the first differences of the sovereign spreads for the ten countries. First,
the correlation coefficients among the three Latin American countries are
extremely high: They are over 0.7! One may be able to argue that the three
countries are taken to be virtually a single market in the international capi-
tal market.

In contrast, the correlation coefficients among the three ASEAN coun-
tries are far smaller: The correlation coefficient between Malaysia and
Thailand is barely significant at the 5 percent level, whereas the coefficients
between Indonesia and the other two countries are not significant at all.
In fact, Indonesia appears to be more correlated with Latin American
countries than with other Asian countries. Russia is also more correlated
with Latin American countries than with the Asian countries, and China
is not significantly correlated with any other countries. It is interesting that
Japan shows negative correlation with Latin American countries, which
seems to indicate that the international capital market perceives the crises
in Latin America as positive shocks to Japan (or negative shocks to the
United States; recall that we use the spreads over the U.S. Treasury bill rate).

Finally, it is surprising that Korea shows stronger correlation with the
Latin American countries than with Asian countries. As in the exchange
rate analyses, however, the cross-country correlation appears to be far
more significant when the first differences of the weekly average or the
levels of the daily data are used.15 For the first differences of the weekly
average data (not reported) or for the levels under heading C in table 10.5,
for example, Korea turns out to be significantly correlated with all other
countries except Indonesia. Again, this divergence of results when the data
frequency is varied seems to suggest that substantial time lags exist in the
contagion effects that cannot be captured by the contemporaneous daily
correlation.

Granger Causality Test

This argument is confirmed by the Granger causality test results re-
ported under heading D in table 10.5. Allowing for just two days of time
lags, the nulls of no causality were rejected in many pairs for which the
contemporaneous daily correlation did not appear to be significant. For
example, Thailand appeared to be significantly correlated only with Ma-
laysia in the daily difference correlation, but it appeared to Granger-cause,
as well as to be Granger-caused by, many other countries. The passive role
of Japan is confirmed again: It was Granger-caused by most of the sample

15. For example, Valdes (1996) used the average of weekly data for the sovereign spreads
for Latin American countries.
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countries, but it did not Granger-cause the crisis countries. As in the previ-
ous section, the role of Japan in triggering the crises appeared to be min-
imal.

Finally, Korea was Granger-caused by the Latin American countries as
well as it Granger-caused them, but it Granger-caused the other Asian
countries and was not Granger-caused by them. All of these results are
not in accordance with the casual assertion that the ASEAN or Japanese
financial crises triggered the Korean crisis. Instead, these results seem to
support the hypothesis that the Korean crisis was largely triggered by do-
mestic weaknesses and that it was deepened by the crises of Russia and
Brazil later on.

VAR Simulation

Using similar methodology as described in the previous section, figure
10.3 plots the actual sovereign spread of Korea, along with the simulated
paths by the VAR estimations (two lagged variables and no drift terms)
that would have been realized if the shocks to other countries had not
occurred.16 As for the ordering of the countries, again, we referred to the
Granger causality test results (Brazil → Argentina → Mexico → Russia →
China → Korea → Malaysia → Thailand → Indonesia → Japan). In order
to check the sensitivity of the result, we also report an additional simula-
tion result that placed Korea at the bottom in the ordering of the countries.

A literal interpretation of this graph is that the spike in Korea’s spread
in mid-1998 would not have occurred if there had been no crises in other
countries (Brazil in particular): The simulated spread does not exceed 400
basis points, whereas the actual spread peaked at 1,000 basis points. This
is somewhat different from the result for the exchange rate in figure 10.2
in which Russia and Latin American countries were not considered. That
is, this difference indicates that Korea’s crisis was significantly affected by
the contagion effects from the Russian and Latin American crises in the
second half of 1998. Nevertheless, the rise of Korea’s spread in 1997 can-
not be fully attributed to contagion effects, which is the same conclusion
as in the analyses with the exchange rates.

10.3.3 News

An important result from the analyses of both the exchange rates and
sovereign spreads is that the outbreak of the Korean crisis at the end of
1997 is hardly attributable to contagion effects. In this section, therefore,
we examine more closely what happened inside Korea during this critical
period from October to December 1997. For this purpose, we collect ma-
jor news on the financial market and examine how the market reacted to
each incident.

16. Experiments with more than two lagged variables did not greatly change the simulation
results, and the constant terms appeared to be insignificant for most countries.
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Figure 10.4 reports Korea’s residuals that were identified from the VAR
estimation of the exchange rate and sovereign spreads (with Korea at the
fifth position from the bottom in the ordering). From this figure, one may
find the four subperiods that experienced serious negative shocks (or the
positive residuals), which we highlighted with the shaded areas: 10/21–
10/25, 10/30–11/8, 12/8–12/13, and 12/22–12/24.

Table 10.6 reports the relevant news that we collected from several Ko-
rean newspapers (Maeil Economic Daily, Hankuk Economic Daily, and
so forth) and Bloomberg. In order to reduce possible selection bias, we
tried to collect only the headline news of the financial sections in domestic
newspapers, and simply skipped the dates on which the headline news
were mere descriptions of the financial market situation. From Bloomberg,
in contrast, we included the comments on Korea’s situations and govern-
ment policies.

One can notice that the news for the International Monetary Fund’s
(IMF) rescue plan was not a big shock to the market; it may have been
anticipated. Rather, the news that stirred the financial market was the
bankruptcies of several chaebols and financial institutions and the bailout
policies of the government. Readers can also refer to table 10.11 to see
how many conglomerates of Korea had gone bankrupt right before the
crisis and how large they were in the Korean financial market. The first
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Fig. 10.4 Domestic shocks identified by the VAR, 1997
Note: The thick line is the shock on the sovereign spread; the thin line is the shock on the
exchange rate.
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period matches the news about the bailout policy for Kia, whereas the
second period coincides with the bankruptcy news of Haitai and New-
Core. The third period matches the news on the acquisition of Ssangyong
Autos by Daewoo and the unconditional rescues of many distressed fi-
nancial institutions, including two major bankrupt banks (First Korea and
Seoul) by the government (and the Bank of Korea). Finally, the last period
was driven by the news that Moody’s downgraded Korea’s sovereign debt
to a junk-bond level and the finance department vice minister’s acknowl-
edgment that Korea’s foreign debt may exceed $250 billion instead of the
official $100 billion.

In short, the news that the Korean government still tried to stick to old-
fashioned bailout policies appears to have operated as bad shocks. At least
at the triggering moment of the Korean crisis, the market’s reaction ap-
peared to be most negative to the series of chaebol bankruptcies and the
government’s bailout policies.

10.4 Further Discussion on the Korean Crisis

The previous section suggests that the Korean crisis was triggered more
by domestic shocks than by contagion effects, although the contagion
effects substantially deepened the crisis. This is basically in accordance
with the result from the probit analyses, with more emphasis on domestic
weaknesses. Yet, the probit analyses indicate that the domestic fundamen-
tals were not extremely bad. This section, therefore, adds some discussion
about some important weaknesses of Korea’s financial market structure
that we could not systematically analyze due to the limitations of compa-
rable cross-country data availability. Instead of providing formal analysis
results, we will briefly sketch the crucial points that have been made by
other researchers.

10.4.1 Bank Runs rather than Currency Speculation

Table 10.7 shows Korea’s balance-of-payment situation during the
1997–98 period. From this table, one can be astonished at how abrupt the
capital flow reversal was during the fourth quarter in 1997. The usable
foreign reserve, which had been fluctuating around $30 billion until the
third quarter, abruptly decreased by $15 billion during just one month,
November 1997. In fact, the foreign reserve would have been completely
depleted by the end of December had there not been the emergency loan
of $16 billion through the public sector institutions, such as the IMF and
the World Bank.

An important point of this table, however, is that the major component
of this abrupt capital flow reversal was the withdrawal of foreign debt
rather than the shift of portfolio investment. Private external debt de-
creased by $6.5 billion in November and by $11.3 billion in December,
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whereas the magnitude of equity securities outflow was rather small. If
one includes the emergency loan of the Bank of Korea to the overseas
branches of the Korean banks that were on the brink of bankruptcies, the
decrease of private foreign debt in November was over $15 billion!

Based on this inspection, Shin (1998) argues that the triggering mecha-
nism of the currency crisis in Korea fits the bank-run theories (e.g., Cole
and Kehoe 1996; Goldfajn and Valdes 1997; Chang and Velasco 1998)
better than the speculative attack hypotheses (e.g., Krugman 1979; and
Obstfeld 1995). Somewhat arbitrarily, table 10.8 decomposes the demand
for foreign reserves into two parts: the component that was not affected
by the exchange rate movement from the creditor’s point of view, and the
other component that was subject to the capital loss from currency depre-
ciation. According to this decomposition, one can confirm that the first
component outweighs the second in magnitude. This finding seems to sup-
port the hypothesis that the abrupt reversal of the capital flow in Korea
was triggered by the bankruptcy risks of the major Korean banks, rather
than the hypothesis that currency speculation in pursuit of capital gain
triggered massive capital outflow.

This argument appears to be reinforced by the external liability rollover
rate of the seven major Korean banks in table 10.9, cited from Shin (1998).
That is, the rollover rate of the major Korean banks, which already re-
mained below 100 percent before November, sharply declined in Novem-
ber and further in December.

In relation to the contagion issue and the contagious effects from the
weak financial system of Japan in particular, table 10.10 shows that Ja-
pan’s role was not particularly prominent. That is, the absolute amount of
credit withdrawn by Japan was large because of its high exposure to the
Korean market, but the flight from Korean banks was a general phenome-
non regardless of the creditors’ region. This information is also consistent
with the result of the above section that Japan’s role appears to be minimal
in triggering the Korean crisis.

10.4.2 Fragile Financial Market Structure
That Was Not Considered Above

We argued that the Korean crisis appeared to be triggered by bank runs
rather than speculative currency attacks. We also argued that the critical
news triggering the crisis seemed to be the chaebol bankruptcies and the
bail out policies of the government. In relation to these arguments, this
section briefly mentions the fragile aspects of Korea’s financial system that
were not considered in the probit model analyses.

Perhaps the most important weaknesses in Korea’s financial structure
that were overlooked in the probit analyses were the low profitability and
the high leverage ratios of the corporate sector. Figure 10.5 shows that the
corporate sector of Korea had the lowest profitability and the highest debt/
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Table 10.10 Trend of Regional Composition of Foreign Loans: Thirteen Major Banksa

96.12 97.3 97.6 97.9 97.12

Japan 259.7 (50.2) 212.8 (42.0) 220.9 (44.8) 206.3 (45.8) 139.5 (47.6)
United States 70.1 (13.5) 88.3 (17.4) 86.4 (17.5) 70.5 (15.7) 46.3 (15.8)
Europe 187.6 (36.3) 205.4 (40.6) 185.8 (37.7) 173.0 (38.5) 107.1 (36.6)

Totalb 517.4 (100.0) 506.4 (100.0) 493.1 (100.0) 449.8 (100.0) 292.9 (100.0)

aSeven commercial banks and six specialized banks.
bThis figure excludes foreign loans extended by creditor banks in regions other than Japan, the United
States, and Europe.

Table 10.9 Weekly Rollover Rate of Foreign Loans: Seven Major Commercial Banks, 1997

July August September October November December

First week 157.3 64.1 82.2 83.7 70.0 23.7
Second week 95.5 84.9 82.8 83.9 67.2 26.8
Third week 83.6 86.9 84.1 80.5 55.9 26.2
Fourth week 76.1 76.2 89.8 84.9 48.7 31.9
Fifth week 87.5 127.3 53.3

Average 89.1 79.2 85.5 86.5 58.8 32.2

Fig. 10.5 Debt equity ratio and EBIT-total assets for East Asian countries
(1991–96)
Source: Nam, Kang, and Kim (1999).
Note: The solid square denotes average for 1991–92; the solid circle denotes average for
1995–96.



equity ratio among the eight Asian countries. This financial structure was
a large potential threat to the solvency of the banking sector of Korea.

In addition, the high concentration of financial assets in a small number
of chaebols was perceived to be another factor causing vulnerability in the
financial system. Table 10.11 shows that the top thirty chaebols governed
almost 50 percent of the total assets in Korea. Under this high concentra-
tion ratio, a small negative shock to the chaebols could develop into sys-
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Table 10.11 Thirty Largest Chaebols: April 1996 (in trillions of won)

Leverage Number of Date of
Total Assets (debt/equity) Subsidiaries Bankruptcy

1. Hyundai 43.7 (6.94) 440% 46
2. Samsung 40.8 (6.48) 279% 55
3. LG 31.4 (4.99) 345% 48
4. Daewoo 31.3 (4.97) 391% 25
5. SK 14.6 (2.32) 352% 32
6. Ssangyong 13.9 (2.21) 310% 23
7. Hanjin 12.2 (1.94) 559% 24
8. Kia 11.4 (1.81) 522% 16 07/16/97*
9. Hanhwa 9.2 (1.46) 712% 31 12/17/97***

10. Lotte 7.1 (1.13) 191% 28
11. Kumho 6.4 (1.02) 480% 27
12. Doosan 5.8 (0.92) 907% 26
13. Daelim 5.4 (0.86) 424% 18
14. Hanbo 5.1 (0.81) 648% 21 01/18/97*
15. Dongah 5.1 (0.81) 362% 16 01/10/98***
16. Halla 4.8 (0.76) 2,457% 17 12/03/97***
17. Hyosung 3.6 (0.57) 362% 16
18. Dongkuk 3.4 (0.54) 223% 16
19. Jinro 3.3 (0.52) 4,836% 14 09/09/97**
20. Kolon 3.1 (0.49) 340% 19
21. Tongyang 3.0 (0.48) 305% 22
22. Hansol 3.0 (0.48) 291% 19
23. Dongbu 2.9 (0.46) 219% 24
24. Kohap 2.9 (0.46) 603% 11 01/30/98***
25. Haitai 2.9 (0.46) 669% 14 08/26/97*
26. Sammi 2.5 (0.40) 3,333% 8 03/20/97*
27. Hanil 2.2 (0.35) 581% 8 12/31/97***
28. Keukdong 2.2 (0.35) 516% 11
29. Newcore 2.0 (0.32) 1,253% 18 05/23/97**
30. Byucksan 1.9 (0.30) 473% 16

Total 286.9 (45.6) 669

Source: Data from the Fair Trade Commission.
Note: Figures in parentheses are the share of total assets in percentages of the corporate
sector in Korea (629.8 trillion won as of the end of 1996).
*denotes bankruptcy.
**denotes standstill agreement.
***denotes syndicated loan.



temic risk affecting the whole banking sector. In this regard, the severe
deterioration in the profitability of the top six to seventy chaebols since
1995 as shown in figure 10.6 was a growing threat to the whole banking
system of Korea. In table 10.11 we also report the bankruptcy dates to
show how many chaebols went bankrupt during 1997. Recognizing this
aspect of Korea’s financial system may help readers better understand why
the financial market reacted so drastically to the news of chaebol bank-
ruptcies.

10.5 Concluding Remarks

This paper examines the Korean currency crisis, focusing on the weak-
nesses in domestic fundamentals as opposed to the contagious external
effects. The results of this paper appear to suggest that the contagion
effects were large, but not sufficient enough to explain Korea’s crisis. In
particular, the triggering moment of the crisis did not appear to be attrib-
utable to the contagion effects.

As for the conventional factors that are considered important in ex-
plaining the currency crisis, Korea’s fundamentals were weak, but not
extreme enough to generate such a deep crisis. While external transac-
tions were loosely managed, domestic macrofundamentals appeared to be
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Fig. 10.6 Interest payment coverage ratios for listed firms
Source: National Information and Credit Evaluation, Inc.
Notes: Figures for 1998 are those for the first half of 1998. (A) includes all subsidiaries of
the top 6–70 chaebols; (B) excludes Kia and Asia automobile companies among the top
6–70 chaebols.



sound. Nevertheless, the Korean currency crisis seems to have been trig-
gered by runs on the major banks, with the triggering moment associated
with the bankruptcies of chaebols and the nontransparent bailout policies
of the government. This observation seems to suggest that additional frag-
ile aspects of the financial system were important in explaining Korea’s
crisis. Examples of such aspects are the low profitability and high leverage
ratio of the corporate sector, the high concentration ratio of financial assets
in a small number of chaebols, and so forth.

A crucial question that arises here is why the bank runs were triggered
by foreign investors while domestic investors were less worried. A possible
explanation is the divergence of expectations about conventional practices
of the government policies. That is, among Korean investors, expectations
about bailout policies for chaebol and financial institutions were largely
expected while foreign investors were surprised. If this proposition is true,
Korea’s crisis was a more fundamental crisis for the whole financial system
of Korea rather than a simple liquidity crisis for foreign exchanges. In
other words, the crisis may have been an inevitable outcome when the
implicit bailout expectation among Korean investors (or the crony capital-
ism of Krugman 1998) was broken by foreign investors. This is a complex
issue that should be further investigated.

Appendix

Data Sources

Cross-Country Data

Most of the data used in section 10.2 are extracted from the World De-
velopment Indicators on CD-ROM 1998 by the World Bank (hereafter
WDI98), unless otherwise indicated.

Crisis index. The crisis index takes value 1 for a currency crisis and value
0 otherwise. A crisis is defined as annual depreciation of the nominal ex-
change rate (with respect to the U.S. dollar) of at least 25 percent that is
also at least a 10 percent increase in the rate of depreciation.

Growth rate of per capita GDP. The per capita GDP growth rate is con-
structed by taking the log difference of per capita GDP.

Growth rate of real domestic credit. Real domestic credit denotes domestic
credit extended to the private sector by the banking sector divided by the
consumer price index (CPI). The banking sector comprises monetary au-
thorities, depository banks, and other financial institutions (e.g., mutual
credit unions and housing financial cooperatives).
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Ratio of foreign exchange reserve to short-term foreign debt. The data for
foreign exchange reserves are from the International Finance Statistics CD-
ROM March 1999 (hereafter IFS), and short-term foreign debt is obtained
by multiplying total foreign debt by the share of short-term foreign debt
in total foreign debt. Total foreign debt includes foreign borrowings by
the government sector, government-guaranteed foreign borrowings, non–
government-guaranteed private borrowings, and credit and short-term
debt provided by the International Monetary Fund.

Depreciation of the real exchange rate. The real exchange rate depreciation
is the log difference of the nominal exchange rate over CPI. The nominal
exchange rate is the year-end market exchange rate from IFS, whereas CPI
is from WDI98.

Changes in the terms of trade. Changes in the terms of trade are con-
structed by taking the log difference of the ratio of export price to import
price. The export and import prices are export and import values (in cur-
rent U.S. dollars) divided by export and import volumes (in constant local
currency), respectively.

FDI/GDP. FDI denotes net foreign direct investment inflow.

Growth rate of foreign GDP. The foreign GDP growth rate is the log differ-
ence of the total sum of GDPs of OECD economies.

Foreign interest rates. Foreign interest rates are the weighted average of
lending rates in the United States, Japan, the United Kingdom, Germany,
and France. The weights are given by the currency composition of the
long-term debt in each country. The currency composition ratios are from
the World Bank (1997, 1998) and World Bank (various issues).

Regional contagion index. The regional contagion index is a weighted aver-
age of the crisis indexes of other countries. The weights are given by the
inverse of the geographical distance between the country in question and
other countries. For the geographical distance between two countries, lati-
tude and longitude of the corresponding capital cities are used.

Trade linkage index: The trade linkage index in section 10.2 is the same
as the one used by Glick and Rose (1998). The trade linkage between two
countries 0 and i are given by the following:
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where Xik denotes aggregate bilateral exports from country i to k (k � i, 0)
and Xi denotes aggregate exports from country i.

Daily Data

Sovereign Spreads. The spread is defined by subtracting the yield rate on
the U.S. Treasury bill from the yield rate on each sovereign bond in the
secondary market. We collected the yield rate of each country’s sovereign
bond from Bloomberg Online. The following are the CUSIP numbers of
the sovereign bonds, along with the specific name of the bond and due
date.

Argentina: 040114AN0, ARGENT 11, 10/06, USD, GOVT.
Brazil: 105756AG5, BRAZIL 9 3/8, 04/08, USD, GOVT.
Mexico: 593048bf7, MEX 8 5/8, 03/12/08, GOVT.
Malaysia: PETRONAS 7 1/8, 10/06, USD, PETRONAS.
China: 712219AE4, CHINA 7 3/4, 07/06, USD, GOVT.
Indonesia: 455780AB2, INDO 7 3/4, 08/06, USD, GOVT.
Thailand: 88322kac5, Thailand Kingdom, Thai, 3/4, 04/07.
Korea: Korea Development Bank due to 2003, 10 years, Global.
Japan: TOKYO MISTZUBISHI, BOT, 7 3/4, 11/02/02.
Russia: XS0077745163, RUSSIA 10, 06/07, USD, GOVT.
Treasury Bill: T 5 1/4, 02/15/29, 30 years.
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Comment Nouriel Roubini

This paper presents an empirical study of the causes of the Korean crisis
of 1997–98. The authors analyze whether the crisis was due to domestic
fundamentals or external interdependence (or contagion). They present a
variety of evidence, both econometric and more qualitative.

There has been a broad debate on whether the Korean crisis was due to
fundamentals or rather was caused by a liquidity run (with foreign banks
suddenly withdrawing interbank lines) exacerbated by international conta-
gion. In a sense, these alternative explanations are not contradictory but
rather complementary. Seriously weak fundamentals may have initially
triggered the crisis, but international contagion from East Asia to Korea

Nouriel Roubini is professor of economics at the Stern School of Business, New York
University, and a research associate of the National Bureau of Economic Research.
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(and vice versa) and a self-fulfilling bank-run psychology and panic may
have exacerbated it. So, the issue is more one of the relative weight of al-
ternative explanations. My reading of this paper and of the overall evi-
dence for Korea is that fundamentals certainly played an important role.
Although traditional fundamentals were not important in Korea (as public
deficits and debt were low; inflation low; and savings and investment rates
high), other structural weaknesses related to the financial system and dis-
torted investment and borrowing incentives were very important. To sum-
marize, the fundamental weaknesses of Korea, even before the onset of
the currency crisis at the end of 1997, were as follows:

1. A severe recession in early 1997, well before the currency crisis.
2. Severe corporate distress (with seven out of the top thirty chaebols

being effectively bankrupt by the middle of 1997). The distress of the cor-
porations led to significant distress for a wide range of financial institu-
tions (merchant and commercial banks).

3. Large current account deficits in 1996 driven by excessive investment
and severe terms of trade shock (the fall in semiconductor prices) and a
moderate amount of real appreciation of the currency.

4. Current account deficits mostly financed by short-term unhedged
foreign currency loans (mostly cross-border interbank loans).

5. Short-term debt to foreign reserves (an important early warning sig-
nal) was high at the onset of the crisis and inward FDI very low given
restrictions and regulations to FDI.

6. Dominance of the economy by “empire maximizing” chaebols that
were overinvesting and inefficient.

7. Excessive investment was partly driven by “connected lending” and
“directed lending” policies. Moral hazard-inducing implicit and explicit
guarantees also distorted investment and borrowing and lending decisions
of chaebols and financial institutions. Poor supervision and regulation of
the financial system worsened such distortions.

8. High leverage of the chaebols with debt-to-equity ratios being on av-
erage over 300 percent even before the crisis, and devaluation further in-
creased the burden of foreign currency debt.

9. Low profitability of investment with two-thirds of chaebols having
losses in 1996 and the return on capital being low in the 1990s.

The qualitative and quantitative evidence presented in the paper is con-
sistent with this assessment, suggesting an important role for fundamentals
in triggering the crisis. The authors find some role for both contagion and
domestic fundamentals.

The econometric analysis of the role of fundamentals and contagion is
performed in sections 10.2 and 10.3. In section 10.2, using a standard
probit model with data from about 100 countries, the authors find that
fundamental weaknesses played a role, although contagion channels were
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also important (more geographic proximity than trade). A few comments
on these results: First, traditional probit models are unable to capture non-
traditional fundamentals because data on variables other than standard
macro ones are not easily available. As the previous discussion suggests,
the weaknesses of Korea were in its financial system and corporate struc-
ture rather than just traditional macro weaknesses. However, such struc-
tural variables are hard to measure and are not usually included in empiri-
cal models of the likelihood of a currency crisis. This may explain why the
predictive power of the model is good but statistically not very large. Sec-
ond, because proxies for geographic proximity and trade are highly corre-
lated, it is not clear whether the stronger statistical significance of “prox-
imity” relative to trade links is driven by such trade links. Third, it would
have been useful to derive some direct proxies of financial contagion (such
as common creditor links) rather than rely on proximity as a proxy for
such contagion links. Fourth, the decomposition in table 10.3 of the contri-
bution of various variables to the crisis probability is qualitatively interest-
ing and sensible, but the quantitative contribution of significant factors
(e.g., FDI, high debt to reserves, and terms of trade shocks) is modest.
Given the significant contribution of the contagion variable, more could
be done to figure out what this variable really proxies for: Is it “rational”
contagion or “irrational” contagion?

Section 10.3 considers in more detail the contagion question by studying
daily data on exchange rates and sovereign spreads for a set of emerging
market economies. Interestingly, the authors relate these asset prices to
news on Korea’s economy and financial markets. They find that negative
news about financial distress of chaebols and financial institutions drives
such asset prices. The analysis is interesting and the results sensible. There
are a number of general limitations to this approach: The country sample
is small; there are missing macro variables in the regressions, given the use
of daily data; and other asset prices such as stock prices and domestic
interest rates could also have been analyzed.

Some remarks on the exchange rate results: First, the correlation be-
tween the value of the won and the yen may be spurious and driven by
movement of the U.S. dollar; i.e., statistical correlation may occur even
if the two exchange rates are statistically independent. One could use a
numeraire to deal with this issue. Second, high correlation may be due to
heteroscedasticity (high variance in turbulent times). Third, some correla-
tions are low (as for the Japan correlations), but splitting the sample into
subperiods (such as those in 1998 when the yen was weak and falling) may
provide better results. Fourth, the VAR results on the contagion from East
Asia to the Korean currency are interesting; conversely, one may argue
that the free fall of the won in the fall of 1997 led to another round of
contagious effects from Korea to the rest of the region.

The results on sovereign spreads are somewhat surprising: Korea’s

Currency Crisis of Korea 375



spreads seem to be more correlated with those of Latin America than
those of Asia. This may be due to some “cross-hedging” across markets.
Also, the robustness of this result in subsamples of turbulent periods may
have to be tested. Also, the results of the Granger causality tests showing
causality going from Korea to East Asia but not vice versa are a bit at
odds with the exchange rate results suggesting contagion from East Asia
to Korea.

The results on the effects of news on asset prices are novel and interest-
ing; they confirm the view that negative domestic news about chaebols and
financial distress of commercial and merchant banks as well as govern-
ment bailout policies negatively affected asset markets. Two issues here:
Although bailout news signals that there are serious distress problems,
they should reduce panic and runs as long as the bailout commitment is
credible. The results instead seem to suggest that bailout news is perceived
as negative by investors. Second, finding a significant effect of bad news on
asset prices does not rule out the possibility that such prices overreacted to
the news; it is one thing to find that news matters, and another to infer
that such significant relations between news and prices imply no over-
shooting of such prices to the news. In the absence of a fundamental model
of the quantitative effect of such news, it is again hard to assess whether
Korean financial markets and foreign investors overreacted to the negative
news that came out of the Korean economy at the end of 1997. Although
fundamentals played a strong role, as the paper convincingly argues, at the
end of 1997 some run psychology and panic may have been triggered by
such negative developments and may have led Korea to the brink of de-
fault. Only the negotiated agreement at the end of 1997 between Korea
and its international creditor banks to roll over short term cross-border
lines avoided this potentially disastrous outcome.

In conclusion, this is an interesting empirical study of the causes of the
Korean crisis; it confirms the view that fundamentals mattered in trig-
gering the crisis but that external interdependence (contagion) also mat-
tered. The results appear to be convincing. Perhaps the authors could have
tried to probe a little more the alternative view that Korea’s crisis was
caused by a self-fulfilling bank run and panic.

Comment Ponciano S. Intal, Jr.

I would like to congratulate Dongchul Cho and Kiseok Hong for their
admirable effort in analyzing the causes of the recent currency crisis in
Korea. I start my comments on a few technical points. Afterwards, I will

Ponciano S. Intal, Jr. is professor of economics at De La Salle University.
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focus on the real sector to complement Cho and Hong’s “fundamentals”
story. Of course, Cho and Hong, being Koreans, know the real sector as-
pects much more than I do. My aim is primarily to nudge the authors
to consider somewhat more fully the real sector aspects in their paper.
Clearly, no single paper can ever do justice to such a complex phenomenon
as a currency or economic crisis. Nevertheless, I feel that the authors will
end up with a more insightful paper if they give more space in the paper
on the real sector aspects of the Korean crisis.

Some Technical Points

One technical point I would like to highlight is that the contagion index
in the Cho and Hong paper does not measure the usual meaning of conta-
gion as presented in Kaminsky and Reinhart (chap. 3, this volume). Given
that the data used is annual, thereby raising issues of simultaneity/endo-
geneity, the geography-based contagion index can proxy more neatly the
trade, financial, and investment linkages among neighboring countries,
i.e., akin to an index of economic integration or economic interdepen-
dence. Viewed this way, Cho and Hong’s contagion index supports better
the authors’ view that the Korean crisis was primarily determined by Ko-
rea’s fundamentals but was substantially aggravated by the crisis in South-
east Asia. (There may be some quibbling here, in the sense that what could
have been an economic turbulence in Korea ended up being a full-blown
crisis because of the regional contagion effect.)

The second point is that some of the results are counterintuitive. For
example, in the case of Thailand and Indonesia, the results indicate that
the probability of a currency crisis in Thailand and Indonesia was histori-
cally higher during the late 1980s and early 1990s than in 1997. In view of
the modest results, Cho and Hong might like to consider modifying the
specification of the probit model. For example, like in Corsetti, Pesenti,
and Roubini (chap. 1, this volume), Tornell (chap. 2, this volume), and
Kaminsky and Reinhart (chap. 3, this volume), it may be that some vari-
ables need to pass some threshold levels or be conditional upon other rele-
vant variables before they significantly contribute to the occurrence of a
crisis. Cho and Hong may also like to use the sharp increase in the “foreign
exchange market pressure” à la Girton and Roper instead of a sharp drop
in the exchange rate as the measure of currency crisis. The foreign ex-
change market pressure is a weighted sum of the exchange rate change and
the change in foreign exchange reserves similar to those in Corsetti, Pes-
enti, and Roubini and Tornell. This is the more analytically satisfactory
measure, especially in developing countries that do not have free and flex-
ible foreign exchange markets. Finally, the authors may also include direct
measures of financial sector vulnerability in the probit model, given the
prominence of Korea’s financial sector in the unraveling of Korea’s crisis.

The last technical point is related to the Granger causality tests. Using
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daily data of log differences of exchange rates, the authors found minimal
pair-wise correlation between the won and the Southeast Asian currencies.
Moreover, the Korean won Granger-caused the Southeast Asian curren-
cies, which is somewhat surprising. Except for the possible sample size
requirement of a Granger causality test, it does not seem persuasive that
daily data need to be used especially in the light of the counterintuitive
results and the fact that the South Korean won and the Southeast Asian
currencies are not freely floating.

Some Real Sector Underpinnings

Cho and Hong show the importance of terms of trade changes and real
exchange rate changes as contributing factors to the occurrence of cur-
rency crises. The authors did not discuss them; nevertheless, the two fac-
tors appear to be important for the Korean crisis story because they bring
out some of the real economy underpinnings of the financial sector fragil-
ity in Korea. Specifically, the decline in Korea’s corporate profit rate to its
lowest level ever (Smith 1998) may have stemmed in large part from the
appreciation of the won vis-à-vis the yen (resulting in the loss of price
competitiveness of Korea’s exports vis-à-vis Japan’s exports in third mar-
kets), the sharp fall in the export prices of Korea’s semiconductor exports,
and the significant slowdown in Korea’s exports.

The drop in export prices was partly of Korea’s doing because Korea
is a major player in the world’s semiconductor chips industry. The drop
in export prices resulted from the serious overcapacity in the industry
brought about by the slowdown in world demand on the one hand and,
to some extent, the investment binge of Korea’s chaebols on the other.
The increased commodity concentration of Korea’s exports, which led to
Korea’s greater vulnerability to terms of trade changes, may have stemmed
in part from the chaebols’ bias for economies of scale as the source
of international competitiveness (rather than manufacturing flexibility in
niches followed by Taiwanese firms), the real appreciation of the won, and
the sharp rise in real wages in Korea.

It must be noted that the chaebols’ corporate strategy is fundamentally
a high-wire act. Focusing on economies of scale as a source of competitive
advantage means building large, capital-intensive plants, which in the case
of Korea’s chaebols were largely debt financed. Highly leveraged with his-
torically low corporate profit rates compared to a number of East Asian
countries, the chaebols need robust growth in exports and the Korean
economy as well as low wages in labor-efficiency terms in order to stay
afloat. However, the sharp rise in the real wages in the 1990s and the sharp
slowdown in exports and economic growth in 1996 substantially raised the
probability of corporate failures and, given the debt-financed nature of
Korean investments, also of bank failures.

The 1997–98 Korean economic crisis has a precedent in Korea: the 1980
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crisis, which was caused as much by debt-financed overinvestment in the
late 1970s as by an external shock (the world oil price hike). A major
difference between the 1980 crisis and the 1997–98 crisis, however, is the
sharply higher rate of Korean bank-intermediated, variable-rate, and short-
term external debt in the recent episode. Cho and Hong show the signifi-
cance of short-term debt as a predictor of a currency crisis. Why there was
a sharp rise in short-term external debt in Korea is an interesting issue by
itself. What is worth noting here is that it has been the less regulated mer-
chant banks that triggered Korea’s recent financial crisis, just as it was the
less regulated finance companies that did it for Thailand in 1997 and for
the Philippines in the early 1980s. Although this points to the issue of
prudential regulations, it may also indicate problems related to the pace
and pattern of the liberalization and deregulation of Korea’s financial
market.

Finally, it may be noted that within two years after the 1980 crisis, the
Korean economy recovered as Korea reflated and as the triple lows (i.e.,
low won, low interest rate, and low world oil price) eventually led to surg-
ing exports. A low won (i.e., depreciation of the won and appreciation of
the yen relative to the dollar) and a recovery in world semiconductor chip
prices may lead to an export-led recovery of the Korean economy. Never-
theless, the success story of the 1980s may not be totally replicated in the
recent episode. The drastically changed industrial relations environment
in Korea and the increasing competition from Southeast Asia and China
may constrain the recovery and growth potentials of the Korean economy.
Thus, the basis for optimism for sustained recovery from the crisis would
have to come from something else. Specifically, just as the 1980 crisis led
to Korea’s trade policy reforms, the 1997–98 crisis provides the impetus
for Korea’s financial sector and corporate restructuring and governance
reforms. This seems to be happening despite much difficulty, as indicated
by the Daewoo case.

Reference

Smith, H. 1998. Korea. In East Asia in crisis: From a miracle to needing one? ed.
R. H. Mcleod and R. Garnaut, 66–84. London: Routledge.

Currency Crisis of Korea 379





This PDF is a selection from an out-of-print volume from the National Bureau
of Economic Research

Volume Title: Regional and Global Capital Flows: Macroeconomics Causes
and Consequences, NBER-EASE Volume 10

Volume Author/Editor: Takatoshi Ito and Anne O. Krueger, editors

Volume Publisher: University of Chicago Press

Volume ISBN: 0-226-38676-7

Volume URL: http://www.nber.org/books/ito_01-1

Publication Date: January 2001

Chapter Title: List of Contributors, Indexes

Chapter Author: Takatoshi Ito, Anne O. Krueger

Chapter URL: http://www.nber.org/chapters/c10740

Chapter pages in book: (p. 381 - 394)



Contributors

Leonard K. Cheng
Department of Economics
Hong Kong University of Science and

Technology
Clearwater Bay
Kowloon
Hong Kong

Dongchul Cho
Research Fellow
Korea Development Institute
P.O. Box 113, Cheongryang
Seoul 113
Korea

Giancarlo Corsetti
Department of Economics
University of Rome III
Viale Ostiense 139
00154 Rome
Italy

Taro Esaka
c/o Shinji Takagi
Faculty of Economics
Osaka University
1-7 Machikaneyama
Toyonaka, Osaka 560-0043
Japan

381

Yukiko Fukagawa
8-828, 4-4-25, Aoyama Gakuin

University
Shibuya, Shibuya-ku
Tokyo 150-8366
Japan

Kyoji Fukao
The Institute of Economic Research
Hitotsubashi University
Naka 2-1, Kunitachi-shi
Tokyo 186
Japan

Shin-ichi Fukuda
Faculty of Economics
University of Tokyo
7-3-1 Hongo Bunkyo-ku
Tokyo 113-0033
Japan

Kiseok Hong
Macroeconomics Division
Korea Development Institute
P.O. Box 113, Cheongryang
Seoul 130-012
Korea



Ponciano S. Intal, Jr.
DLSU Angelo King Institute for

Economics and Business Studies
De La Salle University
2401 Taft Avenue
1004 Manila
Philippines

Takatoshi Ito
Institute of Economic Research
Hitotsubashi University
Naka 2-1, Kunitachi
186-8603 Tokyo
Japan

Graciela L. Kaminsky
Department of Economics
George Washington University
Washington, DC 20052

Anne O. Krueger
Department of Economics
Stanford University
579 Serra Mall
Landau Economics Bldg., Room 153
Stanford, CA 94305-6072

Yum K. Kwan
Department of Economics and

Finance
City University of Hong Kong
Tat Chee Avenue
Kowloon
Hong Kong

Mario B. Lamberte
Philippine Institute for Development

Studies
NEDA sa Makati Bldg., 106

Amorsolo St.
Legaspi Village, Makati City, 1229
Philippines

Francis T. Lui
Department of Economics
Hong Kong University of Science and

Technology
Clearwater Bay
Kowloon
Hong Kong

382 Contributors

Eiji Ogawa
Department of Commerce
Hitotsubashi University
Kunitachi, Tokyo 186-8601
Japan

Paolo Pesenti
Federal Reserve Bank of New York
International Research Function
33 Liberty Street
New York, NY 10045

Assaf Razin
Eitan Berglas School of Economics
Tel Aviv University
Tel Aviv, 69978
Israel

Carmen M. Reinhart
University of Maryland
School of Public Affairs
Van Munching Hall, Room 4113D
College Park, MD 20742

Nouriel Roubini
Leonard M. Stern School of Business
New York University
Henry Kaufman Management Center
44 W 4th Street, 7-83
New York, NY 10012-1126

Efraim Sadka
The Eitan Berglas School of

Economics
Tel Aviv University
Tel Aviv 69978
Israel

Lijian Sun
Fudan University
Shanghai
People’s Republic of China

Shinji Takagi
Faculty of Economics
Osaka University
1-7 Machikaneyama
Toyonaka, Osaka 560-0043
Japan



Pranee Tinakorn
Thailand Development Research

Institute
565 Ramkhamhaeng Soi 39,

(Thepleela 1)
Wangthonglang
Bangkok, 10310
Thailand

Aaron Tornell
Department of Economics
University of California, Los Angeles
Box 951477
Los Angeles, CA 90095-1477

Contributors 383

Chi-Wa Yuen
School of Economics and Finance
University of Hong Kong
Hong Kong

Mahani Zainal-Abidin
Faculty of Economics and

Administration
University of Malaya
50603 Kuala Lumpur
Malaysia





Author Index

Agenor, Pierre-Richard, 337
Aharony, Joseph, 340n3
Aizenmann, Joshua, 337
Akerlof, George, 313, 314
Akiyama, Shigeru, 153
Alba, Pedro, 17n9, 198
Aoki, M., 120

Baig, Taimur, 339, 348, 351
Bank for International Settlements (BIS),

78t, 82t, 122n8, 123t, 126–27t, 163–
65f

Bank of Japan, 274t
Bartolini, Leonardo, 197, 251, 252
Bekaert, Geert, 244
Belderbos, Rene, 268t
Berg, Andrew, 17n9, 275n7
Bertola, Giuseppe, 244, 245
Blomström, Magnus, 267n1
Bodnar, Gordon M., 251, 252
Borensztein, Eduardo, 311, 325n11
Bovenberg, A. Lans, 314
Brecher, Richard A., 321n9, 333
Buiter, Willem, 11n1, 14n6
Burnside, Craig, 14

Calomiris, Charles, 340n3
Calvo, Guillermo, 42, 44n4, 74, 75, 76,

83n11, 88, 92n13, 152, 197, 204,
214n6, 340n2

Cameron, R., 120n3

385

Capannelli, Giovanni, 268t
Caprio, Gerard, Jr., 31
Cavallari, Lilia, 14n6
Caves, Richard E., 271
Chan, Alex W. H., 239n5, 241
Chang, Roberto, 14, 15n8, 30, 120n4, 364
Chen, Naifu, 241
Chen, Zhaohui, 198
Cheng, Leonard K., 239n5, 240, 241n6,

243, 250
Chuhan, Punam, 197
Claessens, Stijn, 197
Cole, Harold, 15n7, 48, 364
Corbo, Vittorio, 230t, 231
Corsetti, Giancarlo, 11n1, 12, 13n4, 14, 15,

17n10, 21, 28, 29, 30, 32n32, 36, 48,
81, 117n1, 377

Dasgupta, Amil, 32n32
Davis, Philip, 246t
De Gregorio, Jose, 311, 325n11
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